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Preface to the Festschrift
for Prof. Dr.-Ing. Heinz Gerhäuser

This book is dedicated to Prof. Dr. Heinz Gerhäuser on the occasion of his retire-
ment both from the position of Executive Director of the Fraunhofer Institute for
Integrated Circuits IIS and from the Endowed Chair of Information Technologies
with a Focus on Communication Electronics (LIKE) at Friedrich-Alexander Uni-
versity, Erlangen-Nuremberg. The contributions to this Festschrift were written by
Fraunhofer IIS staff and external project team members in grateful appreciation of
his lifetime academic achievements and his inspiring and much-valued leadership
of Fraunhofer IIS.

Born in Munich in 1946, Heinz Gerhäuser began his education in 1960 with an
apprenticeship as an electrician, which in 1965 led to a technical college entrance
qualification. Besides his practical abilities, an interest in scientific research and
engineering was already emerging. Accordingly, Heinz Gerhäuser went on to pur-
sue an academic education in electrical engineering, studying at the Georg Simon
Ohm Polytechnic in Nuremberg from 1965 to 1968 and subsequently at Friedrich-
Alexander University, where he obtained his Master’s degree in 1973.

His main research interest was in audio coding and its hardware implementation.
In the course of his doctoral research, which he completed in 1980, he created one
of the first digital signal processing systems for real-time encoding of audio sig-
nals. After conducting postdoctoral research as a visiting scientist at the IBM San
José Research Laboratory in 1980–1981, he returned to Germany to establish the
Liaison Office for Research and Technology Transfer at Friedrich-Alexander Uni-
versity. Completed in 1984, this work laid the foundations for a company called Zen-
trum für Mikroelektronik. The company was later incorporated into the Fraunhofer-
Gesellschaft as a working group on integrated circuits, which in turn evolved into
an institute in its own right and ultimately became the Fraunhofer Institute for Inte-
grated Circuits IIS.

Having devoted himself wholeheartedly to applied research, Heinz Gerhäuser
was made director of Fraunhofer IIS in Erlangen in 1993. Additionally, in 1999,
he was appointed to the Endowed Chair of Information Technologies at Friedrich-
Alexander University. Under his leadership, Fraunhofer IIS grew to become the
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largest of Germany’s 60 Fraunhofer Institutes, a position it retains to this day, cur-
rently employing over 730 staff.

Heinz Gerhäuser’s vision and entrepreneurial spirit have made Fraunhofer IIS
one of the most successful and renowned German research institutions. Early on,
he understood the challenges and potential of digital broadcasting. Moreover, he
realized that the implementation of digital systems depended on data compression
and audio coding, and it was to these areas that he turned his scientific attention. As
a member of the core project team, Heinz Gerhäuser contributed greatly to the devel-
opment of the mp3 format, which was to become a worldwide success. He was also
instrumental in founding the AudioLabs facility, which brings together scientists
from various countries and is run in conjunction with Friedrich-Alexander Univer-
sity. Its mission is to help Erlangen maintain its leading position in audio coding re-
search for years to come. Outside this field, Heinz Gerhäuser has provided particular
impetus to work on communications and non-destructive testing, which constitute
the principal research themes of the institute’s Nuremberg and Fürth branches, re-
spectively. At the same time, he has taken a personal interest in medical engineering
and technologies geared towards today’s aging societies.

As well as being the author of a large number of publications, Heinz Gerhäuser
has been involved in numerous patented inventions. He helped Fraunhofer IIS spin
off several companies, including IZT and Coding Technologies. In addition, he con-
tributed to the creation of the Fraunhofer Working Group on Electronic Media Tech-
nology AEMT in Ilmenau, which started out as a branch of Fraunhofer IIS before
becoming the Fraunhofer Institute for Digital Media Technology IDMT in 2004.

For his entrepreneurial and scientific commitment, Heinz Gerhäuser has received
many honors, including the Officer’s Cross of the Order of Merit of the Federal
Republic of Germany, the Bavarian State Medal of Merit for Outstanding Services
to the Bavarian Economy and the Bavarian Order of Merit. Furthermore, he has
been inducted into the Consumer Electronics Hall of Fame in recognition of his part
in developing and popularizing the mp3 format and has been awarded an honorary
professorship by Vladimir State University, Russia.

Heinz Gerhäuser offered valued experience and advice in his long-time role as
spokesman and chair of the Fraunhofer Group for Microelectronics as well as in
his capacity as a member of the Science and Technology Advisory Panel of the
Bavarian State Government and as a judge for the “Zukunftspreis” innovation award
conferred by the German President.

On behalf of everybody at Fraunhofer IIS, the editors would like to express their
heartfelt gratitude to Heinz Gerhäuser. His invaluable commitment and outstanding
leadership are very much appreciated. May these qualities be emulated by many and
serve as an inspiration for future leaders. Ever ready to give helpful guidance, Heinz
Gerhäuser has also supported editors Albert Heuberger and Randolf Hanke in their
scientific careers. Similarly, he provided their fellow editor Günter Elst with benefi-
cial conditions, allowing him the scope to establish Fraunhofer IIS’s Dresden-based
Design Automation Division EAS as a regional center of excellence in microelec-
tronics. For all this we are deeply indebted. We would also like to take the opportu-
nity to thank all contributors to this Festschrift.
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We wish Heinz Gerhäuser the very best of luck for the future, exciting and fruitful
new projects as well as good health and a happy life with his family.

Erlangen, October 2011 Albert Heuberger
Günter Elst

Randolf Hanke
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Advanced Circuit Design
and Design Automation for Electronics
and Heterogeneous Systems

Günter Elst, Peter Schneider, Josef Sauerer, Andreas Wilde, and
Manfred Dietrich

Abstract The ongoing miniaturization as well as advances in packaging technology
paves the way to more powerful, intelligent and complex electronic systems, which
are used in many applications. Furthermore new ideas to apply modern manufac-
turing technology enable new sensor concepts. This paper summarizes the work of
the Fraunhofer IIS in the field of design of electronic systems. Current challenges
of design for manufacturability and reliability as well as design of highly complex
systems are discussed and directions are given for exploitation of the advantages in
manufacturing technology.

1 Introduction

Microelectronics is the most important driver for innovations in numerous industrial
sectors. Thanks to advances in modern manufacturing technology highly complex
and intelligent systems can be built at low cost. Together with the worldwide trend
towards new electronic products such as smart mobile devices, autonomous intelli-
gent systems etc. this leads to increasing pervasion of nearly all technical systems
with electronics.

However, microelectronic products must feature rich functionality and high per-
formance as well as high quality, dependability and reliability in order to be com-
petitive on the market. An essential precondition for competitive products is a well-
suited design process.

Currently the most important challenges in design of electronic and heteroge-
neous systems are

Günter Elst (B)
Fraunhofer IIS/EAS, Zeunerstraße 38, 01069 Dresden, Germany
guenter.elst@eas.iis.fraunhofer.de
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• the reduction of the energy consumption, which is necessary for environmental
as well as for functional reasons,

• the influences of the manufacturing process and operating conditions on the elec-
trical behavior, which must be known, accounted for in the design and mini-
mized,

• the high complexity and heterogeneity of the systems, which yields larger and
more comprehensive models for simulation.

The Fraunhofer Institute of Integrated Circuits IIS meets these challenges by
developing and applying new methods for the design automation of electronic and
heterogeneous systems. The elaborated models, methods, and tools enable a fast
implementation of product specifications into circuits or complete systems. They
complement commercial tools and application specific design flows.

2 Technology-Aware Design: Manufacturability and Reliability

During the last decades feature sizes on chips kept decreasing which yielded increas-
ing on-chip complexity at more or less constant die sizes. At the same time many
new packaging and assembly concepts evolved causing a huge variety of realization
possibilities.

Variations in the manufacturing processes for nanoelectronics lead to consider-
able variations of the devices’ electrical behaviour and hence the complete circuits.
Knowing the impact in terms of parameter variations in the corresponding behav-
ioral models it is possible to minimize these influences, e.g. with an adequate cir-
cuitry and tolerance optimization during the design process. The impact of process
variations on power dissipation and time delay in digital circuits was investigated
and appropriate design methods were developed [1].

The influence of device aging on circuit behavior can be explored in simulations
if equivalent aging models of degradation mechanisms are available and the local
stress at each device is determined. As an important effect hot carrier lifetime degra-
dation was investigated and corresponding aging models are used in an aging simu-
lation flow. Furthermore, the aging models are used to compute safe operating area
(SOA) diagrams that allow the determination of operational regimes which might
cause premature degradation. These analysis methods support design verification to
ensure robustness and reliability of the produced circuit [2].

Recently, one prominent development in assembly technology was the formation
of stacks of thinned dies, which are connected electrically by so called through sili-
con vias (TSVs). TSVs allow for very short interconnect lengths compared to bond
wires. However, due to the increased density of active elements in the 3-D stack new
issues of signal integrity and thermal management occur. Another serious problem
is the generation of thermo-mechanical stress which has an immediate influence on
the circuit behavior and reliability. Furthermore, testing of the very complex stacked
systems is crucial task for the future. For further details see [3].
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3 Design of Highly Complex and Heterogeneous Systems

The increased complexity of current electronics system arising from continuing de-
vice miniaturization, new integration concepts and a heterogeneous system environ-
ment demand improved design methods, tools and languages.

Fraunhofer IIS/EAS has made significant contributions to the standardization of
the SystemC AMS language for modeling and efficient simulation of mixed signal
systems. Following the SystemC philosophy, the SystemC AMS extensions focus on
abstract modeling to permit overall system-level simulations of complex hardware
software systems in “realtime” application scenarios [4]. System components or
parts of circuits can be modeled at various abstraction levels which enables detailed
examinations of the electrical behavior of a partial circuit embedded in less detailed
system model. The possibility of flexible hardware/software co-simulation as well as
the possibility to integrate non-electrical models meet the requirements of industrial
designers and are key selling points of SystemC AMS [5].

The object oriented modeling language Modelica was designed for description
and simulation of complete multi-physical systems. Beside the physical model of
a machine describing electrical, mechanical, hydraulic or other effects and interac-
tions the control algorithms can be specified. More details are described by Clauss
et al. [6].

The mathematical model of a system description with Modelica and also with
SystemC AMS is a so-called hybrid system. The solution of such systems demands
algorithms to solve the equations of the time-continuous and time-discrete parts. The
current work aims at algorithms and tools for computation of models with structural
changes during operation [6, 7].

In the future new concepts for fault tolerant systems covering redundant hard-
ware setups as well as intelligent fault detection and reconfiguration approaches
will be developed, which are based on multiple realization of critical sub-functions,
extension of the system function with redundant parts, and an efficient online diag-
nostics.

4 Circuits and Systems for More-than-Moore Applications

Continuous research in semiconductor technologies to further follow Moore’s law
for smaller and smaller feature sizes brings along new materials in semiconductor
processes, smaller feature sizes, new devices and higher digital integration density.
These achievements cross-fertilize More-than-Moore applications by opening new
possibilities for heterogeneous systems.

One example is nanostructured optical filters. As width and spacing of metal
structures in today’s CMOS processes are below the wavelength of visible light
these layers, normally only used for electrical signal and power distribution, can
be used as optical devices in front of optical sensors like photo diodes. Hence, high
speed polarization cameras become feasible without any additional processing steps
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opening new applications in numerous areas like driver assistance or traffic control
systems or quality control. Spectral filters built this way profit from enhanced trans-
mission caused by surface Plasmon effects.

There are also structures on standard CMOS processes which can be used as sen-
sors. The properties like sensitivity or offset of such devices sometimes are not as
good as those of sensors made in dedicated technologies. However, these sensors
can easily be combined with comprehensive analog and digital signal processing
to improve performance. With this approach novel solutions for intelligent sensor
nodes become possible employing self calibration or self monitoring which is espe-
cially important for safety critical systems. Hall-Sensors are a prominent candidate
for CMOS compatible sensors but due to the low lateral dimensions of CMOS tech-
nologies vertical Hall Sensors suffered from poor performance. But operating them
in an intelligent way and using comprehensive offset and sensitivity control, 3-D
Hall-Sensors become possible opening up new solutions for robust, multidimen-
sional position sensing.

Analog-to-digital converters are key devices for mixed signal applications. But
classical circuit topologies suffer from low supply voltages and high device vari-
ability coming along with advanced technologies. New ADC topologies and cir-
cuit approaches employing “digital assisted analog” help to overcome these limita-
tions.

Wireless communication is another important working area. Autonomous sys-
tems will be necessary in numerous future applications where low power dissi-
pation and high bandwidth efficiency are important. Research projects cover ex-
tremely low power always-on wake-up receiver, cognitive radio architecture for
bandwidth efficient multi-standard receiver and multidirectional antennas with low
form-factors.
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Nanostructured Optical Filters in CMOS for
Multispectral, Polarization and Image Sensors

Norbert Weber, Jürgen Ernst, Stephan Junger, Harald Neubauer,
Wladimir Tschekalinskij, and Nanko Verwaal

Abstract Sub-wavelength gratings and hole arrays in metal films are applicable for
polarization and spectral selective sensors, respectively. We demonstrate the fabri-
cation of wire grid polarizers using standard complementary metal–oxide semicon-
ductor (CMOS) processes. Extraordinary optical transmission of hole arrays was
achieved by using the dedicated layer of a modified CMOS process. The structures
were simulated using the finite-difference time-domain (FDTD) method and fabri-
cated using the work flow of integrated circuits. A high-speed polarization image
sensor with a pixel size of 6�m was designed and demonstrated, and multispectral
sensing was implemented using nanostructures with different spectral filter perfor-
mances on a single chip.

1 Introduction

The optical properties of nanostructures in metal films have been intensively stud-
ied by many groups [1–3] and can be used for sensing and imaging devices. Sub-
wavelength gratings and hole arrays are applicable for polarization and spectral se-
lective sensors, respectively. Conventional optical sensors require additional optical
elements for the wavelength- and polarization selective detection of light, i.e. dedi-
cated filter layers deposited on chip or external filters. In this paper we demonstrate
a concept where the filtering is performed by optical nanostructures which are fabri-
cated directly within the metal layers of a CMOS semiconductor process. Together
with CMOS photodiodes implemented below the filtering nanostructures, novel in-
tegrated devices for polarization imaging and multispectral sensing are generated on
a single chip. In this way hybrid elements are generated that combine nanostructured
filters and photo diodes, offering additional functionality (“More than Moore”).
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2 Methodology

The aim of the work presented in this paper is to generate nanostructures during
the CMOS process without additional post-processing. Advanced CMOS processes
with gate-lengths of 180 nm and below and image sensor processes allow the fabri-
cation of structures with critical dimensions of 100–200 nm for metal layers. Typi-
cally these metal layers (aluminum in most cases) are used for electrical intercon-
nections only. If the applicable design rules of the process are considered, the metal
layers available by default can be patterned in order to achieve optical functionality.
For improved optical performance dedicated “optical” layers without any electrical
constraints like ampacity and electromigration are advantageous. Tailored optical
filters can be achieved by appropriate design of the lateral shape of the nanostruc-
tured layers at a fixed layer thickness, and the layout of the patterns is defined using
the typical work flow when designing integrated circuits.

The sub-wavelength structures used in this work are wire grid polarizers and hole
arrays, fabricated in standard and enhanced CMOS processes, respectively (Fig. 1).

The optical properties of these nanostructures were simulated using the finite-
difference time-domain (FDTD) method, using the software package MEEP [4]
from MIT as well as the commercial software package OptiFDTD [5]. FDTD is
based on a discrete decomposition of the Maxwell equations into spatial and tem-
poral steps, using numerical techniques to calculate the evolution of the electro-
magnetic fields in time. Provided that precise material models and adequate spatial
resolutions are used for simulation, FDTD yields reliable results matching numer-
ous experiments.

Figure 2 shows an example of an FDTD simulation. The simulated structure is an
array of holes with diameter 200 nm and period 320 nm, patterned in a 200 nm thick
aluminum layer which is embedded in silicon dioxide, a typical material system of
a CMOS process.

The peak wavelength of approximately 570 nm (green) is due to a resonant trans-
mission based on surface plasmon effects (“enhanced optical transmission”) and
depends mainly on the period of the array, while the filter bandwidth is influenced
significantly by the diameter of the holes. The minimum at 480 nm can be inter-
preted as Rayleigh–Wood anomaly.

Fig. 1 CMOS photo diodes with sub-wavelength grating using metal layers of standard CMOS
(left) and with sub-wavelength hole array in dedicated metal layers (right)
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Fig. 2 Simulated transmission of a sub-wavelength hole array in 200 nm thick aluminum layer

3 Novel Sensor Types

3.1 Polarization Image Sensor

Sub-wavelength gratings have been used as wire grid polarizers (WGP) for a long
time for radio frequencies. The recent progress of semiconductor processing enables
their fabrication for infrared and visible light, too. This concept can be applied to
single polarization sensors, and also to pixel arrays where different orientations of
the gratings allow the detection of polarized light for polarization imaging as de-
scribed in our previous work [6]. Figure 3 shows the arrangement of such a pixel
and polarizer array in a comparable manner as the well-known Bayer matrix. In this
case, a metapixel consists of 4 sub-pixels with a reference and three grid-covered
pixels with an orientation of 0ı, 45ı and 90ı.

In order to demonstrate this concept, a dedicated polarization image sensor was
designed and fabricated using an unmodified CMOS image sensor process (UMC
0.18�m CIS). In a test chip, an array of 560 � 254 pixels with a size of 6�m
each was covered by an array of polarization filters. The resolution was chosen,
so that the imager fits on one 5 � 5 mm multi-project-wafer (MPW) tile. The archi-
tecture and electronics of the readout was designed to make a resolution of up to
4000 � 3000 pixel possible. The imager has an analog correlated double sampling
circuit with a differential output. To suppress reset noise a pinned (4T) pixel was
chosen. After illumination first the reset signal of the floating diffusion is sampled.
Then the accumulated charge is transferred to the readout node and this signal is
sampled. Through subtraction of these two values the reset noise is eliminated. The
difference is converted to a differential signal at this stage. Afterwards the signal is
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Fig. 3 Pattern of the nanowire polarization filter array used for a CMOS polarization image sensor

passed through the output buffers to the camera. The sensor has 8 differential ana-
log outputs. Each output has a throughput of 40 MPix=s, which enables high speed
imaging with this sensor. 72 columns are handled by one output. To suppress block
artifacts a special method for the readout was implemented. Columns and rows can
be addressed individually, so parts of the sensor can be read out individually. This
can be further used to increase sensor speed. The smallest period of the grating al-
lowed by the design rules of the process was 400 nm, yielding a good polarization
selectivity in the near infrared above 800 nm. In Fig. 4, the measurement of a sin-
gle grid-covered photodiode is shown when illuminated with TE- and TM-polarized
light, respectively. For wavelengths beyond 800 nm the transmission for TE polar-

Fig. 4 Measured spectral transmission of a grating with a period of 400 nm for TE- and TM-
polarized light
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Fig. 5 Polarization camera analyzing stress birefringence of a polymer slab

ized light is very low, while TM polarized light has an increasing transmission in
the near infrared. This measured relative transmission is in good agreement with the
simulation results.

The polarization image sensor (according to Fig. 3) was built into a prototype
camera setup which is able to be operated at high frame rates of up to 1000 frames
per second.

In a test arrangement, the stress birefringence of a polymer slab can be visualized,
where the calculated Stokes parameters are shown as false colors (Fig. 5). A new
generation of a compact camera system for industrial applications is currently under
development (Fig. 6).

Fig. 6 Novel compact camera system for industrial polarization imaging
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3.2 Multispectral Sensor

For polarization sensing with grating polarizers a standard CMOS process can be
used if near infrared illumination is acceptable. The generation of color filters based
on sub-wavelength hole arrays, however, requires process extensions with dedicated
“optical” layers in order to achieve a good filter performance. Several test chips
with varying nanostructures for color and multispectral sensing were fabricated by
LFoundry GmbH, Landshut, Germany, using an extended 150 nm CMOS process
(LF150). Diffraction is observed at small incident angles, dependent on the period

Fig. 7 Diffractive effects of different nanostructures on a test chip with white light illumination

Fig. 8 Measured spectral transmission of a hole array (hole diameter 200 nm, period of the array
320 nm)
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of the structures as expected (Fig. 7). The size of each photo diode is 300�300�m2,
the total size of the chip approximately 8 � 7 mm2.

The spectral responsivity of a reference photo diode and the photo diodes covered
by the nanostructures was measured using a white light source and a monochroma-
tor. The light of the output fiber was collimated first and focused onto the photo
diodes using an achromatic lens. In order to eliminate the performance of the CMOS
photo diode, the spectral transmission of the nanostructures was calculated as the ra-

Fig. 9 Relative transmission of (a) a green band pass filter (510 nm) with a peak transmission of
35%, (b) a yellow band pass filter (590 nm) with a peak transmission of 35%
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tio of the measured spectral responsivity of the device under test and the reference
photo diode.

Figure 8 shows the measured spectral transmission of a hole array with the same
geometry as used for the simulation given in Fig. 2. The peak wavelength of 580 nm
is in agreement with simulation, the minimum at approximately 490 nm is not as
distinct but still observable.

A further improvement of the band pass characteristics can be achieved if a sec-
ond optical layer is used. Optimizing both layers offers significant degrees of design
freedom but requires extensive simulations. The result of this optimization proce-
dure is shown in Fig. 9a, where the filter bandwidth is reduced without lowering the
peak transmission of approximately 35%.

The possibility of tailoring the wavelength of the band pass filter is an important
feature for implementing many photo diodes with different spectral sensitivities on
a single chip for on-chip color and multispectral sensors. In Fig. 9b, the measure-
ment of a two-layer nanostructure designed for a different wavelength is shown to
illustrate this possibility.

4 Conclusions

We demonstrated the feasibility to fabricate wire grid polarizers using standard com-
plementary metal–oxide semiconductor (CMOS) processes, where the existing alu-
minum layers, intended for electrical interconnects only, are used for patterning
the nanostructures. Regarding hole arrays with extraordinary optical transmission,
a band pass filter performance of the plasmonic structures with peak transmissions
of 35% was achieved by using the dedicated layer of an enhanced CMOS process.
The tailoring of the transmission spectra by varying hole size and period of the hole
array was evident. All metallic structures were simulated using the finite-difference
time-domain (FDTD) method and layouted using the work flow of integrated circuit
design. The spectral response of uncovered photodiodes and photodiodes including
nanostructured layers were measured and the relative transmission of the on-chip
filters was calculated for different polarization states of the incident light. Based
on these results, a high-speed polarization image sensor with a pixel size of 6�m
was designed, fabricated, and demonstrated using a camera system developed for
polarization imaging. Multispectral sensing was implemented on several test chips
using arrays of photodiodes and nanostructures with different spectral pass band
characteristics.
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Electronic Design Automation
for Implementation of 3-D Integrated Systems

Uwe Knoechel, Andy Heinig, Jörn Stolle, Sven Reitz, and Andreas Wilde

Abstract The technology of vertical integration using Through Silicon Vias (TSVs)
now is mature for commercial products with a smaller form factor, better perfor-
mance, less power consumption and lower cost. This paper addresses two challenges
faced with the design using vertical integration. First, methods for the character-
ization of the physical behavior of the new interconnect structures are described.
Second, since issues of reliability and thermal management become more important
and difficult and the design space is drastically larger, new early stage design tools
are needed. A new floorplanning flow is introduced which supports the cost and
performance optimized implementation of digital systems in a stack.

1 Introduction

After several years of research, the technologies for 3-D integration of electronic
systems are ready for commercial applications. They enable the dense integration
of different dies (e.g. analog, CMOS, sensors) in a single package.

First 3-D products were image sensors integrated with high performance proces-
sors [1]. Today products are mainly based on the reuse of existing designs. Inter-
posers provide the redistribution of signals and interconnections between individual
dies of a stack as shown in Fig. 1. This is sometimes called 2.5D design.

Through silicon vias (TSV) enable full 3-D-integration by direct interconnec-
tion between dies without interposers. This offers a variety of possibilities for new
system concepts:

• higher performance, due to reduced interconnect length,
• lower power consumption by using dedicated silicon technologies for each sub-
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Fig. 1 Interposer based integration of image sensor and processor [1]

• reduction of manufacturing costs for large SoC or multi-processor setups [2],
whereat the yield is reduced with increasing die size

• and small form factors for applications in smart systems technology [3].

Assuming, that the design starts from scratch, the design space is large. Options
are e.g. the number of dies and their individual silicon technologies; interconnect
technologies and the order of dies in stack; and the partitioning and placement of
functional blocks. Any choice of these options has an impact on performance, yield,
reliability, testability, and production costs of a product.

Design tools made for 2-D support the design of the individual dies but cannot
handle problems of stacking, such as electrical behavior of through silicon vias, heat
transfer in a stack, or electromagnetic coupling between different layers. Therefore,
3-D design demands new EDA solutions that support detailed analyses on physical
level and provide a modeling strategy how to consider those effects on system level
(see Sect. 2). Based on knowledge and models of the multi-physical dependencies
in a stack, a cost and thermal aware 3-D floorplanning algorithm is introduced in
Sect. 3.

2 Physical Level Analyses in 3-D Design

Due to the dense interconnections between the stacked layers and increasing op-
erating frequencies, parasitics like skin and proximity effect, cross talk or signal
delays may influence the electrical function of the entire 3-D system significantly.
Especially the RF behavior of the TSVs, (Fig. 2) has to be taken into account.

Furthermore, the very close placement of functional blocks may affect function
and lifetime, e.g. due to thermal and thermo-mechanical effects. Power losses result
in hot spots and require sufficient thermal management. The heating of the stack
as well as different processing temperatures may cause additional mechanical stress
in the system which may change the behavior of mechanical sensing elements (e.g.
pressure sensors) and may cause reliability issues [4].

Regarding these aspects, a system design for 3-D is a multi-criteria optimization
task with a huge amount of design parameters. Equivalent network or behavioral
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Fig. 2 3-D Interconnect structure with through silicon vias (source: Fraunhofer EMFT)

models, design guidelines as well as new modeling approaches and efficient simu-
lation algorithms are necessary for this system design support. Further explanations
will be focused on the RF and thermal behavior of the TSVs as the main part of this
multi-criteria and multi-physics problem in 3-D system design.

2.1 Electrical Characterization of TSVs

Electromagnetic field solvers, e.g. the full wave simulator Microwave Studio (MWS)
from CST, can be used to analyze the influence of interconnect structures (includ-
ing TSVs) on the behavior of particular subsystems or signal paths. Results of the
simulation, which solves the underlying Maxwell equations with the finite integra-
tion technique (FIT), are scattering parameters (S -parameters) describing exactly
the electrical behavior of the structure in the RF domain. The first part of Fig. 3
shows the RF simulation model (MWS) for a TSV with connection pads, silicon
oxide layer, and silicon substrate for a preferably detailed copy of the real structure.
Results are E- and H -field distributions as well as s-parameters considering skin
and proximity effect in the RF domain (Fig. 3, second part).

The obtained S -parameters of the MWS-simulation are the basis for matching
and optimizing equivalent network models of the investigated structures. By adapt-
ing these parametric RLCG network models (Fig. 3, right), the electrical behavior
of the TSVs can be represented appropriately and used in circuit simulation, e.g. in
Spectre or SPICE. The entire flow of the optimization is realized within our in-house
tool MOSCITO Simon. Based on this approach, models for typical interconnect-
TSV structures can be generated efficiently.

In addition to the ohmic losses (RTSV) in the depicted RLCG network model, the
capacities COX (silicon oxide layer) and CSI (silicon substrate) are also important.
They particularly affect the signal delay. Therefore, besides the geometry of the
TSVs, oxide thickness, and substrate material (in terms of electrical conductivity)
must also be considered.

As dedicated libraries they are included into the system design flow and used for
electrical simulation w.r.t. parasitic effects like skin and proximity effect.



22 Uwe Knoechel et al.

Fig. 3 CST MWS-model of TSVs with S-parameters, time signals, and RLC-network model

2.2 Thermal Characterization of TSVs

Due to the high packaging density, power dissipating blocks and temperature-
sensitive devices might be located very close together. The resulting hotspots
may influence the system behavior significantly. Thermal gradients or temperature
changes in the system may also have a large impact on the mechanical reliability
of the system. Therefore, thermal management is very important for the design of
entire 3-D systems.

Figure 4 left depicts a half model of a TSV with ICV-SLID connection to the
lower die as well as a transmission line on top. In the right part of the same fig-
ure the thermal influence of this TSV structure with a diameter of 10�m at the
proximity of a power device is shown. The temperature of the hot spot is reduced

Fig. 4 Left: Half model of TSV with ICV-SLID connection to the lower die as well as transmission
line on top – right: Temperature distribution of a 3-D stack with power device using this TSV
structure with different diameters (d D 10 �m shown)
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by about 13 degrees to 101 ıC by increasing the diameter of the TSV from 5 to
10�m. The higher the diameter the better the heat flux to lower dies of the stack.
Further parameters which have an impact on heat removal and are investigated in
parameter studies are the thickness of the oxide between die material and TSV, the
distance between TSV and power device as well as width of the transmission line
and used materials. Current 3-D systems have hundreds up to thousands of TSVs.
Using dedicated pattern of TSVs the heat flow in a 3-D stack can be improved sig-
nificantly.

3 Implementation of Digital Systems in 3-D

While traditional 2-D-designs are mainly optimized for minimum area, in 3-D vari-
ous interdependencies between performance, multi-physical effects, and costs must
be considered. The number and placement of TSVs plays an important role:

• TSVs consume significant die area, which increases wafer costs (at 45 nm node
one small TSV takes the area of about 16 NAND cells and an additional keep off
zone).

• TSVs can reduce the interconnect length which increases circuit performance.
• TSVs transfer heat within a stack.

Figure 5 depicts a first approach for a design flow based on a 3-D floorplanning
algorithm. The number of layers which are efficient for a design and location of the

Fig. 5 Netlist to Layout Flow for 3-D System
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functional blocks in a stack are determined during the cycle. After TSV insertion the
place and route (P&R) is done by 2-D P&R tools. This cycle of design steps can be
repeated for optimization. The design steps are outlined in the following sections.

3.1 Coarsening of Gate Level Netlist

The input of the flow is a digital gate level netlist as commonly used in 2-D design.
Because the number of cells at gate level exceeds the capacity of a floorplanner, the
cells are partitioned in a coarsening step into so called supercells.

Because TSVs use significant die area, the number of TSVs should be reduced.
Each interconnection between two supercells can result in a TSV if those are placed
at different dies. Therefore the coarsening step encourages the goal of reducing the
number of TSVs by minimizing the number of cuts in interconnects between su-
percells. In this way, the supercells are created independently from the hierarchy
of a design. As a further constraint, the total area of the supercells should be in the
same range. Such types of partitioning problems are known as NP-complete. A good
heuristic strategy for solving this problem is given by the hMetis algorithm [5] that
is used in a modified way.

3.2 3-D Floorplanning Algorithm

The floorplanning step is the major part of the proposed design flow. It places the
supercells to the individual dies and within the dies to non overlapping positions. To
handle this mapping from supercells to positions at dies, an efficient data structure
is needed. Some work was done for developing data structures for the floorplanning
of 2-D chips. In the 3-D domain these structures can be extended to either 2.5D
structures or real 3-D structures [6].

As shown in Fig. 6, stochastic optimization was selected to compute floorplan
candidates. The cost function plays a central role for the evaluation of floorplanning
results. It has to consider electrical and multi-physical properties which influence the
system performance as well as overall cost of the system. The definition of the cost
function and weighting between the mentioned factors is influenced by requirements
of the target application and improvement of stacking technologies. Especially the
formulation of cost related to thermal and electromagnetic aspects is an ongoing
research task that is supported by multi-physic analyzes as outlined in Sect. 2.

Different stochastic optimization techniques such as threshold accepting algo-
rithm, simulated annealing, or great deluge algorithm are used for floorplanning.
In [7] we discovered that the threshold accepting algorithm delivers the best re-
sults for production cost optimized floorplanning. The algorithm needs operations
to generate a new configuration from a current one. Only few changes should be
made between two subsequent configurations. Six operations are used in this imple-
mentation:
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Fig. 6 Floorplanning of 3-D-systems with stochastic optimization

• Move the position of a supercell at the same die,
• Swap the position of two supercells at the same die,
• Change the aspect ratio from one supercell,
• Move one supercell to another die,
• Swap two supercells between different dies,
• Move the point of origin.

At first a start configuration is chosen randomly. Following, in every optimization
step a neighboring configuration is generated by selecting and executing one of
those operations on the current solution. This new solution is accepted with a given
probability, regarding the evaluation of cost function. The algorithm ends, if a stop
criterion is fulfilled, e.g. maximum number of iterations is reached or if almost all
of the neighboring solutions are discarded.

3.3 Via Insertion

After the floorplanning of the supercells is done the TSVs are inserted into the floor-
plan. Because the supercells contain a lot of smaller standard cells, the TSVs are
placed into it with priority. The additional area for the TSVs was already consid-
ered in the floorplanning step. If all possible TSV positions are already occupied,
a search in the neighborhood is done.

3.4 Place and Route

As a last step, place and route of the single dies is done with a standard P&R tool.
Therefore, the original netlist is partitioned into individual netlists for each die. Fur-
thermore, scripts are generated which place the TSVs to their determined positions.
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The standard cells within the supercells are placed first to the center of the super-
cell. Later their position is optimized by the P&R tool. Further timing constraints
for each die as calculated by the 3-D floorplanner are set by a script. After these
preparations, the standard 2-D P&R can place the cells to their best positions con-
sidering timing and design rules. The fixed positions of the TSVs guarantee that
corresponding TSVs are aligned on their dies. After completion for all dies, the 3-D
implementation of the initial gate level netlist is done.

3.5 Example

Figure 7 depicts the 3-D implementation of a high-scalable VLIW-processor de-
signed with the proposed flow. In a 2-D-system the processor was placed at a die
with 700 000�m2 and total costs of 100 units. With the proposed method, the same
system can be implemented as a stack of three dies with a total area of 643 000�m2.
As it is shown in Fig. 2, the cost optimal system consists of dies with different size.
The dies cost 35 C 35 C 15 units. With additional 10 units for TSV processing and
stacking, the total manufacturing costs are with 95 units below the 2-D implementa-
tion. The cost advantages will growth with design size. Furthermore the timing was
improved. The longest path in the 2-D-system has a delay of 2.9 ps whereas in 3-D
the delay was reduced by 0.2 ps to 2.7 ps.

Fig. 7 Supercell placement of a VLIW processor on three dies (bottom, middle, top)

4 Conclusion and Outlook

3-D integration opens up a large design space. Today most 3-D products are based
on existing designs that are stacked and connected with interposer layers. Enhanced
3-D integration, with trough silicon vias, requests a common design of all individ-
ual dies. Therefore, new design tools are under development. The presented flow
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for cost-efficient implementation of digital systems in a stack shows a first concept
of a 3-D EDA solution. Beside the manufacturing costs, the system optimization
must concern performance issues related to multi-physic effects in a stack. There-
fore links between multi-physical analyzes and circuit design tools are needed. The
standardization of an open data format for the description of 3-D designs could be
an important step for building up a powerful 3-D design environment.

Further research is done to enhance the capability of floorplanning algorithms to
support the complexity of future designs, as well as to provide support for stacks
that contain digital, analog, RF and sensor components.
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Analog to Digital Converters
for Mixed Signal ASICs and SOCs

Johann Hauer, Stefan Mödl, Harald Neubauer, Matthias Oberst,
Matthias Völker, and Haiyan Zhou

Abstract Analog to Digital Converters (ADCs), key functions for mixed signal
ASICs and SOCs stay in the main focus of our work as enabling technology for
many different system applications. New requirements of system as well as of tech-
nology aspects call for new concepts for analog to digital conversion like direct
sensor signal conversion or digital assisted analog functions. Four examples from
current research and development projects are depicted in this article.

1 Introduction

The future of digital signal processing and data computing is closely linked to the
performance of CMOS based processor implementation which is still driven by
transistor size reduction and increase in gate density. This is popularly known as
Moore’s law, referring to a famous postulate of Gordon Moore, cofounder of Intel,
who forecasted in the 1970s, that silicon based integrated circuits would have a great
future. One of his expectations was, that the number of components (transistors) per
given area will double every one or two years due to miniaturization. Nowadays
the “International Technology Roadmap for Semiconductors” (ITRS-Roadmap) has
overtaken the role of predicting the future of semiconductor process development.
For CMOS based leading edge technologies, the ITRS-forecast in 2010 was from
24 nm processes in 2011 to 8 nm in 2022. That the race is still ongoing and even
beating the forecast was demonstrated by Intel in June 2011 announcing its 22 nm
process ready for production.

A tremendous increase of digital processing power can be foreseen. However the
real world is analog and interfacing with the analog world requires analog signal
processing, which is not as easy implemented on high density low voltage nanome-
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Fig. 1 Extract from the ITRS-Roadmap

ter processes. Analog to Digital Converters (ADCs) and Digital to Analog Convert-
ers (DACs) are the key elements for connecting digital processing systems to sensors
and actors in the real world. The resolution and bandwidth requirements for these
interfaces strongly depend on the applications. Most of the interfaces are propri-
etary and the specifications are tailored to the actual needs of the processing system.
Nevertheless some general tendencies can be identified. Typical resolutions of mea-
surement systems for industrial applications range from 10 to 14 bit. Bandwidth re-
quirements range from quasi static measurements of environmental conditions like
temperature over many medium bandwidth implementations to very high frequency
applications for communication purposes. Application areas are industrial control,
audio and video signal applications, medical ultrasonic and Xray imaging and high
frequency communication devices.

2 Pipeline ADC with Partial Amplifier Sharing

Pipeline ADCs are preferred architectures for high-speed (10–250 MS=s) data con-
version at medium to high resolution (8–14 bits). They are employed in a variety of
applications such as communication, imaging and fast control systems. Within this
architecture, residue amplifiers are known to dominate power dissipation due to the
simultaneous demand for low noise, high-speed, and precise linear amplification.
This is especially true for the amplifiers in the first few-stages of the pipeline, which
have the greatest impact on the ADC overall performance.

Several techniques have been developed to reduce the power dissipation [1]. One
consists in reducing the power dissipation of the operational amplifiers. This can
be achieved by exploiting stage scaling techniques, where switched capacitor (SC)
circuits are determined by noise requirements in each stage. It has been proven that
thermal noise contribution of a given stage is reduced by the gain of the previous
stages, allowing the reduction of the capacitors size of that stage. Another technique
is based on amplifier sharing between adjacent ADC stages working in opposite
clock phases. This allows a theoretical reduction of half the number of amplifiers.
However, amplifier sharing technique introduces some drawbacks since additional
switches are needed in the implementation affecting the stage settling time. The
complexity of the pipeline stage is increased and more clock signals with different
phases are needed for the switches of the ADC. This is especially critical in the first
stages of the pipeline. Therefore also a hybrid architectural version was analyzed
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Fig. 2 Pipeline ADC with conventional scaling

with two conventional stages at the beginning of the pipeline and amplifier sharing
for the following stages.

Figure 2 shows a block diagram of a pipeline with conventional scaling. Each
stage consists of the same architecture. The improved pipeline with full amplifier
sharing is depicted in Fig. 3. For a partial amplifier sharing ADC the two first stages
are designed as in conventional pipeline ADCs, each one with its own amplifier
while the rest of stages take advantage of amplifier sharing technique. In this way,
some of the aforementioned drawbacks, specially the settling time for first stages are
minimized. In order to evaluate the performance of these topologies, a comparison
of three equivalent converters has been done: a conventional type, one using full
amplifier sharing and another one with partial amplifier sharing. The results are
based on layout extracted simulations which include parasitic influences.

Simulated power reduction was 40% for the fully shared and 33% for the partially
shared type compared to conventional pipeline. For the fully shared pipeline the
SNDR drops from 68.1 dB to 66.6 dB, compared to the conventional type. A 20%
area reduction could be achieved for the fully shared type compared to conventional
pipeline. For the partially shared type, SNDR was simulated to be 68.7 dB. The area
is practically the same as for the fully shared type. In the meantime different pipeline
architectures are integrated and successfully tested.

Fig. 3 Pipeline ADC with amplifier sharing
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3 Low Power Cyclic 12 Bit@1 MS=s ADC
for Industrial Control Application

Position and rotations sensors are used in many industrial applications. Measure-
ment principles are based on optical or capacitive sensing with nonius coded rings
and plates. Primarily, this results in a sine signal with a given relation between
sine phase and position. There is also a fixed relation between the frequency of
the sine signal and the rotation speed. For most applications the signal frequency
is between zero and up to 410 kHz, which relates to idleness or a rotation speed
of 24 000 rotations=minute for a 1024 resolution encoder. Since in many cases the
distance between sensor and processing unit could be quite long, digital data trans-
mission is preferred. For many safety applications like cranes, lifts or robots the
sensor acquisition, processing and data transfer must be designed for high reliabil-
ity and safety levels related to regulations for functional safe product design like
Safety Integrity Level (SIL), which are defined by international norm regulations
IEC61508/IEC61511.

For industrial position and rotation sensors a low power, low area ADC with
12 Bit resolution @ 1 MS=s was developed. Since the final product should be minia-
turized a high level of integration was needed. In the final ASIC two of the ADCs
were integrated for a two channel sine-cosine measurement principle. The second
part of the ASIC consists of the digital signal processing for a SIL-Level 2 approved
data transmission. For the ADC the most critical requirements concerned power
consumption and chip area (both as low as possible) and an extended ambient tem-

Fig. 4 Block diagram of a cyclic ADC
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perature range of �40 up to 125 ıC. A block diagram of the cyclic ADC is shown
in Fig. 4.

The ADC works with a clock of 18 MHz derived from the 72 MHz system clock
of the ASIC. The input signal is sampled to the input capacitor C1. For the calcu-
lation of the MSB (First Bit) the gain of the amplifier is set to “1” and the 1.5 Bit
Flash ADC makes a decision. The DAC calculates the corresponding analog value
which is subtracted from the input value. The residue is stored in capacitor C2 and
transferred to C1 for the next cycle. So for the calculation of each bit one clock
cycle would be necessary. However, the demand for bit decision accuracy is much
higher for the first few bits. The decision accuracy can be influenced either by in-
creasing the circuit current or by allowing a longer signal settling time. At the actual
implementation the timing for the first four bits consists of two clock cycles each.
Therefore a full conversion cycle needs 16 clock cycles instead of 12. However it
was possible to reduce the necessary power consumption to almost half of the value
necessary for a full speed implementation. For further power reduction it would be
possible to adjust the bias current for the gain amplifier and the comparators for
every cycle. But this would lead to a very complex control structure and a quite
unpredictable behaviour over temperature and process variation. The selected ap-
proach is a good trade off between power reduction and complexity and it yields
a high reliable functionality. The ADC was simulated for a broad range of process
corners and a chip temperature range of �40 ıC to 150 ıC. Sensitivity analysis was
done by Monte Carlo simulations. Finally the ADC was implemented in a 350 nm
CMOS technology of austriamicrosystems AG, Unterpremstätten, Austria. A mea-
sured power spectral density (PSD) plot is shown in Fig. 5. The input signal is
normalized to 0 dB. The 3rd harmonic limits the calculated SNDR value to 66 dB.

The ADC macro occupies an area of 0.3 mm2 and consumes 3 mW from a 3.3 Volt
supply. Extensive evaluation showed that the ADC achieves 10.8 effective numbers
of bits (ENOBs) over temperature und supply voltage range. The ASIC is in pro-
duction and used for many industrial applications.

Fig. 5 Power spectral density plot of the output of the Cyclic ADC
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4 CT �˙ -ADC for Direct Conversion of CdZnTe Detector
Arrays

Cadmium–Zinc–Tellurium (CdZnTe) detectors are promising candidates for room
temperature operated radiation detection sensor arrays [2]. Readout circuits for
CdZnTe detector arrays measure charges caused by electron–hole pair generation
due to ionizing events. These circuits are mainly based on semi-Gaussian shaping
of the input signal followed by peak height detection and timing analysis in the ana-
log domain. The semi-Gaussian shaping has been developed over many years and
has been deployed in many detector circuits. A typical detector channel as used in
current developments is depicted in Fig. 6. The charge pulse emitted by the sensor is
integrated by a charge sensitive amplifier and filtered by shaping filters. Peak sam-
pling or timing analysis can be done on the shaped pulses depending on the selected
shaping time.

Figure 7 depicts the described signal processing chain. The analog shaping filters
in front of the sampling circuit are required to avoid aliasing during the sampling
process and to suppress high frequency noise. Relaxed requirements in terms of anti-
alias filtering would offer the possibility to move pulse shaping, peak detection and
peak sampling into the digital domain. Continuous-time (CT) delta-sigma ADCs
meet these requirements very well:

• The shaping filters can be moved to the digital domain due to the implicit anti-
alias filtering of these converters.

• The resolution scales with the data rate which makes it a perfect solution for high
data rate timing analysis as well as high resolution peak sampling.

• The digital processing can be easily shared between several pixels.

A continuous-time delta-sigma CT �˙-ADC was especially designed for direct
analog to digital conversion of CdZnTe detector arrays. Figure 8 shows a block
diagram of the channel architecture of the new approach.

The continuous time ADC is the key element of the new channel architecture.
A resolution of 12 bit is required which results in a minimum SNR of 74 dB. Due to
the non-linearity correction in the digital signal processing the THD can be relaxed

Fig. 6 Conventional analog radiation detector channel
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Fig. 7 Signal processing chain in the radiation detector channel

Fig. 8 ADC-based radiation detector channel

to �50 dB. A signal band of 625 kHz is selected to allow a shaping time of 1500 ns.
Shorter shaping times can be achieved with reduced resolution. The generation and
distribution of very low jittered clocks on large readout ICs is a challenging task.
A multi-bit implementation with non return-to-zero feedback pulses offers a high
tolerance against clock jitter. It also allows a second order loop in combination with
an oversampling ratio of 50 which reduces the number of operational amplifiers and
the requirement for very high gain-bandwidth as well.

The modulator block diagram is illustrated in Fig. 9. Two RC integrators are
implemented for the 2nd order loop filter. The 4 bit quantizer is realized as a flash
ADC. Three current-mode DACs (IDACs) feed back the quantizer output to the
inputs of the respective building blocks. IDAC1 and IDAC2 use cascoded current
sources in a complementary structure. The IDAC cells deliver positive and negative
output currents for the summing nodes. For the quantizer also a direct feedback
is foreseen to compensate for excessive loop delay. A fixed delay of a half clock
period is introduced to support signal dependent ADC decision. In order to avoid the
complexity of summing two voltage signals at the input stage of the quantizer, the
summing operation is shifted to the reference stage. The resulting function exhibits
the same signal transfer function as achieved by summing at the input nodes.

Architectural block level simulation and optimization were done with HDL-
Models. Finally, a transient simulation for the overall�˙ modulator was performed
on circuit level. The clock was set to 50 MHz with a duty cycle of 50%. A sine sig-
nal with 0.6 V amplitude (�4:4 dBFS) and 500 kHz frequency was applied. The out-
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Fig. 9 Block diagram of the multi bit continuous time delta sigma modulator

Fig. 10 Simulated power spectrum density for the CT �˙ modulator

put data of the modulator were exported to Matlab to compute the spectrum using
a 4096-point Hanning windowed FFT. The spectrum of the output data is depicted in
Fig. 10. Signal to noise Ratio (SNR) was simulated for the whole input signal range.
A maximum SNR of 78.3 dB was achieved at 0.7 V input amplitude (�3 dBFS). The
calculated Dynamic Range (DR) is 81 dB.

5 Fluxgate Sensor ASIC for Space Applications

The advanced concept of direct sensor signal conversion was used for the implemen-
tation of a new control and measurement system of a fluxgate based magnetometer
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Fig. 11 Block diagram of the 2-2�˙ modulator for fluxgate sensors

for space missions to monitor earth or planetary magnetic fields [3]. Fluxgate mag-
netometers consist of a set of coils producing a magnetic field which counteracts the
external magnetic flux. So detecting the point at which external and internal fluxes
are equal and measuring the current necessary to produce the internal flux gives
a high sensitive result for the external magnetic field.

A cascaded 2-2�˙ modulator is used for analog to digital signal conversion.
The sensor is connected to the input of the first modulator over a preamplifier und
an asynchronous demodulator. As shown in Fig. 11 the fluxgate sensor is part of the
feedback loop of the first 2nd order modulator, keeping the flux in the sensor in an
equilibrium. An increased signal to noise ratio is achieved by the following 2nd or-
der modulator. Four channels of the 4th order �˙-modulator were implemented

Fig. 12 Layout of the multichannel ADC for spaceborn fluxgate sensors
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on a 350 nm CMOS technology for a three axis magnetometer and a general house
keeping channel for voltage, current and temperature measurements on the satellite.
The modulators are combined with complex digital filter functions, which allow an
online trade off selection of resolution and bandwidth. Figure 12 shows a photo
of the measurement circuit. The devices were successfully tested in the laboratory,
evaluated with different fluxgate sensors and qualified for space missions. The mea-
surement of the house keeping channel showed an SNDR of 92 dB and a DR of
98 dB for a 10 Hz input signal. Using a fluxgate sensor under controlled conditions
a minimum noise figure of 3 pT=sqrt(Hz) at 1 Hz was measured. Confirmed radia-
tion tolerance up to 300 krad, low power consumption of 13 mW for each fluxgate
channel and a total chip area of 20 mm2 for all analog and digital functions make the
ASIC very attractive for space applications. The fluxgate measurement instrument
is selected for the Magnetospheric Multiscale Mission (MMS) with four satellites
planned to be launched in 2014 by the NASA.

6 Summary

For many mixed signal systems the ADC presents the most critical requirements and
demands considerable effort for the system implementation. In this paper four differ-
ent ADC implementations are presented, which, due to their requirements, employ
different architectures. Future research concentrates on sophisticated combinations
of known architectures and on new designs for nanotechnologies.
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Robust Position Measurement Systems
Based on Integrated 3-D Magnetic Field Sensors

Hans-Peter Hohe, Michael Hackner, Markus Stahl-Offergeld, Volker Peters,
and Josef Sauerer

Abstract Today’s position measurement systems are restricted to systems based on
lateral Hall sensors and, hence, suffer from low robustness concerning temperature
dependency and disturbing external magnetic fields. With the application of 3-D
Hall sensors new principles in signal conditioning can be applied. Position values
are then calculated from the complete flux vector and not only from a single com-
ponent of the magnetic field. Thus it is possible either to perform multi axis position
measurement or to use gradient approaches to come to more robust systems. The
drawback of these approaches is that the complexity of system design increases. So
it is necessary to set up new development methodologies for such multidimensional
systems. In this article an approach to design such robust multidimensional position
sensors systems is proposed.

1 Introduction

The basis of the new robust and/or multidimensional position sensor systems is
a low cost integrated 3-D magnetic field sensor without magnetic active material
in the signal path. These sensors can be realized on standard CMOS processes and
can therefore be combined with signal conditioning circuitry around. Such a 3-D
magnetic field sensor called magnetic pixel cell is shown in Fig. 1.

Even though the sensors for the three orthogonal magnetic field components can
not be placed exactly at the same location on the chip, you can think of this 3-D
sensor as a punctual sensor in almost all applications due to two reasons:

• the size of the sensor (150 � 150�m2) is small with respect to the size of most
used permanent magnets,
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Fig. 1 3-D magnetic field sensor ‘pixel cell’

• the gravity centers for the four hall elements needed for each component of the
magnetic field vector are identical.

Only in a few specialized applications the size of the sensor and the location of the
sensors for the three magnetic field components have to be considered.

Auxiliary to the basic 3-D measurement functionality each pixel cell has an inte-
grated coil that is able to expose all three sensors for the magnetic field components
with an additional magnetic field dependent on the current through the coil and
hence well known in magnitude. This can be used to

• implement a regulator for a constant sensitivity of the sensors (no drift over tem-
perature, no ageing, no stress effects, . . . ),

• do an electrical test of the sensors after fabrication (low testing costs),
• implement a self test of the sensors for safety critical applications (SIL).

This basic 3-D magnetic field sensor is ready to use for the two main robustness
principles.

2 Robustness Principles for Applications

2.1 Relative or Angle Principle

Using the relative or angle principle, one gets rid of temperature effects no matter
where they come from.

Imagine a permanent magnet surrounded by its magnetic field. A magnetic field
sensor is placed somewhere in the magnetic field at a certain location. If the tem-
perature of the permanent magnet (or the temperature of the sensor chip) increases



Robust Position Measurement Systems Based on Integrated 3-D Magnetic Field Sensors 43

the measured strength of a single magnetic field component in the sensor will de-
crease. This is due to the negative temperature coefficient of the magnetization of
the permanent magnet (or the negative temperature coefficient of the sensitivity of
the hall elements which are inside the sensor). A position calculated from this single
component magnetic field value will be influenced by temperature changes of the
magnet or the sensor. Temperature changes of the sensor can be measured by appro-
priate means on the chip and be corrected by activation of the sensitivity regulator
using the integrated coil. But temperature changes of the permanent magnet (which
is placed on the physically separated moving part) can not be corrected and lead to
an error for example in the derived position value.

Repeating the same thought experiment and looking at the direction of the mag-
netic field lines at the position of the sensors (and not at the magnetic field magni-
tude) then there is no change. The direction of the magnetic field lines remain the
same even if the temperature of magnet and/or sensor changes dramatically.

If it is possible to measure more than one component of the magnetic field vector,
one can deduce a final position value from a quotient between two different mag-
netic field measurement values representing different components of the magnetic
field. Doing so eliminates temperature dependent effects especially coming from the
permanent magnet. Calculating an angle out of the same two magnetic field values
has the same effect on temperature effects. The decision between quotient and angle
calculation is only a matter of better linearization of the final position.

2.2 Difference or Gradient Principle

The gradient principle can be used to reduce the influence of external homogenous
disturbing fields (e.g. coming from magnetic field sources far away).

Now, imagine a small magnet which has a rather big distance to the measuring
sensor. Such a system will be strongly influenced even by the earth magnetic field.
To eliminate the influence of the earth magnetic field it is recommended to use two
magnetic field sensors for the same magnetic field component in a certain distance
(several millimeters) on the same chip. By using the difference (differential quo-
tient) to calculate the position value it is possible to eliminate the constant part of
the chosen field component and therefore for example the influence of the earth
magnetic field.

Unfortunately this principle completely eliminates disturbing external fields only
if they are constant over space. This is only fulfilled for the earth magnetic field. But
all other local disturbing elements can be reduced in their impact on the position
value.
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3 Robust Position Measurement System

To implement a robust position measurement system using both robustness princi-
ples at the same time a sensor chip with two pixel cells at a certain distance was
developed. The setup of this system is shown in Fig. 2.

A cylindric magnet is used moving in x-direction above the sensor chip. Two
pixel cells (3-D magnetic field sensors) are located on the chip. Moving the magnet
over the full distance of C=�10 mm results in the measurement values shown in
Fig. 3.

Because of the geometry of the system, the y-components of the two pixel cells
are always zero. The following values are simulated and shown in the diagram:

• ‘Bx’ the average value of the x-components of both pixel cells
• ‘Bz’ the average value of the z-components of both pixel cells
• ‘dBxnx’ the difference value of the x-components of both pixel cells
• ‘dBznx’ the difference value of the z-components of both pixel cells.

In the following sections two different calculation methods of the position value
are described. The first uses only the ‘angle’ robustness principle and the second
uses the ‘angle’ and the ‘gradient’ robustness principles. The formulas are shown in
Fig. 4.

The difference between the two calculation schemes is that the second one is
robust against external disturbing field and the first one is not. This is due to the
fact, that the second one is based on gradient values and not on absolute (average)
values like the first one.

Fig. 2 Position measurement system using ‘difference’ and ‘relative’ principle
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Fig. 3 Magnetic field values over the full movement range

Fig. 4 Formula to calculate the angle and gradient

The final step to get a position measurement system is the linearization. A nonlin-
ear transfer function is used to derive the position out of the calculated angle value.
In most cases this transfer function is done via look-up table and linear interpolation
between the base points. Doing so leads to the following characteristic curve (Fig. 5)
with the associated deviations shown in Fig. 6.

The remaining error mainly results out of the linear interpolation between the set
points of the linearization table.

Blue curves show the behaviour of the ‘angle’ based system whereas the ma-
genta curves represent the behaviour of the ‘angle and gradient’ based system. Fig-
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Fig. 5 Final characteristic curve of the position measurement system

Fig. 6 Remaining position error

ure 6 proves that the two calculation schemes ‘angle’ and ‘angle with gradient’ have
nearly the same basic resolution and linearity. So a gradient based system is not
necessarily worse than an absolute value based system.
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Fig. 7 Position measurement system with a disturbing magnet

Fig. 8 Characteristic curve of the disturbed position sensor for both calculation methods

To show the robustness against external disturbing fields a simulation with a sec-
ond magnet with identical dimensions but shifted by 15 mm in positive z-direction
is done. Figure 7 shows the configuration.

If the magnet for position measurement is moved in x-direction and the disturb-
ing magnet is fixed to the shown location 15 mm above this results in the character-
istic curve shown in Fig. 8 left side.

Again the blue curve represents the ‘angle’ based system – magenta curve rep-
resents the ‘angle’ and ‘gradient’ based system. It can be seen, that the disturbing
magnet produces an error of factor 10 higher in the ‘angle’ based system. So the
‘gradient’ based system is a factor of 10 better even in conditions where non ho-
mogenous disturbing magnetic fields are applied to the system.
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If there are homogenous disturbing fields (e.g. earth magnetic field) in one or
more direction the ‘angle’ based system will be influenced whereas the ‘angle and
gradient’ based system won’t be influenced at all.

4 Conclusion

Using the new 3-D Hall sensor technology will increase costs only a little with re-
spect to common lateral magnetic field sensor based technologies but has big advan-
tages in robustness. Temperature dependency of the permanent magnet in a position
measurement system is no longer an issue. External disturbing fields are less critical
than in absolute values based systems. This opens a lot of new applications for such
3-D based systems in the future. Even multidimensional position sensors will be
possible with this approach.
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Design of Multi-Dimensional Magnetic Position
Sensor Systems Using the Example
of an Inverse Pendulum

Thomas Obenaus, Andreas Wilde, Holger Priwitzer, Jörg Bretschneider, and
Olaf Enge-Rosenblatt

Abstract The exact determination of displacement and rotation of moving parts
is a frequent task in automotive and industrial automation. Systems consisting of
permanent magnets and magnetic flux sensors provide the advantage of a precise,
robust, non-contact, i.e. wear-free measurement method. Magnetic sensors based
on HallinOne® technology enable the design of systems which make use of the
entire (3-D) set of magnetic flux density for the determination of up to six relative
translational and rotational position coordinates. However, design of corresponding
multi-axis magnetic encoder applications poses a quite complex task for the engi-
neer. In this contribution, we explain the design process for multi-axis magnetic
position sensing systems and present an inverse pendulum solution as an example.

1 Introduction

Determination of relative displacement and rotation of moving parts is a frequent
task in automotive, industrial automation, and other applications. Examples are gas
pedal in cars, the steering column switch of trucks, or the task to determine the angle
of rotation in robotized automation. Position measurement systems with sliding or
switching contacts need a direct connection between the moving and the fixed part.
Due to degeneration and oxidation, the life time of the whole system is shortened
significantly. In contrast to that, systems consisting of permanent magnets and mag-
netic field sensors offer the advantage of a precise, robust, contactless, and wear-free
measurement method. Such systems have replaced contact-based methods in wide
areas. In comparison to optical methods they are much cheaper and significantly
less sensitive to rough environments and dirt.

Sensors being able to measure the magnetic field in one direction are currently
state of the art. However, there are many applications, even in the automotive sec-
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tor, with a degree of freedom higher than one. There is a considerable demand for
solutions being able to measure more than one – up to all six – spatial degrees of
freedom of a component in a contactless and sufficiently exact manner. Such sys-
tems have to meet high standards of reliability and have to be sufficiently robust
with respect to magnetic interference fields. Therefore, differential measurement of
rotational and translational movements is desired. The Fraunhofer Institute for Inte-
grated Circuits (IIS) has done intensive research in the field of integrated hall sensor
systems since 1994, resulting in HallinOne®, a low cost and CMOS based 3-D Hall
sensor technology which opens new possibilities for the development of multi-axis
position sensor systems [3].

This paper introduces a spatial position measurement system based on Hallin-
One® technology and integrated into a mechatronic demonstrator. The demonstrator
is a planar SCARA-robot which balances a spatial inverse pendulum. The base of the
pendulum rod is located right above the cardan joint at the Tool Center Point (TCP)
of the robot. The system was built to demonstrate the concept of model-based design
of mechatronic systems including the necessary nonlinear control as well as to show
a magnetic field based multi-axis measurement system which measures both cardan
angles contactless and with high precision.

2 Magnetic Position Sensor Systems

A magnetic position sensor system consists of a magnetic field sensor and a rel-
atively moveable magnetic field generator, which is a permanent magnet in most
cases (Fig. 1).

The simplest applications of these systems are used to detect the presence of
certain components. For instance the states “open” or “closed” of a mobile phone
with an extendable keyboard are identified. In this case a threshold-based method
can be used. More challenging are applications where a continuous measurement of
a position coordinate is needed. These so called linear or rotary encoders are part of

Fig. 1 Principle view: Magnetic Position Sensor System with Hall element (1D-Sensor) and a rel-
atively moveable magnetic field source
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Fig. 2 Data flow and influencing variables of a magnetic position sensor system

many mechatronic systems. The idea is to measure the magnetic field produced by
the encoder magnet and to map the values to position coordinates afterwards.

The following error sources have to be considered in magnet based position sen-
sor systems, since they might influence the accuracy and resolution of the system
(Fig. 2):

• Explicit temperature dependency of the magnetic field strength of magnetic ma-
terials

• Deviations of the real magnetization from the desired magnetization
• Influence of stray fields distorting the expected field
• Assembly tolerances of magnets and sensors
• Offset and temperature dependency of the magnet sensors
• Noise caused by A/D-converter and signal processing components

There are different approaches available to map the measured magnetic field data
to a position coordinate. The method to choose depends on the requirements of
correctness and robustness of the position sensor system. In the following several
methods are discussed.

One approach is based on using absolute values of the measured field to com-
pute position coordinates. Therefore, it is necessary to find a configuration of the
magnet and sensor that leads to a direct correlation between the measured value and
the desired position. Here the computational effort is reduced to the calculation of
a scaling factor, but this method is susceptible to all problems mentioned above and
therefore more suited for uncritical applications.

Using a gradient-based method it is possible to increase the robustness of the
measurement [4]. In this case the differences of values gained from magnetic field
sensors which are slightly spatially separated are used. This way, homogeneous ex-
ternal magnet fields are inherently suppressed. In many applications inference fields
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are caused by sources which are significantly farther away from the sensor than the
magnet, thus they are supposed to be approximately homogeneous and their influ-
ence will be reduced by the gradient-based method significantly.

If several field components are needed for an application, there is the possibil-
ity to use the quotient of components of the magnetic vector to compute the angle
between the field vector and the magnetic field sensor. Thereby, temperature de-
pending error sources (e.g. magnetic field strength and sensor sensitivity) are in-
herently compensated. If separate sensors or Hall elements are used for each com-
ponent, a local displacement will add an additional error. In contrast, HallinOne®
sensors are able to measure precisely in 3-D due to their symmetric arrangement
and coupling of Hall elements. Caused by the high integration-level of the Halli-
nOne® technology, it is possible to realize 3-D applications with just one sensor
IC. Besides space and product costs this reduces the complexity for control and sig-
nal processing and therefore appropriate error sources dramatically. Using several
identical sensor components on the same IC, fail-safe systems are much easier to
realize [5].

3 Design Support

Multi-axis magnetic position sensor systems offer many new, compact, robust, and
cost-effective solutions for position measuring tasks which up to now have only been
realized with lots of effort or not at all. Compared to the common magnetic position
sensor system which is limited to one single axis, the design of applications with
multi-axis measuring of the magnetic flux density obviously poses an explicit com-
plexity step [1]. Problems result from the additional spatial movement possibilities
which are measured simultaneously where each one combines and integrates the
known error sources (Fig. 2).

For the application designer, methods of model-based design are preferable and
helpful, in particular combined simulations and suitable visualizations (Fig. 3). The
direct use of these methods in every single phase of the design process – concep-
tion, construction/verification, and optimization – saves design costs and expensive
prototyping. Thereby, the accuracy of the used models grows in every phase.

During the concept phase, acceptable constellations for possible arrangements
of magnet and sensor as well as magnet geometries are chosen out of first ideas. It
has to be investigated if the measurement task is in principle solvable. In this phase,
the exactness of the simulation is less important. However, the possibility to outline
ideas and to get elementary statements of feasibility of the measuring system quite
fast is crucial. Therefore, analytical models of simple design forms for calculating
the magnetic field and simple behavior models of the sensor are used. Influences of
temperature variations, adjustment errors, or inference fields are initially neglected.
By means of visualization and processing of the simulation results it can be decided,
whether an enough inhomogeneous and therefore locally distinguishable magnetic
field is created within the traversing range of the sensor.
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Fig. 3 Model-based design cycle for magnetic position sensor systems. The cycle will be passed
several times during prototype and product development. Only single components or even param-
eters will be varied

After noticing the general feasibility of one or more designs, typical error sources
are stepwise considered within the simulation in the construction phase. Doing so,
the measurement system can be analyzed according to its requirements (resolution,
robustness, etc.) under realistic conditions. Especially for complicated geometries
and error sources precise models are needed. These can be obtained by using nu-
merical methods like the finite element method (FEM).

The main task of the optimization phase is to improve a verified and in the context
of the requirements – functional system, with regard to costs and other needs.

Methods for visualization, adapted to the particular development step, are of vital
importance for the evaluation and analysis of the modeled measurement system.
Therefore, intermediate results of the simulation are as important as the analysis of
the simulated output variables of the whole position measurement system.

During the conception phase, data views representing the results of single steps
of the simulation are rather interesting. For example, the visualization of the com-
ponents of the magnetic field which are theoretically measurable with the specific
sensor helps to decide whether the concept should be developed further or not. Dur-
ing the construction phase, other visualizations are needed that display the violations
of error thresholds. Exemplarily Fig. 4 shows the digital output signal of a Hallin-
One® sensor that moves around the magnet on a spherical shell distance. The red
dots are used to show areas wherein the sensor’s A/D converter over-/understeers
since the analog signal is too strong/too weak and therefore an explicit computation
of the position is not possible. This information can only be gained by taking the
sensor model into account. Thereby, the need of the combination of magnetic field
and sensor simulation is illustrated. Due to its complexity, a theoretical realizable
decoding algorithm can not always be realized due to the restrictions of the con-
verting system (e.g. microcontroller). This needs to be considered during the design
process as well and has to be verified by simulation.
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Fig. 4 Hall signal of a magnetic field component with over-/understeering of the A/D converter

4 Inverse Pendulum

An inverse pendulum was designed [6] as a demonstrator for the methodology of
model-based design. Application and benefits of contactless magnetic field sensors
based on the HallinOne® technology developed at IIS for design of a robust system
are illustrated and compared to common sensor systems.

4.1 System View

Inverse pendulums exist in many places and in different designs. The limitation on
balancing along a straight line (one degree of freedom), the usage of linear motors,
or the use of actuators free of play make those systems easy to handle. Such inverse
pendulums are also processed in many textbooks and dissertations [2, 7]. Ignoring
the restrictions mentioned above, a robot (SCARA) whose behavior and design is
inspired by the human arm was built. The SCARA is able to emulate the balancing
of a freestanding rod on the palm of a hand. That is why the demonstrator presented
in this article differs in its complexity in comparison to simple demonstrators known
from literature.

According to the SCARA architecture, the robot consists of one forearm and one
upper arm. Shoulder and elbow are designed as joints with one rotational degree of
freedom. Two servo motors above the joints allow a specific movement of the arms
and thus the manipulation of the TCP in the XY plane. Using the angles �1 and �2

between shoulder, upper arm, and forearm (Fig. 5) it is possible to calculate the
absolute position of the TCP. The embedded PC intended for the implementation
of the control, including the needed AD-/DA converter cards, as well as the servo
amplifier for the two driving systems are placed on the inside of the construction.
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Fig. 5 Left: Construction of the pendulum robot. Right: TCP of the robot as cardan joint

For the constructive implementation of the support for the pendulum rod within the
TCP it is necessary to allow the pendulum to fall in all directions and to measure
the inclination angle compared to its neutral position. The chosen cardan connec-
tion of the pendulum rod with the forearm of the robot is shown in Fig. 5 (right).
The magnetic field sensor HATA-3-1 was placed in the center of the joint. Addi-
tional potentiometers at the end of both axes of the joints are used for the redundant
measurement of the cardan angles.

The design of the nonlinear control for balancing the pendulum rod was done
using Matlab/Simulink®, the add-on Stateflow® was used to implement the control
system logic, and the xPC Target® was applied to establish the linkage between the
control unit with the actuating elements and the sensor system.

4.2 Magnetic Sensor within the Pendulum

To create a homogeneous magnetic field, one permanent magnet was installed above
and one below the sensor. The magnets move according to the displacement of the
pendulum rod, following a surface of a sphere around the sensor. The cardan angles
are easy to compute by taking the quotient of the measured Z- and X - and cor-
responding Y -components of the magnetic field. This task is done by a microcon-
troller which converts the sensor data into the cardan angles and sends these values
via RS232 interface to the PC hosting the control. An important fact for using the
sensor within the present application is that there are constructive inaccuracies that
have to be considered. Such unavoidable variations (e.g. the exact alignment of the
sensor board) are corrected by software. Furthermore, before initiating the control,
the neutral position of the pendulum (vertical pendulum rod) and the position of
the robot arm which is needed to achieve the required position, have to be aligned.
Figure 6 shows an example of a complete recording of the cardan angle  1 and  2
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Fig. 6 Measurement of cardan and joint angles during operation

as well as the joint angle of the robot arm �1 and �2 during the initialization, the
straightening up of the pendulum, and the following change into controlled opera-
tion.

5 Summary

The article presents the use of spatial magnetic field based position sensor systems
for contactless and very exact measurement of the position of moveable compo-
nents. A spatial inverse pendulum was used as demonstrator.

The principle of magnetic position sensors (consisting of a sensor chip with Hall
elements and a thereto moveable magnet) is based on the measurement of the mag-
netic field followed by a mapping to the position. The design of such systems is
a complex task and therefore not effectively practicable without simulation and vi-
sualization. In this article a convenient design cycle had been introduced.

Exemplarily, the magnetic field sensor is used in a set-up of an inverse pendulum
with two degrees of freedom. Both angles are simultaneously measured using only
one sensor. With this demonstrator the model-based design of a system – from the
dimensioning of the components to the control unit design, up to automatic code
generation – is presented and tested under real conditions.
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Sub-10-�A 868-MHz Wake-Up Receiver ASIC
for In-Door Localisation
and Geofencing Applications

Heinrich Milosiu, Fritz Meier, Frank Oehler, and Alexander Pflaum

Abstract Modern wireless receivers tend to decrease power consumption. This sec-
tion shows the benefits of a sub-10 �A wake-up receiver circuit used for wireless
geofencing and localisation applications with very low maintenance. The proposed
wake-up receiver is a wireless receiver which continuously scans the radio chan-
nel for certain wake-up messages. Having received and decoded such a message
containing additional data, the wake-up receiver triggers different actions in smart
objects. The wake-up receiver consumes only 7.5 Microwatts and is suitable for mo-
bile battery-operated or solar-cell driven smart objects. It is shown how the wake-up
receiver can be used to implement a wireless in-door geofencing system. This ap-
plication profits the most from both the very low deterministic current consumption
and the short reaction time below 500 ms.

1 Ultra Low Current Wake-Up Receiver

In wireless sensor networks wake-up receivers considerably increase the service life
and decrease the response time. Due to long lasting operation the battery-driven
sensor nodes can now be run with low maintenance effort.

Principle Operation

The presented wake-up receiver ASIC operates as continuous radio monitoring re-
ceiver at 868 MHz with a current consumption down to 2.4 �A at 3.0 volts sup-
ply [1]. A chip micrograph is shown in Fig. 1. The wake-up receiver ASIC is fabri-
cated in a low-cost 0.18 �m CMOS technology.
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Fig. 1 Chip micrograph of the wake-up receiver ASIC (2:2 mm � 1:7 mm) and assembled in
a QFN16 package (5:0 mm � 5:0 mm)

Fig. 2 Wake-up sequence transmission and decoding scheme

The wake-up receiver can be used as an additional wireless receiver in a stan-
dard transceiver module while other components in the smart object module are
suspended to sleep mode. It performs continuous listening to radio signals and can
detect two types of transmitted wake-up sequences. Binary data reception is also
provided. An additional crystal oscillator provides a 32 768 kHz clock signal and
contributes an additional current consumption of less than 1 �A.

The wake-up sequence is received and decoded within 32 ms typically. Thus,
a digital control signal is generated (Fig. 2). This can switch on a standard transceiver
for wireless data exchange at higher data rates. Moreover, a local sensor or actuator
can be activated. The wake-up receiver stays tuned and enables a persistent RF mon-
itoring with low detection time. It also contains a forward error correction (FEC) de-
coder and is able to correct bit errors. Besides, quality-of-service data for the radio
channel is also generated.

The wake-up receiver consists of a superheterodyne receiver whose analogue
output signal is discretised and processed in the digital correlator (Fig. 3). If the re-
ceived sequence information matches the reference sequence, a digital control sig-
nal is generated. The implemented receiver contains two separate correlators scan-
ning two wake-up sequences (codes A and B). The wake-up sequence recognition
is fault-tolerant. In practice, positive recognition of code A or B is ensured even if
five out of thirty-one received bits within the wake-up sequence are false. Moreover,
an 8-bit data decoder supplies continuous reception of binary data independent of
wake-up sequence transmission.
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Fig. 3 Block diagram of wake-up receiver

Measured sensitivity amounts to �60 dBm at the 868 MHz band. Assuming
a transmit power level of 10 mW, a radio distance of 50 m can be reached. In-door
experiments show a radio range up to 100 m with 200 mW transmit power using two
monopole antennas. Driving a transmitter with 500 mW output power, a distance of
600 m is possible on a line-of-sight path.

Current Consumption

The user can choose among a set of current consumption and data rate values during
the receiver operation. This novelty offers many opportunities to the user. Besides,
the wake-up reaction time can be adjusted according to the application requirements.
In Table 1 a typical reaction time of 61 ms is reported at a current consumption of
7.6 �A. Thus, the continuous operating time amounts to 3 years using a CR2032
lithium button cell with 210 mAh charge.

Even 2.4 �A is possible at 485 ms reaction time. Thereby, continuous battery op-
eration up to 9 years is feasible. This very low current can be delivered by many
energy harvesting units such as solar cells, thermoelectric generators or microvibra-
tion generators.

The current consumption is not affected by reception of data or wake-up signals.
Therefore, the user can predetermine the battery operating time by choosing the
desired data rate. This is important for the wireless system design especially with
a large amount of battery-driven nodes at low maintenance.

Table 1 Selected operating modes for measured current consumption at 3 volts and data rate

Current
consumption

Data rate Duration
of wake-up sequence

Operating
time with CR2032

2.4 �A 64 bps 485 ms 9 years
4.6 �A 256 bps 121 ms 5 years
7.6 �A 512 bps 61 ms 3 years

13.6 �A 1024 bps 30 ms 21 months
25.5 �A 2048 bps 15 ms 11 months
49.4 �A 4096 bps 7.6 ms 6 months
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Fig. 4 Comparison with state of the art receivers

Several wake-up schemes open up for the user. Utilizing the two wake-up se-
quences (named code A and code B), two separate control signals are generated
from the wake-up receiver. Thus, two classes of smart objects can be addressed very
easily. For example, code A addresses all objects in reception area and code B is
dedicated to a certain class of objects depending on attributes or features.

Another wake-up method combines the reception of data packets with the orig-
inal wake-up sequence. Therefore, an ID-based selection of smart objects can be
done. Especially wireless networks with a large number of smart objects can ben-
efit. Consequently, a minimum traffic on the wireless channel as well as minimum
power consumption of the objects is obtained. ID-based selective wake-up prevents
unnecessary activation of objects, ensures availability and increases life-time. In ad-
dition, a low response time for wireless inquiries facilitate new implementations of
wireless network topologies for smart objects. Furthermore, selection of groups for
wake-up can also be implemented.

Comparing state of the art integrated receiver publications (Fig. 4) in the sub-
milliwatt range, the scalability of current consumption versus data rate illustrates
a novelty. Moreover, the power consumption can be chosen less than 150 Microwatts
down to 7.5 Microwatts. This value is seven times lower than in [3] and [5].

2 Beacon Sensitive Operation

Primarily, the ultra low current wake-up receiver is able to control an electrical com-
ponent with higher power consumption initiated by a remote command via the radio
channel. The origin of a transmitted wake-up sequence can either be an individual
user, another smart object or a periodically transmitting radio beacon.

Using the built-in selective wake-up method, the beacon ID serves as object
selector. Only certain objects scanning the radio channel for their desired beacon
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ID can be activated. Consequently, several object classes can be addressed. This is
a quite simple method to set up a singular fenced area.

Besides, the capability of the wake-up receiver to receive and decode data packets
attached to the original wake-up sequence forms another method of beacon sensi-
tive operation. Then, the data packet contains beacon information that may consist
of a beacon ID and a time-stamp, for example. A small processing unit handles
and interprets the received beacon information. Thus, context-aware activities of
the smart object are established.

Beacon-Based Localization Method

Applying a 3-stage transmission scheme (see Fig. 5), an ultra low current localisa-
tion method with room accuracy can be established.

The transmission scheme consists of three sub-messages containing 31 bits for
a wake-up sequence (C), 24 bits for a room number (R) and 8 bits for the power
level (P):

CCCCRRRPjlow CCCCRRRPjmed CCCCRRRPjhigh

Each sub-message comprises 63 bits, the total 3-stage message amounts to
a length of 189 bits. The bit sequences for room number and power level may con-
tain redundancy information, e.g. FEC coded data. Depending on the current mode
(4.6 �A, 7.6 �A or 13.6 �A) of the wake-up receivers, the duration of the 189 bits
message is 738 ms, 369 ms or 185 ms respectively. If 185 ms beacon message du-
ration and 13.6 �A current consumption is assumed, up to five beacon messages
per second can be transmitted. The beacon module consists of a microcontroller, an
OOK wireless transmitter, an wire antenna and a CR2450 (550 mAh) button cell.
The maximum operating time for the beacon module is 7 years assuming a trans-
mit period of 5 minutes and a transmitter current of 10 mA (the MCU is driven
with a 32 kHz clock and consumes 2 �A). The receiver is operating in the 13.6 �A
mode and provides a maximum operating time of 4 years using a CR2450 button
cell. In-door measurement results utilizing the proposed wake-up receiver lead to
the following proposal of the three power levels:

Consequently, a wake-up receiver recognizes all three sub-messages (low, me-
dium, high) when it is put in the same room as the beacon transmits. In the adjacent

Fig. 5 Transmission scheme for beacon
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Table 2 Choice of transmit power levels for the beacon

Range Power class Transmit power Description

<3 m low �4 dBm same room
3 . . . 12 m medium C7 Bm adjacent room
>12 m high C14 dBm two rooms next

room only the reception of two sub-messages (medium, high) succeeds. Two rooms
next, only the reception of the single sub-message (high) may work.

Depending on the reception of the sub-messages, a MCU can estimate the dis-
tance from the beacon.

3 Measurement Results

In order to prove the proposed multi-level beacon method, several in-door measure-
ments have been carried out in an office building. The center floor is 2 metres wide.
The packet reception depends on the distance between a mobile test receiver (wake-
up receiver ASIC) and a stationary transmitting beacon (standard TX module with
4-ASK packet). Figure 6 shows the 2-D map of receive strength in four levels (0, 1,
2, 3). The beacon (“TX”) is placed top right in the map.

Fig. 6 Packet Reception Map
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Assigning reception levels 2 and 3 to the statement “receiver in the same room
as beacon”, correct assignments to room number can be done with 98% probability.
Levels 1 or 0 do not contribute to a room decision. The receiver current consump-
tion can be set to 7.6 �A at 3.0 V according to the total packet length of the beacon
369 ms. The periodical transmission of the beacon telegram can occur every 5 min-
utes. Thus, an average current consumption of the beacon module can be decreased
to 50 �A at 4.0 V. This corresponds with a battery operating time of about 2 years
using a 1000 mAh lithium accumulator.

4 Geofencing Application in a Research Department
Using a Wake-Up Receiver

Deriving the context from the current position is a business driver. It is not only
important to know where the objects are located right now, but together with other
knowledge about the object business processes can be optimized. An emerging ap-
plication geofencing is asset management of measurement equipment in R&D com-
panies [2].

Assuming a single floor department that is observed in a geofencing applica-
tion. The department consists of 15 office rooms. A first fence F1 comprises the
exit gangway containing the exit door to outside. Objects in this area are likely
to disappear from the observed building. A second fence F2 encloses a particular
room with a higher security level. Precious goods such as high performance mobile
measurement equipment are stored there. A third fence F3 encloses a lab for main-
tenance and calibration of the objects. Assuming this setup of fences, objects can
be localised if they are in the storage room (F2), in maintenance (F3), or in the exit
gangway (F1). Thus, many scenarios for a large number of smart objects used in
the department are covered. Involving object attributes, the current position and the
position before (including the time of entry or departure of the former fence), the
context for every object can be concluded. Each fence contains a radio beacon that
is transmitting an individual sequence periodically. Such a sequence can consist of
a wake-up sequence, a beacon ID, and optionally a time stamp. All smart objects
include an ultra low current wake-up receiver that decodes the incoming radio mes-
sages.

A benefit of the proposed indoor geofencing approach is the low number of bea-
cons compared to a high number of observed objects. Each smart object can decide
autonomously if its predetermined area matches the recognized area. Consequently,
two fence decisions open up at first: match or mismatch. In case of match the smart
object does not need to initiate any action or can transmit an OK message towards
the beacons occasionally. Then, the beacons should be designed as transceiver for
bidirectional radio communication. In case of mismatch the smart object can change
its operation mode and starts collecting beacon information and stores it together
with a time stamp. Otherwise, the object can retransmit the received beacon ID and
its object ID in order to communicate its mismatch state to a backbone IT system.
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Mismatched objects can even build up an adhoc multihop network with other
smart objects that can be waken up to overcome possible radio barriers or inter-
ferers. Using the ultra low current wake-up receiver, a smart object can determine
different kinds of events and together with context information it can trigger the des-
ignated activity. Fence crossing and touching events can be observed by the objects
themselves.

Only from this fence crossing events a lot of information like movement profiles,
actual localisation with room or fence accuracy, neighbourhood relations and prob-
ability of disappearance of objects can be derived when this information is stored in
the smart object or a backend system.

Moreover, indication of user activity operating with objects e.g. intrusion of non-
authorized personnel can be observed.

Operating Modes of Smart Objects in Geofencing Applications

Operating modes of the smart object in a geofencing application can be:

• Idle mode: continuous listening and monitoring the RF channel (only wake-up
receiver is running). This may be the default mode. A successful recognition of
a fence crossing event selects one of the modes as follows.

• Tracking mode: receiving and storing beacon data in history memory within the
smart object. Whether at a predetermined time or accidentally, the actual fence
data is stored. Periodical memorizing, e.g. every minute, can provide a complete
plot of tracked positions of the smart object on a fence scale. A posteriori de-
cision can be made in order to attain the context of individual objects and of
groups. Thus, a consistent long-term documentation of object positions or object
activities is obtainable.

• Pursue mode: transmitting of received beacon data after leaving or enter- ing
fences. Time critical applications with low reaction time (e.g. super vision of
goods for security guards) need object information that is up to date. Immediate
intervention by the user is possible.

• Anti-theft mode: repetitive transmitting of received beacon data in short intervals,
e.g. every 10 seconds, in order to prevent theft or disappearance of a smart object.
Intervening personnel can encircle or focus on certain fenced areas during non-
authorized displacement. Real-time tracking of the object can be carried out.

If an inquiry of the status of an object is unsuccessful, the wireless connection
to the smart object is likely to be broken. Reasons for the wireless communication
failure can be non-authorized removal or damage of the wireless communication
module or an empty battery. Consequently, the last fence information can be drawn
from the IT backbone as a basis for a personal intervention for maintenance. The
context-aware selection of the operation mode depends on the fence attributes. The
smart object can perform this decision autonomously. This decision algorithm is de-
termined by the user before roll-out or during operation. In some cases, the decision
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could be made by a supervisor gathering the fence information of the monitored
objects in order to get an entire position profile and a full system status.

Application Examples of Geofencing Systems

An interesting application of the proposed geofencing method is enforced main-
tenance. Devices that need maintenance and are not located in the calibration and
maintenance room (fence F3) should inform the IT system. Besides, assurance of
escape routes in buildings can also benefit from a geofencing system. If objects stay
in the corridor longer than a predetermined time (e.g. 1 hour) an optical indication
at the smart objects should signalize a storage irregularity.

Asset Combination Management can be implemented with a geofencing system
where the linkage of objects can be ensured and monitored.

Furthermore, wireless geofencing systems based on wake-up receivers can assist
the booth constructors at business fairs. Defining the destination of fair boxes and
locating the current position in an exhibition hall are typical geofencing methods
to increase efficiency. The proposed geofencing system can provide an occupancy
diagram showing the actual context of assets that can be “free for use”, “used” or
“reserved” including the current location. This diagram can be shown on a screen in
the lab or can be accessed via a web browser. Many novel services can arise from
that technology.

5 Outlook

The ASIC of the wake-up receiver is available and is currently combined with differ-
ent complementary technologies, like active RFID-tags, nodes of a wireless sensor
networks or energy harvesting modules.

Wireless technologies offer many advantages building up geofencing applica-
tions, to derive fence action events from the radio channel, persistent radio channel
monitoring is mandatory. This is the key feature of the proposed wake-up receiver.
If the geofencing application has some of the following additional requirements or
boundaries, a wake-up receiver enhanced smart object is an adequate solution to
consider:

• Energy restricted and long-term operation: due to the ultra low current consump-
tion of 2.4 �A at 3.0 volts. A module can operate with a single battery up to 9
years (CR2032 battery).

• Energy harvesting supplies are suitable alternatives for battery supplies and en-
able autonomous long-term operation with minimum maintenance effort.

• Very short reaction time: fence action events should be detected with a minimum
delay. The wake-up receiver provides a reaction time of 30 ms typically.
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• Deterministic performance: reaction time, energy consumption and fence actions
are highly deterministic. The wake-up receiver performs every time and under
any circumstances with the same current consumption.

• Different kinds of fence crossing events: The beacon transmitter for the wake-up
sequence can be optimized for different applications (e.g. par ticular radiation
patterns of transmit antenna to realize space diversity).

• Small form factor: the wake-up receiver in QFN16 package has a size of 25 mm2

and can therefore be easily integrated into other communication devices. Due to
the very low power consumption, the power supply can be implemented much
smaller.

• Expandable and flexible: new geofences can be added and removed to a site at
any time.

• Innovation: the very low current consumption for wireless receivers in the UHF
band offers a huge number of new applications and services.

Geofencing applications can be realized with the wake-up receiver as stand alone
receiver. An integration in active RFID product (as replacement for today’s built-
in wake-on-radio mechanisms) or in wireless sensor networks can help to further
optimize these products.
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Multi-Band GNSS Antenna

Alexander E. Popugaev and Rainer Wansch

Abstract A new low cost antenna for high-precision applications in Global Nav-
igation Satellite Systems (GNSS) is described. The antenna has been designed to
operate for all existing satellite navigation frequencies in L-band including GPS,
GLONASS, Galileo and Compass (1164–1300MHz and 1559–1610 MHz). The
right-hand circularly polarized radiating structure consists of a broadband matched
square patch with a fourpoint feeding. The antenna exhibits a 10 dB beamwidth of
more than 150ı, an antenna gain of more than 3 dBic and an excellent phase center
stability. The desired radiation pattern roll-off and antenna gain are obtained using
an electrically small radiating element with parasitic elements arranged around it.
The dimensions of the developed antenna are a diameter of 146 mm and a height of
31 mm.

1 Introduction

Many navigation applications e.g. for civil engineering, agriculture and land sur-
veying require high precision and integrity. There is a need for antennas working in
all existing satellite navigation frequencies in L-band including GPS, GLONASS,
Galileo and Compass (1164–1300MHz and 1559–1610MHz) to achieve the desired
accuracy (Fig. 1). The antenna should have a known and a stable phase center, a pure
right hand circular polarization (RHCP), good multi-path rejection and should show
an antenna gain not less than 3 dBic with a 10 dB beamwidth of more than 150ı.
Such an antenna was developed at the Fraunhofer IIS and is described in this paper.
In comparison to other commercially available antennas for high-precision GNSS
applications it is a low cost product and should be especially attractive to customers.
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Fig. 1 GNSS frequency plan

2 Antenna Concept

2.1 Radiator

There are two possibilities to design a multi-band antenna. The first one is to use
a separate radiator for each band. In this case stacked patch antennas come into con-
sideration. As a result of using the stacked construction, the antenna would be either
relatively large or very expensive (for example when using ceramic as a substrate).
Stacked patches have a natural vertical offset between phase centres in the operating
bands. The second approach is to make the antenna broadband. In this case there is
no natural phase center offset. But the typical problem of conventional antennas is
the fact, that the higher the frequency, the narrower the beam-width will be, and
it is very difficult or almost impossible to achieve the required antenna gain and
beam-width at all GNSS frequencies.

The problem was solved using the antenna concept described in [1,2]. The central
idea is to use a broadband matched electrically small radiating element with parasitic
elements arranged around it. Figure 2 shows the proposed antenna.

In order to achieve a good polarization purity and an omnidirectional radiation
pattern, the radiator (50 mm square and 25 mm high) is fed in four points. The radia-
tor concept allows a stable construction and a broadband matching. A ground-plane
of 143 mm diameter is the smallest possible solution in order to achieve a good
antenna gain and an effective multipath rejection.

Fig. 2 GNSS antenna
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2.2 Feed Network

A first version of the feed network of the GNSS antenna is shown in Fig. 3a [1].
The circuit consists of two main parts: a matching network and a phase shifter.
The broadband matching was realized using a transformer and two open stubs for
each of the four outputs of the radiator. The phase shifter drives it with nearly equal
amplitudes and phases of appr. 0ı, �90ı, �180ı and �270ı in order to obtain a pure
RHCP.

This passive antenna showed a very good performance and should be extended
with a low noise amplifier (LNA). But there was not enough place for the LNA
unless a substrate with a considerably high permittivity and/or multi layer struc-
tures were used (high fabrication costs). We developed a novel miniaturization tech-
nique [3] and solved this problem. The initial layout was meandered using a raster
consisting of ring shape segments [3]. The result is presented in Fig. 3b [4]. The new
design is very compact (20% of the conventional layout) and enables a successful
integration of a LNA. Even delay lines for a double band filter (1.16–1.30 GHz and
1.56–1.61 GHz) could be integrated into the meandered layout.

Fig. 3 Feed network of the GNSS antenna

3 Measurement Results

3.1 Radiation Pattern

Figure 4 shows the measured RHCP and LHCP patterns of the antenna at 1.16 GHz
and 1.61 GHz. The antenna gain is 3.5 dBic and is nearly constant for all GNSS fre-
quencies. The plots are normalized to this value. They show a wide angle beamwidth
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of 180ı at 1.16 GHz and 150ı at 1.61 GHz. It can be seen, that the cross polarization
discrimination (the difference between RHCP and LHCP) is larger than 15 dB for
both operating bands. The gain variation at an elevation angle of 15ı (Theta D 75ı)
is less than 2 dB.

3.2 Phase Center Variation

High-precision GNSS applications require an antenna with a stable and preferably
angle and frequency independent phase center. The phase center variation (PCV)
should not exceed some millimeters.

It is physically impossible to build a circularly polarized antenna with a perfectly
stable phase center because the phase diagram of such an antenna at an elevation
of zero is an Archimedean spiral with an undefinable center. Nevertheless, a point

Fig. 4 Measured radiation pattern, normalized to 3.5 dBic
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Fig. 5 Measured Phase Center Variations of the GNSS antenna (University of Bonn)

Fig. 6 Repeatability of the PCVs for 8 GNSS antennas (Geo++): GLONASS G1(R01) and
GLONASS G2(R02), GPS L1(G01) and GPS L2(G02)
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can be found at which the angular dependency is minimal. It is the average phase
center.

The GNSS antenna was calibrated at University of Bonn, Germany (measure-
ments in an anechoic chamber) and at Geo++ in Garbsen, Germany (robot measure-
ments using real GPS and GLONASS signals). Measured PCVs are presented in
Fig. 5.

It can be seen, that the position of the average phase center in z-direction in
the complete GNSS frequency band is stable up to 0:5 � .62:00 � 58:53/ mm D
1:735 mm. In the case of elevation (x–y-plane) the phase center variates even less:
0:5 � .1:56 C 0:78/ mm D 1:17 mm.

Very important is the repeatability of the PCVs for an individual antenna. The
differences for 8 tested GNSS antennas are smaller than 1.2 mm (Fig. 6). The very
small values of measured PCVs and their good repeatability guarantee a very high
accuracy of coordinate measurements.

4 Conclusion

A novel and patent-pending antenna is presented which is designed to receive sig-
nals from all existing navigation systems in L-band. The antenna shows an omni-
directional hemispherical radiation pattern with a good circular polarization, a high
multipath rejection and an excellent stable phase center for all operating bands. The
desired beam shape and antenna gain are obtained using an electrically small radi-
ating element with parasitic elements arranged around it. Measurements prove that
the antenna is completely suitable for high-precision GNSS applications.

The antenna is licensed and is manufactured and sold by navXperience GmbH in
Berlin.
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Reconfigurable RF Receiver Front-End
for Cognitive Radio

Mario Schühler, Alexander Jaschke, and Alexander E. Popugaev

Abstract A cognitive-radio (CR) radio-frequency (RF) receiver front-end architec-
ture is proposed that allows for aggregation of spectral whites spaces. The architec-
ture is able to exploit white spaces that are possibly spread over a wide bandwidth.
Key components of the front-end are identified, having considerable impact on the
performance of a CR system. Example implementations of those are discussed, in-
cluding a dual-polarised dual-band antenna, a broadband low-noise amplifier LNA,
and a tuneable pre-selection filter.

1 Introduction

More and more wireless communication systems are emerging today. To take ad-
vantage therefrom, highly flexible multiband user equipments are required. On the
other hand, frequency spectrum has become a rare ressource – overcrowded fre-
quency bands decrease the quality of service [7]. The regulation in several Euro-
pean countries is currently attributing the UHF band, also called digital dividend,
TV white spaces (TVWS) at the frequency range from 470 MHz to 792 MHz, LTE–
800 frequency band for radio mobile communications from 790 MHz to 862 MHz
and a joint license frequency band to operators from 2.50 GHz to 2.69 GHz, known
as LTE–2600. To efficiently exploit these frequency regions, cognitive radio ap-
proaches become more and more important. Cognitive radio is a new paradigm
for wireless communication, where either the network or the wireless node it-
self changes certain transmission or reception parameters to efficiently execute its
tasks [5]. To meet the requirements resulting therefrom, the signal processing is
moved as far as possible to the digital part. The analogue part, however, has to be
tailored to the needs of a CR system as well, including the implementation of tune-
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able pre-selection filters, for instance, or of broadband or multiband antennas and
LNAs to cover the bandwidth focussed on for CR operations.

Before CR systems are able to perform, several challenges, researchers and op-
erators are faced with, have to be solved. As part of the 7th Framework Program,
two projects funded by the European Community deal with these challenges. While
SACRA [3] considers spectrum and energy efficiency of CR systems, QoSMOS [2]
looks at quality-of-service aspects. Energy efficiency and flexibility in the use of
radio spectrum are important research topics, serving as a basis for the development
of future wireless communications technologies.

The present work deals with RF part of a CR receiver. It divides into two main
parts. Section 2 focusses on a reconfigurable RF front-end architecture, providing
spectrum aggregation capability, as a major objective in QoSMOS. Several key com-
ponents are identified, here. The design of these key components is discussed in
Sect. 3 by examples, including a dual-band dual-polarised antenna, a broadband
LNA, and a tuneable pre-selection filter. Issues during the design process are dis-
cussed to give an impression on the challenges to be solved.

2 RF Receiver Capable of Spectrum Aggregation

CR front-ends are supposed to cover multiple frequency bands to allow for oppor-
tunistic and dynamic use of spectral white spaces. An architecture consisting of par-
allel signal paths, each of them is tailored to a single frequency band, is a straight-
forward approach that is pursued in SACRA, for instance [4]. Figure 1a illustrates
the idea by example of a receiver front-end. The signal received by the antenna
is amplified by an LNA. By means of a switch, the respective frequency region or
channel can be selected, within which the information is expected. The chosen chan-
nel is down-converted to an intermediate frequency (IF) and over an anti-aliasing
filter (AAF) fed to an analogue-digital converter (ADC), working in subsampling
mode. Depending on the link budget, one or more amplifying stages can optionally
be included as well as variable attenuators.

To reduce the efforts following from a switching architecture, a tuneable archi-
tecture can be used, as portrayed by example in Fig. 1b for the receiving case. After
the antenna and the LNA a tuneable bandpass follows, serving as pre-selection fil-
ter and basically substituting the switching between several channels. The selected
channel is down-converted to the IF band and, again, is fed to an ADC after pass-
ing an AAF. As for the switching architecture, one or more amplifying stages and
variable attenuators can optionally be included in the front-end.

In QoSMOS, an approach is pursued that even extends the idea of a tuneable
front-end [1]. An objective of QoSMOS is to use fragmented spectra, i.e., to simulta-
neously exploit various channels being possible spread over a wide bandwidth. The
technique called spectrum aggregation allows for a high throughput, even though
the bandwidth required is unavailable in a whole but available fragmented.
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A receiving architecture capable of aggregating two arbitrary channels is de-
picted in Fig. 2a. After the LNA, the signal received is distributed to two signal
branches by means of a power divider. Both branches are made up of equal compo-
nents, including an amplifier to decouple the branches from each other, a tuneable
bandpass to select the proper channel of bandwidth Brf;1 with centre frequency frf;1

and bandwidth Brf;2 with centre frequency frf;2, respectively, a down-converter, an
IF filter of bandwidth Bif;1 with centre frequency fif;1 and of bandwidth Bif;2 with
centre frequency fif;2, respectively, and another amplifier for decoupling. Further
amplifying stages and variable attenuators can be included in the front-end. The
idea behind the architecture shown in Fig. 2a is, basically, to divide the IF band
into adjacent sub-channels, one per branch, of equal bandwidth Bif;1 D Bif;2. Each
pre-selected channel is thus down-converted to the respective IF sub-channel (cf.
Fig. 2b), while afterwards the signals of all sub-channels are combined by a power
combiner, followed by an AAF and an ADC. We notice that only one ADC is re-
quired.

The architectures portrayed in Fig. 1b and Fig. 2a essentially comprise similar
components. While broadband amplifiers and mixers are commercially available,
broadband or multiband antennas and LNAs as well as tuneable filters usually have
to be individually tailored to the requirements of the system. They are therefore key
components of a CR front-end.

3 Example Components: Design and Results

Having introduced the RF front-end architecture, we now want to look at design ex-
amples, addressing the key components identified of a CR system. First, we consider
a dual-band dual-polarised antenna, covering the frequency ranges from 700 MHz
to 862 MHz and from 2400 MHz to 2690 MHz. Second, a broad-band LNA design
is proposed with a noise figure of at most 0.5 dB within its working frequency range.
Last, the design of a tuneable bandpass is discussed.

3.1 Dual-Band Dual-Polarised Monopole Antenna

Among the frequency region to be covered, the antenna design discussed here aims
at a small size, allowing for the integration into a handset or a laptop device, and,
in addition, at an implementation providing polarisation diversity. Preliminary sim-
ulation results are presented in this subsection to give an estimation on what can be
achieved in terms of bandwidth, isolation, and gain.

The antenna concept is depicted in Fig. 3a. Two orthogonally-polarised dual-
band antennas were chosen to reduce the number of outputs to two, as opposed
to four outputs assuming one output for each frequency band and polarisation.
The antenna elements are placed on the top layer of a PCB with a distance of
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Fig. 4 Realised gain over azimuth in the horizontal plane (elevation 0ı) at 0.781 GHz and
2.545 GHz. The results were obtained from simulations

15 mm to the ground plane, which is located at the bottom layer. The substrate
measures a thickness of 0.508 mm and has a relative permittivity of 3.55 (nomi-
nal values).1 The size of the antenna was restricted to 100 � 50 mm2 (mobile phone
format).

Figure 3b shows the frequency response of the input reflection magnitude of an-
tenna A js11j and antenna B js22j, respectively, as well as the transmission between
both antenna ports js12j obtained from simulation. We notice that both antennas dis-
play a matching of at least �6 dB within both frequency bands. The coupling js12j
within the upper frequency band does not exceed �9 dB, within the lower frequency
band, however, a pronounced coupling occurs. The antenna configuration is, never-

1 RO4003C from Rogers Corp.
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theless, suited for diversity applications, even though a reduced diversity gain has to
be expected in comparison with ideally decoupled polarisations.

Figure 4 portrays the realised antenna gain as a function of azimuth in the hor-
izontal plane (elevation 0ı), exemplary for one frequency inside the lower and the
upper frequency band, respectively. In comparison with a single element with a min-
imum gain of �27 dBi at 0.781 GHz, at least �10 dBi is achieved with two antennas,
at 2.545 GHz an improvement from �23 dBi to �12 dBi can be observed.

3.2 Broadband LNA

This subsection deals with a broadband LNA, operating within the frequency
range from 700 MHz to 3.0 GHz; TVWS (700 . . . 790 MHz), LTE–800 (792 . . .
862 MHz), and LTE–2600 (2500 . . . 2690 MHz) frequencies are therefore included.
According to Friis’ formula [6, p. 302], to minimise the noise figure of the front-end,
the LNA directly follows the antenna, assuming it has a low noise figure.

Figure 5 shows a close-up of the implemented LNA mounted in metal case. It
is based on a high-electron mobility transistor (p-HEMT) working within a fre-
quency range from 50 MHz to 6.0 GHz.1 As seen, the RF path and the DC part are
separated from each other to avoid disturbances between both types of signals. To
achieve a low noise figure over the working frequency range, a matching network
implemented in microstrip technique is used. The LNA is built on a 0.508 mm thick
substrate with a relative permittivity of 3.55 (nominal values).2 The small design
size of the actual circuit makes the LNA suitable for integration on an antenna.

Simulation and measurements results of the implemented LNA are illustrated
in Fig. 6. Figure 6a shows the noise figure as a function of frequency f . We ob-

Fig. 5 Close-up of the implemented LNA mounted into a case. RF connections are provided by
SMA jacks. The PCB measures 63:8 mm � 37:8 mm

1 ATF54143 from Agilent/Avago
2 RO4003C from Rogers
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over f

serve that a value of approximately 0.6 dB is not exceeded between 0.7 GHz and
2.69 GHz. Within this frequency range the gain amounts to at least 12 dB, as seen
in Fig. 6b, where the frequency response of the gain is portrayed. The curve reflects
the strongly pronounced frequency response of the transistor deployed, as the gain
drops approximately 10 dB in between the lower and upper frequency.

3.3 Tuneable Pre-selection Filter

This subsection focusses on the design of a tuneable bandpass filter. In terms of the
centre frequency, a tuning range from 470 MHz to 960 MHz is aimed at, includ-
ing TV band, LTE–800 band, and GSM band. The bandpass serves as pre-selection
filter to suppress image frequencies. Assuming an IF of at least 200 MHz, the re-
quirements on the bandwidth are relaxed, i.e., the focus during the design is on the
tuneability of the centre frequency frf.

Figure 7 shows a schematic of the filter circuit. The actual bandpass is built by
two coupled resonators, each consisting of a varactor diode arranged in series to
the fixed inductance L2 D L4. Depending on the reverse voltage Ur applied to
the diodes, the resonant frequency of a resonator can be adjusted, as the junction
capacitance varies with Ur. Both resonators work at the same resonant frequency
that is equal to frf, only a single control voltage is therefore required. The coupling
between the resonators is determined by the shunt inductance L3.

The bandpass is followed by a lowpass based on a 3rd order type-II Chebychev
filter [8]. The lowpass ensures passbands to be suppressed, possibly appearing due
to parasitics, as those passbands may fall into the working frequency range of the
antenna discussed in Sect. 3.1. The coupling of the bandpass to the lowpass is de-
termined by L5; to the source, in turn, by L1.
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Fig. 7 Schematic of the tuneable bandpass filter including two varactor diodes for tuning the centre
frequency. Both diodes are biased with Ur; decoupling from RF is provided by DC blocks

The filter was implemented on a 0.508 mm thick substrate with a relative permit-
tivity of 3.55 and dielectric loss factor of 0.0027 (nominal values).1 The varactor
diode chosen provides a junction capacitance tuneable from 12 pF at Ur D 1 V to
0.5 pF at Ur D 28 V.2

Figure 8 portrays the frequency response of the forward transmission magni-
tude js21j obtained from measurement with Ur serving as parameter. We notice
that for a variation of Ur from 0 V to 8 V the tuning range desired is already
achieved, covering the frequency region from 430.6 MHz to 984.3 MHz. The centre
frequency frf grows linearly with Ur, since the varactor displays a hyperabrupt dop-
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bandpass with parameter Ur

1 RO4003C from Rogers Corp.
2 BB833 from Infineon



Reconfigurable RF Receiver Front-End for Cognitive Radio 83

ing profile. The variation of the insertion loss 1=js21j with Ur within the passband
stems from the slightly pronounced dependence of the junction resistance on the
reverse voltage: with increasing Ur the junction resistance decreases and so is the
insertion loss. The relative bandwidth is approximately 14.7%, which is basically
independent of Ur. Yet a slight reduction with increasing Ur could be observed in
the measurement due to the root caused by the lowpass stage.

4 Summary

The present work focussed on a reconfigurable RF receiver front-end providing
spectrum aggregation capabilities. The architecture proposed allows for simulta-
neous use of channels being possibly spread over a wide frequency region, while
only one ADC is required. The requirements on the IF filters, however, are strong
for this approach. To exploit the whole input bandwidth offered by the ADC, the
filters have to display a high selectivity. In terms of energy efficiency, on the other
hand, minimising the number of ADCs leads to an reduced power consumption in
total, provided that the insertion loss of the IF filters is comparatively small.

Three key components of a CR RF receiver front-end were identified: the an-
tenna, the LNA, and the tuneable pre-selection filter. The design of these com-
ponents were discussed by example in Sect. 3, where a dual-band dual-polarised
monopole, a broadband LNA, and a tuneable bandpass were presented. The exam-
ple implementations can not only be deployed in a CR RF receiver front-end as
desired in SACRA and QoSMOS but possibly in other systems as well.
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Modelica – A Modelling Language
for Heterogeneous Systems

Christoph Clauß, Ulrich Donath, Olaf Enge-Rosenblatt, and Kristin Majetta

Abstract The modelling language Modelica has been developed by a steadily grow-
ing community since 1996. Today, it is a well-established element of the design pro-
cess in several technical application areas. Fraunhofer IIS/EAS has been involved
in the language development from its very beginning. Research on dedicated fields
like structural variability and control algorithms using Modelica as well as the devel-
opment of complete packages (Modelica Standard Library, Complex and Statistics
Library) are highlights of these Modelica activities. This article presents a com-
pact overview about the variety of research results which have been achieved by the
Dresden Division of Fraunhofer IIS during the last 15 years.

1 Introduction

The 8th International Modelica Conference which took place in March 2011 in Dres-
den with 316 attendees and 99 papers was organized by both the Modelica Associ-
ation and Fraunhofer IIS/EAS. This event was a benchmark for the success of the
Modelica activities at Fraunhofer IIS/EAS. 15 years ago Fraunhofer IIS/EAS was
involved in the early language development of the object oriented model descrip-
tion language Modelica which was designed for multi-physical modelling based on
hybrid DAEs using an equation-based description. Up to now Modelica has been
used in many research projects, and Fraunhofer IIS/EAS has contributed to the de-
velopment of model libraries. In this paper, highlights of Modelica related research
at Fraunhofer IIS/EAS are presented. In the beginning this work was mainly fo-
cused on the development of the electronic packages of the Modelica Standard Li-
brary (MSL). Later investigations on structural variability of differential-algebraic
systems (DAEs), the generation of control algorithms using Modelica as well as the
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development of dedicated libraries such as Complex and Statistics Libraries became
important supplemental topics.

2 Contributions to the Modelica Standard Library

The Modelica Standard Library (MSL) contains a huge amount of models sorted by
their physical domain in different packages. These models can be connected to each
other even if they are part of distinct packages. In the electrical domain, Fraunhofer
IIS/EAS developed three packages: the Analog Library, the Digital Library, and the
Spice3 Library.

2.1 Analog Library

The first models of the Modelica.Electrical.Analog library have been de-
veloped since the very beginning of the MSL. Some of these basic textbook-like
models are resistor, capacitor, inductor, transformer, lines, sources, ideal models,
and simple semiconductor models. During the last years, the Analog Library has
been strongly enlarged and improved [1]. More detailed models have been added
such as thyristor, triac, operational amplifiers, switches with arc, AD/DA converters
etc. A very important new model is a conditional heatport which allows the coupling
of electrical and thermal networks. With these enlargements and improvements, the
Analog Library became more important in the field of real electrical simulation.

2.2 Digital Library

The Modelica.Electrical.Digital library contains digital electrical com-
ponents based on the IEEE 1076 VHDL standard with 9-valued logic and conver-
sion to 2-, 3-, 4-valued logic. The library consists of basic models like AND, OR,
XOR, etc. Furthermore, flipflops, latches, gates, tristates, and memories are part of
the Digital Library [2].

2.3 Spice3 Library

The Spice3 Library [3] was developed between 2007 and 2010 mainly in the ITEA2
projects EUROSYSLIB and MODELISAR. This library contains most of the mod-
els of the de facto standard SPICE3 simulation tool developed by the University
of California, Berkeley. The models of the Modelica.Electrical.Spice3
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Fig. 1 Schmitt trigger circuit with simulation result

library are thematically arranged in packages according to the grouping of the
SPICE3 models. Additionally, MSL typical packages are added (User’s Guide, In-
terfaces etc.). Besides typical electrical models like resistors or controlled sources,
the Spice3 Library comprises semiconductor models (Mosfet level 1, bipolar tran-
sistor, diode, and resistor) which are the most important ones. These models are very
complex and allow a much more detailed simulation with respect to more physical
phenomena than the semiconductor models of the Analog Library. Since a huge
amount of functions and data is needed to describe the models, a package Internal
was introduced to store all these necessary data, records, and functions. Figure 1
shows a schematic of a Schmitt trigger that contains two bipolar transistors and
further components of the Spice3 Library. The simulation result shows the typical
oscillating behaviour.

3 Development of Dedicated Libraries

Besides the Modelica Standard Library a huge number of other, special Modelica li-
braries exists, e.g. a Belts Library, a Fuel Cell Library, etc. [4]. Fraunhofer IIS/EAS
also developed such special libraries, e.g. a Complex Library and a Statistics Li-
brary.

3.1 The Complex Library

The Complex Library is a free Modelica library for steady-state analysis of linear
AC circuits with fixed frequency [5,6]. This library contains special electrical com-
ponents (resistors, inductors, capacitors, voltage sources, and current sources) using
a particular interface definition. The behaviour of these components is described us-
ing the phasor domain (so-called time phasors). There are also components included
from the electromechanical domain. In these cases, the electrical subsystem is mod-
elled within the phasor domain while the mechanical subsystem is described using
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time domain. The Complex Library is fully compatible with the Modelica Standard
Library.

A quasi-stationary mode is usually not included within phasor domain method.
However, under special assumptions, such an approach is allowed which yields
enormous savings of simulation time. The quasi-stationary mode is understood as
a sequence of steady states under the following condition: parameters (which would
be constant at steady-state analysis) may vary extraordinary slowly compared to the
system’s dominant time constant. It is signalized by slow alterations of amplitudes
and phases of the sinusoidal quantities.

3.2 The Statistics Library

To investigate the influence of parameter variability on the systems behaviour,
Monte Carlo methods are usually applied which need statistically varying param-
eters in repeated simulation runs. The simulation results are post-processed to mea-
sure the influence of parameter variations. Referring to the standard J 2748 prepared
by the Electronic Design Automation Standards Committee of the Society of Auto-
motive Engineers (SAE), a Statistics Library was developed which provides a set of
distribution functions which can be assigned to Modelica model parameters. This
allows the specification of statistical behaviour. The distribution functions are de-
signed to ensure a statistical parameter variation for repeated simulation runs inde-
pendently from the simulation tool [7]. The application of the Statistics Library is
simple. E.g. the code Modelica.Electrical.Analog.Basic.Resistor
R3(R=uniform(100, 0.05)); specifies the resistance of R3 to be uniformly
distributed between 95 Ohm and 105 Ohm (tolerance of 5% of the nominal value
100 Ohm). It is possible to generate both independent and correlated random val-
ues. All distribution functions are derived from the standard uniform (0, 1) distri-
bution which is generated using a pseudo random number generation algorithm. By
repeated choosing of the same seed number for the random number algorithm, it is
possible to generate the same series of random values, e.g. for special investigations.
Furthermore, the distribution functions can be applied to generate noise during tran-
sient simulation. A significant advantage of the Statistics Library approach is the
documentation of statistical distributions in the model files.

4 Control Algorithms

Besides the physical model, e.g. for a machine, which describes the interactions of
electrical, mechanical, or/and hydraulic components, the control algorithms are of
particular interest to analyze the system’s behaviour.
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4.1 Graphical Design

Basically, open loop control systems are based on state machines which can be de-
signed graphically by means of UML state diagrams [8]. Usually, they have the
characteristics of both Mealy state machines and Moore state machines. This is
achieved by the denotation of activities at transition arrows (Mealy machines) and
in states (Moore machines). Besides the generation of output signals, the activities
comprise assignments to variables, execution of simple algorithms, function calls,
and generation of events. There are different kinds of triggers which can be used for
state transitions: signal triggers, change triggers, and time triggers. An additional
concept in UML state diagrams, similar to Harel statecharts, is realized by hier-
archically nested states. The state hierarchy is realized by composite states which
contain one or more regions, each with a set of states. Again, these states are ei-
ther composite states or simple states. In the context of Modelica, expressions in the
Modelica language are used for the denotation of activities and control operations,
respectively.

4.2 Automatic Modelica Code Generation

The state diagram and the related type, variable, parameter, and signal declarations
are translated automatically into a Modelica algorithm and corresponding declara-
tions [9]. They are jointly handled in a Modelica model which is instantiated later
on as control component of electrical, mechanical, or/and hydraulic machine com-
ponents (Fig. 2). The state diagram translation into Modelica code is carried out
by the Modelica Code Generator developed by Fraunhofer IIS/EAS. The Modelica
Code Generator generates standard Modelica code from the UML state diagram.

Fig. 2 UML State Diagrams in SimulationX [9]
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In addition, the Modelica Code Generator accomplishes Design Rule Checks. Be-
sides Modelica code, the generator architecture is open to generate code for various
targets such as formal verification tools [10] or production code for PLCs [11], or
embedded controllers.

4.3 Test and Verification

The main technique for the verification of control algorithms is the simulation. For
checking the functionality of the whole system, the common view of internal vari-
ables of the controller and variables of the plant model are essential. Therefore, all
variables of the state diagram may be accessed by the user. The causality of the sys-
tem behaviour is reflected by the history of operator commands, controller variables,
and plant variables. To increase the reliability of the simulation based verification,
State Coverage Analysis and Transition Coverage Analysis are applied. For this pur-
pose, state activation counters and transition activation counters are automatically
inserted into the generated Modelica code and are incremented during the simula-
tion run. The actual achieved counting results may continuously be back-annotated
into the state diagram of the controller.

5 Structural Variability

Structural variability occurs in so-called hybrid systems. These are understood
as dynamical systems consisting of components with both time-continuous and
time-discrete behaviour. In order to model such systems correctly, the continu-
ous and discrete behavioural phenomena have to be described separately. Further-
more, the interactions between them have to be considered. The dynamics of time-
continuous behaviour is usually represented by DAEs. Time-discrete behaviour rep-
resents a loose succession of events and can, therefore, be described e.g. by Boolean
equations, finite state machines, or statecharts. Sometimes, such a time-discrete
event causes a change of the physical behaviour of the system and, hence, forces
a change of the model equations (the DAEs). This is what we call a structural
change [12].

5.1 Structure-Changing Phenomena

Most systems which include structural changes are characterized either by existence
of so-called unilateral constraints or by switching events which activate or deactivate
parts of the system. Such a system either really changes its physical structure or the
structure of the mathematical description is changed during operation. Examples
may be found in different application areas, e.g.
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• in mechanics: clutches, collision of masses, Coulomb friction, “maximum dis-
tance”-phenomena (see example string pendulum),

• in power electronics: diodes and thyristors (if considered as ideal switches).

There are different ways on which structural changes may arise. This includes sub-
stitution of one differential equation or a set of differential equations, replacement
of behavioural or structural description of a component (e.g. a drastic variation of
model order), addition or deletion of components, or of connections between them.

5.2 Hybrid Simulation with Modelica-Like Modelling

Usually simulators for hybrid systems are able to handle continuous and discrete
parts with appropriate numerical solvers. However, concepts and description means
for models with structural variability are urgently needed. Such concepts were de-
veloped within the research project GENSIM which was a joint activity of four
Fraunhofer institutes, including EAS. In an experimental simulator called Mosi-
lab [13], an extension of the language Modelica by a concept for dealing with struc-
tural dynamics has been implemented. For this purpose, a description of statecharts
was implemented both in graphical and textual way. Roughly spoken, every state of
a statechart stands for a certain set of DAEs and every transition realises a change be-
tween different model structures. The basic algorithm consists of two phases, a dis-
crete phase and a continuous phase (see Fig. 3). The main issue in the discrete phase
is to update all state machines of the hybrid model and to establish the new set of
differential-algebraic equations if necessary. During the discrete phase, no time step
is made (zero time assumption). Between two successive discrete points in time,
only analogue simulation is performed which is carried out by a numerical DAE

Fig. 3 Basic algorithm of a simulator for hybrid systems
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Fig. 4 Two kinds of movements of string pendulum

solver. The next event may happen at a determined time instant (time-dependent
event) or at an apriori unknown time because it has to be triggered by a zero cross-
ing of an indicator function (variable-dependent event). The main challenge after
every event is the determination of valid initial values for the new DAE structure.

5.3 Example of a String Pendulum

The 2-D string pendulum (see Fig. 4) is a “maximum distance problem” (see
also [12]) and well-suited as benchmark for structural variability. A point mass is
attached to a fixed point by a non-elastic thread. The mass can perform a circular
movement in case of a fully elongated thread (left part of Fig. 4) or a free move-
ment in case of a non-elongated thread (right part of Fig. 4). Within the circular
movement, one differential equation of second order is valid (and the distance con-
dition of the thread). In the other case, two differential equations of second order are
needed. Indicator functions are the cut force within the thread (circular movement)
or the difference between thread length and mass’ radius (free movement).

6 Summary and Outlook

Within this paper a compact overview of the Modelica activities at Fraunhofer
IIS/EAS was given. Due to the development of several libraries and the research
on structural variability as well as on control algorithms, today Fraunhofer IIS/EAS
is a respected part of the Modelica community. Since Modelica has proven to be
a sustainable modelling approach, Fraunhofer IIS/EAS will continue in contribut-
ing to both language and Standard Library within the Modelica Association. Fur-
thermore, the language will be used intensively in research projects for modelling
and the development of exploitable libraries will increase the commercial success.
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Information Systems Driven by the Fraunhofer
Institute for Integrated Circuits IIS

Ernst Eberlein and Jörn Thielecke

Communication and navigation have always been essential to the success of hu-
man societies. The term information society expresses the prominent relevance of
information systems in general, and communications and navigation systems in par-
ticular for the society of today. Radio communications and radio navigation have
a history of more than 100 years. Pioneers like Guglielmo Marconi and Christian
Hülsmeyer, the inventor of radar, paved the way to modern information systems to-
gether with many others. For more than 25 years Fraunhofer IIS has contributed its
share to the rapid development of information systems, concurrently training many
young engineers in this seminal field.

Since 1985, the year when the institute was founded, communication technolo-
gies have been subject of Fraunhofer IIS activities. At the beginning, the focus was
on analogue RF technologies. Hearing aids and weather sensors are examples that
were addressed in the very beginning. In 1994 digital communications moved into
focus. Due to a close cooperation with universities, Fraunhofer IIS was soon able to
offer design services on all elements of the communication chain. Source coding, RF
components, integrated circuit design, and VLSI technologies are counted among
the core competences of Fraunhofer IIS. In combination with a customer require-
ment design philosophy, they form the basis for developing novel solutions. Exam-
ples are the satellite-based systems for mobile reception [1], which have been speci-
fied and developed with significant contributions from Fraunhofer IIS. Satellites are
especially attractive for broadcasting applications, communication systems offering
nationwide or even worldwide seamless coverage and navigation. The direct-to-
home broadcasting applications are well known and offer many programs to the end
user. In 1995 Fraunhofer IIS started to develop systems requiring only small anten-
nas instead of satellite dishes. This allowed portable and mobile reception. Since
2001 systems like Sirius-XM Radio [1] have offered more than 150 audio channels
available everywhere in the US.
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Especially for audio broadcasting to cars, the user expects seamless reception and
a high quality of service (QoS). A satellite can offer nationwide or even European-
wide coverage. The challenges are the characteristics of the land-mobile-satellite
(LMS) channel. The propagation is characterized by fast variations of the signal
strength and temporal blockages. To offer sufficient QoS, communication systems
designed for full mobile reception typically use a high level of redundancy (e.g.
powerful forward error correction schemes (FEC) combined with time-interleaving)
or other diversity combining technologies (including MIMO concepts). The chan-
nel coding know-how combined with the source coding know-how are the enabling
technologies offering attractive services to mobile users. The characteristic of the
LMS channel and the theoretical capacity, taking into account different air-interface
configurations, are detailed in the article by Marco Breiling et al. The paper demon-
strates the advantages of the concept combining time interleaving with FEC schemes
using low code rates. The concept is implemented in the latest standards such as
ESDR (ETSI Standard for Satellite Digital Radio) and DVB-SH (DVB standard for
satellite reception with handheld terminals) and is also considered for other future
standards.

Time-slicing is a technology for optimization of the power consumption of bat-
tery powered terminals. For system optimization, the trade-offs between several per-
formance criteria have to be taken into account. The article by Christian Forster et al.
investigates the trade-off between the gain of statistical multiplex and delay under
the constraints resulting from time slicing.

Broadcasting applications will more and more converge with other applications.
In the framework of the European FP7 project SafeTRIP, the potential of satellite-
based communication technology in the context of intelligent transport systems
(ITS) is investigated. Bernhard Niemann et al. give an introduction to the project
and describe the core technologies developed in the framework of this project.

Today, typically so-called bent-pipe satellites are common for commercial appli-
cations. The limited flexibility of existing on-board processing (OBP) or the long
time required for space qualification are the main reasons. Bent-pipe satellites es-
sentially amplify and forward the receive signal without any signal processing. For
future networks and especially for terminals using small antennas, OBP becomes
attractive. With an OBP a direct communication without hub station (“single hop”)
between terminals with small antennas becomes feasible or the required resources
(satellite power, bandwidth, etc.) are significantly reduced and make the system
commercially much more attractive. Fraunhofer IIS currently develops technolo-
gies for on-board processing. One project targets a flexible platform for various
applications. The article by Alexander Hofmann describes the platform.

The history of Fraunhofer IIS contributions to navigation technologies is younger
than the history of contributions to the communications community, but similarly
versatile. For the last 15 years GPS and Galileo receivers have been designed as well
as tracking systems for pedestrian navigation, sports monitoring or motion analysis
in the context of health monitoring.

One particular focus is on the development of Global Navigation Satellite Sys-
tems (GNSS) receivers as part of Europe’s effort to push its industry beyond the
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state of the art and to create a wide variety of new jobs before the European navi-
gation satellite system Galileo reaches its full operational capability. The essay on
“Multi-Constellation and Multi-Frequency Automotive GNSS Receivers” by Cécile
Mongrédien et al. explores the opportunities and challenges in the design and imple-
mentation of market-oriented receivers capable of handling various modern satellite
navigation signals.

In open spaces, satellite-based navigation is the natural choice, especially for ve-
hicle navigation. In the case of pedestrian navigation, however, it typically fails due
to difficult signal propagation conditions indoors and in dense urban areas. Navi-
gation based on wireless LAN explicitly exploits these propagation conditions and
has proven to offer more robustness and room-accurate positioning. Furthermore,
for a pedestrian, it is essential to always know in what direction she or he is facing.
Outdoors, this can be accomplished by a magnetic compass. However, indoors or in
dense urban areas, the disturbances of the earth magnetic field are often too severe.
Wi-Fi signals from a set of directional antennas, which eventually can be integrated
into mobile devices, can be exploited to sense the orientation of the antenna array,
i.e. the device. The contribution by Jochen Seitz et al. “Wi-Fi Attitude and Position
Tracking” examines this novel approach.

Besides navigating in a city, it is often of interest to humans to monitor their
physical activities. In a society inclined to rather watch sports than to actively par-
ticipate in them, devices can be of help which keep records of daily physical activi-
ties. Radio-based tracking systems can calculate the travelled distance, but they can
hardly differentiate whether the distance was walked or cycled. Simple inertial sen-
sors can be of use here. The article by Martin Rulsch et al. “Motion Sensing: From
Single Sensors to Sensor Networks” addresses this topic. As the title suggests, the
contribution goes beyond single sensors. It describes ways of monitoring complex
human movements by applying a network of accelerometers integrated into sports
clothing. It highlights the difficulties which have to be faced in this context.

There are inconceivably many applications of navigation technologies in the field
of motion analysis. An exceptionally interesting application is the task to automati-
cally track and analyze a football match or training in order to optimize the perfor-
mance of the athletes’ performance. In their paper “A Real-Time Tracking System
for Football Match and Training Analysis”, Thomas von der Grün et al. describe
the architecture, signal processing and some implementation aspects of such a radio
tracking system. Most interestingly, they discuss how to process low-level position
and trajectory information in order to extract high-level event information like the
occurrence of a double pass.

The article by Sebastian Lempert and Alexander Pflaum, concluding the chapter,
sheds light on the difficult task of integrating real-time positioning technologies –
as diverse as discussed above – into already existing enterprise infrastructures. It
argues that in the future an internet of things has to provide mechanisms to ensure
that diverse enabling technologies like real-time locating systems, radio identifica-
tion technology and wireless sensor networks can coexist in parallel. The authors
propose an integration and application platform for diverse enabling technologies
and finally sketch a suitable software architecture.
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The nine contributions in this chapter cannot describe all the activities of Fraun-
hofer IIS in the area of information systems, but the selection sheds light on the
many facets tackled in the institute and the ambition to provide complete solutions
when addressing theoretical, implementation, systems and application aspects.
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Choice of Physical Layer Parameters
for Mobile Satellite Broadcast

Marco Breiling, Albert Heuberger, Ernst Eberlein, Aharon Vargas,
Daniel Arndt, and Alexander Ihlow

Abstract This chapter assesses the choice of the physical layer parameters (code
rate, modulation, time interleaving) that are best suited for satellite broadcast. The
optimum choice depends on the system’s envisaged spectral efficiency or available
signal-to-noise ratio, and the target usage environment, like rural or sub-urban re-
ception. The analysis is carried out by means of information theory and evaluation
of satellite field measurements.

1 Introduction

Mobile broadcast systems have gained growing attractivity in the consumer world
in the last decade. After pioneering standards like DAB, that were restricted to pure
terrestrial transmission, the advantages of using satellites for mobile broadcast re-
ception were soon discovered, as a large region can be covered with a single satellite.
The terrestrial waveforms are yet inadequate for the land-mobile satellite channel,
that is experienced in such reception scenarios. Due to the strong large-scale fading
effect caused by trees, buildings etc. with a behaviour resembling an on-off chan-
nel, a long interleaver is mandatory to mitigate the fading. Moreover, a satellite-only
network is not suitable for reception inside urban areas due to frequent and long ob-
struction of the direct line-of-sight path from the satellite to the mobile receiver.

Therefore, new waveforms were developed for hybrid, i.e. simultaneous recep-
tion from a satellite and a terrestrial complementary network with repeaters in larger
cities. The pioneers for such systems were the commercial XMradio and the Sirius
radio systems in the United States. The last couple of years saw quite a number
of hybrid broadcasting standards evolve like S-DMB, IDB-S, CMMB, ETSI SDR
(ESDR), DVB-SH, and – currently under specification – the hybrid component of
DVB-NGH (Next Generation Handheld).
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The DVB-SH standard [1] and DVB-NGH, both propose the use of OFDM for
the terrestrial component, and OFDM or preferably single-carrier (SC) transmission
for the satellite (TDM for DVB-SH and SC-OFDM for NGH). Both allow the choice
between several signal constellations for OFDM as well as SC, and they contain
modern state of the art Forward Error Correction (FEC) schemes with selectable
code rate like turbo codes (DVB-SH) and LDPC codes (NGH). Both offer long time
interleaving on the physical layer.

Therefore, these DVB standards open the door for a host of configurations as
concerns the modulation order, the code rate and the time interleaver. For the mod-
ulation order, the system operator has the choice between QPSK, 8-PSK and 16-
APSK/16-QAM for the SC transmission modes, and QPSK or 16-QAM for the
OFDM modes. The code rate can be chosen between 1=5 and 2=3. Therefore, spec-
tral efficiencies � between the extremes 2=5 bit=s=Hz and 8=3 bit=s=Hz can be
achieved. Moreover, the channel time interleaver is configurable in a wide range,
i.e. from short (several ten milliseconds) to long (more than 10 s), and with various
distributions of the bits of each codeword over time.

For the spectral efficiencies � , there are overlap regions, where the same or simi-
lar values of� can be achieved with different configurations. For instance, a spectral
efficiency of � D 1 bit=s=Hz can be achieved with QPSK and code rate 1=2, 8-PSK
with code rate 1=3 or 16-APSK/16-QAM with code rate 1=4. For an optimization
of the system configuration, the system operator needs to know which of the differ-
ent choices is best in terms of power efficiency or robustness. Moreover, the time
interleaver length has to be traded-off between increasing robustness (when longer)
and reduced receiver cost (when shorter).

The parameter space required by the operators and a set of meaningful configura-
tions could be investigated in excessive field trials. However, satellite field trials are
rather expensive. They occupy the full satellite beam for a considerable amount of
time (weeks). Moreover, the satellite is usually launched only shortly before the
planned service launch. Finally, the required parameter space should already be
known at the specification of a standard (as is currently the case for DVB-NGH),
not only when the satellite is available for field trials.

This chapter focuses on the analysis of possible satellite waveform configura-
tions without performing field trials, i.e. without actually using a waveform for a real
transmission over a satellite. In order to minimize the analysis effort, the analysis is
split up into two nearly independent aspects: (1.) code rate and modulation order,
and (2.) time interleaving. The first aspect can be dealt with by the help of informa-
tion theory, while the second point is handled using results from field measurements.

2 System Model

In the sequel we will use the system model displayed in Fig. 1. X are the trans-
mitted symbols. They stem from the alphabet X , which is for instance a 16-APSK
constellation. The temporal order of these symbols is changed by the time inter-
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Fig. 1 Generic model of the considered transmission chain

leaver. It spreads the symbols of one codeword over the given interleaver duration.
After reception from the channel, the symbols are de-interleaved to the the received
complex-valued symbols Y , whose energy is Es. The one-sided power spectral den-
sity of the noise, that is added by the channel, is denoted by N0.

Note that the block diagram applies directly for DVB-NGH, while it is slightly
different for SH: the time (de-) interleaver and the (de-) mapping have to swap
places. The results obtained in this chapter for the shown system model apply how-
ever in general also for SH.

3 Line-of-Sight Satellite Channel

Let us first analyze the choice of the code rate and modulation order for satellite
reception. For stationary reception with a slightly directive antenna, and for signal
bandwidths up to 5 MHz, the Line-Of-Sight (LOS) satellite channel can be charac-
terized as a static channel with only a single relevant transmission path. There are
only weak reflected paths, which moreover predominantly arrive from directions,
where the directive antenna’s gain is small (e.g. from the ground). Hence, the satel-
lite LOS channel is a static flat (i.e. non-dispersive) Additive White Gaussian Noise
(AWGN) channel.

From information theory, the maximum achievable Shannon capacity [2] over
this channel for a given Es=N0 can be calculated for an optimum transmit signal,
which is unconstrained of any signal constellation but has a continuous Gaussian
amplitude distribution:

Cunconstr D log2

�
1 C Es

N0

�
: (1)
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This and the following channel capacities assume perfect synchronization and chan-
nel estimation. The (energy/bandwidth) overhead for pilots/preambles and a guard
interval is not taken into account here.

For a specific signal constellation X , the Shannon capacity can be calculated as
follows:

CX D
X
x2X

Z
y2C

pXIY .xIy/ log2

�
pXIY .xIy/

Pr.X D x/ � pY .y/

�
dy (2)

pXIY .xIy/ is the probability density function (pdf) of the transmitted symbol
X D x and the received symbol value y, while Pr(X D x/ is the probability
of the transmitted symbol X taking the value x (in general all values from the
constellation X have identical probability), and pY .y/ is the pdf of the received
symbol value y. The above capacity assumes optimum signal processing in the re-
ceiver. More precisely, this means that the signal has to be processed symbol-wise
in the receiver, and the channel code has to work on these received symbols in-
stead of (soft-)bits. Such a symbol processing is in fact carried out by schemes
like (Turbo) Trellis Coded Modulation (T)TCM [3], but in most standards (includ-
ing DVB-SH and -NGH), a Bit-Interleaved Coded Modulation (BICM) scheme was
selected [4]. In this scheme, the channel code is binary, and the bits Bi are then
forwarded to the mapper, where each symbol is mapped from a vector of bits. In
the receiver, the opposite is done, i.e. the demapper calculates a vector of soft-
bits Bi;est from each received complex symbol, and after the demapper, the bits
inside a vector are processed separately by the turbo or LDPC decoder. By decom-
posing a received complex symbol into > 2 soft-bits, there are necessarily statis-
tical dependencies between these soft-bits. That means, the probability that two
bits Bi , Bj , i ¤ j , from the same symbol X were a ‘1’ in the transmitter is in
general different from the product of the individual probabilities that each of the
two bits was a ‘1’ in the transmitter, which is reflected in the associated soft-bits
Bi;est and Bj;est. A feedforward BICM receiver, as is currently the state of the art,
takes the demapper output (soft-)bit-wise and decodes these soft-bits in a binary
turbo/LDPC decoder without paying attention to the statistical dependencies. How-
ever, the statistical dependencies between the received code bits carries information,
and by ignoring this information, information theory predicts a loss of channel ca-
pacity.

In principle, such a loss can be avoided in a BICM scheme. For this purpose,
the receiver has to carry out iterations between demapping and decoding. By this
method, the statistical dependencies are implicitly taken into account, as the demap-
per is revisited several times during the processing of the received signal. Hence,
such an iterative BICM receiver can be considered similar to optimum symbol-wise
processing. There exists a third scheme, that can reach the signal constellation’s
capacity: Multi-Level Codes (MLC) with Multi-Stage Decoding (MSD) in the re-
ceiver [5]. MSD also involves iterations between demapper and decoder, and we will
not further investigate this scheme as it is different from the BICM scheme selected
for, e.g., DVB-SH and -NGH.
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For the considered BICM scheme with a receiver processing the symbols Bit-
Wise and Non-Iterative (BWNI), the Shannon capacity can be calculated as follows:

CX;BWNI D
log2kXk�1X

iD0

X
bi 2f0I1g

Z
y2C

pi IBi IY .bi Iy/ � log2

�
pi IBi IY .bi Iy/

Pr.Bi D bi / � pY .y/

�
dy :

(3)
In this equation, jjX jj is the cardinality of the set of constellation points (e.g. 8 for
8-PSK), and pi IBi IY .bi Iy/ is the probability density function that the i -th bit of the
bit vector mapped into the signal constellation X is bi , while all other bits of this bit
vector can be arbitrary, and that the received complex symbol is y. This pdf can be
calculated as follows:

pi IBi IY .bi Iy/ D
X

x2XiIbi

pXIY .xIy/ (4)

with Xi Ibi being the subset of X , where the associated bit vectors have the value bi

in the i -th bit. The difference between the capacities CX and CX ;BWNI is caused
from ignoring the statistical dependencies between the bits.

Figure 2 displays the Shannon capacity curves for the optimum unconstrained
transmitted signal and for the three different signal constellations of the DVB-SH
TDM mode for optimum (symbol-wise) processing of the received signal. More-
over, the maximum achievable capacities for a BWNI receiver are displayed. Note
that for QPSK, there is no loss for a BWNI receiver, as the two bits from each sym-
bol are in different components (I and Q) of the complex symbol and hence there
are no statistical dependencies.

Figure 3 shows the loss of the different signal constellations with respect to an
unconstrained transmit signal. If a receiver could use optimum symbol-wise pro-
cessing, we see that the loss from 16-APSK to the theoretically best signal con-
stellation is small, not exceeding 0.4 dB for spectral efficiencies � < 2 bit=s=Hz.
We find that the loss of the BWNI power efficiency compared to that for optimum
symbol-wise processing of the same signal constellation (e.g. 16-APSK opt. vs.
16-APSK BWNI) depends on the desired spectral efficiency. For the values rele-
vant within DVB-SH/NGH (� 8=3bit=s=Hz), the loss is between 0.9 and 0.1 dB
for 16-APSK (note that for NGH, 16-QAM is used instead of 16-APSK). For di-
mensioning a system for the first-generation chipsets, the BWNI capacity should be
taken as the benchmark. It appears therefore for a pure LOS channel, that a QPSK
signal constellation is optimum for spectral efficiencies up to 1.5 bit=s=Hz, while
a 16-APSK/QAM constellation is better for higher spectral efficiencies. 8-PSK is
best only for a very small area around 1.5 bit=s=Hz, such that it is possibly not
needed at all. Therefore, in the DVB-NGH standard, only QPSK and 16-QAM were
included. However, for second generation chipsets, more elaborated algorithms ap-
plying iterations between the demapper and the decoder might be employed and the
full capacity of the signal constellation may be exploited. For this future scenario,
use of the 16-APSK (or 16-QAM) constellation proposes itself over the full range of
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Fig. 3 Loss of the signal constellation with respect to the optimum unconstrained transmit signal

spectral efficiencies achievable by this constellation with the DVB-SH/NGH code
rates, i.e. for 4=5 bit=s=Hz and above.

In practice, the shown power efficiencies cannot quite be met. In simulation,
turbo and LDPC codes typically operate at Es=N0-values approx. 1 dB above the
theoretical thresholds. This difference is due to several causes:
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• the employed turbo code or LDPC code, resp., has an information word length
of several thousand bits, while information theory always assumes infinitely long
information words

• turbo codes and LDPC codes are only nearly-random codes, such that they have
a different (sub-optimum) weight spectrum than the random codes used in the
derivation of the channel capacity

• the iterative turbo/LDPC decoder is a sub-optimum approximation of the opti-
mum non-iterative Maximum Likelihood Sequence Estimation (MLSE) decoder

All these effects add up to the difference of approx. 1 dB to information the-
ory. Additionally an implementation loss has to be taken into account, for instance
caused by the quantization inside the decoder. It should be noted that the 16-
APSK/QAM constellation has a higher Peak to Average Power Ratio (PAPR) than
QPSK and 8-PSK constellations due to the presence of two different amplitudes
in the signal constellations. Therefore, the transmitter has to provide a larger input
and output power backoff for 16-APSK/QAM than for the other two constellations,
which reduces the received Es=N0. Finally, observe that for higher code rates like
2=3 of the DVB-SH turbo code, an error floor is observed for BERs below 10�5.

Figure 4 shows the theoretical Shannon capacities of the LOS channel for the two
signal constellations available for the OFDM mode. It can be seen that similar con-
clusions can be drawn as for the SC mode, namely that for first-generation BWNI
receivers, there is a break-even point around� D 1:5 bit=s=Hz, below which QPSK
is favourable while above, a 16-QAM signal constellation should be used in a LOS
channel. Note that the 16-APSK signal constellation defined in DVB-SH has for
higher spectral efficiencies a slightly lower channel capacity than a 16-QAM con-
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stellation. This is due to the fact that the Euclidian distance between the 12 points of
the APSK’s outer ring (i.e. 6=

p
7 � sin.�=12/ � 0:587) is slightly smaller than the

smallest Euclidian distance inside a 16-QAM constellation (i.e. 2=
p

10 � 0:632).
For instance, for a spectral efficiency of 3 bit=s=Hz, the loss is approx. 0.2 dB.

In the sequel we will assume that the single-carrier (SC) mode, that was specif-
ically designed for this task, is employed for the satellite component. However, for
DVB-SH, the conclusions can be readily adapted to the OFDM mode as the 16-
APSK constellation has very similar properties to the 16-QAM constellation. In
DVB-NGH, both OFDM and SC use 16-QAM, such that the performance figures
are identical as long as we neglect the effects of increased Peak-to-Average Power
Ratio (PAPR) of an OFDM signal.

4 Perfectly Interleaved Satellite Channel

Next we will consider a channel that is more relevant for the dimensioning of
a broadcasting system to mobile receivers: the Land-Mobile Satellite (LMS) chan-
nel. In fact, various such channels exist for the different environments like sub-
urban, rural etc., and the channel capacity depends very much on the individual
environment and the parameters chosen for modelling the specific channel. For an
information theoretical analysis, it is useful to define a more abstract LMS channel
model: the perfectly-interleaved On-Off channel. This model comprises two chan-
nel states. In the “On” state, the receiver experiences LOS reception conditions with
a given Es, LOS=N0, while the “Off” state corresponds to complete signal blockage,
where no signal power is received at all. Any transition between these states is im-
mediate without any intermediate channel states. A signal blockage hence erases
the affected symbols. As usual in information theory, it is assumed that the code-
word has infinite length and hence the interleaver has infinite duration. “Perfectly
interleaved” means in this context that each transmitted symbol (PSK or QAM) is
affected by this selective channel randomly and independently from the other sym-
bols. A given erasure rate Rer means that this percentage of all transmitted symbols
is erased by the channel, while the rate 1 � Rer is received under LOS conditions.
This channel is commonly refered to as an AWGN Erasure Channel (AWGN-EC)
in the literature with given Es, LOS=N0 and Rer [6].

The capacity of the AWGN-EC can be derived very simply from the capacity
CAWGN of the AWGN channel for the same Es=N0: In the “On”-state (with relative
frequency 1�Rer), the capacity is the same as CAWGN, while it is zero for the “Off”-
state. Hence, the overall capacity is

CAWGN-EC.Es=N0/ D CAWGN.Es=N0/ � .1 � Rer/ : (5)

Let us for instance assume that one target channel, where the system must be able
to operate, has an erasure rate Rer D 1=3. Therefore, the capacity curves are
scaled down by a factor 2=3 with respect to the AWGN channel capacity curves.
For instance, if a spectral efficiency of 1 bit=s=Hz is targeted for this channel,
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a � D 1:5 bit/s/Hz must be headed for in the LOS channel capacity of Fig. 2,
such that an Es, LOS=N0 of approx. 3.3 dB must be available (plus implementation
losses). We find for this AWGN-EC channel with Rer D 1=3 that we have reached
the region, where QPSK is inferior to 16-APSK/QAM (and 8-PSK) with a BWNI
receiver.

Figure 5 displays the acceptable Rer for varying Es, LOS=N0 for the QPSK, 16-
APSK/QAM (with a BWNI receiver) and unconstrained signal constellations and
for several spectral efficiencies � . The curves are gained as follows: for a given
Es, LOS=N0 and a given signal constellation, the channel capacity of the LOS channel
CAWGN is calculated. Then the max. tolerable Rer is determined by

Rer D 1 � � =CAWGN.Es=N0/ (6)

such that after the scaling down of the capacity described above,CAWGN-EC becomes
identical to the target � . For instance, � D 1 bit/s/Hz can be achieved by QPSK
with code rate 1=2 or 16-APSK/QAM with code rate 1=4. The curves show that the
QPSK curve runs very close to the unconstrained curve for low Es, LOS=N0 < 3 dB,
but for higher Es, LOS=N0 values, only the 16-APSK/QAM BWNI curve can almost
follow the curve of the optimum unconstrained signal constellation. The cross-over
point at 3 dB is the Es, LOS=N0 value, where the curves cross in Fig. 2. That means,
for higherEs, LOS=N0 the gap between the unconstrained curve and the QPSK curve
opens up, while it closes down for the 16-APSK/QAM BWNI curve. The reason
for this effect is the significantly increased constellation diversity that is present
inside a 16-APSK/QAM constellation. Exemplarily for Es, LOS=N0 D 5 dB Fig. 2
shows that a 16-APSK/QAM can collect much more instantaneous capacity from
the channel, when it is in the “On”-state than a QPSK constellation. The perfect
interleaving averages out the time-variant channel, capacity collected in the “On”-
state fills the capacity holes in the “Off”-state, such that this extra capacity from the
LOS conditions increases the average capacity of the AWGN-EC and the robustness
against blockages. Viewed from the channel coding perspective, for 16-APSK/QAM
the codewords comprise twice the number of code bits than for QPSK, such that
erasing a certain percentage of the code bits by the channel is better tolerable and
enough bits remain to ensure the decoding.

Besides the information-theoretical curves, Fig. 5 also shows simulation results
for DVB-SH. The figure shows for each examined � the simulated acceptable Rer

for varying Es=N0 both for QPSK (asterisks) and 16-APSK (circles). Observe that
the the simulation results are always on the right-hand side of the corresponding
theoretical curve. We find that for low erasure rates, the difference between theory
and the simulated performance is approx. 1 dB, which is quite in line with the loss
that is usually observed for the static flat LOS channel, too. Only for higher erasure
rates, the difference becomes more pronounced.

Note that in this and the following simulations, perfect synchronization and chan-
nel estimation is assumed, and the energy of the pilots/preambles and the guard in-
terval is not taken into account. On the other hand, two DVB-SH-specific effects are
taken into account in the simulations:
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• the rate adaptation procedure as described in the DVB-SH standard is included,
i.e. 2 out of the 128 bits of each Interleaver Unit (IU) are pruned away

• the structure of the DVB-SH channel interleaver with the temporal distribution
of the IUs into at most 48 clusters (one for each delay line of the convolutional
interleaver) is also taken into account

• In the presence of large-scale fading, which is the dominant effect in LMS chan-
nels, the interleaver is therefore able to disperse the codeword only over (at most)
48 different time instants, which may individually suffer from independent large-
scale fading. Note that in practice, the correlation between the fading in these
time instants depends on the configured interleaver profile and the velocity of the
terminal. It is therefore reasonable to model an LMS channel by a perfectly inter-
leaved On-Off-channel with perfect block-wise-interleaving, i.e. not the symbols
fade individually, but complete blocks of IUs (i.e. 128 code bits minus two pruned
bits), which are transmitted around the same time instant. For instance for code
rate 1=4 with a codeword length of 49 152, each such block contains 384 IUs=48
clusters = 8 IUs=cluster.

Moreover, the simulations do of course take into account the aforementioned
properties and losses of the DVB-SH turbo codec being a real-world code structure
and decoder. In the turbo decoding process, 8 iterations were used, and a fixed-
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point decoder was employed that loses 0.1 to 0.2 dB with respect to a floating point
decoder.

Examining the break-even points, where the theoretical curve for QPSK crosses
that of 16-APSK BWNI, it appears that a good rule of thumb for the correspond-
ing Rer is Rer D 1 � 2Rcode=1:44, where Rcode is the turbo code rate of the QPSK
scheme, as the QPSK and the 16-APSK BWNI curves cross at a spectral efficiency
of 1.44 bit=s=Hz in Fig. 3. The simulation results show additionally that only ap-
prox. 85% of this theoretical value Rer is acceptable.

Extrapolation of the simulation results to the performance of an implemented sys-
tem has to take into account the implementation loss. It is higher for 16-APSK/QAM
than for QPSK mainly due to the presence of non-linearities at the transmitter side
(e.g. satellite Travelling Wave Tube Amplifiers – TWTA) and possibly also in the
receiver’s tuner, as 16-APSK/QAM needs higher dynamics for the amplitude and
has a higher PAPR. A second impact on the implementation loss is the demapping
algorithm, that can be implemented optimally for QPSK but only sub-optimally for
16-APSK/QAM in order to save hardware complexity. Note that a 16-QAM demap-
per has a significantly lower complexity than one for 16-APSK, as the I and the
Q-component can be processed completely independently from each other for the
former. The non-linear distortion introduced by the satellite power amplifier can be
reduced, however at the price of a larger amplifier back-off, such that the satellite’s
Effective Isotropic Radiated Power (EIRP) is reduced. This would on the one hand
reduce the implementation loss, but on the other hand lower the link margin. A trade-
off between both effects can be made by evaluating the total degradation [7]. Apart
from these effects, phase noise should for soft-decoding not increase the implemen-
tation loss markedly for 16-APSK/QAM compared to QPSK, as it can be modelled
as (non-Gaussian) noise and is hence already accounted for in the capacity calcula-
tions and the simulations.

5 Constrained Time-Interleaving

Having analysed the favourable pairing of code rate and modulation order for in-
finite time interleaving, let us now proceed to LMS channels with limited time
interleaver duration. Models exist for the simulation of such channels [8], but in
this chapter, we have the chance to exploit the results of field measurements in-
cluding all real-world effects that cannot be represented in a simple channel model.
The measurement campaign was conducted in October 2009 along the east coast of
the United States of America. Over a traveled distance of approximately 4300 km,
amongst others, the power levels of a high-power S-band satellite (ICO-G1) were
recorded with a sample rate of 2.16 kHz. The elevation angle of the satellite varied
between 29 and 46 during the measurement campaign. More details about the mea-
surement campaign and the analysis can be found in [9]. The measurement route
covered highways, rural, suburban and urban areas as well as areas with trees.
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• Urban environments cover typical city centers with buildings with at least three
floors.

• Suburban environments cover residential areas of cities and greater villages. The
building height is limited to three floors, also foliage on both sides of the roads
is usual.

• Commercial areas include business parks and industrial parks with wide roads
(often four lanes) in the outskirts of a city. The buildings aside the roads are
often flat and the foliage is light.

• Highways, freeway and interstates are characterized by wide highspeed roads
with at least two lanes. Vegetation aside the road is usual.

• Intermediate tree shadowed rural areas (ITS) include two-lane roads in the coun-
tryside with a mixture of line-of-sight conditions and sections with groups of
trees beside the road.

• Forested rural areas include two-lane roads in the countryside with forests aside
the road.

Especially the urban and suburban environments resemble very much the sce-
nario that we considered by the AWGN-Erasure Channel in the previous section:
the buildings in these environments block the signal very strongly (i.e. erasure),
while in the remaining time, the receiver experiences a Line-Of-Sight channel.

For the analysis of the recorded time series, the instantaneous SNR C/N for each
recorded sample is calculated, where each sample consists of two values: the useful
signal power C and the in-band noise power N (in fact, the noise power spectral
density was measured not measured in-band, but in a vicinate unoccupied band).

Then the effect of time interleaving at the physical layer was emulated by aver-
aging the instantaneous SNR over a sliding time window of a given duration. This
window represents a uniform convolutional interleaver of the same duration. A suc-
cessful trasmission is assumed, whenever the average SNR meets or exceeds a target
SNR. This approach is independent of the choice of code rate and modulation order.
Besides the time diversity gain that is discussed in this chapter, [9] also investigates
the gains from antenna diversity.

Note that the results might differ strongly for time interleaving at a higher layer,
to which the SNR method exhibited above cannot be applied. For such a compari-
son, the instantaneous capacity has to be calculated and averaged over the interleaver
length instead. The less an environment resembles an on-off-channel, the larger av-
erage capacities disagree for time interleaving on the physical and higher layers,
because the physical layer does not output soft-information about the code symbols
of the higher layer channel code.

Signal power fluctuations are caused by wave propagation effects. Thus, they
are fully dependent on the location of the receiver and not of the time instant of
reception. Therefore, the time interleaver length is given as a spatial distance in the
sequel rather than a time interval to enable an analysis without considering the user’s
moving velocity.

Figure 6 shows the required margin for various interleaver lengths in the different
environments. The margin is defined as the difference between the available Es=N0



Choice of Physical Layer Parameters for Mobile Satellite Broadcast 113

.25 .5 1 2.5 510 25 50  100   250

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30
re

qu
ire

d 
m

ar
gi

n 
fo

r 
99

%
 a

va
ila

bi
lit

y 
[d

B
]

interleaver length [m]

Urban

.25 .5 1 2.5 510 25 50  100   250

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

interleaver length [m]

Suburban

.25 .5 1 2.5 51025 50  100   250

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

interleaver length [m]

Commercial

.25 .5 1 2.5 510 25 50  100   250

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

interleaver length [m]

Highway

.25 .5 1 2.5 510 25 50  100   250

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

interleaver length [m]

Rural (Forest)

.25 .5 1 2.5 51025 50  100   250

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

interleaver length [m]

Rural (ITS)

Fig. 6 Required margin for a signal availability of 99% for various interleaver lengths

during the LOS reception instants of the time-variant channel, and the minimum
Es=N0 value that is required for successful reception under constant LOS condi-
tions. The figure was calculated assuming that the average Es=N0 has to exceed
the minimum required Es=N0 for at least 99% of the time. That means, providing
the required margin ensures that the signal can be decoded successfully 99% of the
time. This approach is independent of the target spectral efficiency of the system.
On the other hand, when the alternative approach is chosen, where capacities are
calculated and averaged instead of SNRs, the required margins depend somwhat on
the target spectral efficiency, i.e. code rate and modulation order.

A typical margin for a satellite broadcast system is approximately 10dB. It can
be seen in the figure that for such a margin, 99% signal availability can hardly be
achieved in the urban environment. Therefore, in urban areas supplementary terres-
trial repeaters might be used to meet the quality-of-service requirements. Also the
Forest environment could fail to meet the 99% availability requirement for 10 dB
margin. In other environments, lower margins are sufficient.

Table 1 shows for each environment the required spatial interleaver length for
10 dB margin and 99% availability, the minimum typical vehicle speed and the re-
sulting required temporal interleaver duration.

While long interleavers are impractial for bi-directional communication systems,
they offer a great potential for broadcasting systems where time delays of several
seconds are feasible.

Table 1 Generic model of the considered transmission chain

Environment Req. interleaver length
[m]

Min. vehicle speed
[km=h]

Req. interleaver duration
[s]

Urban > 250 30 > 30
Suburban 50 30 6
Commercial 25 30 3
Highway 25 100 0.9
Forest 250 50 18
ITS 25 50 1.8
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It is found from Table 1 that the urban and the forest environments require unre-
alistically long time interleaving. In the urban case, a high service availability can
be achieved using terrestrial repeaters. In the forest environment, the consumer will
have to live with signal dropouts from time to time. The most critical environment
among the others is the suburban one. The interleaver should be at least 6s for this
environment. Some time margin should be included to cope also with the implemen-
tation loss of a real system and for cases, when the vehicle speed sometimes drops
below the values in the table. Therefore, as a rule of thumb, 10 s time interleaving
seems to be a reasonable choice. This value has also been verified in field trials for
DVB-SH.

6 Conclusion

We have studied the selection of the optimum pair of code rate and modulation or-
der separately from the optimum interleaver duration. In all studied cases we have
found that the trade-off between using a lower modulation order (QPSK) or a higher
one (16-APSK/QAM) is a question of the target system properties, mainly the tar-
get spectral efficiency and required tolerable blockage rate. It was found that 8-PSK
modulation can be omitted in a standard without compromising the system’s perfor-
mance significantly.

For dimensioning of the time interleaver, we provided results from field mea-
surements for various environments. For a link margin of 10 dB, we found that
an adequate interleaver length is approx. 10 s. Most environments can be covered
appropriately by such a system, except for the urban and the sheer forest environ-
ments.

The Shannon capacity was used for the analyses, and it seems well suited to
predict the performance of the simulations, and hence this theoretic measure can
probably also be used for a performance prediction of a fully implemented system
in real-world environments.
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Enhancements in DVB-H
and DVB-SH Based Mobile-TV Multiplexing

Christian Forster and Nikolaus Färber

Abstract Energy efficient broadcasting of mobile-TV content through DVB-H
and DVB-SH suffers from signaling limitations introduced by the DVB-H and
DVB-SH multiplexing scheme resulting in an increased system delay. This paper
presents a novel scheduling and multiplexing approach to overcome these limita-
tions. The proposed algorithm allows to trade time slicing efficiency for lower sys-
tem delay and more flexible data rate assignments possibly resulting in better video
quality. The algorithm is evaluated through extensive cross layer simulations for
different parameter sets.

1 Introduction

The idea of mobile television is almost as old as color-TV itself (e.g. [13]). But it
was not until the introduction of dedicated broadcast networks, especially designed
for mobile reception, that a significant population of mobile-TV receivers appeared
to be within grasp. One of the driving technologies behind mobile-TV is “Digital
Video Broadcasting for Handheld Terminals” (DVB-H) [4], which is considered to
have a high market potential by the European Union [2, 10]. Although political and
strategic decisions of the market players have seriously slowed down the introduc-
tion of the technology, DVB-H and corresponding successors such as “Digital Video
Broadcasting for Satellite Services to Handheld Devices” (DVB-SH) [7] are avail-
able to ensure that broadcast data is distributed to portable devices economically
and on a large scale.

As most recent examples [14] and [11] have demonstrated, that standard telecom-
munication networks (GSM, UMTS) have already been stretched to their limits due
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to the growing popularity of smartphones [15], it is safe to assume that in the near
future we will need those specialized distribution grids even more than before.

DVB-H and DVB-SH are meant to be received on devices that suffer from a lim-
ited energy supply – namely a battery –, therefore they both support a special time
slicing method [8] to reduce the power consumption of the receiver. This enables the
receiver – based on its parameter setting – to reduce its front-end power consump-
tion in the range of 90%. These high values however, lead to a certain inflexibility
that can be observed as additional system latency when variable data rate service
are transmitted. Nevertheless a common reason for using variable service rates is
the possibility to significantly improve the video- and audio-quality of the broadcast
services through statistical multiplexing and joint encoding.

This optimization is especially important for DVB-H and DVB-SH, because both
transmission methods broadcast a large number of mobile-TV services packed to-
gether in one bit stream (systems multiplex). Compared to other methods such as
“Digital Multimedia Broadcasting” (DMB) [6], this significantly increases the opti-
mization potential [1]. For video services a good overview of the algorithmic prin-
ciples can be found in [12].

However due to the design of DVB-H and DVB-SH an additional system de-
lay is introduced when variable rate services are being multiplexed together. Es-
pecially for time-critical services1 this might be undesirable. This paper provides
a new approach for multiplexing variable bit rate services and limiting at the same
time additional latency. To achieve this goal, a backward compatible modification of
the multiplexing method is proposed. The advantages of this method come from its
ability to trade energy efficiency of the time slicing method for the reduction of ad-
ditional system latency and data rate flexibility. Because of its primary application
area in improved video coding, we will also examine the method presented here
in a cross-layer approach with regard to the extent, to which the video quality of
a mobile-TV broadcast can be improved by using the additional data rate flexiblity.

Furthermore, this paper is structured as follows: In Sect. 2 we briefly present the
time slicing method of DVB-H and DVB-SH. Also, we will elucidate the limitations
of the time slicing method that is usually used. Based on that, in Sect. 3 we introduce
the proposed modification of the time slicing method. Finally, we discuss the results
of detailed simulations (Sect. 4) in Sect. 5.

2 Time Sliced Mobile-TV and Its Limitations

DVB-H and DVB-SH support a time slicing method to broadcast media streams
energy-efficiently. This method groups all datagrams of each service into separate
bursts, which are then transmitted at a higher rate. As each burst only contains the
data of a single service (see Fig. 1), receivers may deactivate their front-end while
data for other services is transmitted, yielding energy savings of more than 90% [3].

1 For example, live broadcast of sports events or time-critical test- and control-information.
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Fig. 1 DVB-H multiplex with four services

As the sequence of individual bursts neither follows a specific pattern, nor does
it have to be cyclic, this time slicing method leads to the problem of when to turn on
a receiver’s front-end, so that all bursts belonging to one service can be successfully
received. For that, DVB-H and DVB-SH use a Delta-T signaling method: Each burst
contains the relative waiting time until the next burst belonging to the same service
starts. Using this information, receivers can calculate the exact front-end activation
time.

This method works for constant rate services without further side effects. But if
services are supposed to be transmitted with variable bit rate, it must be taken into
account that the nested structure of the Delta-T signaling requires ahead of time
scheduling of future burst sizes. For the well-known and often used round-robin
burst scheduling pattern (Fig. 1), we can therefore assume that the size of every
burst has to be known at least one cycle in advance.

To solve this problem, variable rate streams are usually delayed by one cycle, so
that the data that has to be transmitted is already available at the point of the Delta-T
signaling time, making it possible to directly determine the individual burst sizes.
This, however, leads to an additional increase in system latency.

3 Dynamic Modifications of the Multiplex Structure

The problems mentioned in the previous section regarding the transmission of vari-
able rate services can be minimized through the method that is proposed in this
section. We first present the basic concept with the help of an example.

3.1 Concept

The basic problem in broadcasting variable rate services via DVB-H and DVB-SH is
based in the fact that the required data rates have to be known in advance. The core of
the proposed solution is based on the definition of a so-called flexible multiplex. This
refers to a multiplex bit stream that can change the data rate of individual DVB-H
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or DVB-SH services in place and within certain limits, although the corresponding
Delta-T values have already been signaled to the receivers. Maximum efficiency can
be achieved with a two-fold approach:

1. First, the burst sizes (durations) are predicted as well as possible through a con-
ventional scheduling-algorithm. Those values are then signaled by the means of
the Delta-T values. Although the prediction can be achieved with any scheduling
algorithm, an AR(1)-based scheduler was selected for the simulation (Sects. 4
and 5).

2. In a second step, the bit stream will be adjusted to match the final data rates of
the services by coping with unexpected peaks. This step will be performed by
modifying the multiplex, yielding a flexible multiplex bit stream.

These modifications are based on extending bursts beyond their original end, so
that they use parts of the transmission time that has originally been reserved for the
subsequent burst. In doing so, all the bursts that follow an extended burst are delayed
by the period of time, by which the first burst was extended. This continues an
entire cycle until a fresh burst is scheduled by the service that originally created the
extended burst. This fresh burst is then shortened to the extent needed to compensate
the shifting. Through this method, transmission capacity that will be available in
the future can already be used in advance. In addition the scheme makes sure that
the long term average data rates of all participating services are not altered by the
proposed method.

Let’s shed some light on this method using a simple example: At first a sequence
of bursts originating from the services S1, S2, S3 and S4 is assumed (see Fig. 1).
If we now extend the first burst of the service S1, the bursts of S2, S3 and S4 will
shift accordingly. To compensate the offset the second burst of S1 will finally be
shortened, and that compensates for the resulting shift. Figure 2 shows the resulting
scenario.

If, on the other hand, different services extend several bursts, the total result is
determined through superposition of individual processes. In addition a burst can
also be shortened if it needs a lower transmission capacity than the one allocated to
it. However, this is only possible if the burst has already been delayed in advance
through the flexible multiplex modification.

S1 S2S1 (+)S4S3S2
S1
(-)S4S3

t

Total rate of 
the multiplex

Rate Nested Delta-T signaling

+δ −δ

ΔTFlex

Fig. 2 Example of a shift in a flexible DVB-H multiplex.
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On the receiver side the flexible multiplex modification has the following impact:
As the size and the position of the bursts is altered after the Delta-T signaling has
been sent the receivers will activate their front-ends at the time that was initially sig-
naled. Therefore, they first receive the additional data of the preceding burst until the
transmission of the requested burst begins. Thus receivers will need a minor amount
of additional power as their front-end will stay enabled a little bit longer. Neverthe-
less the ability to decode the data is sustained. As stronger modifications will result
in longer receiver on-times, the proposed method allows a network operator to find
a trade-off between these key figures.

The flexible multiplex method presented here is topically related to the context of
the concept of the “bit-savings bank”: In a bit-savings bank, the unused transmission
bits are “saved” and used for cushioning of future peak data rates. However, in case
of flexible multiplex modification this option cannot be used, because the Delta-T
time data has already signaled and determined the earliest limits for the start of
every burst. The method therefore in the “bit-savings bank” jargon should rather be
referred to as a “bit-overdraft credit”, because those additional bits that are added to
a burst are exclusively compensated for by future bursts.

3.2 Rule Based Algorithm

When executing the multiplex modification described in Sect. 3.1, narrow limits
have to be taken into account, because otherwise signals cannot be received or
played properly on receiving terminals: Let ıŒb� be the change in duration of the
bursts b. Then one would have to make sure that

�TFlexŒb� D
b�1X

j D1

ıŒj � � 0 (1)

applies to every b. �TFlexŒb� is referring to the delay in start of the burst b compared
to the point of time signaled via the Delta-T method. Violating this condition, will
shift some burst before the signaled starting point and thus receivers are not yet
prepared for the beginning of data transmission.

In addition to this constraint it is equally important that the delay of bursts does
not become too long, because receivers can otherwise experience buffer underflows
that can interrupt the playback of the service. Owing to the special structure of
DVB-H and DVB-SH burst signaling information, it is sufficient to make sure that
the start of a burst does not exceed a certain maximum delay �TFlex; maxŒb�:1

�TFlexŒb� � �TFlex; maxŒb�8b (2)

1 This condition results from the weakly protected end of burst signaling, in addition to the fact
that error-correction data (MPE-FEC) are always transmitted at the end of a burst. We therefore
must proceed from the assumption that receivers (under unfavorable receiving conditions) for every
burst expect at first the maximum burst duration before they start to process the received bursts.
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t

Start window

Window distance

Burst b+1

Burst b

Start window

ΔTOfs

ΔTFlex,max[b] ΔTFlex,max[b+1]

ΔTOfs

Fig. 3 Example for a recurring start window associated to a service. Bursts must start within the
window region to avoid media buffer under- and overrun

The extent of the �TFlex; maxŒb� value for every burst b results from its pre-scheduled
positioning by the multiplex-scheduler and the requirements of the application pro-
tocol. For media data-streams this means that a recurring window has to be assigned
to every service, during which a burst has to start, so that the buffer does not expe-
rience any underflow or overflow conditions (Fig. 3). With respect to the figure the
size of this start window will be specified by �TOfs. The �TFlex; maxŒb� value can
then be determined from the distance of the scheduled burst b to the right margin of
the window.

An algorithm for determining the flexible multiplex modification can be derived
from the mentioned constraints. It will be presented as a rule base algorithm that
will be executed burst by burst:

1. If the burst b is extended by the duration ıŒb�, the follow-up burst of the same
service has to be scheduled using a value big enough to compensate for the
delay.

2. Equation 1 must not be violated. The lower limit for ıŒb� that results from this
has to be observed.

3. Equation 2 must also not be violated at any point of time. This applies especially
to future bursts. This means that a burst extension ıŒb� not only becomes limited
by �TFlex; maxŒb�, but also to a greater extent by the maximum value of all bursts
that are shifted because of the extension.

4. If a burst is shortened (ıŒb� < 0), this reduction is proportionally distributed to
all the preceding bursts that have executed an extension, which was not yet com-
pensated for. This prevents overcompensations for executed burst extensions.
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4 Simulation

As the main scope of application of the proposed method is within the field of low
latency mobile-TV broadcasting, detailed simulations have been conducted focusing
on achievable video coding performance. Table 1 lists the properties of the used
video streams (“Capability B” from [5]).

A regular Round-Robin method was selected as the burst-scheduling-algorithm.
The corresponding burst values are determined for every burst based on a modi-
fied version of the Lagrange Rate-Distortion (R-D) optimization. The modified op-
timization differs from the plain Lagrange R-D optimization ( [12]) in the fact that
it performs burst by burst optimization avoiding additional latency. The outcome
of the optimization is used two times: First it is used for signaling of future burst
size of the service (Delta-T signaling), and second, it is also the input to the flexible
multiplex modification algorithm for the current burst. Where applicable, Sect. 5
will also show the isolated effect of the modified R-D optimization disregarding the
benefit from the flexible multiplex modification.

The video material used for the simulation was taken from a test recording of the
DVB-H pilot-broadcasting-project in Erlangen [9]. This is a recording of twelve re-
encoded TV network programs broadcast over a period of 24 hours, which provides
for a well representative mix.

Table 1 Video format for encoding the test sequences

Property Value

Video format H.264/AVC, Baseline, QVGA, 12.5 fps
Average bit rate 256 kbps
Duration of the GOP 2 s
Average cycle duration 2 s

5 Simulation Results

The following presents the results of the simulation and their interpretation. It deals
with the three areas of image quality, latency and energy efficiency.

5.1 Image Quality

Simulation results show that the method presented here significantly improves the
image quality of the encoded video streams. Figure 4 shows the improvement of the
average Y-PSNR over the selected burst start window size �TOfs. The improvement
is measured in comparison to constant rate encoding of the same sequence. As a first
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reference the chart shows the performance of the modified R-D optimization with-
out the proposed flexible multiplex modifications. It is noticeable that only a small
Y-PSNR gain (approx. 0.5 dB) can be observed. This is due to the fact that future
data rates must be predicted to a certain degree by the modified R-D optimization.
However by also allowing flexible burst modifications the image quality raises fur-
ther as prediction mismatches will be compensated at the time when the burst is
transmitted. As a second reference Fig. 4 also contains the possible image improve-
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ment that will be achieved when all constraints are neglected (optimal encoding,
graph marked with asterisk symbols). It becomes apparent that the quality improve-
ment of the proposed method converges to that optimum quality by extending the
burst start windows.

By evaluating the simulation data in more detail it becomes apparent that the
proposed method can make use of its advantages especially in the range of below-
average Y-PSNR values. As an example Fig. 5 shows the cumulative distribution
density function of the achieved Y-PSNR values for the different multiplex variants.
Within the range of p D 0:1 average improvement compared to a constant rate
distribution amounts to 1.76 dB, whereas for p D 0:9 this “only” comes to 1.32 dB.

5.2 Latency Saving

The achieved latency reduction heavily depends on the basic system latency intro-
duced by the other processing stages of the transmission chain. This relationship is
demonstrated in Fig. 6. Two effects determine the achievable latency reduction:

• The basic system latency TBase. The value is determined by external effects like
the time required for video en- and decoding and the basic transmission delay.1

• The size of the burst start windows �TOfs. The bigger this window, the longer
the required buffers. Thus decreasing the effective latency saving.
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1 Especially the single frequency network synchronization time can make a significant contribution
to this delay.
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The percentage of latency reduction was calculated by the following formula:

L D 1 � TFlex

TLat
� 100% (3)

TFlex refers to the system latency that can be achieved through the proposed method,
whereas TLat refers to the latency of a legacy system. For instance a transmission
delay TBase of 500 ms, a cycle time of 2 s and an optimization interval �TOfs of also
500 ms, will result in an end-to-end delay TLat of 10.5 s for a legacy transmission. In
the optimized case, on the other hand, only 6.5 s (TFlex) are needed. This corresponds
to a latency reduction of 38%.

5.3 Efficiency of the Time Slicing Method

The simulation of different parameter combinations showed the effects of the pro-
posed modification on the efficiency of the time slicing method. Section 3.1 pointed
out that the flexible multiplex modification results in longer on-times at the receiver
resulting in a reduced time slicing efficiency. For example, time slicing efficiency
drops by approx. 4.2% if a start window �TOfs of 500 ms is selected. On the other
hand, this loss of time slicing efficiency can be matched to the gain in Y-PSNR im-
provement (1.63 dB). Figure 7 shows all resulting combinations in a single graph.
From the chart we notice that the curve can be divided in two parts: The significant
rise at the beginning of the curve is due to the modified R-D optimization (includ-
ing the rate prediction). As this method already achieves a certain optimization gain
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even without the flexible modification scheme, the curve rises almost vertically in
the diagram. To achieve further optimization gain the burst sizes must be modified
thus the time slicing efficiency starts to decrease. This leads to the second part of
the curve.

6 Conclusion and Summary

In this paper the objective was to exhibit how to optimize the transmission and
joint encoding of several variable rate mobile-TV streams via DVB-H or DVB-SH.
The main optimization constraints were low latency transmission, high time slicing
efficiency, and equal treatment of all data streams.

The proposed cross layer method allows for choosing a trade-off point defined
by image quality gain, latency savings, and time slicing efficiency. Extensive sim-
ulation were used to quantify the presented relations. The simulation data was ex-
tracted from a typical mobile-TV bouquet. By selecting a typical start window size
of 500 ms an average image improvement of 1.63 dB Y-PSNR can be achieved by
sacrificing 4.22% of the time slicing efficiency. Compared to a legacy transmission
system the end-to-end delay is also reduced by 38% (based on the configuration of
the broadcasting network).
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Abstract The acronym SafeTRIP stands for “Satellite Application for Emergency
handling, Traffic alerts, Road safety and Incident Prevention”. Being a European
(FP7) project, it brings together 20 partners from seven countries having the com-
mon goal of improving road safety, mobility, and environmental protection for all
kinds of passenger vehicles. The general objective of the SafeTRIP project is to
improve the use of road transport infrastructures and to improve the alert chain
(information/prevention/intervention) in case of incidents by offering an integrated
system from data collection to service provision. SafeTRIP directly contributes to
the achievement of the European Commission’s objectives regarding road transport
safety and road mortality reduction.
The SafeTRIP system basically is an Intelligent Transport System (ITS) aiming at
the combination of digital broadcasting technology with satellite and complemen-
tary communication channels to enable novel bi-directional service offerings to the
automotive user with pan-European coverage. The satellite will provide seamless
coverage for mobile reception whereas the terrestrial components are mainly used
to increase the high system capacity in areas with many users or it will increase
the quality of service (QoS) in areas with limited satellite coverage. The SafeTRIP
project focuses on the test of the core technologies for different applications and
usage scenarios. An open architecture is created allowing the development of inno-
vative applications by leveraging a set of enabling services. The demonstrator will
support communication via a real satellite, corresponding ground stations or other
3G/4G infrastructure, an on-board unit and end-to-end applications to evaluate the
benefits of the architecture and the applications during a trial phase.
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1 Intelligent Transport Systems (ITS)

Intelligent Transport Systems make use of information and communication tech-
nology in order to improve one or several aspects of transportation systems. There
are many different flavors of ITSs depending on the traffic system for which they
are employed and the objective they try to achieve. In the context of this article we
concentrate on ITSs for road traffic.

With a growing amount of traffic, on-going urbanization and the increasing pop-
ularity of electro mobility, Intelligent Transport Systems are a crucial factor in
making road traffic reliable, safe, and sustainable. These systems usually comprise
a server infrastructure in the service centers, a communication sub-system and an
on-board unit with one or several modems and general purpose computer resources.
Typical communication scenarios for road traffic ITSs are:

• Vehicles sending messages to the road-side infrastructure or a centralized service
center.

• Vehicles receiving messages from the road-side infrastructure or a centralized
service center.

• Vehicles directly exchanging messages between each other.
• Connection-oriented, bi-directional, real-time communication between vehicles

and a centralized service center.

The first three scenarios are employed to implement data-centric applications like
vehicle tracking, traffic measurement using floating-car data, traffic alerts, etc. The
last scenario is of great importance for emergency notification systems like the Eu-
ropean eCall [1].

ITS systems are subject of several research projects. Examples are the SPITS
(Strategic Platform for Intelligent Traffic Systems) project [2] and the SISTER (Sat-
coms In Support of Transport on European Roads) project [3]. Both projects are
typical examples of ITS research involving many partners with different areas of
expertise.

The SPITS project envisions a platform which is composed of on-board units
in the vehicle, roadside units for the road infrastructure and back offices for the
application management. Communication relies on existing 3G infrastructure and
additional 802.11p-based Car2X communication, which is the base-line for many
current ITS projects.

The SISTER project was concerned with researching the potential benefits of
satellite communications for ITS systems. A proof-of-concept demonstrator has
been developed showcasing a combination of several existing satellite communi-
cation technologies.

First commercial deployments are based on terrestrial communication systems
and do not benefit from the seamless coverage of satellite-based systems or the high
capacity for data casting of broadcasting systems. Efficient communication tech-
nologies, including bi-directional (real-time) communication, data casting (unicast,
multicast and broadcast), message-oriented information collection from many users
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and direct car-to-car links (e.g. based on IEEE 802.11p) are essential core tech-
nologies of ITS. Broadcasting technology is not mandatory for ITS, but many ITS
applications will benefit from broadcast-like network topologies. Mobile entertain-
ment is a standard application in most cars anyway. Combining systems originally
optimized for multimedia applications with ITS may provide a cost efficient imple-
mentation. To fully benefit from ITS systems, many cars should be equipped with
such a system. Offering an attractive package of applications will also help to in-
crease the acceptance rate of ITS.

2 Broadcasting Systems

A variety of digital broadcasting systems for mobile reception without a return chan-
nel is currently in use all over the world. They can be categorized regarding their
distribution system (e.g. terrestrial, cable, satellite) and regarding the content being
distributed (e.g. audio, video, data services).

Examples for terrestrial broadcasting systems include DAB [4] and DVB-T [5]
with the first being focused on audio content with some additional data services
while the latter is used for mainly fixed television.

Especially for vehicular reception, the combination of a terrestrial network with
one or several satellites is an interesting concept. These so-called hybrid broadcast
systems employ a Satellite Component (SC) in combination with a Complementary
Ground Component (CGC) to achieve the highest possible territorial coverage at
moderate expenses for the terrestrial network. An example of a hybrid broadcast
system is SiriusXM Satellite Radio in the US.

3 SafeTRIP System Concept

SafeTRIP benefits from the assignment of the S-band for MSS applications and
a new satellite W2A that has been successfully launched in 2009. Opening new
perspectives for European telecommunications, the S-band is well suited for ter-
minals combining terrestrial 3G technologies with satellite-based applications, al-
lowing small and cheap terminal antennas. Satellite technology will be used for
positioning, broadcasting, messaging communication and connection-oriented bi-
directional communication services (e.g. voice). In contrast to conventional terres-
trial communication technologies like GSM or 3G cellular networks, satellite tech-
nology for communication has the advantage of large territorial coverage without
the necessity to deploy a ground network. State of the art satellite communication
systems for mobile users provide already high service availability for mobile ap-
plications. Hence, in principle, a satellite-only system is feasible. Combining the
satellite system with ground networks gives more flexibility for the trade-off be-
tween system capacity and system cost. Using, for example, ground components
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Fig. 1 SafeTRIP system concept

for densely populated areas, significantly increases the system capacity at moderate
cost. Targeting urban areas from the satellite would require high link margins, result-
ing in high satellite costs. Covering urban areas with terrestrial repeaters/collectors
allows the selection of air-interface parameters providing link margins sufficient for
rural and suburban areas, resulting in a much higher capacity of the satellite sig-
nals.

Accordingly, the SafeTRIP system will integrate several communication sys-
tems. To avoid the need for the user and also the application developer to deal
with a variety of different communication channels, each with its own character-
istics, the SafeTRIP concept includes a smart middleware to make the selection of
the communication channel transparent to the applications. The middleware is split
in a server-side implementation (Service Enabling Platform, SEP) and an on-board
unit (OBU) (client)-side implementation (Service Enabling Layer, SEL). The most
important functionality of the middleware is to make the applications and services
in the OBU running independently from the physical communication channel.

The SafeTRIP system basically aims at combining hybrid broadcasting technol-
ogy for mobile users with novel satellite-based messaging-oriented M2M (machine-
to-machine) communication technologies and complementary state of the art com-
munication system offerings to the automotive user. Also, it provides pan-European
coverage and will be suitable for various applications. Within the project, the core
technologies will be integrated to a demonstrator system serving as basis for appli-
cation development. Main focus of the project is the development of applications
benefiting from this powerful and flexible communication infrastructure. This in-
cludes broadcasting applications like map updates, traffic information, weather fore-
cast and news, unicast information embedded in the forward link multiplex, collect-
ing of message-oriented status information (e.g. traffic status, alerts) and individual
two-way communication, including emergency communication.

3.1 SafeTRIP System Architecture

The SafeTRIP system architecture includes a satellite-based broadcasting system
with extensions for two-way communication and complementary ground compo-
nents for areas with limited satellite coverage (Fig. 2).
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Fig. 2 SafeTRIP system overview

The SafeTRIP infrastructure is composed of central items (Hub, Network Control
Centre) and distributed items (service centers). The SEP provides a well-defined in-
terface for the applications to the different communication channels of the SafeTRIP
architecture. On the user side, the onboard items are aggregated into an on-board
unit (OBU). A middleware, software running both onboard and centrally, provides
an abstraction layer to the services, making the SafeTRIP architecture:

• Capable of integrating alternative communication technologies such as 3G.
• Open to the integration of third party services.

In the SafeTRIP reference architecture, low-price on-board units installed in
vehicles provide personalised services, e.g. emergency calls and messages, traffic
alerts, incident/accident warning etc.

3.2 Satellite Segment and Related Ground Network

For satellite communication, the S-band spectrum in the range from 2170–
2200 MHz for the downlink (towards user terminal) and 1980–2010 MHz for the
uplink (from user terminal) will be used. The same band is used for the satellite
link and the related terrestrial components. This part of the S-band has exclusively
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been reserved for the use of Mobile Satellite Services (MSS) by the European Com-
mission according to the decision 626/2008/EC. For the demonstration phase of the
SafeTRIP project, the Eutelsat W2A satellite will be used.

3.3 On-Board Unit

The on-board unit (OBU) is divided in three main parts: the Communication mod-
ules, the Middleware (Service Enabling Layer SEL) and the application parts
(Fig. 3). Main focus of SafeTRIP is the communication module for S-Band
(“S-Band Terminal” in the block diagram). To support different communication
modules, a hardware abstraction layer (HAL) is inserted.

The S-Band terminal performs the forward and return link processing comprising
the messaging and connection-oriented return link, respectively. For reception of the
S-band satellite signal, antennas with small form factors compliant to requirements
from the car industry are sufficient.

The communication protocols are based on Internet Protocol (IP). The SEL pro-
cesses the communication requests from the application layer performing the au-
thentication, authorization, accounting tasks and necessary adaptation to the com-
munication module. Besides, the SEL receives and processes the positioning infor-
mation from the GNSS terminal (GPS or Galileo) as well as the alternative ground
network interface (e.g. 3G technology). Finally, the application layer presents the
IP information to the user and transforms the user requests into IP requests to the
SEL. Besides the direct interaction with the user using an HMI (human machine
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Fig. 3 On-Board Unit (OBU) architecture
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interface), the OBU includes also interfaces to the car infrastructure. For the OBU
prototype, the CAN bus has been selected.

3.4 Service Enabling Platform

The part of the middleware provided by the network operator is called “SEP” (Ser-
vice Enabling Platform) (SEP) and provides a set of features independent from the
communication channel which are offered to the service providers and application
developers. The OBU part is called “SEL” (Service Enabling Layer). The SEP con-
nects to the Existing Service Providers (ESP) and the Value Added Service Providers
(VASP), providing a virtual communication channel over the S-band satellite or over
Alternative Ground Networks (AGNs) (Fig. 4). AGNs are typically GPRS, UMTS,
HSDPA or Wi-Fi.

In the OBU, the SEL works as a mediator between the Client Applications and
the SafeTRIP network. It exposes a set of standardized interfaces of the enabling
services to the applications running on the OBU. The SEL communicates with the
SafeTRIP network via S-band or AGNs. Among the main enabling services are the
following:

• Non-Real-Time Messaging provides a specific messaging protocol and can be
adopted by all applications which need to exchange non-real-time messages be-
tween the service providers and the SafeTRIP end users.

• Authentication, Authorization and Accounting (AAA) provide single-sign-on, re-
gardless to the used channel, import, normalize and manage user profiles to con-
trol access to services, register raw packet access for traffic-based billing.

• Vertical Handover (VHO): virtualizes the communication channel, switching
from one network to another (i.e. from satellite to AGN) without impact on the
running applications.

Fig. 4 The role of Service Enabling Platform in SafeTRIP
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• Broadcasting and Data casting broadcasts Electronic Service Guide of the ser-
vices/programs via satellite channel. It provides also reliable file delivery with
multicast protocols over the satellite channel, possibly with return link via AGN
or S-band.

3.5 SafeTRIP Services

The SafeTRIP communication concept follows the “always connected” principle in
the sense that the user does not need to bother about the currently available type of
connectivity. The Service Enabling Middleware seamlessly selects the most suitable
connection. Novel integrated services can be implemented by the combination of
ubiquitous connectivity with positioning and car sensor data. Professional services
for emergency vehicles benefit from network redundancy (due to the combination
of satellite and terrestrial communication) and the possibility to select the most ap-
propriate communication scheme from a variety of possibilities.

The service provider can take advantage from pan-European coverage due to the
S-band satellite while having the possibility to also leverage existing mobile network
infrastructure. Novel service opportunities are offered:

• Satellite broadcasting can efficiently and seamlessly distribute content to a virtu-
ally unlimited number of users.

• Messaging directly from the OBU to the satellite
• Bi-directional communication via satellite for emergency services
• Immediate access to service by a large user base, supporting a strong business

case for service providers
• Access to information about the vehicle – including its occupants or cargo
• Monitoring of driving behavior (including detection of alertness) from the OBU
• Aggregated sensor data can be used from a platoon of vehicles to infer traffic,

road and weather conditions
• Personalization of traffic information as a large amount of broadcasted informa-

tion can be processed by OBU and customized to fit the driver’s needs
• Access to large data streams – such as infotainment through the OBU by passen-

gers

These customer-oriented applications dedicated to car drivers & passengers, bus
or coach drivers & passengers and road operators will be tested with a SafeTRIP
demonstrator in the field.

4 Satellite Communication Technology in SafeTRIP

In SafeTRIP three communication schemes are combined. Table 1 gives an over-
view:
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Table 1 SafeTRIP system concept

Communication
scheme

Air interface
forward link

Air interface
return link

Connection type

Broadcast DVB-SH Not applicable Continuous transmission,
one-to-many

Messaging DVB-SH-LL E-SSA Asynchronous burst,
one-to-one

Connection oriented
bi-directional

DVB-SH-LL QS-CDMA Continuous transmission,
one-to-one

The system architecture of the satellite communication system has mainly been
defined in projects funded by the European Space Agency (ESA), namely the
MiReSys [6] and DENISE [7] projects and is now subject to standardization within
ETSI.

The fundamental idea is to combine a shared forward link using DVB-SH [8, 9]
extended with a low-latency feature (DVB-SH-LL [10]) with two types of re-
turn links. The first type based on the Enhanced Spread Spectrum Aloha (E-SSA)
standard [11] is optimized for asynchronous transmission of messages from mil-
lions of cars directly to the satellite using low-power transmitters in the OBU.
The second type based on Quasi-Synchronous Code-Division Multiple-Access (QS-
CDMA) [12] is intended for connection-oriented bi-directional communication.

This system architecture is particularly attractive because it offers the possibil-
ity to dynamically partition the bandwidth between regular latency transmission for
broadcasting and low-latency transmission for signalling and bi-directional commu-
nication on an on-demand basis.

DVB-SH, being a hybrid (satellite and terrestrial) broadcasting system, provides
the possibility to deploy a network of terrestrial repeaters to complement satellite
reception in dense urban areas or other regions with limited line-of-sight to the satel-
lite. This concept can be leveraged for the satellite return link as well by extending
the concept of repeaters to collectors thus allowing return link transmission to either
the satellite or the terrestrial collectors. This concept gives additional flexibility in
network planning.

4.1 SafeTRIP Forward Link

In SafeTRIP, the forward link is used for two main purposes, namely streaming
of multi-media content and data casting. Most of the multi-media applications are
broadcast-like applications or address several users (multicast).

Multi-media content is characterized by a huge amount of information, as for
example, TV shows, films or sporting events, which require a continuous transmis-
sion scheme. For such information, latency does not play an important role, where
a reception delay of several seconds is acceptable by a user, but interruptions in the
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received stream are annoying. If latency is not very critical, time interleaving and
other technologies for the mitigation of temporal signal outages offer a high gain
and are enabling technologies for systems with many temporal short blockages. Es-
pecially for satellite-based systems, time interleaving is a very powerful technology
to overcome deep fades caused by tunnels or high buildings leading to interrup-
tions of the line-of-sight reception (LOS) for a couple of seconds. Accordingly, long
time interleaving (or time diversity) is common for satellite-based systems targeting
broadcast to mobile users.

In contrast to multi-media content, interactive applications, voice communica-
tions and time-critical control information demands a low-latency transmission.
Typically, the average bitrate is low, allowing a transmission of the data as short
bursts within a high bitrate multiplex. Obviously, long time interleaving cannot be
applied in this case. Therefore, SafeTRIP requires a hybrid broadcasting scheme
supporting the parallel transmission of non-real-time and low-latency information.

The DVB-SH standard [8, 9] proposes a transmission scheme based on satel-
lite communications and mobile receivers, which matches exactly with the require-
ments of SafeTRIP for the broadcasting part. Figure 5 shows a simplified model
of the physical layer of the DVB-SH system. At first, the mode and stream adapta-
tion block adds a CRC to each MPEG packet to provide error detection capability.
Besides, a header is added to signal the input stream features and to support other
stream formats. Additional error protection is then provided by a turbo encoder as
defined by 3GPP2 [13]. This is achieved by adding redundancy to the information
stream. The output code words are then interleaved in order to spread the informa-
tion over time. A configurable convolutional interleaver is defined, which allows
a wide range of delays. The bits are then mapped onto channel symbols, and pilots
(a known sequence of symbols) are inserted in the information stream. The receiver
uses these pilots to estimate the channel conditions. Finally, a modulation step is
required prior to the transmission of the information.

The interleaver scheme proposed by the DVB-SH standard offers a configurable
delay, ranging from few hundreds of milliseconds to few dozens of seconds. How-
ever, only one static interleaver profile can be employed in a given transmission,
i.e. either a low-latency or a non-real-time transmission can be supported. This is
in conflict with the SafeTRIP requirement of simultaneous transmission of low-
latency and non-real-time information, where two different interleaver profiles are

Mode & Stream 
Adaptation

FEC 
Coding Interleaver

Mapper Pilots 
Insertion Modulation

MPEG
packets

Fig. 5 Block diagram of the DVB-SH broadcasting system
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Fig. 6 Extension of the DVB-SH standard to support simultaneous non-real-time and low-latency
streams

desirable. Therefore, the interleaver concept of DVB-SH is extended in order to ful-
fil the SafeTRIP requirements, by adding an option for low-latency transmission
simultaneously with non-real-time transmission.

Figure 6 shows the low-latency extension to the DVB-SH standard (DVB-SH-
LL) [10]. The information is split into two streams, non-real-time and low-latency,
depending on the delay requirements. The upper path corresponds to a regular DVB-
SH transmission, where convolutional interleaving is employed to spread the infor-
mation using 48 taps with different delays. Besides, dummy information is inserted
in this interleaver, which is first interleaved by Demux C and later discarded by De-
mux E to create some gaps inside the non-real-time stream. These gaps are used to
insert the low-latency information. The low-latency stream is generated using the
bottom path of Fig. 6, where a very short time interleaving profile is used to assure
low-latency transmission. Obviously, this interleaving profile must have some prop-
erties in order to fit into the non-real-time stream, which is achieved by applying
a modulus operation to the tap lengths of the regular interleaver. At the output, both
streams are time multiplexed to create the transmitted sequence. The main advantage
of the low-latency extension is the backward compatibility with legacy DVB-SH re-
ceivers. A more detailed description of the molded interleaver can be found in [14].

4.2 SafeTRIP Message-Oriented Return Link

For the return link, i.e. communication from user to provider, the E-SSA stan-
dard [11] is proposed, in combination with the return link encapsulation (RLE)
standard [15]. As the E-SSA standard supports only a fixed frame length, an en-
capsulation is required to break down the information packets into suitable sizes for
the transmission over the E-SSA communication channel.

Figure 7 shows the flow of the data information through the RLE module and the
E-SSA modulator. The format of the input information is assumed to be IP data of
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Fig. 7 Block diagram of the E-SSA return link modulator

variable length. The RLE block slices the input data into packets of a fixed length.
First, a header is prepended to the IP data containing an Automatic Repeat reQuest
(ARQ) mechanism, together with information about the encapsulated IP data, like
the protocol type or the priority of the packet. The resulting packet is segmented
in a sequence of payload-adapted protocol data units (PPDUs), where the length is
chosen according to the E-SSA standard requirements. Some extra information is
prepended and appended to the PPDUs, as for example an error detection mech-
anism in order to discard wrong PPDUs at the receiver. The output protocol data
unit (PDU) frames are then processed by the E-SSA modulator. An error detection
control (CRC) and an error correction control (Turbo code) are applied to overcome
errors introduced by the channel. An interleaver is applied to each code word to
avoid dependencies between the bits involved in each channel symbol. A scram-
bling and spreading process is applied to the output of the interleaver prior to the
modulation step.

4.3 Connection-Oriented Communication

An asynchronous communication based on short messages is not enough to fulfill
the requirements of some services supported by the SafeTRIP project. The asyn-
chronous media access scheme and the related multiplexing introduces mainly a jit-
ter for the round trip delay. This jitter combined with the latency introduced by
the high distance earth to satellite exceeds the delay/latency requirements of some
applications. For example, a voice call between a snow plough driver and the op-
erator at the motorway operations center requires a bidirectional, continuous trans-
mission with high data rate, which in principle is not supported by the E-SSA mod-
ulator. In other services, unicast or multicast video streaming from a patrol vehicle
also demands connection-oriented communications layers for the return (vehicle-
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to-infrastructure) link, as a complement to the infrastructure-to-vehicle broadcast
services described above.

The requirements for these kinds of services are relatively demanding. Jitter, or
delay variation, is important for all multimedia broadcast services, but voice calls
in particular also require very low end-to-end latency, above which the perceived
quality of the call quickly decreases. Considering the high round-trip delay inherent
to satellite communications, special equipment is required to ensure this high quality
of service.

These requirements are even more challenging for a mobile satellite system with
a low-cost omnidirectional antenna with hemispheric pattern, considering the re-
duced available transmission power for the return link and the susceptibility of such
low-directivity antennas to multipath and interference. In addition to this, spectral
efficiency needs to be maximized in order to provide high capacity and an efficient
use of satellite resources.

All these requirements make the design and implementation of a suitable wave-
form a crucial task. In order to accomplish this task, the SafeTRIP project builds
upon and demonstrates the key results of the ESA DENISE studies [7], which in-
clude the design of a Quasi-Synchronous Code-Division Multiple-Access wave-
form (QS-CDMA). Spread-spectrum techniques are inherently robust against in-
terference and provide good capacity and spectral efficiency, especially when using
synchronous or quasi-synchronous variants of these techniques. Adequate power
control techniques also provide high power efficiency.

Figure 8 shows an overview of the QS-CDMA return-link modulator. The stream
of user and signalling data is passed to the physical layer, which generates pack-
ets prepended with some header information. Packets then are passed through the
channel coding block and the output bits are mapped to channel symbols in the
I- and Q-branches. Scrambling is then applied to improve the shape of the signal
spectrum. Afterwards, a unique word is added at the beginning of each physical-
layer data frame. The final stages of spreading, pulse shaping, and (QPSK) modula-
tion generate the spread-spectrum signal prior to transmission.

The connection-oriented communication technology is currently standardized
within ETSI [12].
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Fig. 8 Block diagram of the QS-CDMA return link modulator
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5 Conclusions

Integrating satellite-based systems with other communication technologies (e.g.,
3G/4G) into a single communication platform offers the possibility for novel ser-
vice concepts while making efficient use of scarce spectrum resources. The satellite
provides pan-European coverage thus giving the user ubiquitous connectivity inde-
pendent of ground infrastructure. The system combines efficient data distribution
via broadcasting with very low overhead messaging and full bi-directional com-
munication. It allows efficient implementation of a variety of different applications
like multimedia entertainment, traffic management, and emergency communication.
Using a common infrastructure for these types of services allows a flexible radio re-
source management thus ensuring an efficient use of the available spectrum. The
platform developed within the project offers open interfaces for application devel-
opers. The SafeTRIP project covers the development of a demonstrator and the eval-
uation of the system performance. For field trials the existing W2A satellite will be
used.
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Abstract The increasing demand for higher data rates, smaller antenna apertures,
or less power at the uplink for mobile devices requires air-interface and application
specific processing, especially for telecommunication satellites. Only on satellites
for dedicated applications or with a short limited lifetime, on-board processing is
partly used, but processing on-board improves the system performance or increases
the system capacity in several cases. Today’s on-board processing for satellite com-
munication is mostly based on ASIC (Application Specific Integrated Circuit) chips,
which have their main drawback in the limited flexibility. In order to demonstrate
and validate the flexibility of an FPGA-based on-board processor (OBP) for space
applications the Fraunhofer IIS is involved in a so-called in-orbit verification (IOV)
payload on the Heinrich-Hertz-Satellite. During the development of an on-board
processor for space applications, the main challenge is to ensure a typical life time
of 15 years for the hard-, firm- and software under the given environmental con-
ditions. Alternatively, an FPGA platform can be reconfigured for novel commu-
nication protocols. In order to investigate new standards for telecommunication
satellite systems, the Fraunhofer IIS is developing an OBP platform, based on four
FPGAs. The OBP will be embedded into the H2Sat satellite, which will be launched
in 2016 and will be located on a geostationary earth orbit (GEO). To the best of
our knowledge, this is the first completely reconfigurable platform based on four
leading-edge radiation-hardened FPGAs in the geosynchronous orbit for telecom-
munication satellites.

Alexander Hofmann (B)
Fraunhofer IIS, Am Wolfsmantel 33, 91058 Erlangen, Germany
alexander.hofmann@iis.fraunhofer.de

A. Heuberger, Microelectronic Systems. 145
DOI 10.1007/978-3-642-23070-7_15, © Springer 2011



146 Alexander Hofmann et al.

1 Introduction

The H2Sat mission aims to explore and test new communication technologies in
space at a technical and scientific level in order to determine how broadband com-
munications, for example, can result in high data rates for a mobile end user [6, 7].

The satellite itself is based on the “SmallGEO” (SGEO) platform of OHB System
AG which was developed especially for communication applications. This version
offers a maximum of 400 kg and 3.6 kW. The payload includes two parts. One part
of the satellite will be equipped with a commercial payload. The other part is a sci-
entific payload, which is placed to perform IOV of different kinds of new payload
subsystems developed in Germany. This is to extend Germany’s capabilities in the
area of satellite and telecommunication payloads.

Today most of the common GEO satellites for telecommunication systems are
based on traditional bent pipes [4], which consist of filters, mixers and traveling
wave tube amplifiers (TWTA). This “amplify and forward” configuration converts
the signal to the downlink frequency and only compensates the effect of total signal
attenuation. In most scenarios, meaning traditional unidirectional broadcasting of
a signal to a wide range of customers (e.g. satellite television), a GEO bent pipe
configuration in the satellite is the best choice. In these cases an uplink station with
enough power and a large antenna aperture is used, so the power of input signals at
the satellite is not an issue.

In telecommunication scenarios with more than one nomadic or mobile user an
OBP helps to improve the system performance (regenerative payload) or increases
the system capacity (e.g. on-board routing). In these scenarios the uplink power and
antenna accuracy is strictly limited which causes a weak signal on the satellite.

The system performance can be increased in two different ways. The first in-
crease for frequency division multiple access (FDMA) systems can be achieved by
an accurate selection of the correct input band, which is normally done by many
analog filter banks. On such a reconfigurable platform every kind of filter can be
implemented in the digital domain. In combination with a flexible automated gain
control (AGC) or level control the variable filters offer the ability to gain system
performance. The second opportunity to increase system performance is to decode
and reencode the data stream completely. This will cause a better performance on
noise immunity and reaches a lower bit error rate at the receiver on the ground. The
reencoding receiver contains the complete demodulation and decoding (e.g. chan-
nel coding) of the data stream to correct the bit errors, followed by new channel
encoding and modulation. As a result of this operation a fully reconstructed data
stream can be transmitted back down to earth without any impact of the uplink.
So the physical effects of the uplink (e.g. noise) are separated from the downlink
signal, which is important for a power limited uplink. The OBP additionally of-
fers the ability to do a so-called switching on board of the satellite (on-board rout-
ing) for a direct connection between two users (single-hop connection). On satellite
systems without an OBP the routing or switching is only done on the ground at
a so-called hub station, which results in a multi-hop connection. A direct terminal-
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to-terminal communication (single-hop) improves not only the delay of the connec-
tion, it improves the system capacity, because it requires only 50% of the spectrum
resources, if the system offers the same spectrum efficiency per link as a hub based
system.

As a result an OBP is relevant for the following cases or scenarios:

• low signal-to-noise ratio (SNR) at the uplink (SNR of uplink is in the same order
of magnitude as downlink)

• direct routing on board
• remultiplexing in case of more beams or carriers
• interference of the uplink.

Nowadays some of the telecommunication satellites use application specific in-
tegrated circuits as an OBP on the satellite. A huge disadvantage of this solution is
the fact that telecommunication standards change frequently and that the ASIC is
only designed for one technology or standard. In addition to that, typical lifetimes
of communication satellites are up to 15 years due to the limited fuel, which is nec-
essary for the correction of the orbit position and the lifetime of the solar panels.
Including the development time of the chip and the satellite, the technology has
to cover a long period of operation without the ability of updates. In order to be
prepared for the telecommunication standards of tomorrow and to gain additional
improvement of the SNR, a completely reconfigurable platform is essential.

To validate a new on-board processing architecture, to demonstrate its flexi-
bility and to avoid the disadvantages of common OBPs, Fraunhofer IIS is devel-
oping a new kind of reconfigurable OBP based on four leading-edge rad-tolerant
FPGAs (Xilinx Virtex-5). With this platform, it is possible to develop and test new
data-protocols and standards for satellite telecommunication directly on a satellite
link.

Common FPGAs provide the level of flexibility which is needed for a completely
reconfigurable platform because of their programmable architecture. Accordingly,
an FPGA platform is a good base for an OBP. Furthermore, the Virtex-5 also pro-
vides a lot of digital signal processing (DSP) performance.

Current FPGAs for space applications also provide a high level of hardness
against all the radiation effects in space. Hence, an FPGA-based platform fulfills
the three major needs

• completely reconfigurable
• high amount of processing power (especially for DSP)
• radiation hardened for space applications

to be the perfect choice for an OBP. Having access to such a variable platform
Fraunhofer is in the position to demonstrate and test system configurations based
on OBP. This is considered as an enabler for commercial applications in satellite
telecommunication.
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2 Environmental Conditions

The enormously harsh environment of space with all its radiation effects like gamma
rays, protons and heavy ions are one of the main challenges to deal with. In order to
classify these kinds of effects, two of the basic parameters are discussed below [3],

• total ionizing dose (TID), and
• single event effects (SEE).

TID is the measured energy, deposited in a medium, e.g. silicon, caused by the
gamma rays and has the unit rad or gray [Gy]. 100 rad are equal to 1 Gy, which is
defined as shown in the following equation.

1 Gy D 1
J

kg
D 1 m2 � s�2 (1)

It has long term impact, limiting the lifetime of the electronic components. Further-
more, high-energy particles, e.g. heavy ions, can cause single event effects, which
could lead to a change of state in the digital components. The SEE immunity de-
pends on the maximum linear energy transfer (LET) threshold of the electronic
parts, measured in [MeV � cm2=mg]. In hardware, a single event effect caused by
a high-energy particle leads to a transfer of the energy of this particle into the tran-
sistors of the device.

Two of the most important single event effects are single event upset (SEU) and
single event latch-up (SEL). An upset is a non-destructive short change of state (soft
error) and could be detected by parity checksums. On the contrary, a latch-up could
result in a long term change of state (hard error), which could harm an electronic
device forever, if it is unnoticed.

In order to prevent radiation effects like TID, shielding in the form of an alu-
minum box with a 5 mm thickness around the OBP is planned. For this satellite in
the GEO the total ionizing dose could be estimated as 10 krad=year for the OBP
in the box. So the electronic parts have to cover about 150 krad in a lifetime of
15 years. In order to reduce the probability of a latch-up, the electronics should be
able to handle a linear energy transfer of minimum 50 MeV � cm2=mg.

SEL detection can be done by current control, because normally the current con-
sumption increases in case of a latch-up. A complete reset of the affected electronic
parts could then prevent any subsequent errors. SEU are not that crucial, because of
a non-steady change of state without any follow-up damage of the electronic part.
For instance, the probability of a single event upset in the FPGA predicted by Xil-
inx [10] is specified with 3:8�10�10 Upsets=bit=day. This effect can not be avoided
by an extra shielding and occurs randomly depending on the sun activity. In order
to detect such an effect and prevent any errors, a cyclic redundancy check (CRC) is
required, especially for the FPGA configuration itself.
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3 System Overview

3.1 Hardware

The OBP can be separated into four functional units, i.e. analog front ends, a plat-
form for digital signal processing (DSP), the periphery (e.g. memory and clock) and
a unit which handles the interfaces as shown in Fig. 1.

The OBP will support only 3 inputs to reduce the total weight. The first input
is the received uplink signal from an anchor station in Weilheim, Germany. In the
current state of development, the other two inputs are the south-east and north-west
beam located over Germany, as shown in Fig. 2. These three inputs at an intermedi-
ate frequency of 1.65 GHz could be switched to either three redundant RF receiver
paths with a down mixing stage or to one direct sampling path. For experiments
typically 1 or 2 inputs are used. The architecture accordingly supports 4 for 3 re-
dundancy for the RF input part. Within the DSP unit the signal can be processed
in many different ways like filtering and reencoding. Afterwards the data stream
is up-converted via one of three redundant analog transmitter front ends before it
can be connected up to two different downlink beams. So the transmitter side offers
a 3 for 2 redundancy. All details about the architecture of the OBP are shown in
Fig. 1.

A typical use case for the OBP is the single-hop communication between two
terminals in different beams as it is shown in Fig. 2. For testing it is sufficient to
process data from two spots only. In order to simplify the hardware and reduce
weight of the demonstrator only 2 out of 4 spots are connected to the OBP.

3.2 Firmware

The harsh environment introduces also challenges for the firmware, which requires
a redundant design, too. This will be provided by the Xilinx Triple Module Redun-
dancy (XTMR) Tool. This technology was developed to address the special needs of
FPGAs in high-radiation environments. It is originally designed for space applica-
tions and is proven through numerous mission-critical projects [8]. With its internal
triple redundancy it provides full SEU and SEL immunity for any high reliability
Virtex FPGA design. To verify the correctness of the design file on the satellite,
a classical CRC is done by the FPGAs. Also, the configuration handling of the
FPGAs is redundant, too. The Virtex devices can be programmed either by JTAG
or by a serial interface via slave serial. A verification of the FW before the upload
is done with an identical OBP on the ground. In order to get a comparable result,
the OBP on the ground is tested in a thermal vacuum chamber to simulate the exact
environmental conditions of the OBP in space. The firmware itself is uploaded to
the OBP on the satellite via a telemetry and telecommand (TM/TC) link with an
AES (Advanced Encryption Standard) encryption.



150 Alexander Hofmann et al.

3x
13

1x
12

LV
D

S

P
er

ip
he

ry

In
te

rfa
ce

s
D

ig
ita

lS
ig

na
lP

ro
ce

ss
in

g

13
B

it
25

0
M

S
P

S
A

G
C

20
dB

A
na

lo
g

Fr
on

tE
nd

R
ec

ei
ve

r

14
B

it
40

0
M

S
P

S

A
na

lo
g

Fr
on

tE
nd

Tr
an

sm
itt

er

3x
14

LV
D

S

M
ilB

us
I/F

M
ilB

us
I/F

S
D

R
A

M
;S

R
A

M
4x

12
8

M
B

;4
x2

M
B

P
R

O
M

4x
8

M
B

FL
A

S
H

2x
51

2
M

B

P
ow

er
S

up
pl

y
50

V
+2

V
/-2

.5
V

TM
/T

C

M
il

B
us

15
V

;5
V

;3
.3

V
;

2.
5

V
;1

.0
V

G
N

S
S

-I/
F

-8
0…

-3
0

dB
m

co
m

m
on

H
IF

f H
IF
=1

65
0

M
H

z
B

W
=3

6
M

H
z

Te
m

p.
,U

,I
m

on
ito

r

Te
m

p.
m

on
ito

r

f c
=

f L
IF

1
M

H
z

6
M

H
z

36
M

H
z

R
S

42
2

P
ro

ce
ss

or
+

A
D

C
s

fo
r

P
ow

er
m

an
ag

em
en

t
(U

,I
,T

em
p.

)

LO
H

IF

f=
15

00
M

H
z

f c
=

f L
IF

36
M

H
z

48
M

H
z

LO
LI

F

f=
12

0
M

H
z

LO
H

IF

f=
15

00
...

15
20

M
H

z

co
m

m
on

H
IF

f H
IF
=1

65
0

M
H

z
(1

67
0

M
H

z)
B

W
=3

6
M

H
z

-2
2…

-1
8

dB
m

f c
=

16
60

M
H

z
56

M
H

z

6.
5

V

6.
5

V

C
lk

12
0

M
H

z

C
lk

12
0

M
H

z

C
lk

12
0

M
H

z

C
lo

ck
G

en
er

at
or

12
0

M
H

z;
40

pp
b

P
ro

ce
ss

or
U

ni
t

6.
5

V

Te
m

p.
m

on
ito

r

f c
=

16
60

M
H

z
56

M
H

z
12

B
it

10
00

M
S

P
S

di
re

ct
un

de
rs

am
pl

in
g

10
.N

yq
ui

st
;f

S
=3

60
M

H
z

f L
IF
=1

50
M

H
z;

un
de

rs
am

pl
in

g
3.

N
yq

ui
st

;f
S
=1

20
M

H
z

5V
FX

13
0

13
0k

LC
FP

G
A

-B
us

LV
D

S
+R

IO

5V
FX

13
0

10
.5

M
bi

t
B

R
A

M

FP
G

A
-B

us
LV

D
S

+R
IO

FPGA-Bus
LVDS+RIO

FPGA-Bus
LVDS+RIO

FP
GA-

Bu
s

LV
DS+

RIO

FP
G

A
C

on
fig

ur
at

io
n

S
R

A
M

(F
P

G
A

)

C
on

tr
ol

:
P

ac
ke

tiz
e,

P
re

pa
rin

g

C
on

fig
01

C
on

fig
02

C
on

fig
03

5V
FX

13
0

32
0

D
S

P
48

E

5V
FX

13
0

18
G

TX

D
A

D
A

D
A

D
A

D
A

D
A

D
A

S
R

A
M

S
E

U
M

on
ito

r
(IN

T)
U

V
E

P
R

O
M

TI
D

M
et

er

F
ig

.1
O

n-
bo

ar
d

pr
oc

es
so

r
ov

er
vi

ew



An On-Board Processor for In-Orbit Verification Based on a Multi-FPGA Platform 151

Fig. 2 Schematical diagram of the four satellite beams with processed links located over Germany

4 First Testcase: DVB-S2

The OBP will support several functionalities. As a reference test case the DVB-S2
standard has been selected to demonstrate and test the performance gain provided by
the OBP. A wide range of different modulation and coding schemes could be chosen
as shown in Table 1. This will cause a variation of the required ES=N0 from �2.4 dB
(QPSK, R D 1=4) up to 16.1 dB (32APSK, R D 9=10). As a result, the spectrum
efficiency will vary from 0:49 bit=s=Hz to 4:45 bit=s=Hz. The combination of the
lowest modulation and coding scheme (QPSK, R D 1=4) allows a very low SNR.
In case of a classical amplify-forward architecture on the satellite, the received noise
power will be retransmitted even though more than 50% of the downlink power is
noise. So power robbing is the result. On the other side, the highest modulation
and coding scheme (32APSK, R D 9=10) sets very high requirements in the over-
all SNR. Within the DVB-S2 standard [2], the ability of changing the modulation
scheme is defined, depending on the environmental condition. Changing the modu-
lation scheme could be done by the new partial reconfiguration flow [11], which is
provided by the new Xilinx PlanAhead software [9]. As a result of the two higher
modulation schemes (e.g. 16 APSK and 32 APSK) in DVB-S2, the overall perfor-
mance of passband and group-delay ripple is very important. In order to achieve
a good performance for the ripple related to passband and group-delay of the trans-
mitter path a digital predistortion may be used in the FPGAs.

Figure 3 shows the symbolic architecture of a DVB-S2 transmitter, as it is defined
in the ETSI (European Telecommunications Standard Institute) standard [2]. The
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Fig. 3 Functional block diagram of the DVB-S2 transmitter [2]

input stream is defined as an MPEG-TS (Moving Picture Experts Group – Transport
Stream) single or multiple stream related to the OSI (Open Systems Interconnection)
layer 2. In the physical layer (OSI layer 1) after merging, a scrambler is used to grant
alternate pseudo-random input sequences in order to prepare the data for the forward
error correction (FEC). The FEC is done in DVB-S2 by an outer and inner encoder.
For outer encoding a Bose-Chaudhuri-Hocquenghem-Code (BCH-Code) is used.
The inner coding is realized by an low-density parity-check (LDPC) encoder. All
available code-rates are defined in Table 1.

The most complex algorithm to be managed within DVB-S2 is the LDPC channel
decoding in the receiver [5]. An LDPC decoder, which is the bottle neck of the
system in terms of the data rate, is based on a high number of matrix permutations. In
order to handle this kind of permutations a complex structure of memory reordering
is necessary. Memory reordering is done by the internal block RAM (BRAM) of the
FPGA, which is strictly limited. So the channel decoder in the receiver needs a high
amount of valuable FPGA resources.

Compared to a classical telecommunication satellite in the GEO with bent pipe
technology, the gain in signal-to-noise ratio could be estimated to maximum 3 dB for
uplink and downlink respectively [1], which may help to either reduce the antenna
size or the power of the transmitter or increase the data rate.

Table 1 Overview of the parameters of DVB-S2

Parameters of DVB-S2

Coderates 1=4, 1=3, 2=5, 1=2, 3=5, 2=3, 3=4, 4=5, 5=6, 8=9, 9=10
Modulation QPSK, 8PSK, 16APSK, 32APSK
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5 Main Applications

For the H2Sat mission several applications and experiments are defined, which will
be analyzed in order to develop adequate ground terminals. One significant ad-
vantage of a reconfigurable processor on a satellite is to command an evaluation
platform for new developments. Firmware upload will be possible either over the
TM/TC link or through the uplink via the OBP. The operational states – like config-
uration, bandwidth, temperature and power consumption – can be monitored over
the TM/TC link. Prompt tests can significantly reduce time to market for inventions
e.g. referring to new modulation processes or waveforms.

The terminals shall be suitable for nomadic and mobile users. As opposed to
mobile users, nomadic users don’t change their position during the application. For
nomadic terminals, antennas with reduced aperture sizes with a diameter of 22 cm

Fig. 4 Functional diagram for the on-board switching use case
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for receiving, 14 cm for transmitting and with wide radiation patterns can be applied.
These antennas can be set up and run fast and simple, for example mounted in or
on vehicles. Based on these antennas, the link budgets were calculated to estimate
the margins of the communication channel. In order to communicate with terminals,
the OBPs have to process the information. The terminals also need the capability of
a backward channel, that will be implemented and tested. The first step is to real-
ize an asymmetrical communication with higher data rates in forward transmission.
Based on this, the possibility of higher data rates for the backward channel will be
analyzed.

Other experiments concern single-hop communication. The OBP shall be uti-
lized as a satellite hub station that provides direct switching between terminals.
Most applications for this concept will be useful for action forces that do not have
a centralized infrastructure in their operation area. Because of their huge vehicles,
bigger antennas are applicable. This experiment will be extended to use the OBP for
data packets (IP) switching, which also can be used for VoIP (Voice over IP). For
switching based on the IP the demodulation has to take place in the network layer as
shown in Fig. 4. An appropriate periodically updated routing table is applied in orbit
to send the data via the considered beam. Most of today’s switching between users is
done in the ground station, even for satellite communication with the disadvantage
of higher switching delays for mobile to mobile communication links.

Another experiment evaluates the possibility of capturing a huge amount of
telemetry stations by narrowband communication. In case of messaging applica-
tions the OPB may receive data from millions of terminals using access schemes
optimized for short messages. This data has to be sampled and stored in the OBP
before sending it back to the earth station. In this way, the communication will be
evaluated referring to the restoration of the information.

6 Conclusion

The proposed on-board-processor platform establishes a scientific vehicle to per-
form various in-orbit tests. It is set up as a platform for conducting communication
experiments, which rely on the regeneration of the received data. Therefore, recon-
figuration is a main feature of this processor, especially for implementing standards
of the future. This also opens the path for reconfigurable and reliable processor plat-
forms to be used in terrestrial and avionic communication systems. It is shown that
current FPGA technology fits well for an OBP, because of its potential processing
power and hardness for the radiation effects in space. In addition to that, the pro-
grammable architecture allows a complete reconfiguration of the hardware, which
makes it extremely flexible for novel technologies in satellite communication. In
order to enable a high level of safety, an additional redundancy for most of the com-
ponents is chosen.
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Opportunities and Challenges for
Multi-Constellation, Multi-Frequency
Automotive GNSS Receivers

Cécile Mongrédien, Alexander Rügamer, Matthias Overbeck, Günter
Rohmer, Philipp Berglez, and Elmar Wasle

Abstract In this paper, the implementation of a multi-constellation, multi-frequency
automotive GNSS receiver is discussed. The main objective of this paper is three-
fold. First, to identify, in the context of automotive applications, the most promising
GNSS signal combination and analyze its benefits and limitations. Second, to pro-
pose a receiver architecture that offers sufficient robustness and flexibility to main-
tain high-accuracy and high-availability navigation capabilities in challenging auto-
motive signal environments as well as to accommodate the particulars of the legacy,
new and modernized signals. Third, to optimize the receiver’s implementation so
that it meets the automotive requirements in terms of size, cost and power consump-
tion. To this end, several front-end architectures are compared and some key aspects
of the baseband hardware implementation discussed. Additionally, robust acquisi-
tion and tracking algorithms that respectively account for the availability of a second
frequency and for the introduction of advanced modulations are presented. Finally,
some insights are provided regarding optimization of the PVT performance in terms
of multipath mitigation and ionospheric corrections.

1 Introduction

Global navigation satellite system (GNSS) receivers greatly benefit from the mod-
ernization of existing GNSS constellations such as GPS and GLONASS as well as
from the launch of new ones such as Galileo and COMPASS. First, the combining of
these constellations can significantly improve the navigation solution availability in
urban canyons and heavily-shadowed areas. Second, increased satellite availability
translates into higher measurement redundancy and improved reliability. Addition-
ally, the excellent inherent noise and multipath mitigation capacity of the new and
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modernized wide-band signals, combined with the ionospheric mitigation capacity
brought by frequency diversity, notably improves accuracy in both measurement and
position domains.

GNSS receiver performance, however, remains strongly affected by the user en-
vironment. In particular, developing a receiver for automotive applications implies
that a continuous and reliable navigation solution has to be delivered in rapidly
changing environments where signal reception can be degraded by the presence of
buildings, trees or tunnels and suffer from heavy attenuation, high multipath or short
loss-of-lock.

Following an overview of the current and upcoming global satellite naviga-
tion systems and their signals, the trade-offs in terms of hardware, software, and
algorithm complexity for a multi-constellation, multi-frequency automotive-grade
GNSS receiver will be discussed. Having identified a promising GNSS signal com-
bination and analyzed its benefits and limitations in the context of automotive appli-
cation, this paper will present the implementation and optimization of the different
receiver blocks.

2 GNSS Signals

Currently there is only one fully deployed global navigation satellite system avail-
able, the American NAVSTAR-GPS. Nevertheless the Russian GLONASS-system
has almost reached its full operational capability again. Both systems are continu-
ously evolving to enhance the signals and services they will provide in the coming
years. Aside, two other GNSS are being developed – the European Galileo and the
Chinese COMPASS systems. Therefore, in a few years, at least four independent but
interoperable GNSS will be available and will better support an increasing range of
applications.

GPS and Galileo are both using a code division multiple access (CDMA) multi-
plexing scheme. Additionally, they are sharing two frequency bands, making dual-
frequency GPS/Galileo reception and processing very attractive. In contrast, the first
GLONASS satellites (Glonass and Glonass-M) are using frequency division mul-
tiple access (FDMA). Since all these GLONASS satellites use the same pseudo
random noise (PRN) code to spread their navigation message and to provide the
required correlation gain, they are distinguished through 12 individual carrier fre-
quencies. In addition to relying on an FDMA scheme, GLONASS uses frequency
bands that are offset with respect to those used by GPS and Galileo, currently mak-
ing GLONASS receiver integration a challenging task. But the new Glonass-K1 and
-K2 satellite generations, whose deployment started early this year, will also broad-
cast CDMA signals on frequency bands partly shared with GPS and Galileo. This
will significantly increase the GPS/Galileo/GLONASS interoperability and, there-
fore, make GLONASS reception a much more attractive option. The Chinese COM-
PASS system is expected to broadcast signals that are closely related to those offered
by the Galileo system (e.g. in terms of center frequency, bandwidth or modulation).
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Fig. 1 Current, renewed and upcoming GPS, GLONASS, and Galileo signals

However the lack of a public released interface control document (ICD) makes the
current use of COMPASS unattractive for any purposes other than research.

Figure 1 shows the L-band spectrum of the current and planned GNSS signals
with the notation of their modulation names and carrier frequencies. The grey sig-
nals are classified (e.g. signals for military purpose only), the black ones are open
signals. All current and upcoming GNSS signals are within the protected Radio
Navigation Satellite Services (RNSS) band but only the L1/E1 and L5/E5 bands
are within the even better protected spectrum allocated to Aeronautical Radio Nav-
igation Services (ARNS). The other two GNSS bands, E6 and L2, only protected
through the RNSS, suffer from radar, military transmissions and other potentially
strong interferers.

Thus, the combination of both L5/E5 (including the GPS L5, Galileo E5a and
E5b) and L1/E1 (featuring the GPS L1 C/A, L1C and Galileo E1-B/C) are deemed
the most appropriate for an advanced multi-constellation, multi-frequency automo-
tive GNSS receiver. For fast acquisition the relatively narrow-band L1/E1 signals
(GPS C/A and Galileo E1-B/C with BPSK(1) and BOC(1, 1) modulation, respec-
tively) are typically used. The estimated Doppler and code delay can then be used
for high performance tracking with the wide-band L1/E1 MBOC(6, 1, 1/11), L5/E5a
BPSK(10) or E5b BPSK(10) signals.

3 Opportunities and Challenges in the Automotive Area

3.1 Opportunities

The performance of a navigation system is usually quantified using the following
measures: availability, accuracy, reliability and integrity.
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Availability refers to the number of satellite ranging signals available to the user.
Accuracy quantifies how close the navigation solution provided by the GNSS re-
ceiver is to the true user’s position and velocity and mainly depends on two quan-
tities: the user equivalent range error (UERE), which maps all GNSS errors into
a single generic receiver-satellite range error, and the geometric dilution of precision
(GDOP), which measures the geometrical strength of the solution. GNSS reliability
often refers to a receiver’s ability to to detect a blunder through statistical testing
and to estimate the effects of undetected blunders on the estimated navigation solu-
tion. Integrity is theoretically defined as the receiver’s ability to provide users with
timely warnings when system failures make the estimated navigation solution unus-
able. In practice, integrity and reliability are often combined in the so-called receiver
autonomous integrity monitoring (RAIM) concept.

Using the aforementioned definitions, it is possible to examine the benefits of
multi-constellation and multi-frequency navigation.

Upon completion of the Galileo full operational capability (FOC), the combining
of the GPS and Galileo constellation will approximately double the number of visi-
ble satellites. This, in turns, will significantly improve the navigation solution avail-
ability in urban canyons and heavily-shadowed areas. The excellent inherent noise
and multipath mitigation capabilities brought by the new and modernized wide-band
signals, combined with the ionospheric mitigation capacities derived from frequency
diversity will notably improve accuracy in the measurement domain. Additionally,
the superior geometrical strength brought by multi-constellation satellite coverage
will further enhance accuracy in the position domain. The increased measurement
redundancy and accuracy combined with an improved geometry will make the re-
ceiver significantly more reliable. Multi-frequency reception will offer an additional
protection against jamming and interference since, if one frequency band is mal-
functioning, the receiver will still be able to provide a navigation solution relying
on another frequency band.

3.2 Challenges

Designing a GNSS receiver for automotive applications is challenging because it
implies that the receiver needs to withstand a wide range of signal degradations. In
addition to the accelerations and vibrations inherent to driving, the receiver needs
to cope with frequent multipath and blockages. Multipath often occur when driving
along buildings and traffic signs. Partial and complete blockages typically occur
when driving under a tunnel or in a dense forest.

In addition to facing a challenging signal environment, the receiver’s modules
must also be designed to cope with new signal specifications, including but not lim-
ited to, frequency, modulation and navigation message. In the position domain, this
implies that the receiver must implement new algorithms to optimize ionospheric
corrections and measurement weighting. Regarding baseband processing, it means
that innovative tracking algorithms have to be developed to fully benefit from the
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improvements brought by the new and modernized signals. One particular example
of such innovation is the introduction of new signal modulations that outperform the
legacy BPSK(1) in terms of ranging accuracy and frequency compatibility. Specif-
ically, the MBOC modulation, proposed as the common GPS/Galileo baseline in
the L1/E1 frequency, is defined in the frequency domain as the sum of 10/11 of the
normalized BOC(1, 1) spectrum and 1/11 of the normalized BOC(6, 1) spectrum.
As mentioned in Sect. 2 this modulation supports fast acquisition and high-accuracy
tracking but, as will be discussed in Sect. 4.5, it also requires specific algorithms to
ensure reliable and accurate code tracking.

4 GNSS Receiver Blocks

When designing a multi-constellation, multi-frequency receiver some trade-offs are
required to meet both accuracy and cost requirements of the automotive sector. To
maintain cost in an acceptable range, the receiver complexity, size, and power con-
sumption should be kept as low as possible. However, to deliver a high-performance
navigation solution, computationally expensive reception of multi- and wide-band
signals is unavoidable.

4.1 RF Front-End Hardware

Traditional GNSS front-ends but also current mass-market GNSS receivers typi-
cally feature a low-IF architecture with RF-bandwidth of approx. 2 to 4 MHz and
a low resolution analog-to-digital converter (ADC) of 1 to 3 bit. This is sufficient
for the legacy GPS L1 C/A or the narrow-band Galileo E1 BOC(1, 1) signals but
not for most of the new GNSS signals, especially if their full potential in terms of
accuracy and multipath resistance is to be reached. For these, considerably larger
bandwidths are necessary (e.g. at least 14 MHz and 20 MHz for the GPS/Galileo
L1/E1 MBOC(6, 1, 1/11) and L5/E5a BPSK(10) signals, respectively) which leads
to higher sampling rate requirements. Wider RF-filters also make the front-end more
susceptible to jamming and unintentional interferers. Therefore, a higher ADC res-
olution is required to offer a higher dynamic range and to enable digital mitigation
algorithms.

The straight forward approach is to widen the bandwidth and to use higher sam-
pling rates for each desired GNSS-signal while keeping the original low-IF archi-
tecture approach where the intermediate frequency (IF) is within the range of the
RF-bandwidth. These solutions can already be found as integrated circuits and can
easily be tuned to the required GNSS signal band.

However, for the wide-band BOC signals such as the Galileo E5 AltBOC(15,10),
a zero-IF architecture can be very advantageous since the inherent zero-IF problems,
namely DC-offset and flicker noise, are not so relevant to the DC-free BOC signals.
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If needed a Hilbert transformation can be implemented in the digital signal pro-
cessing to select the lower or upper band of the complex signal received. Moreover,
quasi zero-IF architectures are also a popular solution to enable simultaneous re-
ception of the L1/E1 GPS/Galileo signals and the GLONASS G1 FDMA signals by
placing the local oscillator between both signal bands.

The continuously improving ADC performance makes RF- or sub-sampling
front-ends feasible even for the L-band GNSS signals [7]. However, this type of
architecture still suffers from several limitations such as higher power consump-
tion in the front-end and the following digital baseband signal processing, stringent
ADC sampling jitter requirements, potential instability due to the high amplification
needed on one frequency range, or susceptibility to interference. Therefore, the sub-
sampling architecture is currently not the best choice for an integrated multi-band
GNSS front-end receiver. However, since it closely matches the software defined
radio (SDR) philosophy, it is expected to gain importance in the coming years.

All the architectures mentioned so far are generic in a way that they do not exploit
any properties of the GNSS signals CDMA structure. This makes their implemen-
tation straight forward but is not necessarily efficient. A new front-end architecture
based on intentional overlay of the GNSS CDMA signals with an appropriate path
control for simultaneous multi-band reception has been proposed in [8] and [9]. It
has been demonstrated that such an overlay architecture exploiting the GNSS signal
characteristics can be more efficient than the aforementioned generic approaches in
terms of cost, size and power consumption.

4.2 GNSS Baseband Hardware

The GNSS baseband hardware, typically realized in an FPGA or ASIC, consists
of two main parts: the digital signal processing blocks including the acquisition,
tracking or management units, and an embedded processor or external DSP where
software tracking loops are closed, measurements generated and final position, ve-
locity, and time (PVT) information computed.

The sampling frequency is fixed by the Nyquist criterion and the front-end band-
width. In order to process the digital data stream coming from the front-end in real-
time, the tracking hardware must at least use the same clocking frequency. As the
power consumption in CMOS technology increases proportionally to the clocking
frequency, a trade-off between optimal power consumption and received bandwidth
needs to be made. Nevertheless, the processing of new wide-band signals such as
GPS L5 or Galileo E5a/b is needed to reach the desired level of code tracking ac-
curacy. This, in turns, justifies the use of sampling frequencies 10 times higher than
that required by the legacy GPS L1 C/A signal.

The benefit of a higher availability in multi-constellation, multi-frequency re-
ceivers comes at the expense of a sharp increase in the number of channels that
needs to be implemented. For each given GNSS signal, the tracking channel consists
of a complex correlator with up to five output taps combined with a code generator.
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Table 1 Code length of the different GPS/Galileo signals to be tracked

Signal L1 E1-B E1-C L5-I L5-Q E5a-I E5a-Q E5b-I E5b-Q

Length Prim. 1023 4092 4092 10230 10230 10230 10230 10230 10230
Sec. N/A N/A 25 N/A N/A 20 100 4 100

Shift reg. Yes No No Yes Yes Yes Yes Yes Yes

For a legacy GPS L1 C/A receiver seeing a maximum of 12 satellites, 12 tracking
channels were sufficient. However, accounting for the presence of a pilot channel on
all modernized signals, the envisioned GPS/Galileo L1/E1 L5/E5a/b receiver would
require approximately one hundred tracking channels. This dramatically increases
the digital hardware complexity, size and power consumption.

While correlating the incoming signal with the desired local code replica, it is
of the utmost importance to ensure timely delivery of the PRN code chips to the
tracking channel. These PRN sequences, which are unique for each GNSS signal
component, can either be stored in memory or generated in real-time using a linear
feedback shift register (LFSR) with individual feedback tap settings.

Attaching a memory cell to each tracking channel provides the greatest flexibil-
ity for legacy, modernized and future GNSS signals. Indeed it guarantees an uni-
versal implementation for CDMA signals since new PRN sequences can be easily
uploaded or updated. However, memory cells are burdensome in terms of cost and
size, especially in an ASIC design. An alternative is to use external shared memory
combined with “on-demand” uploading of the PRN sequence via the system bus.
But since the bus system is typically also used by other components, it is easy to un-
derstand that this approach can rapidly reach its limits when the number of tracking
channels increases. Despite the flexibility loss, it is therefore recommended to use
shift registers whenever possible (see Table 1).

4.3 Acquisition

GNSS acquisition is usually performed as a 2-D search in time and frequency where
the unknown time (PRN code delay) corresponds to the receiver-satellite range and
the unknown frequency (Doppler frequency) corresponds to the receiver-satellite
relative motion. To detect the signal, the incoming signal first has to be correlated
with all possible local code and carrier replicas. Once the maximum correlation
value is found, the signal’s presence is decided using statistical testing. The very
large number of correlation performed makes acquisition the most computationally
expensive stage in the receiver chain.

Dual-frequency receivers can achieve significant savings in hardware computa-
tional requirements, using a sequential acquisition approach. The main idea is to
use time and frequency information exchange between the E1/L1 and E5/L5 acqui-
sition blocks to reduce of the uncertainty region in the latter block. The underlying
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assumption behind this algorithm is that the E1/L1 and E5/L5 signals are perfectly
coherent or, in other words, that their chip transitions are perfectly aligned and their
Doppler frequencies are directly related through the theoretical scale factor given
by the ratio of their carrrier frequencies. Unfortunately, this assumption does not
fully hold true since signal’s propagation through the ionosphere results in addi-
tional ranging delays and Doppler shifts and frequency-dependent hardware paths
in the satellite’s transmission chain and receiver front-end create additional group
delays. Both effects degrade signal coherency and can therefore limit the benefits of
this sequential algorithm.

4.4 Robust Carrier Tracking

In order to maintain robust tracking regardless of the car dynamics and signal ob-
structions, the quality of the carrier tracking needs to be permanently monitored.
This can be done, as suggested in [5], using phase and frequency lock indicators
(PLI and FLI). Based on their return values, it is possible to decide on-the-fly how
to optimally close the carrier loop:

• Frequency lock loops (FLLs) are robust against large frequency errors and high
signal dynamics. However they produce noisy estimates that still exhibit resid-
ual phase error. FLLs are therefore best suited to ensure fast convergence after
acquisition.

• Phase lock loops (PLLs) produce accurate estimates with no residual phase error.
However, in presence of high signal dynamics, they are likely to loose lock. PLLs
should therefore only be used once tracking has reached its steady-state.

• FLL-assisted-PLLs offer a good trade-off between accuracy and robustness. They
are therefore well suited either as an intermediate step during the convergence
phase or as a fall-back step to avoid loss-of-lock in presence of high signal dy-
namics.

To increase the carrier loop resistance to dynamics, the FLL and PLL should be
implemented as second and third order loops with relatively large bandwidth and
fast update rate.

4.5 Unambiguous Galileo E1-B/C Code Tracking

One of the main challenges when designing a code tracking algorithm for the
Galileo E1-B/C signal is to avoid converging to one of the auto-correlation side
peaks (shown in Fig. 2 as VE and VL). To this end, the two-step tracking algorithm
proposed by [2] can be implemented. The main idea of this algorithm is to use two
different discriminators, shown in Fig. 3, to both benefit from the narrowness of the
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Fig. 2 Galileo CBOC(6, 1, 1/11) autocorrelation function with correlator taps
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Fig. 3 Galileo E1-B/C coarse (UEMLP) and fine (DP) discriminators

CBOC(6, 1, 1/11) autocorrelation main peak and minimize the risk of getting locked
on one of the side peaks.

The coarse tracking step makes use of an unambiguous discriminator here-
after referred to as the unambiguous early-minus-late-power (UEMLP) discrimi-
nator. This discriminator is an extension of the well known early-minus-late-power
(EMLP) discriminator in that it uses the information carried by the very early (VE)
and very late (VL) correlator outputs to provide an unbiased response for input code
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errors below 0.25 chips. As highlighted in [2], this discriminator, even though unam-
biguous, offers limited noise and multipath mitigation capabilities. Therefore, it is
only used directly after acquisition to ensure convergence to the correct peak. Once
proper convergence is ensured, fine tracking can be used.

The goal during the fine tracking step is to take advantage of the narrowness
of the CBOC(6, 1, 1/11) main autocorrelation main peak. To this end, a dot-product
(DP) discriminator is used. This discriminator exhibits the two false-lock point issue
inherent to BOC(1, 1) modulation. As explained in [3], the zero-crossings observed
at approximately ˙0.5 chips provide stable lock points which lead to a ranging bias
of 150 m. Even though such ranging bias can be easily detected in the position do-
main using a Fault-Detection and Exclusion (FDE) algorithm, the bump-and-jump
(BJ) algorithm described in [3] is implemented to detect such occurrences at the
tracking level and provide shorter time-to-alert.

4.6 Multipath Mitigation

The mathematical fundament of the satellite navigation signal design is the orthog-
onality, which is exploited within the correlation function. The incoming mix of
signals S.t/ is correlated with the locally generated signal Nsi .t/ of one particular
satellite i by

Z
Nsi .t C �/S.t/dt D

Z
Nsi .t C �/

2
4X

j

sj .t/ C n.t/

3
5 dt D

Z
Nsi .t C �/si .t/dt :

(1)
The correlation of all signals sj .t/, including here both interferer and desired navi-
gation signals [10], with Nsi .t/ erases all but the desired signal broadcast by satellite
i whereby only the autocorrelation of Nsi .t/ becomes maximum on �PR, which fi-
nally indicates the pseudorange between satellite and receiver. The prefix pseudo
accounts for the unknown time-offset of the receiver to the atomic clocks of the
satellites. Any signal in the same frequency band with very high power or which is
not orthogonal in the sense of the mathematical formulation deteriorates the correla-
tion peak measurement and the pseudorange determination. These two deficiencies
drive all strategies for multipath and interference mitigation.

Multipath is the effect that a signal does not propagate along direct line-of-sight
between satellite and receiver but it is reflected, e.g., by buildings. Reflections are
a desired effect for communication in order to provide service even where no line-of-
sight between transmitter and receiver is available. However for satellite navigation,
where position determination is based on the measured distance between satellite
and receiver, this effect reduces the positioning accuracy.

Multipath is still the major error source and it affects all GNSS signals even the
upcoming modernized ones. The increasing number of civil signals allows to set-up
new multi-signal mitigation techniques [4].
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Fig. 4 Pseudorange error driven by multipath with and without mitigation action

Two signals of one and the same satellite, modulated on the same carrier fre-
quency propagate the same signal path. The difference in their modulation will result
in a different multipath error within the tracking loops. The observation equation of
the pseudoranges reads in a simplified form

Ri D � C c�ı C �iono C "MPi ; (2)

where Ri denotes the pseudorange measurement of the signal i [1]. The true geo-
metric distance between receiver and satellite is represented by � and includes the
three dimensional coordinates of the unknown receiver position. The parameter c�ı

denotes the unknown receiver clock error, �iono the ionospheric effect discussed in
the next subsection, and �MPi is the range error of the signal i induced by the satellite
multipath channel. The multipath range error is a nonlinear function of the channel
impulse response, the discriminator type, and signal type. Subtracting two pseudo-
range measurements to one satellite results in the difference of the corresponding
multipath range errors

Ri � Rj D "MPi � "MPj : (3)

Based on this equation, it is possible to eliminate the multipath channel using an
optimization function. Figure 4 shows the result of a simulated urban automotive
scenario for a high-elevation satellite [6]. Two signals modulated by BOC(1, 1) and
BPSK(10) are used jointly to eliminate the multipath error and to compute the dual-
signal multipath mitigation solution (DSMMS).

Research has shown that the estimation and mitigation of multipath exploiting
multi-signal measurements is feasible but a processing intensive operation. Multi-
path estimation will allow in future deriving and mapping information about the
surrounding of the receiver, thus, the buildings, building structure, or even the char-
acteristic of building faces.
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4.7 Ionospheric Correction

The major effect of the ionosphere onto satellite navigation is the signal delay.
GNSS deal with it by transmitting model parameters, which estimate the iono-
spheric activity. These models, however, are of limited spatial and temporal reso-
lution, therefore major errors on the pseudorange measurements remain during high
solar activity.

GPS uses the Klobuchar model, which adopts a cosine function to describe the
characteristics of ionospheric diurnal variation. The European navigation system
Galileo implements the Nequick model, which applies the Epstein principles. Sim-
ulations have shown that the Nequick algorithm outperforms the Klobuchar model.

The ionosphere is a dispersive medium, thus, the influence onto the electromag-
netic waves is frequency dependent. This difference is taken advantage of in order
to eliminate the ionospheric effect. A linear combination of two observation equa-
tions eliminates the ionospheric term �iono. In case of measurements on the carrier
frequencies f1, f2 the ionosphere-free linear combination reads in a simplified form

�
R1 � f 2

2

f 2
1

R2

�
f 2

1

f 2
1 � f 2

2

D � C c�ı : (4)

Note, that for simplification the ionospheric correction and the multipath mitigation
have been considered separately in the algorithms shown. Considering multi-signal
measurements on multiple frequencies an appropriate combination mitigates iono-
sphere and multipath influences. An ionosphere-free linear combination has been
used to compute the position solution shown in Fig. 5.

Instead of eliminating the ionospheric effect, multi-frequency measurements are
used to estimate the number of electron particles. This opens the door for numerous
fields of scientific research.

4.8 Position, Velocity, Time

The tracking loops output pseudoranges, phase measurements, Doppler information,
signal to noise information, a time indicator and a navigation bit train. The position-
ing software is responsible for navigation message recovery, the computation of the
navigation solution, its statistics, receiver autonomous integrity monitoring, and for
feedback information to the tracking loops.

The influence of multipath onto the phase measurements is lower compared to the
influence onto the pseudoranges due to the measurement principle. Therefore a fil-
ter algorithm combines the two measurements over several epochs to minimize the
multipath effect. Within the automotive application short initialization times and low
rates of cycle slips in the phase measurements are the main challenge to achieve high
position accuracy. Figure 5 shows the single point solution applying dual-frequency
correction methods and pseudorange smoothing.
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Fig. 5 Position solution using dual-frequency ionospheric correction and pseudorange smoothing

Redundant measurements on signals on multiple frequencies are used to monitor
the integrity of the position solution and provide reliable results.

5 Conclusion

The design of a robust multi-constellation multi-frequency automotive GNSS re-
ceiver was presented. In particular, several architectures and algorithms designed
to meet the automotive accuracy and reliability requirements were introduced and
discussed for each receiver block.

The trade offs in terms of hardware complexity were analyzed for both front-end
and baseband. To reduce the acquisition hardware requirements, a sequential dual-
frequency acquisition scheme was suggested. To achieve robust and accurate track-
ing, two algorithms were recommended: a reliable carrier tracking state logic and
a two-step Galileo E1-B/C code tracking. An innovative dual-signal algorithm was
introduced for multipath mitigation. Several multi-constellation ionospheric correc-
tion approaches were compared. Finally, the accuracy of a dual-frequency PVT al-
gorithm using carrier-smoothing simulation was presented.

Following this performance analysis, multi-constellation, multi-frequency GNSS
receiver is confirmed as a key technology to support new applications such as ad-
vanced driver assistant systems (ADAS).
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Wi-Fi Attitude and Position Tracking

Jochen Seitz, Thorsten Vaupel, Stephan Haimerl, Steffen Meyer,
Javier Gutiérrez Boronat, Günter Rohmer, and Jörn Thielecke

Abstract An approach for pedestrian navigation in indoor environments is pre-
sented. It addresses mobile platforms with low processing power and low-cost sen-
sors. Outdoors the horizontal attitude of a device can be easily detected using elec-
tronic compasses. Indoors magnetic disturbances lead to unreliable compass out-
puts. In this paper a novel approach for attitude and position tracking is introduced.
Four horizontally arranged directional antennas are used to collect the Wi-Fi sig-
nal strengths of transmitters (access points) in range. For attitude estimation an ex-
tended Kalman filter is used, and for position tracking Wi-Fi fingerprinting. With
this approach the attitude of a mobile device can be estimated and the position can
be tracked in indoor environments like e.g. museums. This enables the use of elec-
tronic guides that offer additional information by means of augmented reality on
exhibits in visual range. Possible accuracies are evaluated in simulations. A test
with measurements collected in a museum demonstrates the functionality of the ap-
proach.

1 Introduction

Modern smart phones are equipped with a variety of sensors. For positioning, satel-
lite receivers, GSM (Global System for Mobile Communications) and wireless LAN
(Local Area Network) modules can be used. Based on them, new and cheap ap-
proaches to pedestrian navigation can be provided. This enables new types of lo-
cation based services for pedestrians ranging from calls for taxis, finding points of
interests to city and museum guides.

Commonly the first choice for navigation is the Global Positioning System
(GPS). However, the lack of precision and availability of GPS in urban and indoor
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environments is a prevalent problem. With the popular use of assisted GPS (A-GPS)
in smart phones the startup time to the first GPS position fix and power consumption
can be reduced. But, if signals are too week for detection, positioning fails.

As an alternative or complementary solution for indoor environments Bahl
et al. [2] suggested a positioning approach based on the received signal strength
(RSS) in Wi-Fi™ [18] networks. Nowadays, because of an increasing number of
public and private access points, Wi-Fi positioning becomes more and more attrac-
tive for pedestrian navigation [10] and is already integrated into many smart phones.

One remaining challenge in tracking pedestrians is estimating the heading of
a person. Pedestrians move very slow and can turn anytime without changing their
position. So, the speed vector of a pedestrian calculated from consecutive positions
has a very low accuracy. The positioning accuracy can be improved by combining
Wi-Fi positioning with dead reckoning, using low cost sensors as proposed in [12,
13]. For pedestrians, dead reckoning can be improved by step detection, as analyzed
in [6]. But estimating the attitude is still challenging.

In this paper we present a different approach for attitude and position tracking for
pedestrians using only the received signal strength (RSS) measurements of a Wi-Fi
device. Instead of additional sensors a special antenna setup with four directional
antennas is used. In Sect. 2 the most common techniques and the Fraunhofer IIS
awiloc® [1] system for Wi-Fi positioning are discussed. In Sect. 3 the components
and equations of the novel approach are presented. In Sect. 4 simulation results and
in Sect. 5 experimental results with measurements collected at the “Museum Indus-
triekultur” in Nuremberg are used to discuss the general performance, drawbacks
and possibilities of the new approach.

2 Wi-Fi Positioning and Related Work

Wi-Fi positioning methods can be divided into two groups. The first group needs
a database with the positions and the signal strengths of known Wi-Fi access points,
see e.g. in [9] and [11], and the second group needs a database of so called finger-
prints, e.g. in [2–5, 14] and [19]. Our approach for citywide localization belongs
to the second group. Reasons for choosing this approach are that fingerprinting is
reported to achieve higher precision than access point based methods and generally
positions of access points are not public.

A fingerprinting database is created by previously gathered RSS measurements.
These are then referenced with the coordinates of the positions where they have been
observed. Thus, one fingerprint contains a geo-referenced position, RSS values and
the corresponding identifiers of the received access points. For positioning, finger-
printing is done by correlating current RSS measurements with the entries of the
fingerprints in the database. Then, after selecting the best matching fingerprints, the
user position can for example be calculated by a mean of the fingerprint positions
weighted by their correlation results. More details on fingerprinting can be found
in [2].
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Each environment has a characteristical signal propagation. The RSS at a specific
position depends on the path loss, shadowing by objects and multipath propagation.
The higher the density of shadowing objects, the higher is the accuracy of Wi-Fi po-
sitioning, as different fingerprints are less similar in signal space. Therefore, indoors
Wi-Fi positioning works very well because of the building structure and furniture.
Outdoors, especially on large squares, the database correlation results in ambigui-
ties.

To get meaningful Wi-Fi positioning results, in practice at least three access
points must be observed. An advantage of Wi-Fi positioning in urban environments
is that the infrastructure is already set up. Existing private and public access points
can be used. But on the other hand, positioning suffers from unobserved changes
over time and the number of available access points varies from one place to an-
other. An analysis of database changes can be found in [10].

As reported in [10] and [15], several methods are used to collect the mea-
surements to build up the fingerprinting database. As a testbed for positioning,
metropolitan areas of several major cities in Germany (including Berlin, Hamburg,
Nuremberg and Munich) are used by the Fraunhofer IIS. In Fig. 1 a part of the
database covering the city center of Nuremberg is presented. There, on average a fin-
gerprint contains 21 access points, if there is coverage at all.

Fig. 1 Example extracted from the Fraunhofer IIS awiloc® fingerprinting database in Nuremberg,
visualized on an openstreetmaps.org map. Dots indicate fingerprint positions and the amount of
detected access points at each position, as depicted in the scale-up
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3 Approach to Simultaneous Attitude and Position Tracking

Wi-Fi positioning can be well used for localization in urban areas, because the
density of receivable access points is high enough there. Especially indoors, Wi-
Fi positioning offers reliable localization results, but a cheap and reliable attitude
estimation system for indoor environments is missing. Ferromagnetic materials in
building structures cause large magnetic disturbances that lead to unreliable com-
pass headings. Inertial Navigation Systems (INS) based on micro electromechanical
systems (MEMS) suffer from large drift errors with increasing time. This problem
can be partially solved by sensor data fusion [7], which is also a research topic at
the Fraunhofer IIS.

In the following we present a novel approach for indoor attitude and position
estimation. No additional sensors are used, only a special antenna setup. In Fig. 2
the iterative process is presented. RSS measurements are collected simultaneously
with a setup of four directional antennas horizontally headed in orthogonal direc-
tions. Details on the antenna setup are presented in Sect. 3.1. The RSS measure-
ments rt .x; y; '/ at time t depend on the position Œx; y� and the attitude angle ' of
the setup. Using these measurements, at first the attitude of the setup is estimated,
following the procedure descibed in Sect. 3.2. Secondly, the corresponding RSS
values for a standard omni-directional Wi-Fi antenna are calculated, according to
Sect. 3.3. Then, the position is estimated using fingerprinting, as introduced before
in Sect. 2.

3.1 Setup with Directional Antennas

Similar to [16] the RSS value PRx.d; '/ in dB, received in a distance d to a trans-
mitter (access point) and with an attitude ' is modeled as follows:

PRx.d; '/ D PT x.d0/� 10� log

�
d

d0

�
CGRx.'/ �

KX
kD1

nkak (1)

Fig. 2 Iterative estimation process using RSS measurements of an antenna setup with four direc-
tional antennas
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Fig. 3 (a) Sketch of the antenna setup and the used angles for the directional antenna number
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antenna setup with 'n 2 Œ0ı 90ı 180ı 270ı�

We get one RSS value per directional antenna. PT x.d0/ is the reference signal
strength measured in a distance d0 to the transceiver. It is followed by the path loss,
whereas � is the path loss exponent, GRx.'/ is the antenna gain. The last subtra-
hend represents k different shadowing objects on the path of the signal. The objects
are grouped to nk objects with equal attenuation ak . Multipath propagation is not
considered.

In Fig. 3a the used angles are presented. The angle of incidence 'i for one an-
tenna is the angle between the positions of transceiver and receiver 'tr relative to
a reference direction minus the attitude of the antenna setup ' and the rotation an-
gle 'n of the directional antenna n of the setup that received the signal:

'i D 'tr � ' � 'n (2)

As an example for an antenna setup, in Fig. 3b the polar diagram of a special,
compact antenna setup is presented together with the results of an approximation
of the antenna gains. It has been designed by the Fraunhofer Institute for Integrated
Circuits IIS and is based on four dipole antennas and phase shifters. To approximate
the directive gains GRx.'/ of the setup a polar equation is used:

GRx;n.'/ D 10 log .AC B cos.'tr � ' � 'n// (3)

A is the isotropic part and B the dipole part of the antenna, e.g. with A D 1 and
B D 0 we get an omni-directional antenna, with A D 0 andB D 1 a dipole. For the
presented antenna setup A D 0:44 and B D 0:34 are the best fit for our antennas.
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3.2 Attitude Estimation Using an Extended Kalman Filter

To estimate the attitude ' of the antenna setup differences of the RSS values, col-
lected by the directional antennas, are used in an extended Kalman filter (EKF). An
introduction to the EKF can be found in [17]. The main advantage of using the dif-
ferences instead of the absolute values in (1) is that the reference signal strength,
path loss and attenuation by objects on the direct path can be ignored:

PRx;1.d; '/� PRx;2.d; '/ D GRx;1.'/ �GRx;2.'/ (4)

Another positive effect is that the sensitivity increases by using the differences.
The measurable range increases from 17 dB in Fig. 3b to 34 dB. This is important
as commercial Wi-Fi cards output RSS values with a sample interval of 1 dB or
multiples of that.

In the time update for the presented attitude estimation the a priori estimate of
the attitude O'�

k
is calculated. It is assumed that there is no change between two

time steps. The a priori estimate of the covariance is then simply the a posteriori
covariance from the last step plus the process noise covariance:

O'�
k D O'k�1 (5)

P�
k D Pk�1 CQ (6)

The random variable wk represents the process noise assumed with a normal
probability distribution p.w/ / N.0;Q/. The Kalman gain Kk is calculated ac-
cording to [17]:

Kk D P�
k HH

k

�
HkP

�
k HH

k C Rk

��1
; with Hk D @hk.'/

@'

ˇ̌̌
ˇ O'�

k

(7)

Whereas Rk is the measurement noise covariance matrix and Hk relates the state
to the measurements. Using RSS differences the correlations between each pair of
differences need to be considered in Rk . Because hk is a non-linear function, it is
linearized by calculating the Jacobian matrix of the derivative of hk at O'�

k
. The non-

linear measurement equation hk.'/ consists of the six possible RSS differences.
Vector vk represents the measurement noise assumed with p.v/ / N.0; R/:

hk.'/ D

2
6666664

GRx;1.'/ �GRx;2.'/

GRx;1.'/ �GRx;3.'/

GRx;1.'/ �GRx;4.'/

GRx;2.'/ �GRx;3.'/

GRx;2.'/ �GRx;4.'/

GRx;3.'/ �GRx;4.'/

3
7777775

C vk (8)
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Finally, in the measurement update the a posteriori state O'k and covariance Pk

are calculated using the differences of measured RSS in the measurement vector zk:

O'k D O'�
k C Kk

�
zk � h. O'�

k /
�

(9)

Pk D P�
k � KkHkP

�
k (10)

In the presented EKF, one iteration step is performed for each detected access
point with each measured rt . So, more than one iteration step is executed per time
step. In practice this showed a better performance than using all detected access
points in one step. A deeper analysis follows in future work.

3.3 Omni-directional RSS Estimation

Usually, the fingerprinting database is collected with omni-directional Wi-Fi anten-
nas. To be able to use the comprehensive fingerprinting database of the Fraunhofer
IIS, we calculate an equivalent rt vector for a virtual omni-directional antenna. rt;i
for access point i is calculated by the mean of the results for all four directional
antennas using the estimated attitude ':

rt;i .x; y/ D 1

4
�

4X
nD1

.rt;i.x; y; '/ � 10 log .AC B cos.'t r;i � ' � 'n/// (11)

Finally, the position Œx; y� can be calculated using fingerprinting, as in Sect. 2.

4 Simulation Results

In the simulations presented, the performance of the novel approach is evaluated
and the positioning errors are analyzed when measured RSS values vary from the
database entries. We used a regular grid with a spacing of 1 m as our database. In
Fig. 4 the size of the grid and the positions of four access points are depicted. Four
more access points have been placed in a distance of 10 m away of the edges of
the simulated room. To build up the fingerprinting database for each grid position
and each access point we calculated PRx.d/ according to (1), but for an omni-
directional antenna (GRx.'/ D 0).

One simulation path, as depicted in Fig. 4, is divided into 45 RSS measurements
rt .x; y; '/. It starts at position Œ5; 5� going up to Œ5; 25� following the gray arrows.
In the corners the attitude has been rotated in 90ı steps to simulate a person in
a museum looking at different objects. Finally, the path ends at the starting position.

To simulate RSS measurements database entries are perturbated in two ways. At
first, RSS variations for each access point i are created by adding random noise to
database entries:
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Fig. 4 Layout of the simulated area with access points (gray dots), reference path with attitudes
(gray arrows) and (a) results from standard Wi-Fi positioning (circles), and (b) results using the
new attitude and position tracking (black arrows), with �o D 1 dB and �d D 1 dB

rt;i .x; y/ D PRx;i .d/C vo ; with p.vo/ / N.0; �o/ : (12)

These RSS variations vo affect all antennas in the same way. Therefore, we call
them omni-directional RSS variations. In reality this can represent environmental
changes. The RSS variations are local, but local correlations between measurements
have not been accounted for.

Secondly, we simulated directional RSS variations by adding random noise from
four directions 'd, the four antenna directions for simplicity. Directional RSS varia-
tions can be caused by small environmental changes, affecting just a apart of the
signal propagation paths. For an omni-directional antenna these four directional
variations superpose additive:

rt;i .x; y/ D PRx;i .d/C
4X

nD1

vd;n ; with p.vd;n/ / N.0; �d/ (13)

For each directional antenna the RSS variations are calculated adding directive
noise, modeled using (3):

rt;i .x; y; '/ D PRx;i .d; '/C .AC B cos.'d � ' � 'n// � vd;n (14)

In Fig. 4a the results of one simulation run for standard Wi-Fi positioning (cir-
cles) using an omni-directional antenna is presented together with the reference path
and the reference attitudes (gray arrows). The positioning results are distributed
around the path. In Fig. 4b the results are presented for the new attitude and position
tracking (black arrows) using the setup with four directional antennas.
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Fig. 5 Mean values of absolute attitude errors in degree for omni-directional (a) and directional (b)
RSS variations and the corresponding mean values of positioning errors using the novel approach
and for comparison standard Wi-Fi positioning (c, d)

To get more general results when applying stochastic RSS variations, process-
ing of the path has been repeated 20 times with the same values of �o or �d. The
influences of �o and �d are studied separately, the other parameter is set to zero.
In Fig. 5a the attitude estimation results for various �o and in Fig. 5c for various
�d are presented. The corresponding positioning results are shown in Fig. 5b and d
together with the positioning results of standard Wi-Fi positioning, for the purpose
of comparison.

For various �o the positioning results are nearly the same and the attitude error
is quite small. The attitude error increases with higher �o, because the error when
calculating the angle between the transceiver and receiver position 'tr increases with
increasing positioning errors.

On the one hand, with directional RSS variations �d in Fig. 5c,d the attitude
estimation errors are higher: 95% of all errors stay below 30ı. So, the directional
RSS variations have a bigger impact on attitude estimation.

On the other hand, the positioning errors with the novel approach are almost
half of standard fingerprinting. The reason is, that the virtual omni-directional RSS
values from (11) are more precise, because the measured RSS values of the direc-
tional antennas are not affected in the same way by the directional noise. So, the
EKF filters the measurements and estimates a good attitude candidate. Hence, the
presented approach for attitude and position estimation is more robust to directional
RSS variations.
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5 Experimental Results

In this section a proof of the introduced concept with real data is presented. The data
has been collected at the “Museum Industriekultur” in Nuremberg. Results from our
simulations are compared with results from the experimental setup. RSS measure-
ments have been collected with an omni-directional and a directional antenna at 45
positions in a room for special exhibitions at the museum.

As the special antenna setup from Sect. 3.1 is not yet ready for Wi-Fi trans-
mission a commercial directional antenna [8] has been used. It has been rotated
manually at every measurement position. At first, the data for the fingerprinting
database has been collected at each position with the omni-directional antenna.
Secondly, RSS measurements at 33 positions on a path as depicted in Fig. 6 have
been performed with both antennas. We used the omni-directional measurements
for standard Wi-Fi positioning. In Fig. 6a positioning results using standard Wi-Fi
fingerprinting are shown. Because the test setup is one single room without much
shadowing objects, a challenging area for Wi-Fi positioning, the positioning error is
higher than in Fig. 4a from simulations. The RSS measurements of the directional
antennas have been used to test the attitude estimation with the EKF. The attitude
estimation results of one run are depicted in Fig. 6b. The corresponding attitude and
positioning errors are presented in Fig. 7.
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Fig. 6 Room with access points (gray dots), reference path (gray arrows), (a) results from standard
Wi-Fi positioning (circles) and (b) attitude estimation with the EKF (black arrows)
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Fig. 7 Absolute attitude errors (solid lines) and mean absolute attitude errors (dotted lines) in
degree (a) for two measurement runs using the EKF and (b) the corresponding positioning errors
(solid line) and the mean positioning error (dotted line) using standard Wi-Fi positioning
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So far, the approach for attitude and position tracking has not been integrated
in awiloc® of the Fraunhofer IIS. Therefore, attitude and position estimation have
been tested separately. For attitude estimation, the reference positions instead of the
estimated positions have been used to calculate 'tr. So, the arrows representing the
attitude in Fig. 6b are at the reference positions.

In this first test with an experimental setup the absolute attitude errors are less
than 50ı with mean values lower than 20ı. This is promising enough for a museum
visitor to find exhibits easily. The Wi-Fi positioning errors are typical for indoor
environments with a mean error of 2.3 m. The possible improvement of positioning
accuracy, according to Fig. 5d of the simulation results, using simultaneous atti-
tude and position tracking will be subject of future work. Further information on
RSS variations compared to fingerprinting database entries and a device calibration
approach for Wi-Fi positioning can be found in [15].

6 Conclusions

In this work the state of the art Wi-Fi positioning in indoor environments has been
expanded. RSS measurements are collected simultaneously with four directional
antennas in a special antenna setup. An extended Kalman filter has been used for
robust attitude estimation. For positioning standard Wi-Fi fingerprinting can be used
with existing fingerprinting databases.

Simulation results demonstrate that with the novel approach the accuracy of po-
sitioning can be improved in presence of directional RSS variations. This leads to
higher robustness in position tracking. The mean value of the absolute attitude er-
rors stayed below 10ı and the positioning errors below 5 m even with large RSS
variations. Tests in a museum proofed the feasibility of the concept. The mean of
the absolute attitude errors stayed below 20ı in this case.

The presented approach for attitude and position tracking in indoor environments
addresses the automation of electronic museum guides. In future work the novel ap-
proach will be integrated in awiloc® of the Fraunhofer IIS and the special antenna
setup will be build for simultaneous measuring. Then, the concept will be evalu-
ated in dynamic tests with users in museums. Furthermore, the approach will be
combined with existing movement models and probabilistic concepts for pedestrian
navigation, using e.g. hidden Markov models, to increase the accuracy of attitude
and position tracking.
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Motion Sensing: From Single Sensors
to Sensor Networks

Martin Rulsch, Christian Arzt, Sven Feilner, Simon Jablonski,
Matthias Struck, Jinghua Zhong, Daniel Tantinger, Christian Hofmann, and
Christian Weigand

Abstract It is well known, that regular physical activity is an important factor for
preserving the health status, the challenge is how to quantify it accurately. Simi-
larly rehabilitation programs rely on physical exercises, where the best results can
be achieved through daily training. But who monitors and evaluates exercise exe-
cution at home? Micro electro mechanical systems (MEMS) based accelerometers
provide a technological solution for inexpensive monitoring systems. The required
number of accelerometers within the monitoring system depends on the use case.
Quantifying certain activities like walking or cycling can be achieved with only one
sensor, while recognizing differences in movements requires more observations and
thus a network of accelerometers.
We present some typical movement related applications. For these use cases sin-
gle sensor and multi-sensor systems are compared with respect to their advantages,
challenges and limitations. Even signal processing requirements differ from appli-
cation to application. Two approaches are explained in detail: knowledge-based and
model-driven algorithms. While knowledge-based algorithms rely on feature ex-
traction and an inference machine, which infers high level information from these
features, model-driven algorithms try to describe relations between collected data
and movements.

1 Introduction

1.1 Motivation

Physical activity on a regular basis plays a key role for healthy aging. It reduces
the risk to suffer from severe diseases, like hypertension, diabetes mellitus type 2 or
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adipositas. In addition, elderly people benefit from a lower fall risk [9]. Hence, 30
minutes of moderate physical activities five days a week or 20 minutes of vigorous
physical activities three days a week is suggested [4].

Beyond the importance of activity concerning physical abilities some studies
have also shown preservation and even improvement of cognitive skills induced by
physical activity. Yaffe et al. have shown that women with higher baseline physical
activity were less likely to suffer from cognitive decline [23]. Analyzing 18 inter-
vention studies Colcombe and Kramer came to the conclusion that fitness training
significantly increases the performance of cognitive tasks [2].

Due to advancements in the field of MEMS (Micro-Electro-Mechanical Systems)
based accelerometers, inexpensive mobile monitoring systems are feasible. Such
a system can be used for several purposes:

• Activity recognition
• Fall detection
• Movement reconstruction
• Energy expenditure estimation

Quantifying reliably physical activity and predicting the energy expenditure is
a topic of increasing interest: for example, the knowledge of a quantitative mea-
sure of physical activity is essential in scientific studies concerning the prevention
and treatment of obesity [7, 11, 20].

1.2 State of the Art

Since the mid-nineties breakthrough of MEMS-based accelerometers in the auto-
motive market a lot of new applications emerged. An example is the estimation
of energy expenditure. Traditionally, two methods are used to assess energy ex-
penditure: indirect calorimetry and doubly labeled water method. By the former
CO2 and O2 volume are measured in the inhaled and exhaled air using a mask or
a hood [8]. This approach is suitable for short term measurement but is inconvenient
for assessing the energy expenditure of daily activities. By the doubly labeled water
method, oxygen and hydrogen are replaced in water by uncommon isotopes of these
elements [6, 14]. Because of the uncommon isotopes, it is called labeled. Oxygen
leaves the body through water loss and exhaled air. Differently, hydrogen leaves the
body only through water loss. Therefore, energy expenditure can be estimated with
at least two samples of body water, e.g. urine or blood. The first sample is taken
after the labeled water reaches equilibrium in the body and the second sample after
a certain time span. The labeled water approach is expensive and only applicable for
long term measurements where the average metabolic rate is of interest.

Data from accelerometers provides another indirect source for estimating energy
expenditure. The use of accelerometers is less expensive than both traditional ap-
proaches. In addition, accelerometers can be used for short and long term observa-
tions and provide an energy expenditure history for the whole study. However, this
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approach is not as accurate as indirect calorimetry and doubly labeled water. First
accelerometer approaches used a single equation for mapping acceleration to energy
expenditure. This worked for single activities, which were used for calibration (e.g.
walking), but lead to over- or underestimation for different movement patterns (e.g.
cycling) [3, 5].

Today most accelerometer based activity monitors recognize various classes of
daily activities and use for each class a different energy expenditure estimator [1].
Common activity classes are resting, walking, running, cycling and stair climbing.

Accelerometers can also be used for movement reconstruction and for creating
mobile monitoring systems. Due to the small size of MEMS-based accelerometers
it is also feasible to integrate these systems into clothes. The accuracy of MEMS-
based systems which rely on accelerometers, gyroscopes and magnetic field sensors
can be compared with optical and electromagnetic systems [13, 19].

2 Single Node Sensors

With the help of a tri-axial acceleration sensor, movements can be tracked in all
three spatial directions. A basic system for motion detection is based – besides the
acceleration sensor – on a microcontroller, a power supply and a radio module in
order to transfer the acquired data to a host. Such a sensor module can be attached
to any point of the human body and provides information about the orientation.

By the use of sensors based on MEMS technology the development of very small
modules is feasible. The decisive factors influencing the total size of the module are
the desired duration and kind of measurement, which determine the required battery
capacity. According to the use case it has to be decided whether raw data has to
be continuously streamed or event triggered data packages have to be sent only if
a event occurs.

An example for a single node sensor system is the activity monitor ActiSENS.
Primarily, the module was developed to grasp everyday activities like walking, rid-
ing a bike and climbing stairs. In addition to the three-axis acceleration sensor,
ActiSENS also contains a barometer in MEMS technology. The barometer comple-
ments the movement information determined by the acceleration data with informa-
tion about the altitude.

A microcontroller represents the central data acquisition and processing unit, in
which a sophisticated algorithm (cf. Sect. 6.2) has been implemented. Acceleration
and pressure sensors are read out via a SPI-BUS. The acquired data is sent to an end
device via Bluetooth.

Furthermore, the acquired data and therefore the activities of the user can
be saved on a flash-memory chip, e.g. in the case of an interrupted Bluetooth-
connection. To be able to assign the activities to an exact time, a real-time clock
was integrated. Thereby, the user can recognize interruptions during the measure-
ments, for example, caused by a failure of the power supply.
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3 Sensor Networks

For a more accurate acquisition and analysis of complex movements a single sensor
is in general not sufficient. By using an acceleration sensor network it is possible
to acquire movement data at different points on the body at the same time. Such
a network should satisfy special needs regarding the acquisition of movement:

• Reliable synchronization of network nodes
• Solid transmission of data
• High-rate sampling of movement demands a high throughput.

The last item is essential for this application. The minimal necessary throughput of
the communication channel Rb in bps can be calculated roughly by

Rb D N �D � fs

where N is the number of sensor nodes, D is the maximum amount of data in bits
to be transfered and fs represents how often a node is queried by the master per
second.

One can distinguish between a network with sensor nodes transmitting data wire-
lessly and a wired network with several sensor nodes connected to a master module,
which transmits the data wirelessly to a host system. Even though a wired network
must face the issue of interconnection, its benefits prevail the ones of the wireless
approach:

• Very easy synchronization of single sensor nodes
• Reliable transmission of data
• A central power supply
• Only one wireless transmission module necessary.

Based on this insight, the so called Fitness Assistant was realized. It consists of
a wired acceleration sensor network that was completely integrated into a jacket.
The basic structure of the system can be seen in Fig. 1. The design mainly consists
of a master module and several sensors in the jacket. The master module includes
all essential components to control the network. The communication with a host is
realized by a Bluetooth module. A SD-card offers the possibility to store the data.
A single acceleration sensor is already integrated into the master.

All components are controlled by a microcontroller. The communication between
the master module and the acceleration sensors occurs via a SPI-Interface. One sen-
sor node of a branch (Fig. 1, right side) basically consists of an acceleration sen-
sor and plugs for an electrical connection to the SPI-Interface, to the address-bus
and to the power supply lines. All signals and power lines are passed to the sub-
sequent sensor node. Each node is addressed by a separate control line. The SPI-
interface is clocked with a frequency of 1 MHz, therefore the theoretical throughput
is 1 Mbps. Considering 11 sensors and 54 bits of data per sensor (commands, accel-
eration data), the theoretical sampling rate would be approximately 1600 Hz. Due
to overhead and data processing activities it drops to 170 Hz in maximum.
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Fig. 1 Basic structure of the activity recognition system

The textile carrier of the sensor network consists of a tight and flexible sports
jacket. The master module is attached between the shoulder blades. The sensor
nodes are mounted in a textile tube inside the jacket which runs from the master
module along the arms to the wrists. It is possible to place the sensor nodes at al-
most any position along the tube. This design allows an easy replacement of broken
components and the complete removal of the sensor network. Hence, the jacket can
be washed easily.

4 Knowledge-Based Paradigm

Unlike pattern recognition algorithms, knowledge-based methods strictly separate
between the so-called knowledge base declaratively describing the knowledge about
the specific domain, and the so-called inference component or inference engine
that tries to derive answers from the underlying knowledge base. That is to say the
knowledge base can be replaced without changing the concrete inference machine.
Hence, the developed activity recognition system offers a number of advantages.
For instance, it is possible to use different acceleration sensors and different sensor
positions on the body or adapting the system to different areas of application by just
changing the knowledge base without loss of recognition accuracy. Previous works
also used knowledge-based systems but focused on activity recognition systems that
have to be trained for each user individually. For more details see [17].

5 Model-Driven Algorithms

The Kalman Filter, an optimal filter for linear systems, is the origin for numerous
model-driven signal processing approaches. The most popular modification for non-
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linear systems is the Extended Kalman Filter (EKF). An alternative for nonlinear
systems provides the Unscented Kalman Filter (UKF) [21].

6 Applications

6.1 Fall Detection

Automatically detecting falls with one single tri-axial accelerometer is a typical and
important application. The implemented system uses the paradigm of knowledge-
based methods briefly described in Sect. 4. The main part of the algorithm is based
on a fuzzy-logic inference system and a neural network [15, 16]. Both described
methods were integrated into the telemedical system published in [18, 22].

6.2 Activity Classification

By using a single node sensor and a knowledge-based algorithm it is possible to
distinguish between several activities of daily life, e.g. inactivity, walking, cycling
and climbing stairs up and down.

An algorithm described in [12] requires four features for this distinction: mean
acceleration (MA), change in altitude (�h) and the energy of the acceleration signal
below 3 Hz (E<3) and above 3 Hz (E�3). The mean acceleration is computed from
a high pass filtered acceleration signal, where gravity is suppressed. It was devel-
oped for the ActiSENS, comprising a tri-axial accelerometer and a barometer. The
features are updated in four second intervals. While the features MA, E<3 and E�3

are computed from the accelerometer data, the barometer is more appropriate for
recognizing changes in altitude. Applying the barometric formula it is possible to
compute a change in altitude from a change of atmospheric pressure.

The classification is performed using a decision tree [12]. The decision rules for
the classes inactivity, walking, cycling and climbing stairs up and down are:

1. Check MA, if it is below an acceleration of 0.1 g, the person is inactive.
2. Apply cycling criterion, if it is fulfilled, the person is cycling.
3. If cycling criterion does not match, the person is walking.
4. At last check the change in altitude (�h), if it is below �0.75 m or above 0.75 m

in the 4 s interval, the person is walking stairs up or down.

The cycling criterion is based on the features E<3 and E�3. While the power spec-
trum for walking has a peak near the walking frequency, the power spectrum for
cycling is more regular. Therefore, feature E<3 is much larger for walking than for
cycling. This approach is resource efficient and can be implemented on small em-
bedded systems like the sensor node itself.

Classification rates for the algorithm are shown in Table 1. They were obtained
using a data set of 12 persons performing activities of daily life.



Motion Sensing: From Single Sensors to Sensor Networks 189

Table 1 Classification rates for inactivity, walking, cycling, climbing stairs up and down using
ActiSENS

Activity Classification Rate

Inactivity 97.3%
Walking 92.6%
Cycling 82.2%
Upstairs 66.8%
Downstairs 65.7%

6.3 Movement Reconstruction

Using accelerometers it is feasible to reconstruct human movements, e.g. move-
ments of the upper arm. Despite the complexity of the shoulder joint it is appropriate
to model the shoulder joint with a spherical joint [10]. Neglecting tissue effects the
upper arm can be modeled with a straight line. Complexity of the model is further
reduced by forbidding movements of the upper body. With these constraints three
angles �, ˚ and � are sufficient to describe upper arm movements (Fig. 2):

• Angle� is the angle between trunk and arm. Altering this angle raises or lowers
the arm.

• Angle � reflects a twist of the arm.
• Angle˚ is the angle of the arm in the horizontal plane. Altering this angle moves

the arm to the left or to the right.

Most accelerometers measure gravity and dynamic acceleration from movements.
The angles� and � can be computed from the measured gravity. Angle ˚ requires
an evaluation of the dynamic accelerations and can not be reconstructed reliably
using accelerometers only. Using the dynamic accelerations requires to integrate
twice, which leads to a fast growing error over time. Either way raising, lowering
and twisting the arm can be reconstructed. A change of the angles � and � can

Fig. 2 Parametrization of upper arm movements with three angles �, � and ˚ : angle � rises and
lowers the arm; angle � twists the arm and angle ˚ moves the arm in the horizontal plane



190 Martin Rulsch et al.

be observed in the measured gravity. A sensor placed on the straight line which
represents the arm with distance r from the shoulder joint moves as follows:

Eps D R˚R�

0

@
px

py

pz

1

A :

Matrix R˚ is a rotation by angle ˚ . Similarly,R� represents a rotation by angle�.
The observed acceleration Eaw in point Eps is the second derivation of point Eps with
respect to time:

Eaw D REps :

The world coordinate system, in which Eaw is measured, does not coincide with the
accelerometer coordinate system due to the rotating sensor. They can be aligned us-
ing the matricesR˚ andR� . The resulting acceleration measured by the accelerom-
eter is:

Eas D R�1
� R�1

˚ .Eaw C Eg/ :
Vector Eg is the measured gravity in the initial position. A twist of the upper arm
leads to a further rotation:

Ea D R�1
� Eas

This is the acceleration measured by a sensor on the upper arm. The equation can
be used as a sensor model in an extended or unscented kalman filter to compute the
angles � and � . Otherwise, it can be used to compute the angles directly.

7 Discussion and Outlook

Based on a single sensor system for motion detection, the article presented the
development of a network consisting of several sensor nodes. This system has its
limitations concerning the sampling rate, number of sensors and the wearing com-
fort.

In order to detect complex movements a high sampling rate and a large number
of sensor nodes with – for example – accelerometers and gyroscopes are necessary.
By using a more robust signal transmission technique, e.g differential signaling,
and proper hardware design, e.g. less signal lines, the behavior regarding cross talk,
reflections and signal to noise ratio could be improved, which could increase the
theoretical throughput. To increase the wearing comfort as well as to ease the han-
dling of the system it is necessary to integrate the sensor nodes in an unobtrusive
way. As a consequence, the reduction of weight and size of each sensor node is
inevitable to achieve this goal. Flexible printed circuit boards or implementing the
components on an application-specific integrated circuits (ASIC) would be some
solutions.

The model as it is described in Sect. 6.3 only addresses upper arm movement.
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It is a matter of requirements to judge which movement complexity should be
achievable with the model (forearm, hand, legs et cetera). Another target is to re-
move sensor drift which is a central problem by reconstructing horizontal arm move-
ment. Therefore, it could be an efficient step to extend the accelerometer by addi-
tional sensors, e.g. gyroscopes or magnet sensors to get an independent source for
horizontal position.

Summarized, this article presented and described several approaches for motion
capturing and movement reconstruction based on commercial accelerometers. As
customary for each specific application, a tradeoff between accuracy, number of
sensors and computational costs has to be found. On the one hand the paradigm of
knowledge-based methods, described in Sect. 4, provides a powerful, general and
flexible activity classification concept, however, implementing those methods on
a microcontroller is a challenging task. In order to reconstruct complex movements,
e.g., for rehabilitation purposes, multiple sensor nodes and advanced reconstruction
models are indispensable. The main advantages of using accelerometers instead of
optical methods are relatively low costs and mobility.
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A Real-Time Tracking System
for Football Match and Training Analysis

Thomas von der Grün, Norbert Franke, Daniel Wolf, Nicolas Witt, and
Andreas Eidloth

Abstract In this paper a radio-based, real-time tracking system and its application in
sports is presented. The system is capable of tracking simultaneously a large num-
ber of high dynamic objects in a pre-defined area of interest like a sports stadium.
Position and sensor data are captured with high precision and at a high level of
detail. Moreover, the position data is automatically analyzed and interpreted from
a sports science point of view and presented in a graphical user interface to players,
teams and coaches. As an example, a standardized performance test for footballers
of the German football association DFB is implemented and presented here. Thus,
many disciplines from radio frequency and communication technologies, media en-
gineering, sports medicine and sports science as well as valuable input from sports
professionals contributed to this research work. The paper summarizes the mani-
fold results of the research work performed all along the closed processing chain
from data capturing, analyzing, condensation and interpretation to its presentation
in a 3-D graphical user interface.

1 Introduction and Motivation

Faster, higher, further is no longer the only maxim in sports. Sports has changed
into a more dynamic, complex and very strategic competition and has become an
immense branch of business, especially in football. Often crucial incidents during
a game cannot be recognized neither by the human eye nor with state of the art
camera techniques. Perceiving the overall situation in a team game on a tactical level
is difficult because of high dynamics in the movements and due to often only minor
distinctions in performance. Therefore, coaches, referees and spectators have to face
these increasing challenges. Especially the world of media is looking for new ways
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to present sports to us and augment their content in a more attractive and exciting
manner. One example is a 3-D animation in real-time to analyze the run of play or
to explain certain events in a game from different points of view. In any case, sports
has become an important business still increasing. Video-based tracking systems are
state of the art for training and game analysis. In addition to the problems with low
or blocked visibility, those systems need manual intervention and a long processing
time to deliver data on a limited level of detail. The radio-based RedFIR® system
of the Fraunhofer IIS is a powerful real-time analysis tool, which enables novel use
cases as basis for an economic exploitation. It has been and will be generating a lot
of exiting new subjects for research.

The starting point is the radio-based, real-time tracking system to capture the
position and sensor data of football players and ball.

2 System Description

The system consists of a set of small, lightweight and miniaturized transmitters
(objects to be located) and a receiving infrastructure that is set up around the area of
interest, which may be the inner part of a stadium.

The functional principle of the system relies on the determination of time of ar-
rival (ToA) values at each receiving site for every single modulated signal sequence
originating from the miniature transmitters. Thus, one signal on the field leads to N
ToA values in the case N receivers are installed. Using the knowledge that electro-
magnetic waves propagate with the speed of light, a central computing platform can
then perform the second processing step in order to translate this timing informa-
tion into positions according to a xyz-reference frame. In order to do so, N-1 time
difference of arrival (TDoA) values are calculated between pairs of receivers which
eliminates the need to know the time of transmission or in other words the need to
use synchronized transmitters.

In the 2-dimensional case a hyperbolic curve describes the possible location of
a transmitter between a pair of receiving antennas for one known TDoA value. This
way, more TDoA values allow the determination of a precise location by multi-
lateration (hyperbolic positioning). Two TDoA values by using three receivers are
needed in the 2-D case and accordingly, three TDoA values by using four receivers
resolve the 3-D case.

Following this functional principle, the system has been developed by Fraunhofer
IIS up to the level of readiness for usage in stadium sports. This implementation has
the following properties and characteristics:

The air interface employs the ISM (industrial scientific medical) band at 2.4 GHz
that allows the usage of about 80 MHz while providing the advantage of few fre-
quency regulation requirements worldwide. The miniature transmitters make use of
this bandwidth by generating short but broadband signal bursts of pulse-shaped m-
sequences. According to their characteristics, a number of different sequences with
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Fig. 1 Signal processing chain including burst generation, radio channel, ToA determination and
position calculation

suitable auto- and cross-correlation properties are available for a sufficient quantity
of different tags to be located.

The system allows to receive overall 50 000 signal bursts per second of length
15�s and to distinguish 144 miniature objects which operate at burst rates from
below 200 to above 2000 bursts per second each.

After frequency down-conversion and complex sampling of the analog signal,
the receiving side computes the ToA values by calculating correlations using the
ideal form of the signals as a reference. Figure 2 shows one example of a correlation
result in the form of its absolute value over time, while Fig. 3 displays its complex
shape. The time resolution can be increased significantly by oversampling and in-
terpolation. In order to find the ToA value, a characteristic point has to be found
on the correlation curve that is most suitable and not prone to effects like multipath
echoes. The given example shows that this may not be the case for the maximum.

Fig. 2 Absolute value of the complex correlation. Positions of maximum (black) and inflection
point (red)
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Fig. 3 Complex correlation result depicted in IQ-representation

Fig. 4 TDoA (blue) and carrier-phase difference (red) measurements of a still standing transmitter
(one receiving antenna on a post slightly swaying in the wind)

Here, the maximum originated from a multipath echo and not from the direct line-
of-sight path which is the only one of use. Therefore, it is advantageous to go for
the inflection point on the rising edge.

Apart from ToA values, the phase of the vector leading to the characteristic point
(the red line in Fig. 3) is the second valuable source of information. Between two
receivers, also the phase difference of arrival values are exploited. With the receivers
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Fig. 5 Ball track of passes between players (left) and absolute value of the speed of the ball (right)

being synchronized, a phase difference value will not change from burst to burst in
the case the miniature object does not move. However, it will change if it moves
towards or away from the antennas.

Therefore, changes of phase differences from burst to burst contain valuable in-
formation of the differential movement and the speed of the transmitter. Figure 4
is a practical result showing both ToA and phase (translated to timing information)
results. Noise effects on the measured phases are significantly smaller compared to
ToA values. Section 3.3 explains in greater detail the beneficial exploitation of phase
information for position results.

In order to relate the absolute ToA values to the known position of the phase
center of the receiving antennas, there are a few fixed transmitters with known posi-
tion around the area of interest. These are used for the determination of calibration
information, i.e. time-varying timing offsets, for each of the receiving antennas.

On the football pitch, the system achieves an absolute horizontal accuracy in the
one digit centimeter range. Due to the use of phase information, the tracking of
differential movements and speeds is noiseless and very precise. Figure 5 gives an
example of a ball being passed between two footballers. It makes plausible that this
kind of data for ball and player movements is an apt basis for automatic football
event detection, statistics generation and sport scientific analysis.

3 Selected System Aspects

3.1 Miniaturized Transmitters

In order to ensure as little disturbance as possible with the traditional way football
trainings and games are conducted, the required tracking transmitters for balls and
players need to be as lightweight and small as possible. This includes also that they
become mechanically stable and suitable for ball integration without changing ball
flight properties and player perception.
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Fig. 6 ASIC implementation of the transmitter functionality (BiCMOS 0.35 �m)

Application Specific Integrated Circuits (ASICs) have been developed in order to
allow for a high level of integration of this 2.4 GHz programmable broadband signal
generator functionality (Fig. 6).

Key characteristics are the ability to program arbitrary waveforms to be used as
tracking signals, an application flow and power management logic that fully exploits
the duty cycle to save battery capacity, and interfaces for additional sensors (e.g.
inertial sensors, air pressure sensors in case of the ball, heart rate and breath rate
sensors in case of the player).

The miniature transmitters have no wired contacts to the outside. Therefore, there
is a 13.56 MHz wireless interface by an external coil that allows for both recharging
of batteries and programming and configuring of the transmitter from the outside.

The bare dies of the ASICs are mounted using chip-on-board technology with
bond wires directly from the semiconductor to the printed circuits board (PCB).
Further components of the transmitter are encapsulating glue, flexible PCBs that in-
clude structures as radiating antenna elements, Lithium polymer batteries and hous-
ing elements (Fig. 7).

Fig. 7 Ball transmitter packaging and build-up
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The run time of the ball transmitter built in a 3-D shape is four hours at 2000
bursts per second using two 140 mAh batteries while having a weight of only 15 g.
The player transmitter designed in a 2-D shape lasts three hours at 200 bursts per
second powered by one 110 mAh battery.

3.2 Tracking-Kalman-Filter

As in every Time-of-Flight (ToF) based localization system, multipath is potentially
a major source of error [2–4]. For this real-time localization system, especially re-
flections of the transmitted signal on the ground or from metal advertising signs
can be sources of measurement errors. In the worst case, the resulting range error
could reach a few meters and might therefore have a strong influence on the result of
the calculated position. Reducing the range error is one of the major areas of work
within the project.

Especially the multipath error, as the predominant error source, became a well
examined scientific topic. An estimator to identify the different propagation paths
has been developed. Because of its membership to the tracking loop of the localiza-
tion receiver, the estimator was named “Tracking-Kalman-Filter”. The aim of the
filter is to recognize and track all of the propagation paths, also if they are nearly
vanishing behind other stronger paths. Every propagation path i is modeled by five
states. These are the delay time � , the amplitude a, the carrier phase �, and the two
derivatives for delay time � and carrier phase �.

xi D Œ�i ; ai ; 'i ; P� ; P'�T : (1)

The last two states are necessary to track the frequency offset between transmitter
and receiver. For every detected propagation path one such representation of (1) is
used. A complete state vector representation of N paths can be written as

x D �
xT

1 ; x
T
2 ; : : : ; x

T
i ; : : : ; x

T
N

�T
: (2)

From the first arrived path we directly derive the Line-of-Sight (LoS) measurement,
i.e. the range between transmitter and receiver. This state model is used within an
unscented Kalman filter (UKF), which models the complex valued output samples
from the correlator (see Figs. 2 and 3). An estimate of one path of the measurement
curve is calculated by the ideal correlation, which is delayed, scaled in amplitude
and rotated by the carrier phase angle of the corresponding path estimate xi . After-
wards the correlation curves from all paths of the state vector x are summed up to
represent the measured correlation curve.

Because propagation paths arise and vanish after a while when the transmitter is
moving, a strategy for adding and dropping paths is necessary within the Tracking-
Kalman-Filter. This strategy is driven by the error signal of the filter. If a not mod-
eled path arises, it can be seen at first in the error signal. After it has proven to be
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a new path, the state model is enlarged by a new five-entry path representation. If the
path vanishes after a while, the amplitude of the modeled path goes below a given
threshold. When this happens, the five-entry path representation is deleted from the
state vector.

One of the advantages of this concept can be seen in the continuous tracking of
the LoS path, which makes the system more stable and increases the reliability of
the position calculations.

3.3 Carrier Phase Aided Position Calculation

For position calculation not only range measurements derived from the modulation
of the transmitted signals (ToA values) can be used. As already discussed, another
source of information from the same measurement – the carrier phase – can be
incorporated as well. This type of measurement is more accurate compared to the
ToA values. The drawback is that the carrier phase measurements are not unique.
Within this real-time localization system a carrier frequency fc of 2.445 GHz is
used, which corresponds to a wavelength � of 0.123 m. Therefore the ambiguity
of a measured distance derived from the carrier phase can only be given with an
uncertainty of N � �, with N being an integer number.

But nevertheless, there are some ways of using carrier phase measurements to
calculate a more precise position result. Two cases can be distinguished:

• ToA values are used together with carrier phase values.
• Only carrier phase values are used.

For the second case a start position with an adequate quality is required.
The first case can be regarded as sensor fusion. The information of the absolute

(i.e. unique) position is derived from the ToA values as usual. Two carrier phase
measurements are taken from a receiver at two consecutive times. The length of this
short time period of roughly 1ms or less must assure that the moving transmitter
changes its position (or its distance to the receiver) at most by plus or minus half
a wavelength �. If this is the case, one can easily calculate the relative speed of the
moving transmitter. If this pre-assumption does not hold, one can solve the ambigu-
ity problem with a rough knowledge of the current speed of the moving object, but
at this time with the assumption that the object does not change its speed vector very
fast. Now, having the calculated speed between two time steps from every receiver,
one can use this information in conjunction with the measured distances from the
ToA values for calculating a carrier-phase smoothed position result. It shows a more
detailed trajectory of the movements than a calculation with only ToA values.

The second case as listed above, neglects the range measurements from the ToA
values within the position calculation process. As stated before, a rough start po-
sition has to be known in advance, to get the right position fix. The goal is to cal-
culate the correct range between transmitter and receiver directly from the carrier
phase measurements. Therefore, the integer ambiguity problem has to be solved.
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Many ways are described in literature related to this topic [5–8]. After solving the
ambiguity problem, the transmitter’s position can be calculated and tracked by an
extended Kalman-Filter, which uses only the distances calculated from the carrier
phase measurements. The integer ambiguity solution is determined only once.

4 Event Detection and Sports Analysis

4.1 Motivation

Providing real-time kinematic data in sports opens a wide field for automatic on-
line and offline analysis, which can support all participators in sports like players,
trainers and media. Ideal processing, combination and aggregation of position, ve-
locity and acceleration data from all tracked objects (players, balls and even training
equipment) can lead to a variety of high-level applications like optimal guidance of
individual training, online match analysis enabling real-time reactions of trainers as
well as supporting economic decisions through long term player efficiency analysis.
The next sections give a short introduction on how the localization data captured
with the system is prepared to enable applications suitable for end users.

4.2 Complex Event Processing (CEP) as the Key Architecture
for Analysis

The low-level kinematic data in the localization system can be transferred into
a high-level representation through the combination with Complex Event Processing
(CEP) to get sets of plausible and meaningful events. A comprehensive introduction
to models and techniques in the field of CEP systems is done in [9].

To perform event detection, such systems are usually built on middleware in the
context of event-driven architectures (EDA). Examples for events that can be de-
tected in the football context are a pass from player A to player B or a shot on
goal from player A. Even the stream of player positions can be seen as a stream of
events. Certain events can be defined by making assumptions or descriptions about
their emergence. These descriptions or definitions of events do not have to be written
in source code of a programming language. [10] and [11] give examples of methods
and systems to describe events in a loose manner by just describing situations. This
could even make sport analysts without programming skills able to define reason-
able events.

CEP used on a high system level is done in a hierarchical way (see Fig. 8):
Low-level processing on nearly raw, kinematic data is generating so called Position
Based Events (PBE). Higher-level processing is done on event level only, producing
Event Based Events (EBE). Combined forms exist as Position and Event Based
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Fig. 8 Hierarchic event structure

Events (PEBE). The low-level processing performs event detection on kinematic
streams, which is usually the task that requires most of the processing power. If the
delay for event detection shall be minimal for real-time ability, every new kinematic
packet from any transmitter has to be handled immediately. If incoming streams are
processed in such a way, there is no need to care about raw data processing any
more, because we can assume that PBEs are detected and we can use these events
as triggers in detectors of EBEs. These high-level events are generated by a well-
defined set of rules like “event A followed by event B and then C generates some
other event, if event D does not occur” using deterministic finite state automata.
Figure 9 shows the corresponding automation.

Consequent aggregation of events leads to a more abstract, but also more mean-
ingful view by discarding unneeded information. The computational challenge of
generating all events needed for a football analysis system that can be used on all
related fields mentioned above is solved using a distributed event processing engine

Fig. 9 A deterministic finite state automation
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(also called event-observer) which is able to grow in processing performance lin-
early with the number of processing nodes. Event detectors running on the nodes
simple join multicast groups in a shared network and receive only subscribed events
to minimize network usage. Event detectors can even move to other nodes at runtime
realizing load balancing in the system. Event queuing is managed through dynamic
evaluation of event-timestamps and system load at runtime. Using the described
distributed environment, we are able to perform flexible, real-time event process-
ing and analysis on heavily parallel and content rich data streams by maintaining
a minimum delay at any time.

The implementation of the event-observer within the RedFIR® system deals with
two modes. First, there is the analysis of regular matches and second the evaluation
of training sequences. The latter is presented in the next section.

4.3 Standardized Performance Tests

One of the first applications showing the benefits coaches can get realizes the au-
tomatic visualization and analysis of the so called “DFB-Testbatterie”, one stan-
dardized testing method proposed by the German football association DFB. The
“DFB-Testbatterie” is a set of six exercises which offer the possibility to measure
the performance level of a youth player. It is a football specific talent diagnostic tool,
providing information for comparison of individuals or teams. Technical, motor-
driven talent attributes are measured objectively. On the basis of the individual de-
velopment level and progress, performance profiles and scores can be determined.
The testing exercises measure the ability to sprint (test 1), the agility of a player, the
ability to run and dribble through the same course (test 2 & 3) and the ability to pass
and control the ball (test 4). Also, it is measured how precise and hard a player can
shoot on the goal (test 5) and how fast a player can juggle alternately with the left
and the right foot (test 6).

Figure 10 gives an overview of the analysis system. While performing the “DFB-
Testbatterie”, transmitters are attached to players and cones defining the layout of
each test.

So the distributed event processing engine mentioned above could be easily ex-
tended to operate as the analysis system where evaluation data gathering is done
automatically between “start” and “finish” events for every test. These events are
mainly triggered by “line crossing” events from players, where the lines are de-
fined by the locations of the cones defining a test. “Finish” events generated by the
event-observer carry all information needed for the analysis of a player’s test result
that can then be saved to a database and easily accessed by a Graphical User Inter-
face (GUI) in real-time. During each test several additional test specific values for
the players (e.g. intermediate times, max. velocity, etc.) are collected as well as the
location of events like “ball contacts” if they are reasonable in the test. Character-
istic values from each player and test are compared to those of other players in the
database to rate the player’s result in his corresponding age-group (see Fig. 11).
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Fig. 10 Analysis system for the “DFB Testbatterie”

Fig. 11 Test result presented in the GUI

The accuracy and high rate of the localization data in combination with Com-
plex Event Processing leads to a reliable and easy to use system for performing the
“DFB-Testbatterie”. Instant analysis of all test results is available even with large
groups of players. Therefore this approach is superior to the method used for these
tests today concerning time effort and the number and detail of characteristic values
that can be recorded and evaluated. At the end of the day the results of tests, train-
ings or game analysis can be used to control the training and to come to the right
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decisions as coach of a team. Moreover, for the youth sector but also for established
professionals the information gathered helps athletes to develop to a higher level of
performance in a documented way.

5 Summary and Outlook

A radio-based real-time tracking system has been introduced by discussing the
whole signal processing chain: miniaturized transmitters, correlation algorithms,
Kalman filtering for line-of-sight tracking and carrier-phase aided position calcu-
lation. The application of the RedFIR® system in sports, especially in football, is
motivated. The complex event processing for online analysis during matches and
training is implemented based on a new architectural concept. Finally, a standard-
ized performance test for football players proves the suitability for use as a real-life
application for coaches.

Besides the up and running pilot installation in a big stadium, one more system
will be installed on a training ground for regular and daily use by teams and sports
scientists. Therewith, applications for commercial use of tracking data for specta-
tors, media, federations, leagues, coaches, sports science, and sports medicine will
continue to be developed gradually. They will be customized for each client and can
also be adapted for other sports like American Football or track and field athletics.

Sports itself, particularly football, will not change. However, insight, objective-
ness, the way of presentation and especially real-time support during training are
going to be lifted to a new and exciting level.
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Development of an Integration and Application
Platform for Diverse Identification
and Positioning Technologies

Sebastian Lempert and Alexander Pflaum

Abstract Diverse identification and positioning technologies like radio-frequency
identification (RFID), real-time locating systems (RTLS), and wireless sensor net-
works (WSN) are among the enablers for the Internet of Things (IoT). Although
the cost-effective integration of these enabling technologies into existing enterprise
infrastructures is very important for companies, integration aspects are ignored by
researches frequently. Even worse, the increasing diversity of identification and po-
sitioning technologies and corresponding applications leads to more expensive in-
tegration and application development processes. Up to now these technologies are
used rather separately in different applications, but it is only a question of time
before these technologies have to be used within the same application in parallel.
Furthermore it could be observed, that existing commercial middleware products
aiming at integration are focusing on passive RFID only. Hence there is a need to
functionally extend existing solutions. This contribution introduces an integration
and application platform for diverse enabling technologies for the Internet of Things
that has been derived from the requirements of real world applications. An overview
on applications of the Internet of Things is given and a selection of applications that
have been successfully implemented in research and development projects is exam-
ined in detail. The functionalities provided by the platform and the corresponding
abstract software architecture are derived from these applications.

1 Introduction and Motivation

Smart object technologies like RFID [4], RTLS [17] and WSN [8] are among impor-
tant enabling technologies for the developing Internet of Things [18,19]: In the con-
text of logistics nowadays RFID is successfully used to optimize logistical processes
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of enterprises in different industrial sectors. Besides that in logistics there is an in-
creasing usage of other enabling technologies like RTLS and WSN. For example
enterprises like DHL or Lufthansa Technik are starting to monitor selected loading
units with intelligent telematics modules during transport [3] or to locate spare parts
in widespread repair and overhaul centers with RFID [10]. Hospitals are introducing
WSN based pilot projects in order to optimize their asset management processes for
expensive medical devices and to increase transfusion safety [22]. The new possi-
bilities of these technologies enable a wide variety of completely new applications
in order to optimize processes. As depicted in Fig. 1 corresponding products differ
considerably in terms of their range of functions and capabilities [20].

Nevertheless, from an application point of view different techologies might be
eligible for the same application. But what technology will really catch on for what
application will be decided by the application and a corresponding cost-benefit anal-
ysis. Against this backdrop today it already has become apparent that these tech-
nologies will encounter each other in different contexts and that they have to work
smoothly together at the same time and at the same place. Last but not least with
every single new application to be implemented and every single new technology to
be used corresponding development and integration efforts rise. Thus the increasing
diversity of identification and positioning technologies and corresponding applica-
tions leads to more expensive application development and integration processes.

Fig. 1 Functional profile of different smart object technologies
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As a rule in existing commercial middleware solutions, aiming at the integra-tion
of smart object technologies into existing IT landscapes, at the time of writing the
support for smart object technologies is limited to passive RFID only. On the other
hand middleware solutions for smart object technologies other than RFID are still
under development and are most notably addressed in academic research, while in-
tegration aspects are frequently ignored [13]. Thus projects that involve the use of
RFID in combination with other sensory devices demand new middleware architec-
tures that fulfill additional requirements [7].

From the authors point of view an integration and application platform that
claims to cover all smart object technologies has to support all functionalities as
depicted in Fig. 1. Furthermore such a platform should be equipped with a set of ba-
sic applications that serve as a basis for efficient development of more sophisticated
applications for the Internet of Things. Hence in this contribution the following re-
search questions are examined:

• How can an integration and application platform for diverse identification and
positioning technologies be described from a functional perspective?

In order to answer this question the following subquestions are examined:

• What are the applications that significantly influence the Internet of Things?
• Which appliations should be supported by an integration and application plat-

form for diverse enabling technologies for the Internet of Things?
• What are the functional requirements that could be derived from these applica-

tions?
• How should a platform be designed that meets these functional requirements?

The rest of this contribution is organized as follows. Important terms that are used
throughout this contribution are defined in Sect. 2. A comparision between this con-
tribution and related work is given in Sect. 3. In Sect. 4 we describe our methodolog-
ical approach and illustrate how functional requirements for an integration and ap-
plication platform are derived from real world applications. In Sect. 5 this approach
is applied and an abstract software architecture for such a platform is developed.
We conclude this contribution with a summary and an outlook on prospective future
work in Sect. 6.

2 Clarification of Terms

An integration platform denotes a middleware product or a combination of middle-
ware products that aims at connecting different enterprise applications and supports
the concept of enterprise application integration [11], where “EAI is the unrestricted
sharing of data and business processes among any connected applications and data
sources in the enterprise” [16].

An integration and application platform for diverse smart object technologies
like RFID, RTLS and WSN is an integration platform, which unites these technolo-
gies with a shared technology abstraction layer, controls the interaction between
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these technologies and existing enterprise infrastructures, supports intra-corporate
and cross-company integration, and aims at reducing integration costs significantly.
Furthermore such a platform is equipped with a set of basic applications that serve
as a basis for the efficient development of more sophisticated applications for the
Internet of Things.

Objects from the real world like containers, palettes and assets in general are
called intelligent objects or smart objects if they are tagged with an enabling tech-
nology for the Internet of Things like RFID, RTLS or WSN. Smart objects come
from a number of different smart object technology areas and scientific disciplines
including embedded systems, ubiquitous and pervasive computing, mobile tele-
phony, telemetry, wireless sensor networks, mobile computing, and computer net-
working with each area making its own imprint on the technology [29].

In research there is consensus that ideal smart objects have unique identifiers
and are able to save and process information, to monitor their environment with
sensors, to interact with their environment with actors, and to communicate with
their environment wirelessly [21, 29]. From the authors point of view ideal smart
objects are also able to detect their own position in the two- or three-dimensional
space with the help of additional infrastructure.

“Today, the Internet of Things is a foundation for connecting things, sensors,
actuators, and other smart technologies, thus enabling person-to-object and object-
to-object communications” [28]. In addition to this definition from the others point
of view the Internet of Things could be understood as the continuum of smart object
based user-oriented solutions which are incorporating internet technologies.

3 State of the Art

The idea that commercial RFID middleware solutions should be further developed
to support more than RFID is considered in the concepts Intelligent Network Sensor
Infrastructure [24] and Bloor Sensory Middleware architecture [7].

Furthermore four RFID middleware solutions from the open source community
where considered when designing the proposed integration and application plat-
form: Global Sensor Networks [1] focuses on a sensor based abstraction for WSN
and partially for RFID but does not consider RTLS or the integration of these sensors
into existing infrastructures. Fosstrak [6] aims at implementing the most important
standards for RFID defined by EPCglobal, while WSN and RTLS are not addressed.
ASPIRE [25] focuses on RFID, supports WSN only partially and does not consider
RTLS. The same holds true for Rifidi Edge [26].

Middleware solutions for RTLS and WSN are still under development and are
most notably addressed in academic research, while integration aspects are fre-
quently ignored [13]. Nevertheless altough in LocON integration into existing IT
systems plays a limited role this project should be considered especially when dif-
ferent positioning and communication technologies should be supported over a com-
mon abstraction layer [2].
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4 Methodological Approach

In this section we illustrate how functional requirements for an integration and ap-
plication platform for diverse identification and positioning technologies are derived
from real world applications.

First of all a comprehensive list of applications that significantly influence the
Internet of Things is compiled from an exhaustive literature analysis. Afterwards
the applications to be considered are specified: here the objective is to define a small
set of applications that represents the Internet of Things. Thereby applications are
chosen so that all enabling technologies for the Internet of Things are considered
at least once and at least one corresponding pilot or research project exists that was
successfully completed in order to strengthen practical relevance.

Therefore available publications and documents that describe corresponding
projects are examined. Afterwards the most important functional requirements are
identified by conducting interviews with leaders or experts from the projects to be
considered. Finally based on the derived functional requirements and the current
state of the art an abstract software architecture for a flexible integration and appli-
cation platform is designed.

5 Development of an Abstract Software Architecture
for a Flexible Integration
and Application Platform of Tomorrow

In this section the previously presented methodological approach is applied in order
to develop an abstract software architecture for a flexible integration and application
platform for diverse smart object technologies.

5.1 Overview on Applications of the Internet of Things
and Selection of Applications to be examined in Detail

Applications of the Internet of Things can be found in many industries and in many
areas of life. A comprehensive list of applications that significantly influence the
Internet of Things was compiled from an exhaustive literature analysis with [4,8,17]
and [5] as starting points. Due to space limitions in the following only a short and
incomplete list of possible applications is presented. Nevertheless from the autors
point of view this list is suitable to give an impression on the complexity of this field
of research:

• Logistics: Supply chain event management, asset management, material flow
management, electronic article surveillance, container security, hazardous ma-
terials storage, cold chain monitoring etc.
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• Healthcare: Locate healthcare personnel, track the movements of patients, im-
prove throughput management, track equipment, improve patient satisfaction etc.

• Payment, ticketing and access control: Cashless payment, tickets for public trans-
port, ski passes etc.

• Manufacturing: Find products, track progress, trace parts, find tools etc.
• Building automation: Energy efficient humidity, ventilation and air control, as-

sisted living systems etc.
• Aviation: Tracking of spare parts, runway and taxiway control on airports, track-

ing of air cargo etc.

In order to keep efforts low six projects successfully conducted at Fraunhofer IIS
were chosen from the above mentioned list of applications for detailed examination
in accordance with the previously presented methodology (see Table 1):

• Aletheia: The objective of this project was to ensure supply chain integrity. Thus
the availability of the right product, in the right quantity, in the right condition, in
the right place, at the right time, for the right customer and at the right price had
to be guarenteed. Breaches of integrity like damage to products during transport
or the unauthorized opening of containers were detected with the help of WSN
and reported with the help of telematics modules [27].

• Galileo: Non-transparent and manual processes in earthworks impede the con-
trol of material flow and the documented evidence on the adherence of legal
restraints. Hence the objective was to enable sustainable planning, operation and
control of earth movements. Using satellite-aided positioning and sensors at the
excavator boom, the digging movements of an excavator shovel were captured
with high precision. These were linked to information contained in a layered
digital terrain model in order to derive the type of soil in the shovel. Furthermore
using satellite-aided positioning and sensors at the loading area, the movements
of a dumper were captured with high precision. Failures in the process of loading
and unloading were detected and reported in real-time [15].

• LocON: The objective of this project is to provide an airport ground control sys-
tem with a complete overview of the ongoing operations and facilities to com-
municate with each staff member with the help of diverse positioning and com-
munication technologies. One of the systems benefits is to predict and prevent
collisions between aircrafts and ground vehicles on taxiways [2].

• OPAL: The objectives of this project were to enable an efficient clinical asset
management and to increase transfusion safety. Expensive medical devices were
equipped with sensor nodes and could be tracked and located indoor in real-
time with room level precision. Blood bags and patients were also tagged with
sensor nodes. The cold chain of the blood bads was monitored permanently and
prior to transfusion a verification of the blood took place. Tainted or unsuitable
blood was detected and reported in real-time. The system was integrated into an
existing hospital information system [22].

• OLog-PAT: Within this project a process management system based on sensor
networks has been developed in order to improve logistical, non-medical proce-
dures in the treatment of patients in clinics and to improve the quality of care.
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Table 1 Overview on applications of the Internet of Things and corresponding enabling technolo-
gies and successfully completed projects

Application Enabling technology Project

Logistics WSN, Telematics Module Aletheia
Logistics RTLS, WSN Galileo
Aviation RTLS, WSN, RFID LocON
Healthcare WSN OPAL
Healthcare WSN OLog-PAT
Aviation RFID SMMART

Movements of staff and patients were captured with the help of sensor networks.
Residential stays, were logistically collated and controlled in order to organize
them more efficiently. Operationally relevant information about occupancies and
utilization of resources were gathered in order to increase the transparency of the
process, the coordination amongst hospital departments and, finally, to reduces
waiting times and capacity overload. The system was integrated into an existing
hospital information system [23].

• SMMART: The optimal supply of spare parts is an important factor for the avail-
ability of production resources and their cost-effective use. Therefore in this
project through the global use of RFID, a comprehensive and efficient tracking
and tracing system was developed in order to optimize spare parts management
processes for helicopter gas turbines. This information made it possible to reduce
the cost of unplanned breakdowns and the time and cost of planned servicing
and maintenance. The system was integrated into an existing enterprise resource
planning system [9].

5.2 Derivation of Functional Requirements Based on the Results
of Successfully Finished Research and Development Projects

According to the presented methodology the most important functional require-
ments were identified by conducting interviews with leaders or experts from the
projects presented in the previous section. The results of the conducted interviews
are summarized in Table 2.

5.3 Design of an Abstract Software Architecture
for a Flexible Integration and Application Platform
Based on the Derived Functional Requirements

Based on the derived functional requirements and the current state of the art an ab-
stract software architecture for a flexible integration and application platform was
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Table 2 Functional requirements of different real world applications

Functional requirement Aletheia Galileo LocON OLog-PAT OPAL SMMART

Technology abstraction � � � � � �
Filtering & enhancement of status
information

� � � � � �
Transformation of status information
into business events

� � � � � �
Event subscription & notification � � � � � �
Tracking & Tracing of tags or assets � � � � � �
Mapping between tags and assets � � � � � �
Matching between objects � � � � � �
Dashboard for events, sensor data
or KPIs

� � ı ı � �
Display tracking & tracing information
on digital maps

ı � � ı � ı
Enterprise integration (�) (�) � � � �
Database for assets, tags and events � � � � � �
Conversion between coordinate systems ı � � � � �
Conversion between units
of measurement

� ı � ı � ı
Conversion between date and
time notations

� � � � � �
Information security � (�) ı (�) � (�)
Configuration & update mechanisms
for tags

(�) ı � ı ı (�)

Decentralized in-network processing � ı ı ı � (�)

designed. The corresponding architecture is depicted in Fig. 2. Due to space limita-
tions a detailed description of the platform modules and their internal modes of op-
eration have to be omitted in this constribution. Nevertheless the interessted reader
will find the corresponding information in [14].

6 Conclusion and Future Work

We motivated that the increasing diversity of identification and positioning technolo-
gies and corresponding applications leads to more expensive integration processes
and that there is a necessity to functionally extend existing integration solutions.
Against this backdrop we investigated on how an integration and application plat-
form for diverse identification and positioning technologies can be described from
a functional perspective. To this end we described our methodological approach
and illustrated how functional requirements for such a platform are derived from
real world applications. Furthermore we applied this approach and developed an ab-
stract software architecture for such a platform. Currently we are implementing the
proposed architecture in an internal project that focuses on the optimization of our
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Fig. 2 Abstract software architecture for an integration and application platform for diverse iden-
tification and positioning technologies

asset management process for highly prized measurement and testing equipment.
First results on this future work are published in [12].
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Visual Computing at the IIS:
From Life Sciences to Industrial Applications

Thomas Wittenberg and Theobald Fuchs

1 Introduction

Since its foundation over 25 years ago, the Fraunhofer IIS has been involved in the
applied research within the field of “Visual Computing”. This field of research incor-
porates all areas of image acquisition: including different kinds of imaging physics,
various types of image sensors; image formation: describing the manipulation of
the acquired image data between the sensor and the output and 3-D-image recon-
struction; image coding and transportation: lossy and lossless coding, wire-based
and wireless transmission; image processing: image-to-image operations such as
image enhancement, panoramic image stitching, or video tracking; image analysis:
pattern recognition, object detection, classification; and image synthesis: including
computer graphics, image augmentation and modeling.

In the past years the image processing departments of the Fraunhofer IIS have
developed competences in almost all these named subareas of visual computing and
have applied their expertise to a very broad field of different applications. More
specifically, the key competences of these departments have always been the fusion
of all these image computing components as well as their interaction towards the
goal of designing and providing systems to a broad range of different image based
applications. Hence, in this contribution, an overview of the image computing activi-
ties of the Fraunhofer IIS will be provided based on examples from current applied
research throughout various application fields.

2 Scales of Image Processing Systems

As can be seen in Fig. 1, the range of image processing applications provided by
the Fraunhofer IIS in the past 25 years can be seen on various scales, namely the
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Fig. 1 Scales of image processing systems: Application scale (left), physical scale (center), and
information scale (right). The red asterisks indicate applications which will be addressed in detail
in the following contributions

application domain scale (left), the physics scale (center) defining the size of objects
to be captured and analyzed as well as the physics of the image modality applied,
and finally the information scale describing the type and amount of image data
(right).

The application scale shows that the image processing systems range from
medicine (computer assisted microscopy, computer assisted diagnosis, and com-
puter assisted surgery), over biological and agricultural applications (analysis of
seeds, roots, leaves, whole plants, . . . ) and natural scenes (images and sequences
of landscapes, cars, people, animals, faces, gestures, emotions, . . . ) to materials
(foams, wood, plastic, synthetic tissues, aluminum, cast iron, ice, . . . ) and parts
for automotive and aerospace applications such as turbine blades, break cylinders,
wheels, or motors.

Regarding this list of image analysis applications it seems natural that on the
physics side the image acquisition modalities applied range from optical devices
such as microscopes, endoscopes, web-cams, high-speed cameras, professional
movie cameras, and smart phones via ultra sound, fluorescence, multi-spectral and
thermographic sensors to X-ray and computed tomography (CT) imaging systems.
Hence, this spectrum of available and applied image modalities yields all possibil-
ities to depict objects from the sub-�m range for leukocyte cell nuclei to complete
cars and containers in the range of several meters, as e.g. hot steel rods.
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Furthermore, on the information scale the capability can be seen, what type and
amount of data must be analyzed, communicated and stored, with respect to these
named applications. The image data type starts with 2-D images (X-ray images,
digital mammograms, optical high-resolution still images) and the assembly of 2-
D-tiles and mosaics (image stitching) to temporal image sequences (2-D+t) such
as video and high-speed sequences, to volumetric (3-D) image data from CT or
laser-scanning devices and ends with the acquisition of 3-D+t image data with ap-
plications such as 3-D plant growth analysis or light field coding and usage. Hence,
in order to fulfill a certain image processing task under the side condition of very
short (production or analysis) time slots, it can be shown that the exemplarily named
systems are capable to deal with very high loads of image data up to 10 Gigabyte
per second and more.

3 Examples for Image Processing Applications

From the described plethora of possibilities regarding the application of image pro-
cessing methods in manifold application scenarios and using many different types of
image acquisition modalities, six examples shall be given to show and demonstrate
the variety of recent activities in the image computing domain of the Fraunhofer IIS
(indicated by asterisks in Fig. 1). Using the above described physical scale, ranging
between optical imaging and X-rays, these examples will be given from the domains
of the life sciences, agriculture, face and object recognition, environmental analysis
and car parts. Furthermore, an example shall be given regarding the possibilities of
offline image enhancement.

3.1 Leukocyte Analysis

In the field of optical microscopic imaging and medical image analysis, the
HemaCAM system will be described by Münzenmayer et al. [1]. This system be-
longs to the category of computer assisted microscopy (CAM) systems and has
been designed and built for the image based examination and analysis of the pe-
ripheral blood samples, being the so-called differential white blood cell count. The
HemaCAM system is based on a robotic microscope which has been enhanced
using an intelligent control software as well as a multi-stage image processing
pipeline, including automated cell detection, cell segmentation and cell sorting. The
HemaCAM system has recently been certified as a medical in vitro diagnostic de-
vice and has been in the market since fall 2010.
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3.2 Face Detection

Ruf et al. [3] describe a general image processing approach for the detection, track-
ing and classification faces, gestures and facial expression in images and image se-
quences obtained from a single web camera. The basic concept of the automatic and
robust detection of objects with in a video stream is based on the so-called Sophis-
ticated Highspeed Object Recognition Engine – SHORE, which has been designed
as a flexible environment for varying detection tasks. Benchmark results using this
approach have been obtained on both, standard and publicly available data sets of
faces.

3.3 Plant Phenotyping

Understanding plant growth and plant interaction with the environment is one as-
pect of modern agriculture. As a manual determination of morphological plant pa-
rameters is tedious, automatic acquisition methods are required. Specifically, 3-D
scanning methods such as sheet-of-light measurements is a fast approach for the to
acquisition of surface points. As an example for the domain of image processing
possibilities within agriculture, Uhrman et al. [5] introduce two measurement meth-
ods based on the sheet-of-light principle for plant phenotyping. They discuss the
required data preprocessing algorithms and finally show an example of an industrial
implementation.

3.4 Environmental CT

X-ray technology has went through a rapid evolution in the past 20 years. Even
though modern CT systems follow the same principles of physics and technology
as their precursors, the performance of today’s CT machines has improved tremen-
dously regarding spatial resolution, speed of measurement, methods of data acqui-
sition, and 3-D evaluation of huge volumetric data sets. One application example
for modern environmental CT is a system designed to acquire data from prehistoric
ice cores (Voland et al. [6]): On one hand for these measurements a spatial reso-
lution of around 12 �m or less was required, while the ice core had dimensions of
1 m length and 10 cm diameter. On the other hand, the CT system had to operate at
temperatures of constantly minus 15 ıC.

3.5 Industrial CT

One field of research within CT imaging that is particularly important relates to data
acquisition and data processing as well as automatically enhanced image evaluation
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to handle huge amount of information provided by high resolution 3-D X-ray imag-
ing. This challenge is illustrated by the contribution of Oeckl et al. [2]. Specifically,
to withstand the load inside the combustion chamber, pistons for combustion mo-
tors must meet strongest requirements in terms of material quality and dimensional
accuracy. Inspection of pistons using CT provides a 3-D characterization of defects
with a high data volume. Hence, a CT system for casting inspection is described,
covering both, hardware and software setup. One key issue within this system is the
use of reference image data for defect detection.

3.6 Image Enhancement

Finally, an example in the area of image formation and image enhancement will
be given for professional digital camera and video systems: The contribution of
Schöberl et al. [4] describes the possibilities of transferring extremely sophisticated
but complex raw image enhancement methods from mobile imaging devices such as
media production cameras or mobile phones towards offline processing resources.
This shift allows new possibilities of image formation and image enhancement, as
it opens the possibilities of applying methods with an increased need of processing
power and intermediate storage.

4 Conclusions

The imaging activities at the Fraunhofer IIS cover a wide range of electromagnetic
imaging modalities starting with infra-red light, going over visible light and soft X-
rays eventually up to high energy X-ray inspection. A large variety of applications
has been addressed in the recent 20 years, of which some of the most sophisticated
are presented in the following reports. Based on this wide experience, research and
development on the fields of medical imaging, non-destuctive testing, scientific eval-
uation, multimedia enterainment, and several others will play an important role in
the future image processing activities of the Fraunhofer IIS.
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HemaCAM® – A Computer Assisted Microscopy
System for Hematology

Christian Münzenmayer, Timo Schlarb, Dirk Steckhan, Erik Haßlmeyer,
Tobias Bergen, Stefan Aschenbrenner, Thomas Wittenberg,
Christian Weigand, and Thorsten Zerfaß

Abstract Cost and competition force modern hematology laboratories to further
automate their processes. To that respect the examination and analysis of the pe-
ripheral blood is of central importance as it is relevant to a large variety of diseases
while on the other hand financial reimbursement is low. Over the past eight years,
the HemaCAM system has been developed by the Fraunhofer IIS, which supports
the assessment of peripheral blood samples and the so-called white blood differen-
tial. Since 2010, HemaCAM has been available on the market as a certified medical
product, to be more specific as an in vitro diagnostic device. This contribution pro-
vides an overview of the key components of the HemaCAM system.

1 Introduction

1.1 Diagnostic Impact of Peripheral Blood

The assessment and diagnosis of peripheral blood is of central importance for a large
variety of common and hemic diseases such as inflammations, allergy, parasites,
sexually transmitted diseases or all forms of anemia or leukemia. For routine ex-
aminations a blood sample obtained from the veins is typically analyzed automat-
ically by hematology analysers or the use of Fluorescence Activated Cell Sorting
(FACS) [3]. Unfortunately, these automatic methods do not deliver satisfying results
in 30% to 40% of the analyses. Hence, in those cases, subsequent visual inspection
of the stained blood smear under a microscope by a trained operator is essential. In
addition, there are many cases where the clinical symptoms make a visual inspec-
tion of the morphology of blood cells inevitable and such require the microscopic
analysis.
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In preparation for visual examination under the microscope a so-called blood
smear is produced. This is obtained by placing a very small amount of blood on one
end of a microscope slide and dispersing it along its full length. The goal of this pro-
cedure is to yield a region where the cells are spaced far enough apart to be counted
and differentiated. This region is referred to as the so-called counting area. Once
the blood smear is completely air-dried, the slide is immersed in methanol for fix-
ating the smear. Finally, the slide is stained in order to visually distinguish the cells
from each other. A commonly used staining is the so-called May-Grünwald-Giemsa
(MGG) staining, also called Pappenheim staining. Such prepared blood smears are
subsequently used for cytological and hematological assessments of white (leuko-
cytes) and red (erythrocytes) blood cells and for verifying the existence of bacteria
or parasites within the blood such as nematoda or plasmodia. One of the most com-
mon examinations based on stained blood smears is the so-called white blood cell
count (WBC) or white blood differential which is done by counting the various types
of leukocytes [11].

Currently, several trends force modern clinical laboratories to further invest into
automation of their processes. First, over the last century, a tremendous central-
ization of laboratory capacities and mergers has taken place which increases market
pressure and competition. Hence, many small laboratories are bound to be integrated
into larger laboratory chains as their leading hematologists reach retirement age and
younger successors are difficult to find. This trend also leads to a specialization of
laboratories to compete and generate a unique market position. Today, the market
in Germany is dominated by only about five or six large laboratory chains and an
end of these mergers may not be reached yet. Secondly, the pressure in terms of cost
also has increased in the past years as the public health care system is cutting costs.
For example, on one side currently a white blood differential in public health care is
reimbursed with only about 0.70 EUR. On the other side, it takes a laboratory assis-
tant about 2 minutes of visual inspection, not counting sample preparation, staining
and handling. Therefore, there exists a still increasing motivation in the laboratories
to further automate manual processes and thereby increasing cost-effectiveness and
revenues.

1.2 Objective

As stated in the introduction the assessment of peripheral blood is manifold and
complex as there is a large variety of diseases and physiological states that can be
derived from examining a stained blood smear. Hence, to this end one of the most
common and important standardized examinations is the white blood differential.
To automatically obtain a WBC, the HemaCAM system has been developed in the
past eight years by the Fraunhofer IIS, and has been clinically certified in 2010 as
an in vitro diagnostic device.

Therefore, in order to reach that goal, the workflow of the HemaCAM system
starts by digitizing the relevant portion of the slide (counting area) and from that
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derives the WBC, i.e. identifying a number of between 100 and 200 leukocytes,
according to preceding clinical conditions. The quality of the selection and pre-
classification of leukocytes is expected to be so sensitive that very few cells have to
be corrected manually. Furthermore, the assessment of the red blood cell morphol-
ogy and general disease states should also be possible to be interactively annotated
in the system to further support full integration into the laboratory workflow. With
respect to these objectives the goal of image-processing based cell analysis is to pro-
vide as much automation as possible while leaving final control as well as the final
diagnostic decision to the human expert and hence enhance laboratory efficiency.

2 Methods

2.1 Hardware Components and Construction

The HemaCAM system is based on a high-quality research microscope (Carl Zeiss,
Axio Imager.Z2) with an automated height adjustable table (z-axis). It features a 7-
fold automatic and encoded objective revolver equipped with two objectives. One
objective is a Zeiss Achroplan with 10-fold magnification for fast acquisition of
overview images of the slide and localization of leukocytes. The second objective
is a Zeiss oil objective with 100-fold magnification for detailed high-quality images
of the pre-detected leukocytes. Passing a 1-fold tube adapter the optical path ends

Fig. 1 Hardware outfit of the HemaCAM system (Image courtesy of Horn Imaging GmbH, Aalen)
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on the sensor of a digital still image camera (Allied Vision Technologies, AVT Pike
F-145C, 1388 � 1038 pixel CCD-sensor). The brightfield illumination is based on
the Zeiss VIS-LED light source.

Adapted to small- and medium-sized laboratories, the system is capable to handle
up to eight slides in one run, fixated in an exchangeable frame which is inserted into
a motorized stage manufactured by Märzhäuser.

Using two degrees of freedom (x- and y-axis) of the stage and the motorized
z-drive of the microscope, the slide is positioned into the optical path of the mi-
croscope. Thereby the sample can be scanned field by field by use of the digital
camera. Sample identification can either be obtained manually by entering the cor-
responding sample identification number or using the optional bar-code reader or
optical character recognition (OCR) module for printed characters commonly used
in laboratory automation.

The whole system (as depicted in Fig. 1) is controlled by the HemaCAM soft-
ware described below running on a conventional personal computer connected to
the microscope and integrated into the laboratories IT infrastructure.

2.2 Software Components and Algorithms

2.2.1 Overview

The complete HemaCAM Suite consists of the HemaCAM software which controls
the complete microscope system and provides the main user interface as well as
a pure software client termed HemaCAM Studio allowing networked access from
a distant workplace. Scanning and reviewing of slides can thereby be done in parallel
as it fits to laboratory routine. After logging in to the system the scanning process
of up to eight samples (loaded into the slide holder frame) can be started and the
number of leukocytes to be counted can be pre-configured (in genereal 110 cells
are counted). The scanning process in itself consists of several steps such as the
detection of the counting area, the detection and segmentation of leukocytes with
the 10-fold magnification objective, and afterwards the targeted scanning of each
leukocyte with the 100-fold high magnification objective. The individual fields of
view are stored in a so-called virtual slide that can be reviewed by the user without
microscopic hardware. By means of automatic image-based feature extraction and
classification each cell is assigned to the most probable class label as a suggested
pre-classification for the laboratory assistant. Each of these steps will be described
in more detail in the following sections.

In the classification screen (see Fig. 1) the assistant is now able to review the pre-
classification results from the HemaCAM system. By an intuitive drag-and-drop
graphical user interface leukocytes can be reclassified or annotated for further re-
view. Furthermore, the configuration interface of the HemaCAM software allows
the specification of additional and special cell classes for manual assignment. Gen-
eral disease states as well as the red blood cell (RBC) morphology can also be
annotated in an intuitive and efficient way.
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Fig. 2 On the classification screen the HemaCAM system presents the cell pre-classification. By
intuitive drag-and-drop, the operator is able to reclassify cells in an efficient manner

2.2.2 Virtual Slides

So-called virtual slides allow the storage and review of digitized blood smears or
other specimen in a fully digital way with the associated advantages such as conser-
vation against aging and bleaching, simultaneous access and remote review [5]. In
a virtual slide the individual and neighborly overlapping fields of view (image tiles)
that are captured sequentially during the scanning process are organized in a rect-
angular structure according to their global coordinates from the xy-stage. Within
this data structure it is also possible to include further images from different magni-
fications, which are obtained from the 10-fold and the 100-fold objective, into one
image mosaic which can then be navigated similar to commonly available applica-
tions using mouse dragging for translation and mouse wheel rotation for zooming.

However, with the high spatial resolutions involved in microscopy the tiniest in-
accuracies of the scanning hardware will lead to visible misalignments even for
accurately calibrated systems. Exemplary measurements in our laboratory have ex-
posed a repeatability of 2.0�m and an accuracy of 10.0�m for a common hardware
setting. Visually such values will lead to significant artifacts at the border between
neighboring image tiles. Hence, image stitching or mosaicking algorithms are ap-
plied that match image structures in the borders of overlapping image tiles [8, 10].
These post-processing methods allow to compensate for these inaccuracies and pro-
vide a unified view of the slide. Steckhan and Paulus [9] also published an approach
that uses the determined positioning accuracy of the stage as boundary conditions
for a stitching algorithm based on a quadratic programming approach that is solved
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according to the Karush–Kuhn–Tucker theorem [13]. This approach allows a con-
sistent mosaicking with a median translation error down to 0.8 pixels.

2.2.3 Detection of the Counting Area

A basic prerequisite for the detection of blood cells is the reliable localization of
the counting area within the blood smear, because there the cells are predominantly
separated and hence do not interfere with each other. For this, multiple images of
a blood smear are taken at different locations of the slide and analyzed in order to
select the image corresponding to this area [7]. The analysis involves the computa-
tion of an unimodal function directly from the image content. This requires a prior
segmentation of the cells that is carried out by a binarization in the HSV color space.
Finally, the indicator function is derived as a combined measure from the number of
cells and the average cells’ surface area. Its unimodality guarantees to find a max-
imum value that corresponds to the counting area’s image index, enabling a fast
determination of the counting area on blood smears.

2.2.4 Leukocyte Segmentation

Segmentation of leukocytes is one major step in the process and various authors
have published algorithms for this task [2,4,6]. Within the HemaCAM system there
are two different steps of cell segmentation involved in the analysis process. The
first step deals with the detection of the leukocyte cells in the images taken with
the 10-fold objective and their coarse segmentation. This is necessary to locate the
position of the single leukocytes for the recording of the images with the 100-fold
magnification objective. These images and their segmentation results are used for
the successive classification step [12]. As a leukocyte cell consists of two main
parts, the nucleus and the plasma, the segmentation algorithm is able to segment
these two parts of the cell. Furthermore, the algorithm is capable to robustly separate

Fig. 3 A typical leukocyte cell (Neutrophil Granulocyte, (a)) and the visualized result of the seg-
mentation (b)
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a leukocyte from surrounding and touching erytrocytes. Figure 3 shows the result of
the segmentation of a typical leukocyte cell. A detailed description of the algorithm
can be found in [1, 15].

2.2.5 Classification

Each type of leukocyte features special characteristics that are for example based
on the shape of the cells nucleus, the size of the nucleus in respect to the whole
cell size, the texture of the plasma, the color of the plasma and the nucleus and
many more attributes. Additionally to the image data the results of the preceeding
segmentation step are used as an input for the classification algorithm of the leuko-
cytes. In the current version the considered leukocyte types are neutrophil, basophil,
and eosinophil granulocytes as well as lymphocytes, monocytes, nuclei shadows,
and large platelets.

This classification approach comprises a set of classifiers, where a separate clas-
sifier is applied for each class the system is able to classify into. The final decision
for a certain class is obtained by comparing the classification probabilities of the
different classifiers and choosing the one with the highest probability. As the set of
features that could be used for classification could be very large, for each classifier
and hence for every cell type a set of features was selected in an optimization pro-
cess before. This was done by training each classifier on a validated reference image
database and evaluating its performance on a test database, where the features that
perform best are selected in the end.

3 Certification

According to the German Medizinproduktegesetz (MPG, German law for medi-
cal devices) § 3(2) and the European Directive 98/79/EC the HemaCAM system is
considered an in vitro diagnostic device with all legal consequences. Therefore, an
appropriate certification and performance evaluation process with the required doc-
umentation had to be conducted. As the Fraunhofer IIS is a publically supported
research institute and not a medical device manufacturer, these work packages have
been conducted at the Fraunhofer IIS in cooperation together with an industrial part-
ner (Horn Imaging GmbH, Aalen) who acts as manufacturer and distributor of the
HemaCAM system. For the performance evaluation performed in close cooperation
with a specialized hematology laboratory a set of 337 blood samples containing
a total of 79 072 cells was collected. These samples were then analyzed with the
HemaCAM system and compared to the manually annotated results of the labora-
tory specialists.

There were three main topics the evaluation study focused on. The system
achieved a detection rate for the counting area of 99.41%. The detection rate for
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Table 1 Pre-classification results of the evaluation study

Cell class Sensitivity Specificity Cell class Sensitivity Specificity

Neutrophil 98.40% 98.53% Basophil 84.63% 99.71%
Lymphocyte 98.74% 96.32% Nuclei Shadow 88.09% 99.08%
Monocyte 92.67% 99.51% Large Platelet 88.09% 99.57%
Eosinophil 98.56% 99.64%

the leukocyte cells in 100-fold magnification was 99.98%. Furthermore, the pre-
classification rate for seven cell classes was evaluated, the results can be found in
Table 1.

4 Conclusion

The HemaCAM system supports hematology laboratories in the creation of white
blood differentials, minimizing workload for reviewing and counting cells. Cell-
based image documentation and an extensive training database lead to objective
and reproducible results and enhanced diagnostic quality. Since October 1st, 2010,
HemaCAM is now a certified in vitro diagnostic device and that is available on
the market and installed in several laboratories in central Europe. Feedback from
these laboratories is incorporated into new versions and stimulates future research
and development activities at Fraunhofer IIS. The most important related activities
in progress are concerned with the red blood cell morphology, an improved slide-
loading system, and the automatic analysis of bone-marrow samples for which some
preliminary results already have been published by Zerfaß et al. [14]. Thus, a variety
of new features are expected to become available in the near future.
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Face Detection with the Sophisticated
High-Speed Object Recognition Engine
(SHORE)

Tobias Ruf, Andreas Ernst, and Christian Küblbeck�

Abstract An approach enabling the detection, tracking and fine analysis (e.g. gender
and facial expression classification) of faces using a single web camera is described.
One focus of the contribution lies in the description of the concept of a framework
(the so-called Sophisticated High-speed Object Recognition Engine – SHORE), de-
signed in order to create a flexible environment for varying detection tasks. The
functionality and the setup of the framework are described, and a coarse overview
about the algorithms used for the classification tasks will be given. Benchmark re-
sults have been obtained on both, standard and publicly available face data sets.
Even though the framework has been designed for general object recognition tasks,
the focus of this contribution lies in the field of face detection and facial analysis. In
addition a demonstration application based on the described framework is given to
show analysis of still images, movies or video streams.

1 Introduction

In the past decade, several technologies enabling the detection of faces have been
developed and improved, especially with respect to its performance, error rates and
computational effort [11,17,19]. The same is valid for systems that analyze faces in
order to extract information such as duration of focus, gender, age or type of reac-
tion. Nevertheless, we believe that there are also other important features that such
technology should focus on. The usage of such software in dedicated applications
should be efficient, that developers can integrate such technologies with small ef-
fort. Furthermore it should provide capabilities for configuration which makes the
software easy to use and offers extensive configuration possibilities.

Hence, a method for fast and robust face (and object) detection and analysis
is presented, where the algorithms are embedded in a library entitled SHORE, an
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acronym for Sophisticated High-speed Object Recognition Engine. By providing
different setups, the engine can be used either for plain face detection or for more
complex tasks such as gender classification, face tracking, analysis of facial features,
or the analysis if the eyes are opened or closed.

In this contribution we describe the functionality and the capabilities of the
SHORE system and explain the design of the framework in order to support the
two side conditions mentioned above. We also describe the image processing algo-
rithms applied for face detection and present results of benchmarks on standard data
sets. Some aspects of this work already have been published in [3].

2 Functionality

The framework of SHORE supports and enables the detection, analysis and iden-
tification of various types of objects. In the past, we have mainly focused on the
automatic detection of faces however it is also possible to detect and analyze other
objects consisting of a typical structure, such as cars, hands [1] or great apes [2].

Initially, for a training phase a certain amount of annotated reference sample im-
ages is needed in order to build an adequate image model. In this context, annotated
means that in advance a certain set of specific key features or landmarks have to
be defined on the objects, and that these landmarks have to be marked manually in
each image of the reference data set. Based on these annotations, a reference object
model is computed beforehand which can then be applied to detect similar objects
in yet unseen images.

Using such a model, we have built a system that is able to rapidly detect faces
in arbitrary images and to further analyze them. Using the trained system, we are
able to detect the positions of the eyes, the nose and the mouth. Additionally, we
can recognize if the eyes and the mouth are opened or closed. Furthermore, we
have developed and trained classification models for gender recognition and the
estimation of facial expressions such as ‘happy’, ‘angry’, ‘sad’ or ‘surprised’.

3 The Framework

According to [7], software frameworks should be regarded as reusable design so-
lutions for a certain domain of applications or problems. Within our work, the pre-
sented framework of SHORE addresses the problems of object detection, object
analysis and object identification. To this end, we provide a so-called black-box
framework [14] to the user or client, who only needs to know how to configure it
and integrate it into a larger scale application. Hence, all internal details are hidden
by the framework interfaces.

Figure 1 depicts an overview with the fundamental parts of the framework includ-
ing three applications (seen on the top), making use of the framework in different
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Fig. 1 Overview with the fundamental components of the SHORE framework as an UML diagram

cases. Runtime components are located on the left and the center. The right side
shows parts employed for model training and annotation of images.

With respect to this framework our design efforts were based on the following
objectives:

• Support of the functionality (face detection and analysis) as described in the pre-
vious section,

• easy and flexible configuration and simple use,
• generic internal object representation,
• reusability and extensibility,
• loosely coupled training, and
• generic annotation support of reference image databases.

To cover the functionalities of object detection, analysis and recognition the con-
cept of an object Model has been introduced and implemented. Models in general
can be seen as an abstract representation of object characteristics, that are used for
classification tasks (see left and center bottom in Fig. 1). Three interfaces for spe-
cialized models have been introduced, which insert functionalities for the detection,
analysis and verification of the objects into the framework.

Capabilities for the configuration of the SHORE are achieved by two packages,
referred to as Engine and EngineFactory. A user can set up a new Engine by the use
of the EngineFactory and the assistance of the Lua scripting language [9].

The detection of certain objects in arbitrary images requires an internal repre-
sentation of such objects. Using a generic representation, different types of objects
(faces, eyes, hands, . . . ) can be handled with one single concept. Hence, an Object
representation refers to its type, a location and region in the image, name value pairs
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for ratings, attributes, marker points and other features. Using these class attributes,
different types of objects can be represented. As a result of the detection and anal-
ysis process the Engine returns the Content of an image consisting of all detected
and analyzed objects.

Extensibility and reusability are important issues for frameworks, these issues are
addressed in several parts of the SHORE framework. One example are the modules
in the package Engine, since new modules can easily extend the functionality.

The following sections will coarsly describe the three major use cases for the
SHORE framework, namely the image annotation, the model training and the appli-
cation of the engine.

3.1 Image Annotation

Figure 2 depicts a screen capture of the so-called ImageMarker application as a part
of the SHORE framework. The ImageMarker has been developed as a tool for flex-
ible interactive annotation of objects in images and supports the selection and delin-
eation of an object region in the image as well as the annotation of the object type.
Furthermore, predefined and named landmarks and key attributes can be annotated
for each object. The type of the objects and how these objects have to be annotated
is configured in the application settings. New object types can be added any time by
defining them in a preference file.

Using face detection as an example, a face in frontal position is annotated in
the image by selecting both eyes, the tip of the nose and both mouth corners as
landmarks. Each of these predefined markers has a key value attached, describing
the marker as e.g. ‘LeftEye’. Additionally, different attributes can furthermore be
assigned to the face. In the given example, the gender or facial expression can be
annotated using the tool, e.g. Gender = ‘Male’ or Expression = ‘Happy’. A screen-
shot of this sample annotation using the ImageMarker is provided in Fig. 2.

The output of the annotation process is an XML file containing the information
about all annotated objects in the image. The annotated image databases are then
used for training and benchmark of the object models within the SHORE framework
as shown in Fig. 1.

3.2 Training the Models

The training concept within the SHORE framework has two important properties.
First the training parts are decoupled from the remaining framework. This feature
allows to provide only the needed components at runtime to the user of the library.
Secondly, the complete training is scriptable. Lua-based [9] training scripts are used
for the training, defining both the training data and the related tasks. The SHORE
Trainer application in Fig. 1 can parse these scripts with the help of Lua [9] and
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Fig. 2 Screen capture of the ImageMarker tool with a sample annotation of a face in frontal po-
sition. As landmarks the center of the eyes, the tip of the nose and the corners of the mouth have
been marked

uses the so-called Training package to carry out the training. A typical training
script comprises the following workflow:

• select training images from the annotated reference databases,
• choose feature extractors,
• choose trainers for the classifiers,
• start training with a concrete model trainer,
• optimize the model,
• benchmark the trained model,
• save the model.

The training of classifiers requires the definition of two or more classes. Each
class for the training can be created by selecting a subset of the training images.
A concrete model trainer knows how to train a suitable model and is implemented
in the package ModelTrainer.

3.3 Using the Engine

The left side of Fig. 1 shows the usage of the framework from the viewpoint of
a client application. Essentially, the client makes use of the EngineFactory and the
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Fig. 3 An engine setup configured for a simple face detection task

Engine itself. More specific, the EngineFactory is able to create a custom tailored
Engine by parsing a Lua-based setup script defining the configuration of the engine.

Depending on the setup script, a concrete engine can conduct image enhancement
jobs as well as complex object detection and analyzing tasks. While a simple engine
is able to detect faces (objects) in the images, a more complex engine provides an
additional feature analysis as well as a facial expression or gender analysis. The
engine itself encapsulates a concatenation of different image processing modules
as shown in Fig. 3 for a configuration example. When using the engine, the image
as well as a Content instance is provided to the defined modules. Each module is
allowed to use or modify the image data and/or access the objects in the content.

A software client may use the SHORE framework in the following way: First
it provides the setup script to the EngineFactory. The factory parses the script to
create an adequate Engine and returns it back to the client application. Thereafter the
Engine is ready to process images provided by the application. For each new image
the Engine returns the Content containing all objects and information gathered by
the Engine. The client application is able to read out the content for each image and
can provide further processing steps depending on the information in the content.
When the Engine is not needed any more it is destroyed by the application.

4 The Algorithms

The algorithmic part of the SHORE consists of four parts, which make up the inte-
grated pattern classification system: preprocessing, feature extraction, classification
as well as training. A more detailed description of the algorithmic workflow is pro-
vided in [10].

As a preprocessing step a mean or box filter is applied which has turned out
to be an efficient and fast method to smooth noise artifacts. For our face detection
application no further preprocessing is needed.

As the face detection scenario should be applicable under varying illumination
conditions the features providing information about the faces should be somewhat
independent to illumination changes. Specifically so-called census features (also
known as local binary patterns) [20] are been used. These features are defined as
structure kernels of size 3 � 3 summarizing the local spatial image structure. Within
the kernel structure information is coded as binary information f0; 1g and the result-
ing binary patterns can represent oriented edges, line segments, junctions, ridges
and saddle points. Furthermore, resized versions of these features are used which
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Table 1 Comparison of selected algorithms with respect to detection rate on the CMU+MIT
dataset. All numbers are given in percent

False positives 10 31 65

This work 91.5 93.3 93.9
Viola and Jones [16] 83.2 88.4 92.0
Garcia and Delakis [8] 90.5 91.5 92.3

means that the features are not only calculated on basic 3 � 3 patterns but also on
3n � 3m multiples of these windows. Using all these features a feature pool is cre-
ated. Other features in the pool are edge orientation features which can be computed
for each feature as atan2.sx; sy/ whereas sx and sy relate to the result of the Sobel
filter applied to the respective pixel in X - and Y -direction, as described in [6]. Do-
ing so, starting from a 24 � 24 window a total of approximately 30 000 features is
obtained, building the set C of available features.

During the training phase these features are selected and weighted using the Ad-
aBoost method. By using boosting a number of weak classifiers can be combined to
form a final strong classifier. The goodness of a weak classifier is measured by its
error � on the training set. The final classifier then consists of a set of look-up tables
fhxI x 2 Cg for the features x chosen by the algorithm. Each look-up table holds
a weight for each feature value. This method is described in more detail in [4, 10].
One important advantage using the AdaBoost method is that a very fast classifier
that uses look-up tables for the classification process is obtained. The detection can
be further improved by using multiple stages as described in [10] and [16]. Fur-
ther speed improvements are made by carrying out a coarse-to-fine grid search as
explained in [6].

5 Benchmark Results

The performance of our system was tested on several image data sets. None of the
datasets that were used for benchmark are part of the training sets, all sets of data
are disjoint. We show rates for face detection, gender classification and the classifi-
cation of happy faces. The face detection rates were calculated on the CMU+MIT
(consisting of 130 images with 507 faces) and the BioID data base (consisting of
1521 images with 1522 faces1). The outcomes are shown in Fig. 4. When examin-
ing the detection rate for certain false positives we compare to competing technolo-
gies as shown in Table 1. The numbers from Viola and Delakis are picked from the
paper [15], where also other methods are compared.

The following measurements were made on images where we used pre-annotated
eye-positions. The given recognition rates are based on the optimal classification
thresholds chosen separately for each test data set.

1 In the BioID data set there is one image (number 1140) showing two faces.
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Fig. 4 ROC-curve for the two data bases BioID [5] and CMU+MIT [18]

Table 2 Assessment of computation time for different engine setups on a single core of a Intel
Core 2 Duo 6420 CPU for an image of size 384 � 286

Face detection � � � �
Eye fine search � � �
Gender classification � �
Analysis of 4 expressions �
Time [ms] 9.4 19.3 19.9 22.0

The performance of our gender classification module was tested on the BioID
data set and on the Feret fafb data set [13]. We receive a recognition rate of 94.3%
on the BioID data base and 92.4% on the FERET fafb data base.

Our happiness analyzer was evaluated on the JAFFE data base [12]. It consists
of 213 images of Japanese women with 31 annotated as happy. Here the recognition
rate is 95.3%.

In Table 2 we show the results of speed measurements on our system. The mea-
surements were carried out on an Intel Core 2 Duo 6420 CPU. Although the library
supports multi-threading we only used one core in this test. For evaluation we used
the full BioID data set containing images of size 384 � 286 and we determined the
average calculation time per image.

6 Conclusions

In this contribution we have described a modular framework (SHORE) to detect and
analyze general objects in arbitrary images, with an application to face detection.
The SHORE framework features flexibility and modularity so that the integration to
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specific tasks can be carried out efficiently. We believe that due to these properties
the system is well suited for object detection scenarios in real-time environments.

People interested in trying out the described system can download and evaluate
the demo software from http://www.iis.fraunhofer.de/en/bf/bsy/produkte/shore/. At
the moment we are involved in adding functionality as pose estimation and emotion
recognition. In addition we intend to train further classifiers for example for robust
hand detection. Furthermore the different components like feature extractors and
classifiers will probably be extended in the future.
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Improving Sheet-of-Light Based Plant
Phenotyping with Advanced 3-D Simulation

Franz Uhrmann, Lars Seifert, Oliver Scholz, Peter Schmitt, and
Günther Greiner

Abstract Understanding plant growth and analyzing plant interaction with the envi-
ronment is an important aspect in modern agronomy and biological sciences. While
measurements are often taken at field scale, current research focuses increasingly
on individual plants. As a manual determination of morphological plant parame-
ters is very time-consuming, automatic acquisition methods at high throughput are
required. Optical scanning methods provide fast acquisition of surface points. How-
ever, as plants represent geometrically complex objects, planning a proper mea-
surement setup and evaluation of the acquired data is a challenging task. This pa-
per addresses solutions for system design and data processing for the sheet-of-light
measurement method. As an example implementation a 3-D scanning system for in-
dividual plants is presented, which is amended by color images for high resolution
surface and color measurements of individual plants.

1 Introduction

In the recent years the acquisition of morphological plant parameters has been of in-
creasing importance in various disciplines of research: Breeders have to assess cul-
tivars to select the best plants for breeding in order to optimize e.g. crop yield. Due
to a high degree of breed optimization the morphological variations are very small
and thus can hardly be rated by manual inspection alone. So an automatic method
is required to determine morphological parameters objectively. Furthermore espe-
cially considering the climate change it is of importance to breed cultivars which are
resistant to drought and heat stress. In this field of research automatic phenotyping
systems are required in order to quantify the adaptiveness of plants to stress situa-
tions and to find correlations of phenotypic parameters with genomic properties.
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While previously the focus has been on measurements at field scale, the men-
tioned applications require parameter estimation of individual plants like leaf area,
number of leaves and leaf parameters like slope and inclination angle. Depending
on the specific application, the size, composition and architecture of plants can vary
significantly, both when considering different plant species as well as individuals
of a single species (for example the leaf arrangement may be steep when individu-
als suffer from heat stress). Furthermore the environmental circumstances can vary
significantly. When it is necessary to measure plants in their natural environment,
optical ascertainability can be difficult due to dense crop or tillering in late growth
stages.

In this paper we present two measurement methods based on the sheet-of-light
measurement principle for plant phenotyping, followed by a discussion of the re-
quired data preprocessing algorithms. As an example an implementation of a mea-
surement system for Arabidopsis plants is presented. Finally present limitations and
ideas for improvement like sheet-of-light simulation are discussed.

2 Related Work

The acquisition and measuring of morphological plant parameters is important in
agronomy and biological sciences in order to assess single plants or to develop struc-
tural plant models and correlate them with functional aspects of crops. An overview
of the variety of measurement methods is given in [19]. The approaches can be
divided into tactile and contactless measurements.

Taking contact measurements of individual plants is very time and labor inten-
sive, as every leaf must be touched with a test prod at various positions. Further
drawbacks are the limited applicability of tactile measurements due to interference
with the plant, low resolution and limited usefulness for small plants. Still it is com-
monly used due to standardized acquisition sequences for different plant species
and the possibility to directly derive geometric parameters from the digitized 3-D
coordinates [6, 13, 16].

In contrast to manually performed tactile methods, image-based contactless
methods provide fast automatic acquisition of the plant’s surface, generating dense
point clouds as a base for further processing. The recorded data must be interpreted
in a subsequent preprocessing step, i.e. the features of interest must be extracted
from the captured data. Especially for complex objects this still is a challenging
task, thus approaches found in literature are highly application specific. Popular
optical acquisition methods include stereoscopic, time-of-flight and sheet-of-light
methods.

Andersen [2] extracts depth values using a stereo camera setup to estimate ge-
ometric attributes like leaf area and height of wheat plants under laboratory condi-
tions. A stereo imaging system with consumer cameras has been used by Biskup [3]
to acquire 3-D point clouds from canopies, from which leaves are segmented to cal-



Improving Sheet-of-Light Based Plant Phenotyping with Advanced 3-D Simulation 249

culate spatial leaf parameters. In [1] photogrammetry is used to approximate the
bounding volume of tomato plants.

Recently time-of-flight systems have become commercially available, and due to
the ease of handling and straightforward 3-D reconstruction algorithms, this method
has also been utilized for plant measurements [9,14]. Time-of-flight sensors provide
depth information derived from the time between emittance and reflectance of light
pulses [11]. Presently, the data quality is significantly inferior to conventional meth-
ods due to its low resolution and 3-D-noise.

Another popular 3-D measuring method is sheet-of-light, where the object’s sur-
face is scanned by a laser line and the laser profile is captured by an optical camera.
With a well-designed measurement setup, a robust and fast acquisition of dense 3-D
coordinates in high resolution is possible. Thus sheet-of-light is well established for
industrial applications. In the field of agricultural engineering Seatovic [15] presents
a field system to automatically detect weed. Kaminuma [7] describes a scanning
system for Arabidopsis assessment.

3 Methodology

3.1 Sheet-of-Light Measurement

Sheet-of-light measurement is based on the triangulation principle. A laser is spread
to a line, which is projected onto an object and follows the curvature of the object’s
surface. The camera acquires the diffuse reflection of the laser line from an angle
and thus captures a single height profile of the object at the time of recording (see
Fig. 1a).

In order to scan an object’s surface, either the object or the sensor needs to be
moved. The more height profiles are recorded during the scan, the higher the reso-
lution in the direction of movement. Conventional video cameras only produce 30
frames per second, equivalent to only 30 profiles per second. There are smart cam-
eras available which were specifically designed for sheet-of-light measurements,
capable of generating in excess of 30 000 profiles per second. At these frequencies,
it is possible to scan objects at high movement speeds and still achieve a high res-
olution in the direction of movement. The lateral and height resolution depend on
the type of camera used and the measurement setup. The camera receives the light
from the intersection of the sheet-of-light’s plane with the object on its sensor’s pix-
els. Thus the sensor resolution and the camera’s field of view directly define the
resolution of any given setup.

There are two related effects that can keep a camera from detecting the laser light
reflected by the object though. The first effect is called shadowing (see Fig. 1b):
The camera can theoretically see a part of the object intersecting the sheet-of-light
plane, but another part of the object casts a shadow on this spot. Only the first in-
tersection of the sheet-of-light can be detected. A similar effect is called occlusion
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Fig. 1 Sheet-of-light measurement: (a) Measurement principle. (b) Shadowing by laser interrup-
tion by the object. (c) Camera view occlusion by the object

(see Fig. 1c): The laser light hits the object, but the point of intersection is not vis-
ible for the camera. Both effects lead to an incomplete scan of the object’s surface.
Shadowing can be reduced using more lasers illuminating the object from different
directions. For occlusion, more cameras are required to capture the laser light hitting
the object.

3.2 Simulation-Guided System Design for Complex Objects

For each specific scenario and application the measurement setup must be planned
carefully to allow optimal acquisition in high quality. Particularly as components
like smart sheet-of-light cameras are expensive it is desirable to maximize acquisi-
tion coverage with few measurement resources. As the number of possible design
choices is large and measurement setup can vary a lot when being adapted to spe-
cific applications, experimental system design by trial and error quickly becomes
very difficult and time-consuming.

For a fast and extensive exploration of possible configurations we implemented
a simulation tool where a virtual measurement system can be set up from an arbitrary
number of cameras, lasers and objects. The physical parameters for each camera
(e.g. sensor resolution, optical field-of-view, position and view direction) and laser
(e.g. intensity, fan angle and position) can be modified interactively. Objects can be
imported as polygon mesh files (e.g. from CAD models) and arbitrarily placed and
moved in the virtual scene.

After a system has been designed a virtual data acquisition can be performed. Ef-
fects like occlusion and shadowing become apparent immediately and the designer
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may change individual system parameters and receives feedback quickly. This can
be used as a basis for further quality measurements. The simulated data can also
be analyzed with respect to different quality criteria like the coverage of the object
or measurement resolution on the object’s surface. Figure 4 shows the visualiza-
tion of the simulation result with a Sorghum plant as an example for complex plant
measuring.

3.3 Scan Data Processing

After acquisition the scan data are being processed by subsequent processing steps
in order to compute morphological plant features:

1. Transformation to 3-D space: Each acquired range image point pi D .i; j; d /T

at pixel position .i; j / with depth value d can be transformed to a world coor-
dinate wi D .x; y; z/T by applying a transformation M : pw D M � pi . The pa-
rameters of M can be estimated with a known set of image points and their cor-
responding world coordinates [10]. These point correspondences are obtained
from a scan of a calibration target with defined geometry. The calibration must
be performed for each sheet-of-light sensor in order to transform measured data
to a common coordinate system.

2. Sensor fusion and surface reconstruction: In this processing step a single sur-
face representation in terms of a polygon mesh is generated from each sensor’s
transformed world point set. Surface reconstruction from an unstructured point
cloud is an active research topic of computer graphics, so many different ap-
proaches can be found in literature [4, 5, 8, 17, 20].
For a sheet-of-light system where all lasers have a similar orientation, a direct
fusion on the range images is possible. Therefore the range data of each sen-
sor i is transformed to the image space of an assigned reference sensor M0:
p0

i D M �1
0 �Mi �pi . As the transformed images share the same image space, oc-

cluded areas can be reduced and the range values can be combined by averaging.
Thereafter a surface reconstruction of the combined range image can be gener-
ated by creating two adjacent triangles for a neighborhood of four range image
points. At the object border points may appear close in the range image while be-
ing distant in world coordinates resulting in wrongly elongated triangles. A sim-
ple method to remove those triangles is to determine the average scan resolu-
tion either analytically (if the physical parameters of the measurement setup are
known) or experimentically and discard edges that are significantly longer.

3. Color mapping: In order to add color to the scanned 3-D surfaces, the scan
system is extended by standard industrial full frame color cameras. We apply
a standard calibration method in order to project points in the common world
coordinate into every camera’s sensor pixel coordinate system [18]. If the point
was inside the field of view, the RGB data suggests a color for the world point.

4. Plant segmentation: In the segmentation step background vertices are removed
from the reconstructed mesh so that only the surface of the plant remains. The
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segmentation is based on the color value of each vertex. As suggested in [12],
the RGB-triplet is transformed into channel I , which represents the ‘greenness’
of each vertex: I D 0:5G�0:25R�0:25B . Vertices below a manual determined
greenness value are considered as soil and are removed from the mesh.

5. Feature calculation: With the resulting mesh representing a single plant the cal-
culation of simple geometric features as leaf area or minimal bounding sphere is
straightforward. For the computation of more complex parameters further pro-
cessing steps like decomposition into single leaves have to be applied to the
plant mesh.

4 Implementation of a Scanner for Arabidopsis Assessment

4.1 System Description

The scanner presented is used for the growth evaluation of Arabidopsis plants. Ara-
bidopsis is a small plant and member of the mustard (Brassicaceae) family. In the
year 2000 the entire genome has been sequenced. The life cycle from germination
to mature seed is about 6 weeks and the plant is easily cultivated in restricted space.
Therefore Arabidopsis is one of the model organisms used for studying plant biol-
ogy.

Fig. 2 (a) Photo of the implemented scanner for Arabidopsis plants. (b) Schematic measurement
setup
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The Arabidopsis plant scanner is shown in Fig. 2a. A tray of for example 4 � 5
plants can be measured in a single measurement run. During a scan, which takes
about 90 seconds, the tray is linearly moved under the sheet-of-light and color sen-
sors. To reduce the size of the plant scanner, the measurements of shape and color are
separated. First, the shape of the plants is acquired by the sheet-of-light sensor (see
Sect. 3). During the return to the starting point, the color measurement takes place
and the measured height data is processed in parallel. The plant scanner has a lateral
resolution of 0.1 mm. We use a 10 mW class 2 line laser. The system has a safety
circuit in a closed housing and the laser can only be turned on with the door closed.
The plant scanner can be controlled via a touch screen mounted on the front panel.

4.2 Measurement Precision and Reproducibility

To determine the measurement precision, we use a sheet of green cardboard as a ref-
erence. The cardboard reference has an area of 400˙16 mm2. This reference area is
measured under different angles to simulate the different arrangement of the leaves.
The result is shown in Fig. 3a. The measured mean area value is 396.1 mm2 with
a standard deviation of about 6.8 mm2. In addition to the errors due to a limited res-
olution, segmentation errors at the edges of the measured area are the main reason
for deviations.

The uncertainty rises with increasing angle. This is because of the higher influ-
ence of segmentation errors on the area calculation. Furthermore the intensity of the
diffuse reflection decreases with higher angles. This can result in local measurement
failure.

A repeatability measurement of twenty plants in one tray is shown in Fig. 3b.
Each tray is consecutively measured ten times. The standard deviation relative to
the measured leaf area is below 2%.
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Fig. 3 Measurement results: (a) Measured area of a reference cardboard at different angles.
(b) Measured area of 20 plants for 10 consecutive scans
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Fig. 4 Coverage analysis for a Sorghum plant. Left: A geometric plant model used as input for
the simulation. Center: A sheet-of-light camera and laser is virtually placed and moved vertically
in order to scan the plant’s surface. Scanned surfaces are marked red. Right: Visualization of the
coverage when four camera-laser-pairs at different positions are used

4.3 Plant Assessment

It is possible to perform scans of the same plants at multiple points of time. A sepa-
rate software has been implemented to evaluate the plant evolution, i.e. to track the
development of the obtained features over time. Figure 5 shows graphs for the leaf
area of two individual plants. For plant 1 the leaf area increases continuously during
growth as expected. At day 11 the sample has been treated with heat stress, which
induces the plants to a steep leaf arrangement. This can be seen in Fig. 6 (top row),
where color images of the plant at different points of times are presented: At day 11
the plant’s rosette radius seems to decrease in the 2-D projection. However, the leaf
area calculated from the 3-D scanner data increases as expected.
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Fig. 6 Color images of plant 1 (top) and plant 2 (bottom) shown in Fig. 5 at the specified days

For plant 2 the increment of leaf area per day is similar but the absolute value
is about 50 mm2 higher as for plant 1, which indicates an earlier germination date.
A remarkable decline of the leaf area can be seen from day 11 to day 12. The reason
for this incorrect effect becomes evident when inspecting the color images of the
plant (Fig. 6, bottom row): Due to the heat stress the plant arranges the leaves that
the rightmost leaf completely occludes another leaf. The occluded leaf cannot be
acquired by the sheet-of-light sensor, thus it will not be considered for the calcula-
tion of the total leaf area. It is evident, that the occlusion effect due to overlapping
leaves increases in later growth stages or if the architecture of the inspected plant
species is more complex.

5 Conclusion and Future Work

The sheet-of-light method is well suited for the 3-D acquisition of plants and the
automatic and accurate determination of morphological plant features. However,
shadowing and occlusion lead to missing areas in the acquired data, so the require-
ments for a particular type of research (e.g. plant type, plant age range, etc.) must
be carefully analyzed to design a good measurement setup. Even for cases with low
complexity in the plant architecture, effects like overlapping leaves lead to errors in
the calculated features.

In the next step a model-based approach will be implemented to supplement the
acquired data realistically using a-priori knowledge of the inspected leaf shape and
plant architecture. The model representation of the leaf must be flexible to allow
adaption to a wide variety of applications. Additionally the geometric plant model
can also be utilized in the simulation tool to simulate measurement situations even
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more realistically. Interpreting the model parameters derived from a particular scan
as additional plant features extends the feature set significantly, which may also lead
to much better detectability of stress, diseases, or other deviations from the norm.
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A CT System for the Analysis
of Prehistoric Ice Cores

Virginia Voland, Johannes Freitag, Norman Uhlmann, and Randolf Hanke

Abstract The task was to measure ice cores with a diameter of 10 cm and a length
of 1 m that were drilled out of Arctic and Antarctic glaciers down to 3000 m depth.
By means of computed tomography (CT), pieces of 1 m length are measured and
three-dimensional volume data with high spatial resolution are reconstructed. Com-
plex image processing algorithms are applied to analyze the volume regarding its
mean porosity as a function of depth, its total mean porosity and the volumetric
distribution of the pores. Since high image quality is required to achieve precise
results, a vast amount of data is acquired. The geometry of the samples increases
the requirements for the X-ray components. Furthermore measurements have to be
made in an environment of �15 ıC.

1 Introduction

The polar areas covered by ice are measured by a radar system that is on board
the European satellite Cryosat-2. Reliable information about ice thicknesses, how-
ever, can only be obtained by setting those data in relation with information about
the porosity of the ice. Geologists obtain cylindrical drill cores with a diameter of
10 cm and a length of up to 3000 m from glaciers in polar areas like the Arctic, the
Antarctic or Greenland. Cores of 1 m length have to be measured, reconstructed and
analyzed in full size. Here information about inner structures is necessary to ana-
lyze the porosity of the cores. X-ray Computed Tomography (CT) is the method of
choice.

For a meaningful image analysis one has to distinguish between several types of
ice and several objectives: firn occurs in depths down to 100 m and is characterised
by connected air structures within the core. Porous ice is obtained from depths down
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to 3000 m. Additionally, the transition from firn to porous ice and the occurrence of
dust or volcanic ashes in certain layers are a matter of research.

These two different types of ice result in different tasks for the X-ray system. In
the case of firn, where connected air structures predominate, single pores cannot be
segmented and analyzed. A mean porosity per slice is calculated as a function over
the length of the core. Variances of the porosity or the presence of crust allow for
the determination of the occurrence of melting and freezing processes or of storms.
The depth of the ice where these effects occur gives a hint on the age of the ice and
hence on the period of time when climatic changes occurred.

The porous ice in contrast contains separated pores of air and gases. Their num-
ber and shape is a characteristic of the different ice layers. Therefore, not only
a mean porosity per slice can be analyzed since a characterization of the number,
shape and volume of the pores and their volumetric distribution contains much more
information. Depending on the original depth of the ice core, several 10 000 pores
can occur in segments of 1 cm height. Those pores can haven an extremely small
diameter of far below 1�m. Hence, it is desirable to increase spatial resolution in
imaging in order to enable the detection and characterization of pores with a size
of a few micrometers for the improvement of accuracy. A 3-D imaging system is
required that achieves a low spatial resolution of a few micrometers and that at the
same time is able to measure, reconstruct and analyze volumetric information of the
entire drill core.

2 System Setup

CT, in contrast to conventional X-ray radioscopy, allows for the reconstruction of
volumetric information throughout the specimen, by acquiring projective images of
the object from various directions. The image quality and hence the amount of in-
formation increases with an increasing number of 2-D projections. While in medical
CT the X-ray components rotate around the human body, in industrial applications
usually the object is rotated while the X-ray components are not moving, because of
this setup is less complex and allows for a higher precision. The firn cores are mea-
sured by means of Helical CT [3] which additionally to rotating the object applies
a vertical feed. This allows for a continuous acquisition of large cylindrical objects
and at the same time reduces artifacts caused by trans-versal penetration. In this
application only a low spatial resolution of at least 100�m voxel size is required
which leads to comparably short scanning and reconstruction times. The low spatial
resolution also leads to less than 20 GB of volume data and hence a faster analysis
in comparison to the highly resolved scans of porous ice.

For an adequate analysis of the porous ice cores, a high spatial resolution is es-
sential. Scans of down to 12.5�m voxel size can be realized within the full diameter
of the drill cores. The inner 28 mm of the cores can even be scanned with a voxel
size of lower than 4�m. The high spatial resolution in combination with the huge
sample size results in various challenges: 9 TB of projection images and 2 TB of
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reconstructed volume data arise with each scan and have to be handled during re-
construction and analysis. Long scanning times of up to two weeks increase the
requirements on the stability and robustness of the system. At the same time, in-
stabilities in the X-ray intensity, the detector’s electronics or the software must not
be the cause for a complete failure of the measurement. Continuable measurement
procedures that cope with slight irregularities during the measurement are indis-
pensible. Highly magnified projections of huge objects result in images that don’t
contain any information about primary intensity I0 which causes reconstruction ar-
tifacts. Last but not least, the X-ray detector has to be robust enough for a 24=7
radiation exposure. Since for the analysis of inclusions pure qualitative measure-
ments quickly reach their limits, additional quantitative physical infor-mation such
as density � or atomic number Z will be determined by dual-energy measurement
procedures (2X-CT, [1]). Those quantitative data allow for the detailed analysis of
sedimentations i.e. if dust or volcanic ashes are present. To obtain these data, two
CT data sets are necessary: one acquired with an X-ray spec-trum of low energy and
one acquired with an X-ray spectrum of high energy.

In order to cope with the aforementioned requirements, a choice has to be made
of the X-ray components to be used. Stability of the radiation intensity is required
over a long period of time and the detector has to be radiation hard due to exten-
sive measurement times. The realization of a Helical CT requires not only a stan-
dard system of mechanical axes, in particular the rotational axis for the object, but
also requires a translational vertical object axis in order to realize the vertical feed.
The supplementary manipulative device increases the measurement’s uncertainty.
Hence, high precision of the manipulation system is required in all degrees of free-
dom. Spatial resolution with cone beam imaging is limited by the geometric blurring
which on its part is influenced by the X-ray components. The magnification is de-
fined by

M D FDD

FOD
; (1)

whereby FDD denotes the focus-detector-distance and FOD denotes the focus-
object-distance. Hence, with an increasing FDD, also the geometric blurring in-
creases as it is defined by

Ug D .M � 1/ � dF ; (2)

with focal spot size dF.
As illustrated in Fig. 1, in high-magnification applications a small size of the

focal spot is essential for image quality. At the same time an increasing FDD not
only increases the geometric blurring but also reduces the solid angle covered by
the detector. Consequently, the FDD is preferably reduced as much as possible, in
order to use a maximum part of the X-ray flux. Finally, it is evident that with a small
FDD, the FOD also has to be as small as possible in turn, in order to realize highest
magnifications. Shortest distances between the ice core and the X-ray tube therefore
have to be realized and an X-ray detector with a small effective pixel pitch is needed.

The following components were chosen: a 225 kV microfocus X-ray tube with an
exchangeable transmission and directional tube head. Focal spot sizes are specified
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Fig. 1 The geometric blurring increases with both, increasing focal spot size and increasing mag-
nification. Hence, for highly magnifying applications, a small focal spot size is essential in order
to minimize the geometric blurring

as 5�m with reflection target and 1�m with transmission target, respectively. The
transmission target also allows for smaller FOD since the X-ray target is identical
with the tube’s exit window. On the other hand, a higher focusing of the electron
beam allows for less power to be applied due to the generation of heat. In both cases
pre-filters which are made of aluminum or copper are used where applicable.

The radiation imaging detector is a Fraunhofer IIS X-Eye 4020 with an active
area of 40 cm by 20 cm and a pixel pitch of 50�m. The resulting image size is 8000
by 4000 pixels. Due to the large active area, no horizontal displacement is necessary
to cover the ice core in its full diameter. A small image lag below 0.1% and an
external trigger mode enables fast scans.

Additionally an accurate manipulation system with a vertical wobble of 0.8�m
along 1 m traverse path allows for a high-precision alignment of the system.

3 Methods

3.1 Helical CT

In order to cover the drill core in its full length, it is inspected by Helical CT [3].
In contrast to conventional CT the Helical CT uses a vertical feed while sim-
ultaneously rotating the object. Thereby, Feldkamp artifacts that are caused by
transversal penetration of the object near the outer borders of the X-ray cone beam
are avoided. The focal spot and the horizontal center row of the X-ray detector span
the central plane of the CT system.

Only those parts of the object that are penetrated by the X-ray beam parallel
to the central plane can be reconstructed without Feldkamp-type artifacts. Since
standard 3-D-CT systems work with cone beam geometry, this part only consists
of the intersection of the object with the central plane itself. A vertical feed of the
object ensures artifact reduced information about the object in more than only one
reconstructed slice. Limited by the mechanics only, objects of theoretically arbitrary
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Fig. 2 Principle of a Helical CT setup: The X-ray tube (1) emits a cone shaped X-ray beam (2) and
the specimen (3) is projected onto the radiation imaging detector plane (4). Volumetric information
is obtained by rotating the object. A vertical feed of the object reduces Feldkamp-type artifacts by
displaying each part of the object in the central plane at least in one projection

length can be scanned with this method. In this case, the Helical CT is used to scan
the entire core in one single scan.

For a precise determination of the pores’ volume distribution in the case of porous
ice, a high spatial resolution is indispensable. Reconstructing the core in slices of
8000 by 8000 voxels leads to a geometric resolution of 12.5�m voxel size. This
resolution is only sufficient for a reliable detection of pores with a diameter of ap-
prox. 25�m, which is not satisfactory. The following methods are used to achieve
higher spatial resolution.

3.2 Truncated Data and Multi-Scan Procedures

The inner 28 mm of the ice core can be displayed on the detector in the maximum
resolution of 3.5�m voxel size with a magnification of factor 14. However, the
unattenuated X-ray intensity is needed for reconstruction but not contained in the
projection data since the object covers the entire detector plane. A multi-scan pro-
cedure records images of the object in various magnifications and reconstructs the
inner part of the ice core with a high spatial resolution. Between every single mea-
surement, magnification is reduced by a factor of 2, until the object can be displayed
on the detector in its full width. The whole diameter of the object can only be dis-
played with a low spatial resolution and is used as additional information for the
back projection algorithm to improve quality.

Two options for the high resolution reconstruction multiscan procedure or multi-
resolution analysis region-of-interest (MRA-ROI) CT [2] can be chosen which
mainly differ in the way of using the rougher scans as additional information. In
comparison to a conventional CT scan, the amount of projection data is enhanced
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Fig. 3 Schematic view from the top on the series of scans of the multiscan procedure or MRA ROI
CT. Magnification is reduced by a factor of 2 until the object can be displayed in its full diameter
plus some background intensity

by a factor n, where n is the number of measurements used for this procedure. Fig-
ure 3 shows a schematic view of the measurement principle, where n D 3.

As an alternative to multi-scan methods, a single scan procedure can be used
that is based on truncated data. A-priori assumptions about the geometry of the ob-
ject help to reduce artifacts. The maximum penetration length is used as a-priori
information. This method originally has been developed for the artifact reduced
reconstruction of cylindrical objects (which ice cores are). Tests have shown that
the method also works for objects with a different shape, e.g. cubic objects. In
this case, the amount of measurement data is enhanced by a constant factor 3. Fi-
nally there is the option of a gradient reconstruction method (a so-called lambda
reconstruction) which exclusively reconstructs the bounding surfaces between air
and ice. For this procedure, the amount of measurement data does not increase in
comparison to a conventional 3-D CT scan but it is very sensitive towards image
noise.

3.3 I0-Monitor

In the case of multi-scan data acquisition as well as with truncated data reconstruc-
tion information about the primary intensity I0 is not contained in all projections.
This is usually coped by using a fixed value for I0 during reconstruction which
works well as long as the radiation intensity is stable. As soon as the dose changes
during the measurement, ray sums and attenuation coefficients are set into a wrong
relation and artifacts occur. Hence, an external single-pixel radiation sensor, the I0-
monitor, is used to measure the primary intensity. This sensor detects radiation and
converts it into grey values via a calibration with respect to the behavior of the flat
panel detector. Changes of the mean grey values in the detector image over the time
can be traced back to their origin: either a change of penetration length has occurred
or the X-ray dose itself has not been stable which is noticed by the I0-monitor im-
mediately.
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Combining the methods described above allows for the inner 28 mm of the object
to be scanned with a resulting voxel size of 3.5�m.

3.4 Dual Energy CT

In order to characterize inclusions within the ice, a dual energy method is applied.
The objective is to obtain quantitative information about the materials present in the
drill core. For this purpose the sample is scanned twice: once with a low energetic
spectrum and once with a high energetic spectrum. The attenuation coefficients �1

at the lower and �2 at the higher energetic spectrum respectively, are known. By
means of a base transform�

�1.�;Z/

�2.�;Z/

�
!

�
�.�1; �2/

Z.�1; �2/

�
(3)

the density � of the materials and the kind of material itself, i.e. the effective atomic
number Z are obtained. This method is especially useful for materials that do not
show a high contrast in radioscopy with respect to water.

4 Measurement Conditions

Since the ice cores are stored at a temperature of �15 ıC, this is also supposed to be
the ideal environmental temperature for the CT measurements. There are two possi-
bilities to do so: both the ice cores are scanned within and together with a freezing
apparatus or the entire CT system is installed in a climatic cooling chamber. The
latter possibility is adequate for achieving precise results since apart from the ice
no additional and possibly disturbing materials are situated within the X-ray beam
that could cause scattering or beam hardening. On the other hand, cooling down
the X-ray components leads to problems that are not common in conventional CT
systems. Oil used in the system may change its viscosity at lower temperatures and
cables may crack. To avoid unpredictable behaviour of the X-ray components at
such low temperatures, the X-ray tube and the X-ray detector are situated within
a climatic shielding. In contrast to a conventional CT system where X-ray tubes are
often equipped with a cooling circuit, this shielding has an integrated heating that
is supposed to keep a constant temperature higher than �15 ıC. The shielding itself
causes beam hardening to some extend that has to be corrected.

A further challenging task is the fact that the imaging geometry causes a vast
amount of image data even in a binned detector mode. During a complete Helical CT
scan several 10 000 projections are acquired which cause a disk space requirement
of several TB. Additional TB of required disk space arises during reconstruction.
The acquisition of such an amount of projection data needs some time, especially
if a high image quality is desired. A robust and extremely stable measurement and
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Fig. 4 Reconstructed slices of porous ice (a) and firn (b). The single pores can be segmented while
in the case of firn a mean porosity per slice is calculated

reconstruction system is hence needed. The X-ray tube must be able to produce
a constant dose over a period of days, at the same time the imaging behaviour of the
detector must not change. In the case of an unexpected failure of any kind it is not
acceptable to repeat the entire measurement, but the projection data acquired so far
has to be stored and used for a continuation of the measurement. This also applies
to a complete system breakdown.

Finally a long measurement time per scan leads to a constant radiation exposure
of the detector. Conventional industrial X-ray detectors are constructed for a usage
of approximately 8 hours per day and would suffer from damages in their electronics
soon under continuous operation. The X-Eye detector is constructed hard against
radiation by an additional shielding that protects the electronics. Today it is still in
use without any degradation of image quality after 1.5 years of frequent exposure.

5 Results

At first the I0-monitor was calibrated with respect to the X-Eye detector’s output
signal and compared with the detector’s mean grey value. The monitor’s output was
recorded with time. A comparison to the grey values measured with the X-Eye de-
tector has shown a fair correlation of both datasets. Figure 5 shows the detector grey
value and intensity measured with the I0-monitor simultaneously. The X-ray current
has been modified in regular intervals in order to generate varieties of resulting dose
and grey values.

During the last 18 months the CT system was in constant use and a consider-
able number of measurements were made. Firn cores and cores of porous ice were
scanned, reconstructed and analyzed. Some of the results can be seen in Fig. 6. The
firn core was obtained from a depth of 35 m, the porous ice core is from a depth of
159 m. Structural differences between the firn and the snow are clearly visible.

A truncated data measurement of a porous ice core shows the reduction of the
artifacts usually caused by ROI measurements. The data set used in Fig. 7 was ac-
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Fig. 5 Comparison of grey- and intensity values. The tube current has been changed in regular
intervals in order to change the dose

Fig. 6 Reconstructed volumes of porous ice (a), firn (b) and superficial snow (c). Distinct pores
can be seen clearly in the porous ice. Connected air and ice structures in the firn sample are the
reason for the compact character of the firn in contrast to fluffy snow, which consists of separable
snow flakes

quired without any information about the primary intensity in any of the projective
images.

It was reconstructed twice: at first with a conventional ROI-CT procedure and
afterwards with the artifact reducing truncated data procedure. As can be seen in
the grey value profile, the irregular increase at the outer parts of the reconstruction
region is completely eliminated. A homogeneous grey value level throughout the
entire slice can be noticed.

One of the main applications of this CT system is the analysis of the porosity
of firn cores. As an example a firn core with a diameter of 100 mm comparable to
the sample of Fig. 6b was scanned over a length of 400 mm with a voxel size of
100�m. The result of the analysis is shown in Fig. 8. As can be seen, the mean
porosity per slice oscillates between 28% and 32% which is the natural fluctuation.
Three abnormalities show a significantly lower porosity which can be explained by



268 Virginia Voland et al.

Fig. 7 Grey value profiles of two reconstructed porous ice volumes. The red line shows a profile
of a data set reconstructed by a conventional ROI-CT procedure, the blue line is a profile of the
same data set reconstructed by the truncated data method. The well known artifacts especially at
the outer part of the reconstruction region are considerably reduced

Fig. 8 Mean porosity per slice of a firn core. Besides the slight overall variances of the porosity
three abnormalities can be recognized that are caused by crusts. Those crusts can be caused by
a melting and freezing process or by wind-blown dispersals
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the existence of denser crusts in the core. Those crusts occur in irregular time lags
and are either caused by a melting and freezing process or by storms. The effect
occurs over a height of between 5 and 10 slices in the volume which corresponds to
a thickness of the crust of about 0.5 mm to 1 mm.

6 Outlook

The reconstruction and analysis of porous ice and firn have been the main applica-
tion of the presented CT system so far. Nevertheless further objectives have become
a matter of research recently.

The formation of sea ice influences the gas exchange between sea water and
atmosphere. It is a matter of debate how the degasification process of saline water
and its contribution to the global budget of carbon dioxide in the atmosphere is
controlled by sea ice. The freezing process of saline water differs from the pure
consolidation of fresh water. Due to the high saline concentration, the congelation
point of sea water falls below zero. The entire congelation process is accompanied
by gas emissions from oversaturated water to the atmosphere which leads us to
a multiphase system with three different phases. Figure 9 shows a CT slice of sea
ice, where these three phases are clearly visible due two different grey values. In
order to make conclusions about the congelation and degasification process of saline
water, information about the temporal evolution of ice and brine structure during
the freezing process is needed. This information must be brought into relation to
the temperature over the height of the respective specimen. For the analysis of the
mentioned dynamic processes it is planned to further the cooperation with the AWI
to develop new measurement and reconstruction methods and algorithms. These
developments will enable us to perform the evaluation of a wide range of dynamic
processes not only ice but also i.e. crack propagation in tensile specimen.

Fig. 9 Slice image of sea ice during the formation process. Dark regions are caused by gas, the
typical lamellar structures are caused by sea ice and the brighter regions show fluid brine
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Process Integrated Inspection of Motor Pistons
Using Computerized Tomography

Steven Oeckl, Roland Gruber, Werner Schön, Markus Eberhorn,
Ingo Bauscher, Thomas Wenzel, and Randolf Hanke

Abstract Pistons for combustion motors must meet strongest requirements in terms
of material quality and dimensional accuracy to withstand the load inside the com-
bustion chamber. The process integrated inspection of pistons using ultrasonic, eddy
current and radiography is therefore state of the art. One drawback of all these meth-
ods is the lack of precise defect localisation which results in false rejects. Computer-
ized Tomography (CT) provides a three dimensional characterization of defects and
overcomes the above mentioned disadvantage but is established only for sample
testing in laboratory. In this contribution we present the realisation of a CT system
for process integrated casting inspection by means of combustion motor pistons. We
cover the hardware setup as well as the software setup and focus on the reference
data comparison which is the key method for process integrated defect detection.

1 Introduction

Pressure above 2000 bar and a temperature above 2700 degree Celsius are the loads
a combustion motor piston has to withstand inside the combustion chamber of an
engine. Therefore a combustion piston has to meet strongest requirements concern-
ing material quality and dimensional accuracy. To ensure these requirements several
non-destructive testing methods such as ultrasonic, eddy current and radiography are
used for process integrated quality control [1]. Disadvantages of all these methods
are the lack of precise defect localisation and the difficulties in dimensional feature
extraction. Computerized Tomography (CT) provides a three dimensional descrip-
tion of an object and overcomes therefore the above mentioned drawbacks. But CT
is an established non-destructive testing method only for sample testing in labora-
tory, not for process integrated quality control.
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In this contribution we present the main aspects of realising a process integrated
CT system for casting inspection by means of combustion motor pistons. The real-
isation of the system was a joint project with the company MAHLE [2], one of the
world’s greatest manufacturer of combustion motor pistons. The pistons inspected
in the project were rough-machined aluminium pistons for diesel motors having
a maximum diameter of 10 centimetres. For stability reasons a diesel motor piston
consists of an iron ring insert. A cooling gallery providing oil circulation inside the
piston is used for heat dissipation. The aim of the project was the inspection of pis-
tons concerning voids in the aluminium part and the measurement of the cooling
gallery position within 30 seconds.

Following this introduction we provide a short description of the used hardware
setup of the realised CT system in section two. The software setup of the CT system
divided into reconstruction, cooling gallery analysis, and defect detection is content
of the third section. Subsequently the results we achieved during the project and
the performance of the system are presented in section four. We end the paper with
a conclusion in section five.

2 Hardware Setup

In order to generate enough light in very short time for a sufficient signal to noise
ratio in each measured projection we choose a high power tube which can be driven
using 225 kV, 8 mA, and a focal spot size of 1 mm.

To speed up the data acquisition we perform a continuous rotation of the object
axis instead of the classical stop and go measurement commonly used in industrial
CT systems. The continuous rotation allows a fast scanning of the piston but yields
motion artefact in the projection data if the exposure time is not short enough. To
avoid these motion artefacts we use the Fraunhofer X-Eye detector due to its ability
to deal with arbitrarily short exposure times.

Fig. 1 Image of an aluminium piston with iron ring insert for diesel motors
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Fig. 2 Realised CT system for process integrated piston inspection within 30 seconds

Further reasons for using the Fraunhofer X-Eye detector are the advantageous
image lag behaviour compared to other plat panel detectors and the resistance con-
cerning the applied exposure rate. These aspects are of particular importance espe-
cially for a process integrated CT system where projections have to be measured
continuously and permanently. More details on predestined features of the Fraun-
hofer X-Eye detector for process integrated CT can be found in [3].

3 Software Setup

Besides the hardware setup also the software of a process integrated CT system has
to meet other requirements than a CT system in laboratory, especially the algorithms
for automatic defect detection. We divide the software into three modules, i.e. re-
construction algorithm, cooling gallery analysis, and defect detection. The two first
mentioned modules are covered only shortly and are referred to the corresponding
literature, whereas the reference data comparison as the key component of defect
detection is explained in detail.

3.1 Reconstruction

Since we use a circular scanning geometry and rely on a fast implementation of the
reconstruction algorithm we make us of the well known Feldkamp back projection
algorithm [4]. The algorithm is processed on a distributed computing environment to
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ensure a CT reconstruction within the required cycle time of 30 seconds. To reduce
artefacts caused by the iron ring insert we apply the Iterative Artefact Reduction
(IAR) as presented in [5].

3.2 Cooling Gallery Analysis

The minimum radial distance between cooling gallery and piston crown and the
minimum axial distance between cooling gallery and piston skirt is defined as de-
picted in Fig. 3. Calculating these measures for every cross section of the piston that
contains the central principal axis of inertia of the smallest cylinder that covers the
piston yields a characterization of the cooling gallery position.

CT provides a complete three dimensional representation of a piston and there-
fore it is possible to calculate the above described position of the cooling gallery
using image processing algorithms like registration, segmentation, and the classical
Euclidean distance transform. A detailed discussion on these algorithms and how
they can be used for a fast cooling gallery analysis can be found in [6].

3.3 Defect Detection

Software tools for offline data evaluation usually do not deal with reference infor-
mation concerning the object under investigation. Rather some kind of background
modelling is used to generate reference information about the object during evalu-
ation [8]. This is a suitable approach for inspecting many different kinds of objects

Fig. 3 Schematic illustration of the measures that characterize the position of the cooling gallery
inside the piston
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because no uncomfortable teach-in process is necessary. However background mod-
elling methods are not able to find big surface defects automatically. But this fact
carries no weight, because offline tools are only used to support the staff of inspec-
tors and the results will be usually reviewed.

In order to develop an inline evaluation method for detecting all kinds of de-
fects, including surface defects, we have to make use of reference information in
addition to background modelling. In spite of an initial registration step we need to
characterize the misalignment of reference and object data caused by manufacturing
tolerances to perform a suitable comparison.

CT parameters of an inline inspection system do not change during the evalu-
ation of structurally identical objects. Therefore it is straightforward to use a CT
reconstruction data set of an accurate object as reference information. In order to
achieve a fast measurement of misalignments we have to pre-process the reference
data set. There is no disadvantage in using time-consuming image processing at this
stage, because these operations are pre-computed only once for each object type and
therefore no resources are needed at inspection time.

For r; s; t 2 N WD f1; 2; 3; : : :g let

Vr;s;t WD f.x; y; z/ 2 N
3 W 1 � x � r; 1 � y � s; 1 � z � tg (1)

be the coordinate system of a 3-D volume data set. Since we always assume in the
following that the volume data sets have same dimensions we drop the indices r; s; t

for convenience. Let frefW V ! N be the reference data set. Initially we perform an
object labelling step, i.e. we determine all object representing voxels within the ref-
erence data set fref. Let therefore be A � V the set of object indicating coordinates
and v D .x; y; z/ 2 V . Then the binary label volume lAW V ! N is defined as

lA.v/ D
(

1; if v 2 A

0; if v … A
: (2)

Applying the Euclidean distance transform to lA concludes the reference data
preparation step. Consider v D .x; y; z/ 2 V and S � V . Then the minimal
distance between v and S is defined as

dist.v; S/ WD min
s2S

jv � sj : (3)

Using this definition the distance transform [7] is given as

D.lA/.v/ WD
(

dist.v; A/; if v … A

0; if v 2 A
: (4)

Summarizing the result of reference data preparation is a volume data set where
all voxels which relate to object voxels in fref are equal to zero, and all other voxels
are coding the distance to the nearest object relating voxel.

First we define the measure for characterizing the misalignment between refer-
ence data and the current volume data set under investigation. Let fcurW V ! N be
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the current object data set and let lBW V ! N, B � V , be the corresponding binary
object label volume. The misalignment measure is defined as

M.fref; fcur/ WD maxfD.lA/.v/jlB.v/ D 1g : (5)

In other words, the misalignment measure calculates the maximum distance that
occurs in the object area of fcur (see Fig. 4). This measure is suitable for inline
inspection, because it can be calculated very quickly at inspection time using the
prepared reference data.

The reference data comparison starts with the calculation of M.fref; fcur/. If
M.fref; fcur/ is in the range of the manufacturing tolerances, no registration is nec-
essary. If M.fref; fcur/ is bigger than the production tolerances, a straightforward
registration step is performed where the inertial tensors of reference and current
data are used to determine the parameters for the corresponding affine transforma-
tion. For more details see [7].

Since a simple subtraction of fref and fcur yields many artefacts caused by man-
ufacturing inaccuracies, we use a difference operation that takes into account the
misalignment. This operation is defined as

S.fref; fcur/.v/ WD min
w 2 V

jw � vj � M.fref; fcur/

jfref.w/ � fcur.v/j : (6)

Combining the proposed reference data comparison step and the background
modelling as presented in [8] yields a defect detection method that is suitable for
inline inspection.

Fig. 4 Illustration of misalignment measure calculation: The image shows the distance transform
of a synthetic 2-D object; bright pixels indicate big distances, dark pixels indicate small distances,
the object itself is black. The hatched markings show the misalignment to another object and
indicate the distance values where the maximum defines the measure M
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4 Results

Using the hardware setup as mentioned in section two a CT scan with 389 pro-
jections and an exposure time of 66 milliseconds per projection can be performed
within 26 seconds. A pixel pitch of 400 �m yields a voxel edge length in the recon-
structed volume data set of 330 �m. Since the object handling can be done within
4 seconds a cycle time of 30 seconds can be achieved. To get an impression of
the data quality provided by the new CT system we show a comparison between
a reconstructed slice of the process integrated system and a reconstructed slice of
a standard system in laboratory in Fig. 5.

A typical result of the cooling gallery analysis applied to a piston where the cool-
ing gallery has to be inclined with respect to the piston crown (see Fig. 3) can be seen
in Fig. 6. The minimum distance and the maximum distance of the cooling gallery
concerning the piston crown is taken from the sinus-type function that was fitted
into the measured values. To validate the stability of the cooling gallery analysis we
repeated the measurement of one piston 20 times and calculated some statistics of
the minimum and maximum values. The standard deviation was 0.03 mm and lies
in the range of the ultrasonic system which is the current method to analyse the
cooling gallery. It takes 11 seconds using a state of the art dual core CPU to per-
form the cooling gallery analysis. A comparison between a CT measurement and
the corresponding ultrasonic result is shown in Fig. 7.

A typical result of the automatic defect detection can be seen in Fig. 8. Internal
defects, surface defects, and defects at the cooling gallery are automatically detected
within a cycle time of 30 seconds using a distributed computing environment. The
algorithm was validated using a sample of 1600 pistons with representative defects.

Fig. 5 Reconstruction comparison between process integrated CT system and standard CT system
for laboratory. Left: Result using a standard CT system with total measurement time of 20 minutes
(225 kV, 570 �A, 500 ms exposure time, 800 projections, voxel edge length 110 �m). Right: Result
using process integrated CT system with total measurement time of 0.5 minutes (225 kV, 8000 �A,
66 ms exposure time, 389 projections, voxel edge length 330 �m)
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Fig. 6 Result of the cooling gallery analysis: Crosses indicate measured distance values, the line
indicates the result of the fit

Fig. 7 Comparison between CT and Ultrasonic methods for measuring the axial cooling gallery
position: Blue crosses indicate the measured values using CT, yellow crosses indicate the measured
values using Ultrasonic

A comparison between the automatic inspection results and the manual inspection
of the CT data sets by an expert yields the performance of the system: Defects with
an inscribed sphere of at least 1.4 mm can be detected process integrated in a stable
way using the new CT system.
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Fig. 8 3-D representation of an automatic defect detection result: Coloured areas indicate detected
defects, different colours indicate different defect sizes

5 Conclusion

We have shown in this contribution the first process integrated CT system for casting
inspection by means of combustion motor pistons. The CT scanning and reconstruc-
tion as well as the inspection concerning voids with a diameter of at least 1.4 mm
and correct cooling gallery position are done process integrated within a cycle time
of 30 seconds. It was shown that the stability of the cooling gallery analysis offers
the possibility to replace two methods for quality control, i.e. radiography for de-
fect detection and ultrasonic for cooling gallery analysis, by only one single process
integrated CT system.
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Analysis of Processing Pipelines
in Digital Raw Cameras

Michael Schöberl, Joachim Keinert, André Kaup, and Siegfried Foessel

Abstract Traditionally, image and video processing algorithms start from an RGB
image. However, current image sensors deliver camera raw data that needs ad-
ditional processing and interpolation for conversion into an RGB representation.
While recent research delivers important improvements in image quality for pro-
cessing and reconstruction of raw images, these algorithms come with a heavy com-
putational complexity. Consequently, they are not suited for mobile solutions such
as cameras for media production, mobile phones or surveillance. Offline processing
on the other hand offers both higher computational power and better flexibility and
is well suited for executing those algorithms. The workflow for utilizing this en-
hanced quality thus requires a shift from camera centric imaging to new off-camera
processing strategies. This requires a novel infrastructure for transportation and in-
terchange and enables the possibility for development of even more sophisticated
algorithms for processing of camera raw data. This contribution highlights the chal-
lenges and possibilities arising from the above mentioned paradigm shift. We dis-
cuss algorithms that should stay within the camera and algorithms that benefit from
offloading. Our research contributes to the increase in image quality of workflows
for future video applications.

1 Introduction

As many media applications rely on color images of high quality, we focus on
the media production market that includes high-end digital cinema applications
as well as broadcast scenarios. The goal is the creation of highest image qual-
ity images together with a low camera complexity and finally low cost. In this
contribution we analyze the formation of high quality images and the options for
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Fig. 1 Example of simulated camera raw image: (a) original color image, (b) raw image in Bayer
format, each pixel contains only one color, (c) after color reconstruction with simple bilinear de-
mosaicing, and (d) AHD demosaicing [8]

shifting the algorithmic workload between the camera and off-camera processing
stages.

Today, the majority of color camera systems utilizes a single image sensor. For
the acquisition of color information a Color Filter Array (CFA) is placed on top of
the pixels. Exemplary raw data image are shown in Fig. 1a depicts the input im-
age of our simulation. After discarding some color information we obtain image
Fig. 1b, which contains a single color value per pixel as in typical camera raw data
for Bayer pattern [2] CFAs. Images with Bayer pattern sampling are not directly
useful and need additional processing and interpolation of color values. For each
single measured value (e.g. a pixel sensitive to green light) we need to calculate
intensity values for the missing color components (red and blue). There is a wide
selection of algorithms available. Figure 1c and d show the image after color recon-
struction with a bilinear and the Adaptive Homogeneity-Directed (AHD) demosaic-
ing algorithm [8]. Along the processing pipeline we further encounter algorithms
for compensation of Fixed Pattern Noise (FPN) [18, 20] and interpolation of defect
pixels [19]. Traditionally, these algorithms are executed inside the camera which
finally outputs a fully reconstructed color image. In this contribution we look at
the conditions and alternatives for shifting these algorithms from within the cam-
era to an off-camera processing. We will show that apart from reducing the camera
complexity we can also enhance the resulting image quality significantly.

2 Workflow Strategies

We consider two basic strategies as shown in Fig. 2: The camera centric approach
performs all image processing inside the camera and delivers RGB images whereas
the second workflow postpones most image processing and transports raw data.
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Fig. 2 Comparison of workflow strategies: (a) traditional RGB workflow where all user decisions
directly influence the algorithms within the camera, and (b) raw workflow where the camera deliv-
ers raw data and the user decisions influence the algorithms in offline processing only

2.1 Three Component RGB Workflow

The traditional three component workflow in a digital camera is shown in Fig. 2a,
consisting of three major steps, namely (i) image acquisition, (ii) data transport or
storage, and (iii) optional post-processing. During acquisition, the camera directly
creates a three component image. Typically, an RGB, XYZ or YCbCr color space
is used for color representation. In the following, RGB will be used as a synonym
for these color spaces, as the camera sensors typically acquire red, green, and blue
pixels. In order to reduce the amount of data to transport and store, the image might
be compressed. Since a large number of image processing steps, such as color re-
construction or defect pixel correction are already applied inside the camera, all de-
cisions that influence the processing and reconstruction pipeline need to be known
during recording, and are hard to change afterwards. Nevertheless, in media pro-
duction it is common to apply additional off-camera processing, as e.g. color ad-
justments are carried out offline.

The RGB workflow depicted in Fig. 2a hints at three major drawbacks discussed
below. These are rooted in the high computational effort of the algorithms necessary
to achieve a high image quality: (i) the camera requires complex hardware, (ii) the
flexibility in adjusting the acquisition parameters is low, and (iii) the achievable
image and video quality is limited.

In more detail, algorithms such as the color reconstruction from CFA data or
defect pixel correction can be computational demanding. Simpler algorithms, on
the other hand, do not provide the same quality as shown below. Consequently, ei-
ther image quality has to be sacrificed, or extremely high hardware effort has to
be spent. While embedded systems, and thus also digital cameras, are becoming
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more and more powerful, the required hardware remains expensive. With the rather
low volume of high quality cameras the ASIC technology does not really solve the
problem of building cheap, small and energy efficient cameras. In addition to these
issues, also the flexibility is reduced, since a lot of data processing is required inside
the camera. Consequently, many decisions influence the generated images which are
hard to modify afterwards. For instance these decisions include the selection of the
demosaicing algorithm [14]. Since both the color interpolation and the compression
are not reversible, these operations cannot be undone. Consequently, optimum de-
cisions during the image acquisition process are necessary in order to achieve best
image quality. However, this is difficult to achieve because of time pressure and
limited display quality on mobile devices.

2.2 Raw Data Workflow

Most of the drawbacks identified in Sect. 2.1 are caused by the concentration of the
video processing inside the camera. However, a full quality image is typically only
required at some later stage in production. Hence, while taking the picture there is
no need for having the full image quality right away. Consequently, in order to avoid
named drawbacks the camera creates an almost unprocessed image when applying
raw workflows as shown in Fig. 2b. Thus, decisions are not yet coupled to the data
and processing and reconstruction may happen off-camera. In particular, the user is
not limited to the processing chain implemented by the manufacturer, but can select
an optimized variant delivering better results [12].

As a drawback, the exchange of data between different devices and institutions
requires a standardized and open file format for video data. While multiple formats
exist for traditional three component workflows, solutions for CFA video data are
mostly proprietary. Fortunately, this starts to change with the development of the
CinemaDNG format [1].

There are two major application scenarios that can profit from a consistent raw
data workflow. The first one comprises video productions with high quality de-
mands. The possibility to use the best available image processing algorithms avail-
able combined with an increased flexibility helps to increase the quality in the post-
production. Typically, these applications will disclaim lossy compression and use
uncompressed data for best possible quality.

The second scenario covers applications where low complexity is a major con-
cern while still achieving good image quality. This might be because of cost, weight
and battery life. Using a raw workflow provides the advantage of reduced data vol-
ume to transport. To further reduce the data volume lossy compression can be ap-
plied. This is particularly interesting since recent research demonstrated that com-
pression before demosaicing can lead to better quality compared to traditional work-
flows [3, 11]. Furthermore, the computation power of general purpose computers
used to process images is much less expensive then when integrating it into an em-
bedded system such as a digital camera. Note, that live workflows also fit into the
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second application scenario. The present broadcast van controlling the image acqui-
sition can offer a much higher processing power compared to an embedded camera.
Raw workflows are thus also beneficial for electronic field production and electronic
news gathering type scenarios.

3 Analysis of Processing Pipeline Elements

In Fig. 3 the image processing pipelines for Fig. 3a an RGB workflow and Fig. 3b the
proposed raw workflow are depicted. The building blocks are similar for both work-
flows. We chose this arrangement of the blocks based on the requirements in terms
of complexity, calibration data and desired user interaction.

3.1 Fixed Pattern Noise Compensation

The compensation of Fixed Pattern Noise (FPN) has a special role as it relies heav-
ily on camera-specific calibration data. The compensation is therefore closely tied to
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Fig. 3 Image processing pipeline of (a) traditional RGB based camera, and (b) raw camera system.
The building blocks are mostly the same but are arranged in a different order. This shifts complexity
from the camera to an off-camera processing stage
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the image sensor and current operating conditions of the camera. The origin of FPN
can be explained as follows: Image sensors are made of many very tiny transistors
and analogue circuits. Although manufacturing tolerances are tight and manufactur-
ing is quite precise, each transistor will be slightly different from its neighbor. These
tiny variations will cause the response from one pixel to the next to be quite differ-
ent [6]. Fortunately, these non-uniformities are quite stable and can be calibrated
and removed.

3.1.1 Noise Sources

We model the acquisition of the real scene information I.x; y/ for each pixel
position .x; y/. The measured signal QI .x; y/ is corrupted with noise QI .x; y/ D
I.x; y/C Nfixed.x; y/C Ndynamic.x; y/. The fixed pattern noise Nfixed can be sepa-
rated into three major types of FPN distortions that are common in image sensors:

• Dark Signal Non-Uniformity or Offset FPN is one of the strongest noise sources
and describes a variable black level of each pixel. Without light and exposure
time �exp D 0 there will still be some non-zero response. An example of typical
offset noise is shown in Fig. 4a, where both a pixel-wise as well as a column wise
pattern [6] can be seen.

• Dark Current FPN is the result of a leakage current within the pixel. Without
any light a pixel will fill up with increasing exposure time �exp > 0. An exam-
ple of typical dark current FPN is shown in Fig. 4b. Most pixels have a uniform
behavior, but few pixels have a high dark current and are highly visible as bright
spots. These bright pixels are not defects and still deliver valuable image infor-
mation.

• Photo Response Non-Uniformity describes a variable photo response per pixel.
This can be caused by variable sizes, micro lens placement or even slightly dif-
ferent quantum efficiency for each pixel [4].

The time varying dynamic noise Ndynamic [23] is usually much weaker for a good
hardware design and is is not regarded in this contribution.

Fig. 4 Examples of typical FPN from a CMOS camera for (a) offset FPN (gain �8), and (b) dark
current FPN (gain �16)
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3.1.2 Compensation Procedures

In contrast to dynamic noise, the FPN remains mostly constant from frame to frame.
Unfortunately, it is not fixed either but can be assumed to change only little over time
and operating conditions. This enables the estimation of the noise ONfixed and simpli-
fies the actual compensation of FPN. We can compensate for FPN by subtracting an
estimate ONfixed.x; y/ for each pixel [13] OI .x; y/ D QI .x; y/ � ONfixed.x; y/.

We proposed the Column Drift Compensation (CDC) in [18] for estimating off-
set FPN ONoffset. One known problem ist that a small variation in camera temperature
leads to additional noise patterns in the image. For cameras without temperature sta-
bilization a fixed calibration frame is hardly usable. The proposed CDC uses a single
fixed reference frame and adjusts for this type of temperature drift at runtime. The
adjustment is performed based on drift estimates from reference rows on the sensor.
As shown in [18] we achieve a high frame rate and a high image quality.

We analyzed the compensation of dark current FPN ONdark [20]: We found that
dark current FPN is linear with exposure time �exp but can be slightly non-linear for
some pixels. A calibration data set for linear compensation [17] is only suited for
a limited range of exposure times. We have shown that the use of multiple sets of
calibration data can extend the range of useable exposure times [20]. The resulting
compensation is of the same low complexity as the linear compensation.

For some sensors a compensation method is implemented directly within the
sensor. For example, the Correlated Double Sampling (CDS) operation mode [25]
is widely used and renews the estimate ONoffset for each frame. In many cases the
camera designer has only limited access to the details of the sensor operation and
hence only limited choice for the FPN compensation algorithms. We found that
if the options are available, the image quality and the usable operation modes of
a camera can be greatly enhanced by these algorithms. The proposed models are
still of very low complexity and can be executed with just a few operations per pixel
and are well suited for implementation into the camera.

3.1.3 Discussion

All of the FPN is sensor specific and changes with operating conditions (e.g. tem-
perature or exposure time). This poses different challenges: The compensation re-
quires multiple parameters per pixel. A full set of calibration parameters is often
much larger than the actual image data. As can be seen from Fig. 4 the patterns are
spatially random. It would be both hard and expensive to compress and transmit
this calibration data along with the images. The calibration should therefore be ap-
plied on the raw camera images directly and within the camera. As we have noted
above, the complexity of a FPN compensation is quite low, and even the sophisti-
cated models require only few ADD operations per pixel. The effort for performing
the compensation compared to handling all the data and performing the compensa-
tion offline is much lower. In consequence, the compensation of FPN should clearly
be performed within the camera.
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3.2 Defect Pixel Interpolation

Another aspect of high-end cameras is the handling of defect pixels. Among the mil-
lions of pixels of a typical image sensor we can often find some that are not working
properly. These pixels need to be declared as defect and need special treatment. The
location of these pixels can be extracted from offset FPN [16], dark current FPN [9]
and gain FPN [10] calibration data. As we have shown in [19] the compensation of
defects needs to be performed before demosaicing as demosaicing would spread the
error among a larger region. The interpolation of defect pixels is a difficult task. Due
to the Bayer pattern [2] the direct neighbors have a different color and pixels of the
same color are further away. The goal is to combine the color information of pixels
of the same color. Further enhancement comes from the edge information of pix-
els of other colors. With multiple defects close to each other the situation becomes
worse as an algorithm needs to adapt to ever changing conditions.

In [19] we have analyzed different existing algorithms. We put a special focus on
analyzing the performance for situations with multiple defects close to each other.
The most widely used algorithms include nearest neighbor [16], linear filtering [9]
and median filtering [24]. The adaptive defect correction [22] estimates directions of
edges and interpolates accordingly. We found that they all perform well in smooth
image regions. Along edges they are far from perfect and the restored image often
shows artifacts.

3.2.1 Sparsity-Based Defect Interpolation

We further proposed a new method for defect compensation in [19], based on the
sparsity assumption: The transformation of an image to a transform domain can
be represented with only few coefficients. These coefficients can also be found if
only part of the signal is known. We found that a sparse representation can also be
estimated for camera raw data and that a defect interpolation based on the complex-
valued Frequency Selective Extrapolation (cFSE) [21] works very well.

For defect interpolation we use a small block of image data as depicted in Fig. 5a
with known defect locations as shown in Fig. 5b. The cFSE algorithm iteratively
updates the sparse model gŒm; n� D P

k2K ck'kŒm; n� by selecting and updating
a single coefficient ck in each iteration �. We use the basis functions 'k of the dis-
crete Fourier transform as proposed in [21]. The set K holds the indices of all basis
functions used for model generation. The behavior along the iterations is visualized
in Fig. 5b to k. We can see that with the adjustment of one frequency at a time, the
whole region is modeled and reconstructed. The model is also valid for the missing
pixels and after 100 iterations we can copy the missing pixels back to the image. In
Fig. 5l we can see the original image data. The missing pixels are predicted accu-
rately by our model.

This algorithm has the following advantages: The number and the location of
additional nearby defects can directly be handled with this algorithm and no adjust-
ment is necessary. The information from all pixels within the current block is taken
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Fig. 5 Example of defect interpolation with cFSE algorithm: (a) known image data with two defect
pixels in the center (white), (b) defect locations, (c) to (k) model gŒm; n� after iteration �, and
(l) original image block

into account and contributes to the reconstruction of the missing pixel. We do not
include any assumption on the Bayer pattern. The algorithm is not tailored to the
specific color of the pixel to be reconstructed and works just as well for any regular
color filter array pattern.

3.2.2 Simulation and Results

We performed simulations for the 24 Kodak test images [5] and inserted a vari-
able number of defects. Other than in [19] we used a defect cluster size of 3 � 3
pixels. The cFSE was executed with 100 iterations, 9 � 9 block size, decay fac-
tor O� D 0:5, orthogonality correction � D 0:5, and DFT basis functions of size
12 � 12. For discussion of parameters and source code of cFSE see [21]. We mea-
sure success with the Peak Signal to Noise Ratio (PSNR) evaluated for the defect
pixels only. The resulting Bayer-PSNR values are shown in Fig. 6. The horizon-
tal axis shows the number of defects K3�3. We can see that our method outper-
forms the traditional methods by a large gain of 4.7 dB for isolated defects and
4.5 dB for 1–5 defects in a 3 � 3 region. As expected, with increasing number of de-
fects all algorithms loose in quality. For visual results we further applied the AHD
demosaicing algorithm [8] to the Bayer raw images. Figure 7 depicts some cut-
out of the resulting images. We can see that all traditional methods leave artifacts
along edges. These distortions are highly visible after demosaicing. The proposed
method does not show these artifacts. The visual inspection confirms the numeric
gains.

The high gain in image quality of 4.5 dB comes at a cost. The proposed algo-
rithm is much more complex and we can process some 5000 blocks per second in
a single-threaded PC implementation [19]. This is fast enough for offline process-
ing of images but the complexity is too large for realtime compensation of video in
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Fig. 6 Performance of defect interpolation algorithms for a variable number of defects K3�3 in
a region of 3 � 3 pixels, PSNR evaluated in Bayer image for defects only, average over all images

Fig. 7 Examples from Kodak images sail (top) and lighthouse (bottom): (a) Bayer raw image
with defect pixels (white), (b)–(g) defect processing and AHD demosaicing: (b) nearest neighbor,
(c) linear, (d) median, (e) adaptive defect correction, (f) proposed cFSE method, and (g) original

mobile camera systems. The algorithm is therefore well suited for restoring the best
possible quality in an off-camera processing step.

3.3 Color Reconstruction

The interpolation of Bayer pattern raw images to a full RGB image is a widely
researched topic. Applying just a linear interpolation gives a lot of unwanted dis-
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tortions. In Fig. 1b we can see the result of a bi-linear interpolation. The image
shows color and zipper artifacts along the edges. This is not the desired result
from a high-end camera system. The interpolation with the Adaptive Homogeneity-
Directed (AHD) demosaicing algorithm [8] does not show these artifacts as shown
in Fig. 1c. Still, for some test cases even this result can be improved upon. Among
other well-known algorithms such as alternating projections [7] there is still a large
activity in the research community. E.g. a new approach based on compressive re-
construction has been proposed just recently [15]. This shows that there is still some
improvement to be gained.

Compared to a linear interpolation these approaches are of much higher com-
plexity and can not be used in realtime in a mobile camera system. However, in the
proposed raw data workflow we are able to utilize these algorithms and spend more
processing power outside the camera.

3.4 Calibration Data

A camera system can have many different types of camera specific calibration data
which needs to be available within the camera. The largest set is the calibration
data for FPN compensation as discussed above. Multiple parameters for each pixel
are common. As discussed, the FPN compensation is a data processing block that
should stay within the camera for the raw data workflow.

Furthermore, we also have calibration data for defect pixels. The storage require-
ments are much lower as there are only few pixels within a sensor that are defect.
This information can be transmitted as metadata along with the image. There is al-
most no change from frame to frame and calibration data could even be shared for
multiple files in a sequence. Further calibration data could include color information
and spectral response curves of the sensor. Again, these data sets are small compared
to the image data and can easily be transmitted along with the images.

3.5 Image Storage and Compression

Unlike the other elements, the storage and compression for RGB workflows differs
from raw workflows. We need to distinguish two cases: First, there is the lossless
or uncompressed operation. Manby high quality media production scenarios rely
on best quality without any compression. This leads to fast SSD based recorders
and the use of uncompressed video transmission lines based on HD-SDI. In these
cases the raw workflow produces only 1=3 of the amount of data as the demosaicing
process interpolates two additional values for each measured pixel intensity.

Secondly, there are still situations where the amount of data exceeds the band-
width of the transport channel. In these cases we need to use lossy compression.
While this might be counterproductive for applications requiring utmost quality,
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complexity driven scenarios can profit from such an approach as discussed in
Sect. 2.2. In particular, existing literature [3, 11] reports quality gains compared
to three component compression. This is an additional gain in image quality to the
previously discussed raw workflows.

Since the camera outputs CFA data instead of RGB pixels when applying a raw
data workflow, also the compression algorithm has to deal with this type of data.
However, as adjacent pixels of CFA images belong to different colors, the tradi-
tional RGB compresion algorithms are not suitable and new algorithms need to be
introduced: One possibility is to apply a special wavelet transform scheme within
JPEG 2000, the so called SPACL decomposition. In essence, [26] demonstrated that
an additional two dimensional wavelet transform applied to CFA data separates the
high frequency pattern into different subbands. In consequence, those can be com-
pressed similarly to ordinary images within the JPEG 2000 standard. While this
approach does not lead to the best achievable compression ratios, it offers the big
advantage of fully relying on a standardized and open file format, which promises
quick applicability.

4 Conclusion

This contribution analyzed the image processing of high end camera systems and the
question of handling the data. Currently, there are two major strategies, where one
relys on in-camera processing in contrast to off-camera processing. The basic strate-
gies of an in-camera workflow are compared with the off-camera raw data workflow.
The raw workflow directly gives the advantages of lower in-camera complexity and
better user interaction for the processing of images. We further analyzed the corre-
sponding image processing pipelines more closely: Among the elements we found
that fixed pattern noise (FPN) is one of the components that needs to be handled
in-camera. Even with advanced FPN compensation algorithms the complexity is
quite low. In the pipeline we also use algorithms for defect pixel interpolation. The
proposed cFSE algorithm achieves superior quality but also comes at a high com-
plexity. Along with demosaicing for color reconstruction, these algorithms should
be executed off-camera.
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Audio and Multimedia

Jürgen Herre

1 Introduction

As an essential and renowned business field of Fraunhofer IIS, the audio and mul-
timedia activities offer advanced technologies that enable a broad range of mul-
timedia enabled applications. While this may happen in many different contexts,
such as Internet transmission, consumer devices or mobile multimedia services of
next-generation communication, it is always the quality experienced by the human
listener/viewer that constitutes the essential criterion of merit which several gen-
erations of technology are striving to fulfill to an ever-increasing extent. Naturally,
since the intended final receiver is the human auditory/visual system in this case, the
quality experienced is subjective in nature and requires a profound understanding in
psychometrics, psychoacoustics and psychovisual disciplines for its successful mea-
surement and optimization.

Rooted in the successful development of perceptual audio coding schemes, such
as the ISO/MPEG-1 Layer 3 specification (widely known as “mp3”), the audio and
multimedia activities at Fraunhofer IIS have evolved over time to include the full
range of relevant technology fields, starting from the efficient and intelligent acqui-
sition of sound from sound fields to the efficient processing, coding, transmission
and rendering of multimedia content. Creation of new technology at Fraunhofer
IIS has been recently aided by the addition of the International Audio Laborato-
ries Erlangen, that combines the strength of academic research with Fraunhofer’s
traditional focus on engineering and solutions to real-world problems.

This part of the book provides a set of six papers that combine science and en-
gineering in audio signal processing and give an idea of the broad palette of topics
and technologies that have been under investigation.

Jürgen Herre (B)
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2 Headphone Reproduction

The first paper by Fleischmann et al. investigates a long-standing issue that is of
fundamental relevance for reproducing audio over headphones. The importance of
headphone playback has been increasing considerably over the recent decade in
view of the vast numbers of portable audio players, PDAs, multimedia-enabled mo-
bile phones and portable computers that are deployed today. Regardless of whether
regular stereo recordings or material that has been recorded or processed for en-
hanced playback (e.g. binaural presentation) are presented, the ability of headphones
to reproduce diffuse sound fields with the best possible accuracy has a significant
impact on the perceived audio quality. The paper investigates measurements and de-
sign issues and provides results on listeners’ appreciation of different approaches.

3 Microphone Array Processing

Located at the other end of the recording/transmission/reproduction chain, the intel-
ligent and robust acquisition of spatial sound using microphone arrays has been
a classic area of research and development for several decades. Beam-forming,
signal enhancement and de-reverberation have filled many textbooks and are well-
represented in academic literature. Despite the longstanding technical evolution in
this field, the recent adoption of parametric concepts and time-frequency process-
ing added a significant new viewpoint to the understanding of the field. Moreover,
this new approach to spatial sound processing accounts for human auditory per-
ception in the sense that it allows efficient analysis, representation, manipulation
and re-synthesis of spatial sound using parameters that are closely related to key
parameters relevant to human auditory perception, such as direction of arrival or
diffuseness of a sound field. The paper by Thiergart et al. presents techniques that
allow usage of parametric approaches also for linear microphone arrays instead of
more traditional array geometries.

4 High Quality Telecommunication

Besides consumer entertainment, high-quality telecommunication may be the sec-
ond most important field of application for modern audio-visual technology. Af-
ter more than 100 years of being stuck with “plain old telephone service” (POTS)
quality – meaning monophonic audio transmission with a frequency range limited
between 300 Hz to 3.4 kHz – current state of the art technology is able to deliver
a user experience that is very close to the perception of the communicating parties
“being located in the same room”. Current low-delay spatial sound capture, cod-
ing, IP-based transmission and spatial rendering techniques convey sound faithfully
with its full audible frequency range and spatial characteristics, thus enabling “HiFi”
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communication with a sound quality comparable to what has been offered to users
for a long time by entertainment technology. The paper by Färber et al. provides
an overview of how modern technology components can be integrated into an IP-
based system to make the vision of being “together anytime and anywhere” become
a reality.

5 Audio Coding for High Quality Speech Communication

One of the technical innovations that plays a crucial role behind such a vision of
high-quality communication is the availability of a suitable source coding scheme
that combines the virtues of high speech and audio quality with full bandwidth,
spatial sound reproduction, high coding efficiency and low algorithmic delay, as
it is a prerequisite to voice communication. The paper by Lutzky et al. introduces
a novel state of the art perceptual coding scheme (AAC-ELD v2) that combines
these virtues in an unprecedented way and was recently standardized within the
ISO/MPEG working group. Comparative tests show that the new codec outperforms
its competitors and predecessors in important respects.

6 Unified Speech and Audio Coding

The next paper covers one of the recent trends in source coding, namely the fact
that perceptual coding of audio and coding of speech signals are no longer separate
fields of technology or design philosophies for a low bitrate codec. While perceptual
audio coding has an important focus on benefitting from the characteristics of the
receiver (i.e. the human auditory system), speech coding has traditionally embraced
the characteristics of the signal source (i.e. the human vocal tract). After many years
of parallel existence, both technology worlds finally combined during a recent stan-
dardization process by the ISO/MPEG group, resulting in the Unified Speech and
Audio Coding (USAC) scheme. The paper by Multrus et al. describes the new codec
for the first time in its complete architecture and provides performance evaluations
indicating that indeed the new scheme performs better than any of the two previous
approaches. From the list of the authors it is visible that this coding scheme is the
result of a major and continued effort by a sizeable group of contributors. In contrast
to AAC-ELD v2, the USAC coder is not intended to be a communication codec, but
serves for content distribution at very low bitrates.

7 Spatial Reproduction of Fine-Granular Audio Signals

Finally, the paper by Disch et al. elaborates on an innovation that has been utilized
within the USAC codec for the very first time. From previous generations of high-
quality spatial audio coding standards (such as ISO/MPEG HE-AAC v2, MPEG
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Surround or Spatial Audio Object Coding) it has been observed as a longstanding
problem that the parametric representation and re-synthesis of spatial audio (be it
two channel stereo or multi-channel/surround) largely fails when trying to recreate
scenes that consists of a high number of small discrete sound events, such as rain-
drops falling around the listener. This phenomenon is particularly disadvantageous
for encoding of live recordings, since applause results from a multitude of spatially
distributed clapping events by the audience. The approach introduced in the paper
augments the traditional idea of decorrelation as a means of representing a wide
sound image by a practicable alternative that is able to restore the necessary high
temporal granularity of the signal.

8 Conclusions

As can be seen by the reader, the presented set of paper represents a wide area of
scientific activity at Fraunhofer IIS and the International Audio Laboratories Erlan-
gen and, in many ways, defines the forefront of technology. I sincerely hope that
the reader will find them interesting and stimulating. Finally, I would like to express
my particular gratitude to Robert Bleidt for his esteemed help as a native language
reviewer. Other reviews and helpful comments for developing the material were
provided by Bernd Edler, Emanuël Habets, Juha Vilkamo (and myself).



Headphone Equalization – Measurement, Design
and Psychoacoustic Evaluation

Felix Fleischmann, Andreas Silzle, and Jan Plogsties

Abstract Unlike loudspeakers, headphones are not designed to have a flat frequency
response. Instead they should compensate for the spectral coloration caused by the
acoustic transfer path when sound is travelling from a point in space to the ear.
For correct headphone reproduction it is essential to control the sound pressure at
the listener’s ears. In the literature, there is no consensus about the optimal transfer
function and equalization of headphones. In this work, several equalization strate-
gies were tested on different commercially available headphones. Headphones were
measured on an artificial head and equalization filters were designed in the fre-
quency domain consisting of two parts: The first part of the filter is specific for each
headphone and linearizes the frequency response of the headphone at the point of
measurement, i.e. at the beginning of the blocked ear-channel. The second part of the
filter is generic for all headphones and allows testing of different target responses on
different headphones. Target responses from literature and the ISO 11904-1 diffuse-
field equalization were tested. Further, target responses were designed by expert-
listeners by directly comparing headphone and loudspeakers playback. A listening
test showed a general preference for the equalization curves adjusted by experts
and the diffuse-field equalization. The experiment also verified that the equalization
process enhances the perceptual quality irrespective of the headphone model.

1 Introduction

Music and most of other sound material is produced and mixed for reproduction
over loudspeakers. The sound engineer designs the material with certain timbral and
spatial properties. Loudspeakers with a flat on-axis frequency response in a neutral
sound studio are used. The listener is typically positioned at the sweet spot. There
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are standards for stereo and multi-channel (5.1) loudspeaker set-ups and reproduc-
tion rooms [4, 11, 12]. The listening scenario is not only defined by the frequency
response of the loudspeaker, it includes also the acoustic transfer function from the
loudspeaker to the listener’s ears. The transfer path comprises the direct sound and
multiple reflections at the boundaries of the room. Additionally, the body of the lis-
tener changes the acoustic path to the eardrum. The sound of one loudspeaker is
perceived – with time and level differences – at both ears. The summation of the
sound fields of two or more loudspeakers results in the intended perception and
forms the auditory events between or behind the loudspeakers, called summing lo-
calization [3].

Reproducing a stereo signal over headphones, the acoustic situation and thus
also the perception changes completely. There are no room reflections and there is
no crosstalk between the channels. The left audio signal is fed directly to the left
ear, and the right audio signal to the right ear. As a result of this unnatural situation,
the whole auditory scene is perceived inside the head – between the two ears.

Spatial hearing relies on time-, level- and spectral cues of the left and right
ear signals [2]. Binaural rendering makes use of head-related transfer functions
(HRTFs) or binaural room transfer functions (BRTFs) to create virtual sound sources
in the corresponding locations. Loudspeaker signals can be processed in a head-
phone compatible fashion by using such binaural processing. The auditory accuracy
or plausibility of binaural reproduction depends on many factors, such as the se-
lected HRTFs [19, 24, 25] or BRTFs [16] or head-tracking [15].

An important contribution to the accuracy of binaural signals is to properly con-
trol the frequency response of the ear signals. For that purpose the transfer function
of the headphones can be measured at the same microphone positions as for the
HRTF/BRTF measurements. In this case, the equalization method to control the
sound pressure at the ear canal is well described and understood [17].

However, in most practical cases it is desirable that the rendering of the binaural
signals can be done without prior knowledge of the specific headphones used, i.e.
the binaural rendering needs to assume a specific frequency response of the head-
phone. The standard for diffuse-field equalization could serve as a convention, but
only a small number of headphones show a transfer function that complies with the
standard [18]. Therefore, an additional step is needed to equalize the headphone
transfer function to follow a specific design goal.

In the following section headphone design goals and the target response are re-
viewed followed by an overview of the required measurement techniques. In Sects. 4
and 5 a novel equalization strategy and its perceptual evaluation are presented.

2 Headphone Design Goal

To adapt the loudspeaker signals for headphone reproduction in terms of timbre,
a proper equalization should be used, see [18, 27, 29]. The free-field equaliza-
tion will reproduce a flat frequency response, when a frontal sound wave passes
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the microphone in an anechoic environment. In the case of a human head as re-
ceiver, the frequency response is not flat when the wave length is smaller than
the size of the head, i.e. for frequencies above 2 kHz, [6] and depends on the po-
sition of the source relative to the head [1]. The diffuse-field equalization repro-
duces a flat frequency response in the diffuse sound field of a reverberation chamber
when sound waves from all directions hit the transducer. In literature it is assumed
that the diffuse-field equalization is the adequate interface for reproducing loud-
speaker signals on headphones [27, 28]. However, in most loudspeaker listening
situations the listener is positioned somewhere in-between a free-field and a com-
plete diffuse-field. Thus, the timbre of the diffuse-field equalization does not exactly
match the loudspeaker reproduction. Therefore, the headphone diffuse-field stan-
dard is very rarely applied and every headphone manufacturer uses its own equal-
ization [18].

2.1 Diffuse-Field Equalization for Headphones

In ITU-R BS.708 [10], instructions are given how to measure the diffuse-field trans-
fer function of humans in a reverberant chamber. Møller [19] showed a different
approach to measure the diffuse-field transfer function of humans by measuring
HRTFs in an anechoic chamber. The diffuse-field transfer function is then gained
by energy averaging of the single HRTF measurements. The results of this research
were incorporated to ISO 11904-1 [5]. In this standard, a transfer function for the
diffuse sound field is given. It shows a gain of approx. C10 dB between 4 kHz and
5 kHz.

Other studies use a perceptually motivated approach to identify the equalization
curve. Experiments by Lorho [14] indicate that people tend to prefer a more sub-
tle form of equalization – a gain of C3 dB at 3 kHz is rated best. These transfer
functions are presented in Fig. 1.
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In this investigation new equalization curves for headphones are found by di-
rectly comparing loudspeaker with headphone reproduction. Therefore, the mea-
surement of the headphone transfer function and its inversion is necessary.

3 Measurement of Headphone Transfer Function

The basic characteristics of a headphone can be determined by its frequency re-
sponse. It is important to choose a standardized and reproducible measurement
point [13]. Nevertheless, headphone measurements on humans show high vari-
ances [18]. Therefore the measurement on a standardized artificial head is preferred.
For checking the reproducibility, the measurement has to be repeated several times,
where in between the headphone is removed and reattached again. All headphones
in this investigation are measured on an artificial head [30] which is compliant to
IEC 60959 [9].

In order to gain all relevant information about the headphone, the combination
‘headphone – ear – microphone’ is excited by a determined stimulus, in this case
an exponential sine sweep. This excitation signal offers certain advantages: small
crest-factor, short measuring time, robustness against surrounding noise, for details
see [8, 20]. The transfer function can be derived by dividing the response spectrum
by the stimulus spectrum.

4 Headphone Equalization

The new approach in this investigation divides the necessary headphone equalization
into two parts. The first filter equalizes the specific headphone to a flat frequency
response measured on the blocked ear canal of a dummy head. The second filter
adds the target response, which is the focus of this study.

4.1 Inversion of the Headphone to Flat Frequency Response

The measurement of headphone transfer functions (HpTFs or PTFs) has been de-
scribed in Sect. 3. After removing outlier measurements, the absolute square of the
transfer functions of the repeated measurements of left and right transducers are av-
eraged. The resulting transfer function is then smoothed in the frequency domain
(1=12 octave).

Because a headphone transducer is limited in linearly reproducing very low fre-
quencies, the inversion should be done with care by defining some frequency limits.
A realistic low frequency limit for most headphones is 50 Hz, e.g. [23]. Because the
measurement is not accurate and reproducible above 12 kHz, the frequencies in the
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Fig. 2 Frequency response of a headphone (PTF), inverse filter (15 SOS) and filtered response

region from 12–20 kHz are only roughly equalized by adjusting the mean energy,
see Fig. 2. Then this transfer function of the linearization goal is inverted.

For the filter implementation FIR or IIR filters can be used [21]. IIR filters have
clear advantages in terms of low-frequency performance and adjustability. They can
be efficiently realized as stable second order sections (SOS).

To minimize the error between the linearization goal (flat frequency response)
and the actual measured frequency response of the headphone, a parametric fil-
ter design method described in [22] is used. The filter was restricted to 15 SOS.
The error values are calculated considering the double logarithmic behaviour of
the ear in frequency and sound pressure. The result of the inversion is depicted in
Fig. 2.

4.2 How to Find the Target Headphone Response

To find the correct equalization for headphones which match the timbre of loud-
speaker reproduction a new approach of direct comparison between loudspeaker
and headphone reproduction is used. To keep the reproduction between these two
cases as similar as possible, binaural room impulse responses (BRIR) of five loud-
speakers are measured at the listening point. The reproduction room follows the

5

2

5

Binaural
Downmix

EQ

Fig. 3 Principal signal flow for the expert-tuning
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standard ITU-R BS.1116 [12] and is described in [26]. With the measured impulse
responses a binaural downmix is formed by filtering with BRIRs and summation.
This headphone signal is directly compared by three expert listeners to a 5.1 loud-
speaker reproduction in the same room. They used parametric equalizers (EQ) to
adjust the timbre of the headphone playback, see Fig. 3.

4.3 Equalization Overview

Figure 4 gives a general overview of the different filters involved and lists the differ-
ent approaches for headphone equalization. The first approach (Fig. 4(1)) shows the
theoretical case with an amplifier and a perfectly linear headphone. In the second
case (Fig. 4(2)) a normal headphone with a certain PTF is used with its inversion
filter. This approach can only be used when the inversion of the headphone transfer
function on the human head is known. The third equalization (Fig. 4(3)) is the nor-
mally used one, with a standard diffuse-field equalized signal (EQ BRIR) and the
assumption that the used headphone is diffuse-field equalized as well. In the fourth
approach (Fig. 4(4)) the two-step equalization is shown that is presented in this in-
vestigation. The headphone inversion filter from the dummy-head measurement and
the newly found equalization (EQ HP) found by expert listeners.

2. Normal headphone

3. Status quo

4. New approach

Fig. 4 Schematic presentation of the different headphone equalizations
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5 Perceptual Evaluation

5.1 Listening Test Design

To evaluate the new equalization curves found by the experts and compare them to
other possible equalization curves, a listening test was designed. For the listening
test, four 5-channel tracks of different musical style used in EBU multi-channel
tests [7] were used, see Table 1.

For every track, eight different equalization filters were investigated, as shown in
Table 2. As the different equalization filters change the amplitude of the signal in
different ways (compare Linear to e.g. Low Anchor), the overall amplitude of the
signals has to be normalized for similar loudness. The listening test is conducted on
three different headphones, see Table 3. For each headphone, every track was tested
with each equalization filter. A listener was not allowed to listen to more than one
headphone per day. KHel.stat. was tested by 16 subjects. Thereafter, the group was
divided into 8 subjects for KHdyn.A and 8 subjects for KHdyn.B. A MUSHRA [12]
like test approach was used without open reference. The subjects were asked to
judge overall quality especially focussing on timbre and localization on an absolute
scale from 0 to 100.

Table 1 Overview of the different listening test items

Item Artist/Composer Style Type Duration [s]

A Led Zeppelin Rock Rockband 20
B Sedambonjou Latin Bigband 16
C Tschaikowsky Classic Orchestra 16
D Mozart Radio Play Male and female speaker 13

Table 2 Equalization curves used in the test

Filter Information

Linear Linearization filter active, equalization filter not active
Lorho C3 dB at 3 kHz (see Fig. 1)
Expert 1-3 Expert equalization filters from comparing to loudspeakers
ISO 11904–1 C10 dB at 4–5 kHz (see Fig. 1)
Low anchor C20 dB at 4 kHz (purposely poor and sharp sounding item)
Unfiltered Linearization filter not active, equalization filter not active

Table 3 Selection of headphones

Abbreviation Model Manufacturer Class Nominal EQ

KHel.stat. SR-404 Stax circumaural diffuse-field
KHdyn.A HD-600 Sennheiser circumaural diffuse-field
KHdyn.B PX-200 Sennheiser supraaural n/a
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5.2 Results and Discussion

The listening test results with mean values and 95% confidence intervals are pre-
sented in Figs. 5, 6 and 7. The preference of different equalization curves is depen-
dent on the sound items, but the general rank order is similar. The confidence inter-
vals for the dynamic headphones are higher as for KHel.stat., because the number of
listeners is smaller. The average values for KHdyn.B are lower than for the two other
types. Interestingly, the unfiltered version gets a lower ranking than the low anchor
in this case. This shows the poor frequency response of this low-cost headphone,
which improves drastically by filtering. The Linear, Lorho and Expert 1 equaliza-
tion only show mid-range ratings. The unfiltered KHdyn.A is rated nearly as good as
with the new equalization curves showing the good design of this headphone. The
electrostatic headphone KHel.stat. can be approximately improved by 15 points on the
scale by the proper equalization. Over all sound items the equalization curves from

Fig. 5 Listening test results for headphone KHel.stat., 16 listeners, 8 equalizations

Fig. 6 Listening test results for headphone KHdyn.A, 7 listeners, 8 equalizations
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Fig. 7 Listening test results for headphone KHdyn.B, 7 listeners, 8 equalizations

expert 2 and 3 and the ISO curve get the best rating, independent of the headphone
type.

6 Conclusions

This study focuses on the design of headphone equalization and its evaluation. The
described measurement techniques result in reproducible headphone responses at
the ear-canal entrance. It is shown that careful design of an equalization filter results
in a linearized magnitude response. However, a linear response is only the first step
for a good headphone reproduction, especially for binaural signals. As there is no
consensus about the target response for headphones, different equalization filters
were implemented and evaluated. The results show that the equalization provides
a benefit in terms of perceptual quality for all tested headphones. Highest quality
ratings are seen with equalization curves adjusted by expert listeners, while linear
responses are not preferred. The preferred curves result from directly comparing
loudspeaker reproduction with binaural headphone reproduction and adjusting the
headphone equalization to the same perception of timbre.

The main contribution of this study is that the complete filter design can be seen
as a two stage process: the linearization of the headphone response and then the
implementation of the target response. In this way it is possible to improve the per-
ceptual quality of headphone reproduction independent of the headphone model.
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Parametric Spatial Sound Processing
Using Linear Microphone Arrays

Oliver Thiergart, Markus Kallinger, Giovanni Del Galdo, and Fabian Kuech

Abstract The recording and reproduction of spatial audio gains increasing attention
since multichannel sound systems have been established in modern audio appli-
cations. Directional Audio Coding (DirAC) represents an efficient description of
spatial sound in terms of a few audio downmix signals and parametric side infor-
mation in frequency sub-bands, namely the direction-of-arrival and diffuseness of
the sound. Traditionally, the directional parameters are derived based on the ac-
tive sound intensity vector, which can be efficiently estimated via two or three-
dimensional microphone grids. However, due to form factor constraints, linear mi-
crophone arrays are often more suitable in practice and thus, alternative parameter
estimation techniques are required. In this contribution, a framework for parametric
spatial audio processing based on linear microphone arrays is presented allowing
for an efficient recording, enhancement, and reproduction of spatial sound. Differ-
ent application examples are discussed including parametric directional filtering and
de-reverberation.

1 Introduction

Spatial audio processing is becoming more important as the variety of commercial
applications for multichannel audio is constantly increasing. A common scenario
is the use of home entertainment systems for listening to multi-channel music or
watching movies featuring surround sound. Furthermore, there is growing interest
in making spatial audio available for high-quality teleconferencing systems. Clearly,
the latter application not only requires a realistic reproduction of the spatial audio,
but also appropriate methods for its recording and audio enhancement.

An efficient approach to the recording and reproduction of spatial sound is the
Directional Audio Coding (DirAC) technique [4]. DirAC uses a parametric rep-
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resentation of the sound field based on features which are relevant for the per-
ception of spatial sound, namely the Direction-Of-Arrival (DOA) and the diffuse-
ness of the sound field in frequency sub-bands. On the reproduction side, the sig-
nals of an arbitrary loudspeaker setup are determined as function of these param-
eters so that an accurate spatial rendering is achieved at a desired listening po-
sition. The DirAC parameterization assures that the interaural time differences,
interaural level differences, and the interaural coherence are perceived correctly
when the DOA of the recorded sound and the diffuseness is accurately reproduced.
Since practical loudspeaker configurations in consumer applications are usually
limited to two-dimensional (2-D) reproduction, we restrict ourselves to this sce-
nario.

Originally, the author of [4] proposes to determine the DirAC parameters based
on the active sound intensity vector which, in practice, can be determined using
(comparatively cheap) microphone arrays [6]. Usually, cross-shaped planar micro-
phone arrays are utilized for this task, allowing to carry out an accurate 2-D DirAC
analysis. In many applications, however, it is not feasible to employ 2-D microphone
arrays due to geometrical constraints, e.g., as in teleconferencing applications when
the microphones have to be integrated into a flat TV screen.

To overcome this problem, an alternative method for estimating the DirAC pa-
rameters is presented employing a linear microphone array for the sound record-
ing. More specifically, the DOA is determined based on the Estimation of Signal
Parameters via Rotational Invariance Techniques (ESPRIT) [5]. In contrast to the
traditional ESPRIT, however, the proposed algorithm does not require computation-
ally expensive eigenvalue decompositions allowing for a low-complexity integration
into consumer products. Moreover, the mathematical framework enables an efficient
estimation of the diffuseness parameter based on the Magnitude Squared Coherence
(MSC) [1] between the array microphones. In the context of spatial audio telecon-
ferencing, the estimated DirAC parameters are further exploited for enhancing the
recorded speech. For this purpose, the concept of parametric directional filtering in
order to attenuate sound originating from undesired directions is discussed. More-
over, it is shown that the parametric description of spatial sound additionally allows
the recording or the reproducing system to efficiently reduce the diffuse sound en-
ergy caused by room reverberation on the recording side.

2 Sound Field Model and Parametric Framework

The parametric description of spatial sound in DirAC assumes that the total sound
pressure S.!; t; Er/ in an arbitrary point Er at angular frequency! and time instance t
results from a superposition of directional sound Sdir.!; t; Er/ (e.g. a plane wave),
arriving with angle '.!; t; Er/, and diffuse sound Sdiff.!; t; Er/, i.e.,

S.!; t; Er/ D Sdir.!; t; Er/C Sdiff.!; t; Er/ : (1)
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Fig. 1 Parametric framework for the analysis, manipulation, and synthesis of spatial sound

The energy ratio between both sound components can be expressed by the Direct-
to-Diffuse-Ratio (DDR) � .!; t; Er/, i.e.,

� .!; t; Er/ D jSdir.!; t; Er/j2

jSdiff.!; t; Er/j2
: (2)

The spatial sound at the measurement location Er0 is described by the sound pressure
S.!; t; Er0/, the DOA '.!; t; Er0/, and the so-called diffuseness �.!; t; Er0/ 2 Œ0; 1�
being 0 when only directional sound arrives, 1 when the sound is entirely diffuse,
and 0.5 when both sound components possess equal energy. In fact, �.!; t; Er0/ rep-
resents an alternative expression to the DDR � .!; t; Er0/, i.e.,

�.!; t; Er0/ D 1

1 C � .!; t; Er0/
: (3)

Notice that all dependencies on time are omitted in the following for simplicity.
The parametric description of spatial sound by means of S.!; Er0/, '.!; Er0/, and

�.!; Er0/ is obtained and exploited as depicted in Fig. 1 showing a block diagram
of the overall system. Input to the system is a microphone array of M omnidirec-
tional capsules where the array center is located in Er0. The microphone signals are
transformed into the time-frequency domain using a filterbank whose resolution is
chosen such that the single wave model in (1) holds reasonably well. The trans-
formed microphone signals, contained in vector Ep.!/, are passed to the analysis
block for deriving estimates O'.!; Er0/ and O�.!; Er0/ of the true DOA and diffuse-
ness, respectively. Both parameters together with the sound pressure OS.!; Er0/ in the
array center form a DirAC stream, which can be stored, transmitted, or manipulated.
On the reproduction side, the DirAC stream is passed to the synthesis stage generat-
ing a vector Eq.!/ with L loudspeaker signals, where L can even be larger than M .
The inverse filterbank finally yields the loudspeaker signals for sound reproduction.

3 Sound Analysis

The parametric representation of spatial sound introduced in the previous section is
obtained in practice using a linear array of M � 2 omnidirectional microphones
aligned with the horizontal plane. The sound pressure OS.!; Er0/ in Fig. 1 is found
from the microphone closest to the array center Er0, or, alternatively, via linear com-
binations of the microphone signals Ep.!/.
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3.1 Direction-Of-Arrival (DOA) Estimation

The DOA O'.!; Er0/ of the directional sound Sdir.!; Er0/ in (1) is determined simi-
larly to [5] by employing a linear microphone array which can be separated into
two identical but displaced subarrays with spacing � (cf. Fig. 2). The microphone
signals Ep.!/ are written as

Ep.!/ D Es.!/C En.!/ ; (4)

where Es.!/ D ŒS.!; Er1/; S.!; Er2/; : : : ; S.!; ErM /�T is the total sound pressures de-
fined in (1) at the microphone positions Er1:::M and En.!/ contains independent zero-
mean microphone noise with En.!/ D ŒN1.!/;N2.!/; : : : ; NM .!/�

T.
Without loss of generality, a Uniform Linear Array (ULA) with equal spacing

� between Er1:::M is considered for the derivation. It is assumed that the directional
sound Sdir.!; Er1:::M / results from a single plane wave arriving from '.!/ with unit
magnitude. Moreover, no diffuse sound is present, i.e., Sdiff.!; Er/ D 0. Therefore,
the sound field in Er1:::M can be expressed as

Es.!/ D ej�o Ea.!/ ; (5)

where �0 is the phase of the wave in Er1, Ea.!/ D Œ1; ej�; ej 2�; : : : ; ej.M�1/��T, and
� is the spatial frequency which can be written as

� D !

c
� sin '.!/ ; (6)

where c is the speed of sound. Equation (5) requires the narrowband assumption,
for which a temporal delay equals a phase shift of the wave. When diffuse sound is
present, i.e., when the model underlying to (5) is violated, the diffuseness O�.!; Er0/

in Fig. 1 increases (as discussed later) indicating the unreliable DOA estimation.
From the microphone signals Ep.!/ in (4), the covariance matrix R 2 C

M�M is
computed which, using (4) and (5), can be expressed as

R D E
˚ Ep.!/ EpH.!/

� D

2
6664

1 C jN1j2 e�j� : : : e�j.M�1/�

ej� 1 C jN2j2 : : : e�j.M�2/�

:::
:::

: : :
:::

ej.M�1/� ej.M�2/� : : : 1 C jNM j2

3
7775 D

2
64

Ed1

D

Ed2

3
75 ; (7)

where Ef�g denotes the expectation, Ed1; Ed2 2 C
1�M , and D 2 C

.M�2/�M . Assum-
ing no microphone noise for the moment, i.e., N1:::M .!/ D 0, it follows from (7)
that � Ed1

D

�
� D

�
D

Ed2

�
D A� D B ; (8)

where A and B are the subarray matrices and � D ej�. Equation (8) provides
a way for determining �, for instance via the Least Squares (LS) method. Finally,
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Fig. 2 Exemplary microphone arrays used for the sound field analysis

using (6),

O'.!/ D arcsin
c†�LS

!�
: (9)

It can be shown that (9) is independent from the noise energies jN1:::M .!/j2. There-
fore, the initial assumption N1:::M .!/ D 0 becomes superfluous. Moreover, when
using no ULA, the subarray matrices A and B have to be chosen accordingly to the
two subarrays. For instance, for the right-hand array in Fig. 2, A contains the first
and third row of R, while B contains the second and fourth row. Clearly, the DOA
estimates resulting from (9) are limited to the interval �90ı < O'.!/ < 90ı meaning
that front-back discrimination is not possible using the linear array.

3.2 Diffuseness Estimation

The diffuseness estimator assumes for the diffuse sound Sdiff.!; Er/ a spherically
isotropic field. The diffuseness is estimated via the Magnitude Squared Coherence
(MSC) C1M .!/ between the two outer microphones located in Er1 and ErM , respec-
tively. The MSC, defined e.g. in [1], can directly be computed from the covariance
matrix R in (7), i.e.,

C1M .!/ � ˚1M .!/˚M 1.!/

˚11.!/˚MM .!/
D r1;M � rM;1

r1;1 � rM;M

; (10)

where˚1M .!/ and˚M 1.!/ are the cross Power Spectral Densities (PSDs) between
the two microphone signals,˚11.!/ and˚MM .!/ are the corresponding auto PSDs,
and ri;k is the .i; k/-th element of R. The diffuseness�.k; n/ is then estimated with

O�.!/ D 1 �
�
C1M .!/ � Cdiff.!; d/

1 � Cdiff.!; d/

�
; (11)
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where d is the distance between Er1 and ErM and Cdiff.!; d/ is the MSC in spherical
isotropic sound fields which, for omnidirectional microphones, is [1]

Cdiff.!; d/ D sin2.d!=c/

.d!=c/2
: (12)

The term in brackets in (11) represents a linear mapping of C1M .!/ to the interval
Œ0; 1�. When the sound is purely diffuse, the MSC becomes C1M .!/ D Cdiff.!; d/

resulting in O�.!/ D 1. For only directional sound, where C1M .!/ D 1, zero dif-
fuseness is obtained as desired. In general, when the directional sound Sdir.!; Er/
arrives from broadside direction at the linear array, i.e., '.!/ ! 0, the diffuseness
estimator (11) represents a close approximation to the ideal diffuseness (3) [7].

4 Sound Manipulation and Synthesis

The parametric representation of spatial sound introduced in Sect. 2 and depicted in
Fig. 1 allows for flexible processing approaches to manipulate and reproduce spatial
sound. All the following approaches have in common that the directional sound
Sdir.!; Er/ and the diffuse sound Sdiff.!; Er/ in the signal model in (1) are treated
individually. For this issue, it is assumed that both sound components are mutually
uncorrelated so that

jSdir.!; Er/j2 C jSdiff.!; Er/j2 D jS.!; Er/j2 : (13)

The individual energies of the directional and diffuse sound can be determined from
to overall sound field energy by inserting (2) and (3), i.e.,

jSdir.!; Er/j2 D �
1 � �.!; Er/� jS.!; Er/j2 ; (14)

jSdiff.!; Er/j2 D �.!; Er/jS.!; Er/j2 : (15)

Thus, the directional sound Sdir.!; Er0/ and diffuse sound Sdiff.!; Er0/ in the mea-
surement position Er0 can be reconstructed from the measured total sound pressure
OS.!; Er0/ via

OSdir.!; Er0/ D
q

1 � O�.!; Er0/ OS.!; Er0/ ; (16)

OSdiff.!; Er0/ D
q

O�.!; Er0/ OS.!; Er0/ : (17)

In fact, the two equations provide estimates of the individual sound components pos-
sessing the correct magnitude but equal phases. The equal phases are only relevant
for the spatial sound synthesis as discussed later.
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4.1 Directional Filtering

As an example for spatial sound manipulation, directional filtering [3] implements
the attenuation of interfering sound from undesired directions while the source sig-
nals from desired directions are preserved. Figure 3a depicts the general processing
structure for the spatial sound manipulation. Directional filtering is carried out in
the upper signal path. After estimating the directional sound OSdir.!; Er0/ using (16),
directional filtering is achieved by means of spectral attenuation, i.e., by multiply-
ing OSdir.!; Er0/ with a time and frequency-dependent gain function fdifi.!/. The
gain function fdifi.!/ depends on the DOA O'.!; Er0/ of the directional sound, i.e.,
fdifi.!/ is close to zero if O'.!; Er0/ corresponds to an undesired direction, and close
to one otherwise. Notice that directional filtering modifies only the directional sound
OSdir.!; Er0/ since for diffuse sound, the estimated DOAs O'.!; Er0/ contain no useful

information.

4.2 Diffuse Noise Suppression

The suppression of ambient noise, e.g., reverberation, is carried out in the lower
signal path in Fig. 3a. Clearly, the estimated diffuse sound portion OSdiff.!; Er0/ con-
tains the undesired ambient noise, which is attenuated by multiplying a scalar factor
0 � ˇ < 1. The reader is referred to [2] for further details on de-reverberation
within the DirAC framework.

4.3 Spatial Sound Synthesis

One of the major advantages of the parametric representation of spatial sound in-
troduced in Sect. 2 is the support of almost any loudspeaker setup for the sound re-
production. However, since the DOA O'.!; Er0/ in Fig. 1 can only be resolved within

Ŝ(ω, r0)

Ŝ (ω, r0)

Ŝdir(ω, r0)

Ŝdiff(ω, r0)

1− Ψ̂

Ψ̂
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β
×

××

× +

spatial sound manipulation

Ŝ (ω, r0)

q(ω)
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1− Ψ̂

Ψ̂ Ddecorr,1 Ddecorr,L. . .

...
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×
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+
+
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→
→

→
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→

→

→
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Fig. 3a,b General description of the manipulation and synthesis procedures
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a range of 180ı due to the linear microphone array processing, only sound repro-
duction setups with all L loudspeakers within �90ı : : : 90ı are considered in the
following.

The different steps of the spatial sound synthesis are depicted in Fig. 3b. The di-
rectional sound OS 0

dir.!; Er0/ and diffuse sound OS 0
diff.!; Er0/ are computed using (16)

and (17), respectively. The directional portions of the loudspeaker signals are
then obtained by multiplying OS 0

dir.!; Er0/ with a corresponding synthesis function
fsy;i .!/, which is determined via Vector Base Amplitude Panning (VBAP) [4]. The
functions fsy;i .!/ represent time and frequency-dependent gain functions depend-
ing on the time and frequency-dependent DOA O'.!; Er0/ and dedicated, frequency-
independent panning law-functions. The panning laws are designed in a way that
gains larger than zero are assigned to only the two loudspeakers adjacent to the
current DOA O'.!; Er0/. The closer the DOA approaches a loudspeaker position, the
larger is the gain factor assigned to the respective loudspeaker channel. A further
prerequisite for VBAP is the preservation of energy, i.e., the sum of all squared
panning law-functions equals one for any O'.!; Er0/.

The diffuse sound OS 0
diff.!; Er0/ is fed to all loudspeakers. Thus, the diffuse sound

portions in the loudspeaker channels are completely coherent which may lead to
inaccurate subjective spatial cues, especially if loudspeakers are only placed within
�90ı : : : 90ı. In the latter case, the diffuse sound might be perceived as coming
from the center of the loudspeaker arrangement. Consequently, the different copies
of OS 0

diff.!; Er0/ are mutually decorrelated in the processing stages denoted asDdecorr;i .
This ensures that the spatial cue of interaural coherence matches the perception of
a diffuse sound field.

Finally, the loudspeaker signals Eq.!/ D ŒQ1.!/;Q2.!/; : : : ;QL.!/�
T depicted

in Fig. 1 are computed by summing the directional and diffuse portions for each
loudspeaker channel, i.e.,

Qi .!/ D fsy;i .!/ OS 0
dir.!; Er0/C 1p

L
Ddecorr;i

n OS 0
diff.!; Er0/

o
; (18)

where 1 � i � L is the loudspeaker index and the factor 1=
p
L ensures that the

diffuse sound is perceived with correct strength.

5 Summary

Directional Audio Coding (DirAC) is an efficient technique for the recording, ma-
nipulation, and reproduction of spatial audio. Its main advantage lies in the descrip-
tion of the sound field by means of two parameters, namely Direction-Of-Arrival
(DOA) and diffuseness of the sound. This contribution proposes two methods for
the estimation of these parameters when using a linear array of omnidirectional
microphones. For the DOA, an adaptation of the ESPRIT algorithm is introduced,
whereas for the diffuseness, an estimator based on the magnitude squared coherence
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is derived. The possibility to have estimators for linear arrays characterized by a low
computational complexity allows to integrate DirAC in real-time consumer products
in which a traditional 2-D microphone array cannot be employed.
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High-Definition Audio
for Group-to-Group Communication

Nikolaus Färber, Manfred Lutzky, and Fabian Kuech

Abstract The European research project “Together anywhere, together anytime”
(TA2) explores how technology can make communication and engagement easier
among groups of people separated in space and time, e.g. families living in dif-
ferent cities. It combines high quality communication with shared group activities
using distributed multimedia applications and broadband technology in the living
room. This paper provides an overview of the TA2-project with a focus on high-
definition audio communication, which has the goal of providing an experience “as
if speaking to someone in the same room”. The most important aspects for making
audio communication a natural experience are high audio bandwidth, robust trans-
mission with low delay, hands-free operation, and spatial audio (surround sound)
reproduction. These requirements are addressed by the Audio Communication En-
gine (ACE), which includes audio coding, acoustic processing and IP transport in
a single software module. Based on concept demonstrators developed in the TA2-
project, results from user experience tests are presented which indicate that more
than 90% of users rate the audio quality as natural when using high-definition au-
dio, compared to less than 10% when standard audio quality is used.

1 Introduction

Many of our enduring experiences, such as holidays, celebrations and moments of
fun and laughter, occur as group events. These experiences are events that current
technology does not address well. Modern media and communications serve indi-
viduals best. Phones, computers, and electronic gaming devices are usually owned
and used by individuals and provide individual experiences. For example, consider
a teenager when checking her Facebook account on an iPad in the living room. She
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would certainly be most annoyed when a parent is looking over her shoulder or
even trying to touch her screen. Groups of people sitting in a coffee bar can often be
observed sitting at a table, each twittering on their Blackberry smartphone without
taking much notice of each other. Hence, social interactions within the real environ-
ment of a group or family are inhibited rather than supported by such devices and
services. Contrast this to the situation of playing a conventional board game at the
table. Here, the family members and invited friends talk to each other and interact
together with the board game. Other examples of group-based engagement that fill
our lives are sport events, music concerts, sharing pictures from a past vacation, or
simply having a chat at the dinner table.

Since families and friends are often forced to live in different cities, the question
arises how technology can help to support similar group experiences despite geo-
graphic distance. This is the central question addressed by the European research
project “Together Anywhere, Together Anytime” (TA2), which started in Febru-
ary 2008 [1]. Based on social science theory and interviews with users [2], TA2
identified two components which are essential for applications aiming at making
communication and engagement easier among groups of people separated in space
and time:

1. High quality communication,
2. Shared activity.

While the former is required for natural and intense communication during group
events, the latter is equally important for triggering regular events and building
a group experience. Following this basic design guideline, TA2 developed several
concept demonstrators which address different application areas and use a diverse
set of advanced technologies. In the context of this paper, we focus on the com-
munication aspect and, more specifically, on the audio part. However, it should be
noted, that the overall TA2 project has a much bigger scope covering aspects of au-
diovisual analysis [3], dynamic video composition [4], or and artificial intelligence
for automatic camera control [5].

2 Audio Communication Technologies

For natural communication, audio is particularly important and still challenging to
implement when full audio bandwidth, low delay, low bit-rate transmission, hands-
free operation and multichannel capability are considered. The goal of audio com-
munication should be to allow a user experience as if speaking to someone in the
same room.

Considering that the quality of current phone calls is still limited to mono at less
than 4 kHz audio bandwidth, it becomes obvious that many technical challenges
have to be addressed. Over the past three years we have worked on various aspects
of this vision and integrated those into the Audio Communication Engine (ACE).
The ACE covers the complete audio chain from the microphone to IP transport. Its
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Fig. 1 Components of the Audio Communication Engine

functionality is separated into three main categories: acoustic processing, coding
and transport, as illustrated in Fig. 1 and described in the following sections.

2.1 Acoustic Processing

Because the conversation should be as natural as possible, clip-on microphones and
headsets shall be avoided in the living room and audio signals should be captured un-
obtrusively with hands-free operation. Nevertheless, sufficient speech quality should
also be provided in noisy and reverberant environments. Furthermore, it is desirable
to be able to capture complex acoustic scenes in one location and to realistically
reproduce them at the other end of the communication chain. All of the above re-
quirements and challenges have to be dealt with by acoustic processing, i.e. signal
processing steps somewhere in between the microphone and the audio encoder. In
the following we discuss associated technical challenges and briefly present solu-
tions as implemented in ACE and the TA2 concept demonstrators.

2.1.1 Spatial Audio Recording and Reproduction

For reasons of flexibility, the recording technique should not put any constraints
on the loudspeaker configuration used for reproduction. Thus, common spaced-
microphone techniques are not suitable, as they assume a priori knowledge of the
loudspeaker systems [6]. Although coincident-microphone approaches, such as Am-
bisonics, are independent of the loudspeaker set-up, they do not yield the localiza-
tion accuracy for talkers that is desired for communication applications. Therefore,
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the acoustic interface of the ACE is based on a parametric description of sound fields
taking into account human perception of spatial sound, namely Directional Audio
Coding (DirAC) [7]. The features to be determined from the microphone signals
are the direction-of-arrival (DOA) of sound and the diffuseness of the sound field.
These parameters can be estimated via an energy analysis of the sound field based
on the active sound intensity vector. As discussed in [8], the DirAC analysis can be
performed using small two-dimensional microphone configurations extending only
a few centimetres and allowing unobtrusive integration into the living room. The
actual signals of the loudspeaker channels for surround playback are determined
from the microphone signals as a function of the DirAC parameters so that an accu-
rate spatial rendering can be achieved at a desired listening position. As discussed
in [7], the loudspeaker configuration can be chosen almost arbitrarily and can be de-
signed to match application-specific requirements. It is also worth mentioning that
the directional information concerning the sound field can further be exploited to
efficiently implement speech enhancement functionality, such as spatial filtering [9]
or de-reverberation [10] as described in other papers in this book.

As illustrated in Fig. 1, the TA2 concept demonstrator uses a configuration con-
sisting of a 4-channel microphone array and a 3-channel speaker setup (left, center,
right). The array consists of four omnidirectional boundary condenser microphone
capsules arranged at the corners of a 4.4 cm square [8]. The microphone array is
mounted in a horizontal plane, integrated into a floor lamp with an arm extending
over a table in front of the participants. For the given configuration, DirAC can
be seen as a pre-processing step before encoding; it is used to calculate 3-channel
speaker signal from the 4-channel microphone array in a flexible way. No interac-
tion with subsequent encoding by AAC-ELD is needed as the output of DirAC is
encoded as three audio channels.

2.1.2 Acoustic Echo Control

Acoustic echoes are a serious problem for hands-free operation in communication
systems. They arise from an acoustic coupling between the loudspeakers and the mi-
crophones of the acoustic interface. The signal emitted from the loudspeaker travels
to the microphone directly and via reflections in the room and is thus transmitted
back to the far-end side. Acoustic echoes represent an annoying disturbance and can
severely impede natural conversation. The most common solution to this problem
is to insert adaptive filters in parallel to the acoustic echo path and to subtract an
estimate of the echo from the microphone signal. In the context of wideband speech
communication and, more importantly, multi-channel acoustic interfaces, this ap-
proach imposes very high computational complexity, which typically requires ded-
icated hardware solutions. Instead, the TA2 concept demonstrators employ an echo
control technique based on a simple parametric model of the acoustic echo path [11].
The model includes a direct propagation path between the loudspeakers and the mi-
crophones, coloration effects of early reflections, and the contribution of late rever-
beration. Based on this model, an estimate of the echo power spectrum included
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in the microphone spectra is obtained from the corresponding spectra of the loud-
speaker signals. The echo control algorithm then attenuates those spectral portions
in the microphone signals that mainly include echo components. In typical appli-
cation scenarios including multi-channel configurations, robust attenuation of the
echo by 60 dB can be expected and is reliably achieved.

In Fig. 1, all four microphone signals are echo-controlled based on the input
of the three speaker channels before further processing by DirAC. Even though all
audio signals are sampled at 48 kHz, the ACE can still be implemented to run in real-
time on a general purpose CPU of a standard PC together with all other components
of the system, demonstrating the low computational complexity.

2.2 Audio Coding

After obtaining clean and undisturbed PCM samples through acoustic processing,
it is the task of audio coding to reduce the amount of data while preserving audio
quality as much as possible. ISO/MPEG Advanced Audio Coding (AAC) [12] is
already in widespread use today, e.g. most prominently the Low Complexity ver-
sion (AAC-LC) in Apple’s iPod music player. Though AAC offers excellent audio
quality at stereo bit-rates of 128 kbps, it features a high algorithmic delay (about
100 ms). While this is not a disadvantage for offline music playback, interactive
conversation suffers from too long delay. For example, the frequency of unintended
interruptions is increased as conversation partners realize too late that the remote
person already started to talk. For this reason, MPEG has standardized variations of
AAC with reduced delay as illustrated in Fig. 2 and described below.

The development towards low delay started in the year 2000 with the standard-
ization of AAC-LD, featuring an excellent audio quality for speech and music at
bitrates comparable to those of MP3. A high conversational quality is achieved by
providing full audio bandwidth at an algorithmic delay of only 20 ms. In 2008 this
codec was enhanced to create AAC Enhanced Low Delay (AAC-ELD) [13] by the
incorporation of a low-delay Spectral Band Replication tool (SBR) that reduces the

AAC-LCAAC-LC

AAC-LDAAC-LD

AAC-ELDAAC-ELD

AAC-ELD v2AAC-ELD v2

1999 2000 2008 2011

+SBR

+MPS

low-overlap window
reduced transform size 19-39 24 – 48  (stereo)

15-32 24 (mono) – 128 (stereo)

20-40 32 (mono) – 128 (stereo)

algorithmic
delay [ms]

typical bit
rate [kbit/s]

AAC-LCAAC-LC

AAC-LDAAC-LD

AAC-ELDAAC-ELD

AAC-ELD v2AAC-ELD v2

Fig. 2 Evolution of MPEG AAC conversational codecs
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Table 1 Min. bit-rates required for excellent quality of mono signals [14]

Codec
[kbps] AAC-ELD AAC-LD CELT G.718 G.719 G722.1-C G722.2 G.722 SILK Speex

Audio item 1 32 48 64 48 32 48 – – 40 –
2 24 48 48 – 32 32 – – – –
3 48 32 64 – 48 – – – 40 –
4 32 48 48 – 48 24 – – – –
5 32 48 48 – 32 32 – – – –
6 32 48 48 32 48 – – – 40 –

operating point to 24 kbps per channel. A further bit-rate reduction for stereo con-
tent has been achieved by adding the low-delay MPEG Surround tool (MPS) in 2011
which is denoted as AAC-ELD v2 and described in more detail in other papers in
this book. Figure 2 summarizes the relationship among the MPEG AAC-LD/ELD
codecs along with their key features. The listed bit rates indicate the typical opera-
tion points. Since more recent versions include previous versions as a subset, higher
bit rates can always be used if desired. All codecs support the full audio bandwidth,
i.e. up to 48 kHz sampling rate.

Evidence for the quality of AAC-ELD compared to other state of the art super-
wideband codecs has been provided by Deutsche Telekom AG in an independent
listening test [14]. The test was conducted to gain insights into the required bit-
rate for excellent speech and audio quality in mobile conversational applications.
The test set comprises MPEG codecs (AAC-LD, AAC-ELD), ITU codecs (G.718,
G.719, G.722.1-C, G.722.2), the audio codec used by Skype (Silk) as well as open
source codecs (CELT, Speex). The listening panel consisted of 26 non-expert lis-
teners. The report concludes that “The AAC-ELD seems to perform most efficient
[sic] for the given contents”. An excellent quality (MUSHRA score >80) can only
be achieved with a subset of the codecs under test (AAC-ELD, AAC-LD, CELT,
G722.1-C and G.719). Table 1 shows the minimum bit-rate at which excellent audio
quality can be achieved for mono signals. Only AAC-LD/ELD, CELT and G.719
achieve excellent quality consistently over all 6 test items. AAC-ELD provides this
quality at an average bit-rate of 32 kbps, which is significantly lower than the bit-
rates required by CELT and G.719.

Stereo performance has also been tested in this listening test. It shows that AAC-
ELD is the only codec that achieves excellent audio quality at all items at 64 kbps.
This is especially relevant as spatial audio is one of the main features of the ACE.
For the implementation of the TA2 demonstrators, as illustrated in Fig. 1, the AAC-
ELD codec is used to encode three channels (left, center, right) at a total bit-rate of
192 kbps.

In summary, AAC-ELD is a very competitive codec compared to other state of
the art super-wideband codecs. It can assure excellent audio quality at 32 kbps=chan-
nel while offering a very low delay of 15–32 ms.
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2.3 IP Transport

Giving the rising importance of the Internet as a ubiquitous network infrastructure,
the ACE focuses on transport over the Internet Protocol (IP). Besides practical is-
sues, such as session initialization, NAT traversal, and packetization in RTP/UDP
protocols, the transport module of the ACE has to cope with the delay variation of
IP-packets, usually referred to as jitter.

One of the most challenging tasks in low-delay IP-streaming is to set the correct
size of the de-jitter buffer. Normally, a fixed playout deadline is chosen, meaning
that packets undergo a fixed end-to-end delay. However, if this fixed delay is set too
low, then packets may arrive too late to be played out in time. Since these packets
are not lost on the network but arriving late, the term late loss is used. When the
fixed delay is increased, all packets are received in time but with the drawback of
an unnecessary high buffering delay, i.e. the amount of time that a packet is kept in
the buffer before playout. Because the variations in network delay are not easy to
predict, it is very difficult to find a good trade-off between late loss and buffering
delay when using a fixed playout. This is illustrated in Fig. 3 (right, dashed line),
where unnecessary buffering delay is introduced in the beginning, while severe late
loss has to be accepted around t D 70 s.

As a solution to this problem, adaptive playout offers an algorithm which esti-
mates the jitter on the network and adapts the size of the de-jitter buffer in order
to minimize buffering delay and late loss. For example, if the delay and/or jitter
increases on the network, then the playout time is increased to reduce late loss. By
contrast, if the delay and/or jitter decreases at a certain point, the buffer is reduced to
minimize buffering delay. Hence, the playout follows effectively the network delay
as illustrated in Fig. 3 (right, solid line).

Note that an adaptation of the playout time implies shrinking and stretching the
audio signal in time. The required time modification is realized with low complexity
and good quality by exploiting the overlap-add structure of the AAC-ELD codec.
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To reduce the buffer size, the ACE simply skips single audio frames at the decoder.
I.e. instead of decoding the frame sequence (1, 2, 3, 4), the ACE drops frame 3 and
decodes (1, 2, 4) and thus implements time-shrinking. For time stretching, the AAC-
ELD decoder generates an additional frame through a concealment operation (C).
I.e. instead of decoding frames (1, 2, 3) the ACE decodes (1, 2, C, 3) and therefore
extends the timeline by one frame interval. The left plot in Fig. 3 shows the subjec-
tive quality of time-modification using the MUSHRA test methodology. As can be
seen, this approach of time-scale modification based on dropping and concealment
results in excellent quality as long as the modification rate is kept below 2%. Hence,
this number is used as a design target for optimizing the parameters of the Jitter
Buffer Management (JBM) within the ACE.

In summary, the adaptive playout algorithm implemented in the transport module
of the ACE achieves the lowest possible delay while still maintaining good audio
quality. The achieved end-to-end (“mouth to ear”) delay is below 80 ms on a Local
Area Network (LAN), leaving enough margin for additional delay on the Internet.
Further information on ACE adaptive playout is given in [15].

3 User Experience Evaluation

While some of the above results already evaluate specific aspects of audio quality
in isolated test conditions, it is still a valid question if the demonstrated benefits are
also perceived in a scenario such as envisioned in TA2. Therefore, user experience
(UX) tests have been conducted with families and friends when being involved in
an interactive group activity. For this purpose, the ACE was installed in two rooms
for computer-mediated communication. In addition, an HD-videoconference and
a coffee table with a touch-screen where installed. The latter allowed playing of
simple board-games such as “Memory” or “Ludo”. This setup resulted in a casual
group conversation, where people started to chat and laugh spontaneously, triggered
through the game as a framing experience. The left side of Fig. 4 shows a screen-
shot from the HD-videoconference and provides an impression of the scenario and
atmosphere as experienced by the users.

The group was exposed to “high” and “low” audio quality for a duration of about
5 min. each and then asked to express their agreement to a statement such as “The
communication was natural and without problems” on a 5-point rating scale ranging
from 1 (strongly agree) to 5 (strongly disagree). While the “high” audio quality is
characterized by high bandwidth (44.1 kHz sampling rate), spatial audio (left, cen-
ter, right), and low delay (80 ms), the “low” audio quality is characterized by nar-
rowband (8 kHz sampling rate), mono (routed to all three speakers), and high delay
(600 ms). The low quality settings have been derived from an analysis of commu-
nication solutions in current game consoles (Wii Speak, Xbox Live, Teamspeak)
and can therefore be considered as “standard”. From the 25 people who participated
in the test, only 12 were above the age of 12 and allowed to vote. Since each test
condition was presented twice, the results are based on 24 votes.



High-Definition Audio for Group-to-Group Communication 331

low audio
quality

high audio
quality

0

20

40

60

80

100

The communication was natural and without problems

nu
m

be
ro

f c
om

m
en

ts
[%

]

agree

neutral

dissagree

low audio
quality

high audio
quality

0

20

40

60

80

100

The communication was natural and without problems

nu
m

be
ro

f c
om

m
en

ts
[%

]

agree

neutral

dissagree

Fig. 4 User experience during interactive group activity for low and high audio quality

Figure 4 (right) illustrates the results when mapping the scores (1, 2) to a gen-
eral “disagree” and scores (4, 5) to a general “agree”. A score of (3) is interpreted
as “neutral”. As can be seen, the agreement raises from below 10% to above 90%
when improving the audio quality from low to high. Though further tests are needed
to validate these results and to investigate which parameters of the audio chain in-
fluence the user experience most (audio bandwidth, number of channels, or delay),
the initial results provides a good indication for the importance of audio quality in
group-to-group communication.

4 Summary and Conclusions

Despite innovative devices and services in the social media landscape, we believe
that there is a gap to fill in between the user experiences of iPad and Facebook. This
gap includes geographically distributed group experiences combining high quality
communication with a shared activity, as investigated in the EU project TA2.

Audio and particularly speech is an important aspect for social interaction and it
is the goal of the Audio Communication Engine (ACE) to provide an experience as
if speaking to someone in the same room. This vision requires significant progress
in all areas of the transmission chain including audio capture, acoustic process-
ing, coding, and transport. The specific technology components within the ACE,
which address these areas include AAC-ELD, DirAC, echo control and adaptive
playout.

The performance of the above technologies in a group-to-group communication
scenario has been assessed through user experience tests involving the remote play-
ing of a board game while communicating through the ACE. More than 90% of
users rate the audio quality as natural when using high-definition audio, compared
to less than 10% when standard audio quality is used. This indicates the importance
of audio in making communication and engagement easier among groups of people
separated in space.
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MPEG-4 AAC-ELD v2 –
The New State of the Art
in High Quality Communication Audio Coding

Manfred Lutzky, Markus Schnell, María Luis Valero, and Johannes Hilpert

Abstract Recently MPEG finished the standardization of a Low Delay MPEG Sur-
round tool that is tailored for enhancing the widely adopted AAC-ELD low delay
codec for high-quality audio communication into AAC-ELD v2. In combination
with the Low Delay MPEG Surround tool, the coding efficiency for stereo content
outperforms competing low delay audio codecs. This paper describes the technical
challenges and solutions for designing a low delay codec that delivers a perfor-
mance which is comparable to that of existing state of the art compression schemes.
It provides a comparison to competing proprietary and ITU-T codecs, as well as
a guideline for how to select the best possible points of operation. Applications fa-
cilitated by AAC-ELD v2 in the area of broadcasting and mobile video conferencing
are discussed.

1 Introduction

Given the new applications of Web 2.0, the user behavior in modern communication
scenarios has changed dramatically towards more interactivity and a more diverse
use of media. Examples for this evolution can be found in the success of Face-
book or mobile video conferences provided, for instance, by Apple’s “Facetime”.
This change in user experience comes along with new expectations driving the de-
velopment of audio codecs that are able to fulfil novel requirements. A need for
low delay, low bitrate and high quality communication codecs has arisen, for which
stereo transmission is a key feature. In this paper the recently standardized Low
Delay MPEG Surround is presented as a parametric stereo tool for AAC-ELD [5],
which provides good audio quality for bitrates as low as 24 kbps. The combination
of both technologies is also known as AAC-ELD v2. Its advantages and operation
points will be described in the course of this paper.
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2 Stereo Communication Scenarios

Most traditional communication scenarios, such as plain old telephone, VoIP or
video- and teleconferencing, are still based on mono audio connections, mainly due
to hardware restrictions. Considering the field of emerging applications, those re-
strictions of the devices will disappear and stereo will become a mandatory feature.
One of these applications is Telepresence at home, an upcoming key application for
IP network enabled TVs and set top boxes. Stereo enhances also services such as
Live Broadcasting over Next generation Networks where the reporter in the field
interacts with the director in a broadcasting studio [5]. Spatially enhanced audio
conferencing is another novel application which aims at recreating a conferencing
room by spatially rendering all online participants. Each participant is considered
as an independent audio object which is rendered at a dedicated spatial position and
level. Hereby, the mono streams from each participant are mixed into a single stereo
stream processed at a centralized unit and sent back to each participant. This spatial
conditioning of the signal allows the recipient to exploit the cocktail party effect, to
enhance speech intelligibility.

While the demand for high audio quality is obvious for those scenarios, low
bitrates are necessary to achieve robust transmissions over wireless channels as
well. Furthermore, lower data rates result in reduced radio activity of the trans-
mitter which leads to a significantly increased battery lifetime of the mobile device.
Finally, low delay is needed for applications where synchronization with external
video is demanded, for example the transmission of TV stereo sound to wireless
headphones. If the audio delay is too high, sufficient lip synchronization to the video
presentation of the talker can not be maintained.

3 Communication Codecs

The high audio quality demanded by modern communication scenarios calls for
codecs which provide an audio bandwidth significantly higher than the 3.5 kHz of
standard telephone systems. Such codecs are known as super wideband (SWB) or
full band (FB) codecs. By SWB codecs, an audio bandwidth of up to 14 kHz can be
transmitted while FB codecs extend this range even further.

SWB and FB communication codecs have been released by standardization bod-
ies such as ITU-T (G.722.1 Annex C, G.719, G.718), MPEG (AAC-ELD) and other
bodies such as xiph.org (CELT).

3.1 ITU-T

With G.722.1 Annex C [11], the ITU-T defined their first SWB codec in 2005.
The codec is based on an MDCT transform coding scheme utilizing a sine window.
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Later in 2008, the ITU-T finalized the work on the successor of G.722.1 Annex C,
G.719 [10] which is also the first full band codec of the ITU-T. This codec is based
on transform coding as well but improves this approach by a signal adaptive time-
frequency filter bank. The latest SWB development from the ITU-T was finalized
in 2010, namely G.718 Annex B [4, 8]. The core coder features a layered scalable
coding approach where the lower layers contain ACELP coding techniques while
the higher layers are based on transform coding. The transform comprises a delay
optimized asymmetric window. Such technologies are also known as low delay fil-
terbanks.

As this publication examines stereo capability it has to be mentioned that the
codecs G.722.1 Annex C, G.718 and G.719 do not support joint coding of both chan-
nels of stereo signals. This means to code stereo signals two codec instances have
to process each channel separately. For G.718, a stereo extension layer is planned
although yet not released.

3.2 Xiph

The xiph.org organization also worked on a SWB communication codec which was
first released in 2008 under the name CELT [9]. This codec is based on the trans-
form coding scheme as well but has symmetric transform windows which are delay
optimized by reducing their overlap.

3.3 MPEG

With AAC-LD [1], the Moving Picture Experts Group (MPEG) introduced the
worldwide first low delay codec for high quality audio at low bitrates already back
in 2000. This codec is derived from the general MPEG music codec AAC-LC by
optimizing its tools towards low delay operation. This results in a codec that keeps
the high audio quality of its parent while reducing the delay down to 20 ms, almost
without an increase in data rate. In 2008 AAC-ELD [7] was standardized and in-
cluded into the MPEG set of communication codecs. It was the first codec using
low delay filter banks. This further reduced the delay down to 15 ms while main-
taining the high audio quality. Moreover, its combination with a low delay version
of the spectral band replication (SBR) tool expanded the codec’s operating range
towards lower bit rates [6]. Finally, as other codecs of the AAC family, it included
dedicated joint stereo coding tools. The latest step to AAC-ELD v2 is the incorpo-
ration of low delay MPEG surround [5] to enhance the stereo performance at low
bitrates, which is described in more detail in Sect. 4.2.
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4 Stereo Coding

This chapter explains the stereo coding algorithms of AAC-ELD as well as the para-
metric stereo coding extension of AAC-ELD v2.

4.1 Discrete Stereo Coding

AAC-ELD has a set of encoder controlled stereo coding tools or modes designed
for different operation points:

For totally independent coding of two audio channels, a dual-mono operation
may be used. Dual mono is only recommended when the two channels contain two
different mono programs, as for instance bilingual material. Usually only the content
of one of the two channels is presented at the receiver side. The data rate is almost
doubled with respect to mono operation to achieve the same quality.

For transmission of dedicated stereo material, e.g. stereo microphone signals or
stereo music content, AAC-ELD offers the option to use Mid-Side (MS) and in-
tensity stereo (IS) coding to exploit inter-channel redundancies and to avoid stereo
unmasking effects for highly correlated audio channels. These techniques are used
in well-known codecs like MP3 or AAC as well. For typical material this type of
joint stereo coding can help to reduce the bit rate slightly and increase the perfor-
mance for critical material, when compared to dual-mono coding. Vice versa, higher
audio quality can be delivered at the same data rate.

4.2 Parametric Stereo Coding with Low Delay MPEG Surround

To achieve stereo performance at bit rates close to monophonic operation, a paramet-
ric stereo extension has been integrated into AAC-ELD v2. This parametric exten-
sion is based on a 2-channel version of Low Delay MPEG Surround (LD-MPS) [5].
Its main principle is to resynthesize the stereo image from a mono downmix of
the two input signals by using a description of frequency- and time-variant spatial
parameters, such as inter-channel level differences (ILD) and inter-channel cross-
correlation (ICC). To achieve only a negligible increase in the codec’s processing
delay, the stereo-to-mono downmix is applied in the time representation of the input
signal. The LD-MPS parameter estimation is done in parallel to the AAC-ELD cod-
ing of the downmix signal. The LD-MPS upmix is carried out as a postprocessing
step to the AAC-ELD decoder. Spatial parameters are supplied as a multiplex in the
bitstream of the AAC-ELD v2 compressed data.

When the codec operates in LD-MPS mode, the spatial processing shares a newly
designed low delay Quadrature Mirror Filterbank (LD-QMF) with the Spectral Band
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Fig. 1 AAC-ELD v2 Block Diagram: combination of Low Delay MPEG Surround and AAC-ELD

Replication (SBR)-module. This filterbank has an asymmetric prototype that com-
bines low delay properties with sufficiently high frequency separation. The fre-
quency domain interface with SBR reduces the computational complexity as well
as the overall delay for the processing, since no additional analysis and synthesis
filterbanks are needed. The spatial parameters are quantized and coded efficiently
by entropy coding to achieve a very compact representation of the stereo image.
Typically the bit rate overhead for the stereo parameters is around 3 kbps at 48 kHz.
This allows AAC-ELD v2 to code stereo signals at bit rates significantly lower than
with its discrete stereo coding tools without introducing significant additional de-
lay. In the subsequent section, the optimum cross-over point between these modes
is discussed and validated by subjective listening tests.

5 Performance

In the following subsections, the results of two listening tests are provided. Firstly,
Fig. 2 shows the results of an independent test performed by Deutsche Telekom [2]
comparing the stereo operation of AAC-ELD with respect to competitive codecs.
Secondly, a comparison of the efficiency of different stereo coding modes for AAC-
ELD v2 is given in Fig. 3. Both listening tests were conducted using the MUSHRA
test methodology [3], with a hidden reference and low-pass filtered anchor condi-
tions.

5.1 Performance Evaluation for AAC-ELD vs. ITU vs. XIPH

The listening test conducted by Deutsche Telekom [2] provides a good overview of
the stereo performance of SWB communication codecs.

Here, the codecs AAC-ELD, AAC-LD, G.718, G.719 and CELT were compared
with 5 audio items, these items are described in Table 1. The results, which are
depicted in Fig. 2, include only relevant codecs evaluated in the original test and
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Table 1 List of items used in the stereo listening test conducted by Deutsche Telekom in [2]

Item name Description

Chapman Tracy Chapman part from Mountains of things
Dialog Male on right and female on left speaker talking simultaneously
Hockey Ice hockey report with announcement and noise of the auditory
Klassik Bach trumpet
Neues Male speaker with background music

therefore exclude the Speex codec which showed a poor audio quality at all tested
bitrates. From this test it was concluded that “for stereo, AAC-ELD achieves ex-
cellent quality for all contents at 64 kbit=s” [2], while no other codec was able to
achieve this performance.

5.2 Performance Evaluation for AAC-ELD v2

The test results presented in Sect. 5.1 show the rate-distortion advantage of AAC-
ELD at intermediate bit rates. For this test, AAC-ELD operated in joint stereo mode
at 48 and 64 kbps. However, this test does not reveal the bit rate range where the
use of a parametric stereo extension with LD-MPS is advantageous over joint stereo
coding and what quality gain can be achieved. To rank the performance of AAC-
ELD v2, a listening test was set up, in which the following conditions were evalu-
ated:

Bitrate [kbps]

Q
ua

lit
y

128964832 4642

AAC-LD stereo
AAC-ELD stereo
AAC-ELD v2 stereo

Fig. 4 Graphic representation of the overall AAC-ELD v2 quality compared to AAC-ELD and
AAC-LD
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• AAC-ELD stereo at 64 kbps, 48 kbps and 32 kbps,
• AAC-ELD v2 parametric stereo at 48 kbps, 32 kbps and 24 kbps,
• Hidden Reference and 3.5 kHz Low Pass Anchor.

The same 5 pre-processed test items as in [2] were used for the evaluation. The
stimuli were presented over Stax “Lambda Pro” headphones in an acoustically iso-
lated laboratory. 8 listeners, all experienced in the field of audio coding, took part in
the test. The results are shown in Fig. 3.

From the results it may be concluded that the optimum threshold between the
operation modes is between 32 and 48 kbps. For lower rates, LD-MPS gives a qual-
ity advantage over discrete stereo coding. AAC-ELD v2 at 24 kbps is basically on
a par with AAC-ELD at 32 kbps. In Fig. 4 the relative relationship between quality
and bitrate of AAC-ELD v2 compared to AAC-ELD is illustrated, using AAC-LD
as a quality reference.

6 Conclusions

This paper introduces the new Low Delay MPEG Surround parametric stereo coding
tool of AAC-ELD v2 which upgrades the AAC-ELD full bandwidth communication
codec. As it is fully backwards compatible to its predecessor, only the extended
operation points are evaluated. Listening tests on stereo content show an improved
audio quality below 48 kbps. The useful range of operation is extended down to
24 kbps where its perceived quality is comparable to AAC-ELD at 32 kbps for stereo
signals.
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MPEG Unified Speech and Audio Coding –
Bridging the Gap

Markus Multrus, Max Neuendorf, Jérémie Lecomte, Guillaume Fuchs,
Stefan Bayer, Julien Robilliard, Frederik Nagel, Stephan Wilde,
Daniel Fischer, Johannes Hilpert, Nikolaus Rettelbach, Christian Helmrich,
Sascha Disch, Ralf Geiger, and Bernhard Grill

Abstract Speech and audio coding schemes originate from different worlds. Speech
coding schemes typically assume a source model i.e. the human vocal tract. General
audio coding schemes primarily rely on a sink model i.e. the human auditory system.
While speech coding schemes work well for the signal class they were designed for
at very low rates, they are known to fail for general audio signals even at higher
rates. In contrast, general audio coders work well for any content at higher rates,
but typically have limited performance especially for speech signals at very low
rates. Recently the ISO/MPEG group started a standardization activity to develop
a new Unified Speech and Audio Coding scheme. A state of the art AAC based
general audio coder, featuring transform coding, parametric bandwidth extension
and parametric stereo coding, was extended by source model coding tools. All codec
modules were further improved and revised for enhanced performance in particular
at very low bitrates. The new unified coding scheme outperforms dedicated speech
and general audio coding schemes and bridges the gap between both worlds. This
paper describes the new codec in detail and shows how the goal of consistent high
quality for all signal types is reached.

1 Introduction

With the advent of devices which unite a multitude of functionalities, the indus-
try has an increased demand for an audio codec which can deal equally well with
all types of audio content including speech at low bitrates. In many use cases e.g.
broadcasting, movies or audio books the audio content is not limited to only speech
or music. Instead, a wide variety of content is to be processed. Hence, a unified
audio codec that can deal equally well with all types of audio content is highly
desired.
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Audio coding schemes, such as MPEG-4 High Efficiency Advanced Audio Cod-
ing (HE-AAC) [10,19], are advantageous in that they show a high subjective quality
at low bitrates for music signals. However, the spectral domain models used in such
audio coding schemes do not perform well on speech signals at low bitrates.

Speech coding schemes, such as Algebraic Code Excited Linear Prediction
(ACELP) [14], are well suited for representing speech at low bitrates. The time
domain source-filter model of these coders closely follows the speech production
process. State of the art speech coders such as the 3GPP Adaptive Multi-Rate Wide-
band (AMR-WB) [1, 3] perform very well for speech even at low bitrates, but show
a poor quality for music. Therefore, the source-filter model of AMR-WB was ex-
tended by transform coding elements in the 3GPP AMR-WB+ [2, 16]. Still, for
music signals AMR-WB+ is by far not able to provide a similar audio quality like
HE-AACv2.

Addressing the obvious need for an audio codec that can code speech and music
equally well, ISO/MPEG issued a Call for Proposal (CfP) on Unified Speech and
Audio Coding within MPEG-D [12]. The joint contribution from Fraunhofer IIS
and VoiceAge Corp. performed best in the CfP listening tests and was selected as
reference model zero (RM0) at the 85th MPEG meeting in Hanover, Germany, in
summer 2008 [18]. Already at that time, the system fulfilled all requirements for
the new technology listed in the CfP [13]. Nevertheless, subsequent collaborative
refinement based on RM0 was carried out within the MPEG Audio Subgroup until
early 2011 when the technical development was essentially finished. This paper
outlines the main functionalities and features of the new MPEG-D Unified Speech
and Audio Coder (USAC).

2 State of the Art

2.1 General Codec Structure

A general codec structure of common modern audio codecs is shown in Fig. 1.
This scheme, which is also employed in HE-AACv2 and AMR-WB+, consists of
three main components: (1) a core-coder (i.e. transform or speech coder) which
provides a high quality and largely wave-form preserving representation of low
frequency signal components; (2) a parametric bandwidth extension such as spec-
tral band replication (SBR) [19], which reconstructs the high frequency band from
replicated low frequency portions through the control of additional parameters; and
(3) a parametric stereo extension such as “Parametric Stereo” [4, 10], which repre-
sents stereo signals with the help of a mono downmix and a corresponding set of
inter-channel level, phase and correlation parameters. For low bitrates the paramet-
ric tools are able to reach much higher coding efficiency with a good quality/bitrate
trade-off. At higher bitrates, when the core coder is able to handle a wider band-
width and coding of multiple channels, the parametric tools can be selectively dis-
abled.
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Fig. 1 General structure of a modern audio codec with a core codec accompanied by parametric
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paradigm. (a) Shows the encoder. (b) Shows the corresponding decoder structure. Bold arrows
indicate audio signal flow. Thin arrows indicate side information and control data

2.2 Transform Coding

General transform coding schemes, such as AAC [10] rely on a sink model moti-
vated by the human auditory system. By means of this psychoacoustic model, tem-
poral and simultaneous masking is exploited for irrelevance removal. The resulting
audio coding scheme is based on three main steps: (1) a time/frequency conversion;
(2) a subsequent quantization stage, in which the quantization error is controlled us-
ing information from a psychoacoustic model; and (3) an encoding stage, in which
the quantized spectral coefficients and corresponding side information are entropy-
encoded. The result is a highly flexible coding scheme, which adapts well to all
types of input signals at various operating points.
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2.3 Speech Coding

Speech coding schemes, such as AMR-WB rely on a source model motivated by the
mechanism of human speech production. Efficient speech coding schemes, such as
AMR-WB, typically have three major components: (1) a short-term linear predic-
tive coding scheme (LPC), which models the vocal tract; (2) a long-term prediction
(LTP) filter, which models the periodicity in the excitation signal from the vocal
chords; and (3) an innovation codebook, which encodes the non-predictive part of
the speech signal. AMR-WB follows the ACELP approach which uses an algebraic
representation for the innovative codebook: a short block of excitation signal is en-
coded as a sparse set of pulses and associated gain for the block. The pulse codebook
is represented in algebraic form. The encoded parameters in a speech coder are thus:
the LPC coefficients, the LTP lag and gain, and the innovative excitation. This cod-
ing scheme can provide high quality for speech signals even at low bitrates.

3 Technical Description

3.1 System Overview

USAC preserves the same overall structure of HE-AACv2 as depicted in Fig. 1. An
enhanced SBR tool serves as a bandwidth extension module, while MPEG Surround
2-1-2 supplies parametric stereo coding functionality. The core coder consists of
an AAC based transform coder enhanced by speech coding technology. All these
components have been upgraded, as described in the following sections.

3.2 Description of USAC Core Coder

Figure 2 depicts the layout of the USAC core decoder. In the MPEG philosophy,
the encoder is not normatively specified. Implementers are free to choose their own
encoder architecture as long as it produces valid bitstreams. In that respect, USAC
provides a wide range of flexibility and permits continuous performance improve-
ment.

USAC retains all capabilities of AAC. In Fig. 2 the left signal path resembles
the AAC coding scheme as described in Sect. 2.2 (“Transform Coding”). It com-
prises the function of entropy decoding (arithmetic decoder), inverse quantization,
scaling of the spectral coefficients by the means of scale factors and inverse MDCT
transform. With respect to the MDCT, all flexibility inherited from AAC regarding
the choice of the transform window, such as length, shape and dynamic switching
is maintained. All AAC tools for discrete stereo or multi-channel operation are in-
cluded in USAC. As a consequence, USAC can be operated in a mode equivalent
to AAC.
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the core decoder, bandwidth extension and stereo processing is provided. Bold black lines indicate
audio signal flow. Thin arrows indicate side information and control data

In addition USAC introduces new technologies, which offer increased flexibility
and enhanced efficiency. The AAC Huffman decoder was replaced by a more ef-
ficient context-adaptive arithmetic decoder. The scale factor mechanism as known
from AAC can control the quantization noise shaping with a fine spectral granular-
ity. If appropriate, it can be substituted by a Frequency Domain LPC Noise Shaping
(FDNS) mechanism which consumes fewer bits. The USAC MDCT features a larger
set of window lengths. The 512 and 256 MDCT block sizes complement the AAC
1024 and 128 sizes, providing a more suitable time-frequency decomposition of
many signals.

The MDCT time warping mechanism and the ACELP module relieve one of
AAC’s most critical problems, tonal signals with varying pitch within an MDCT
window. Both techniques are particularly well suited to deal with signals such as
speech. As a result, USAC gains considerable perceived audio quality over AAC at
lower bitrates and especially for speech signals.
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3.3 Coding Tools and Further Enhancements

3.3.1 Context Adaptive Arithmetic Coding

Entropy coding of spectral coefficients is performed by a context-adaptive arith-
metic coding scheme. The cumulative frequency tables, as used for the arithmetic
coding, are selected based on a context, which is deduced from the neighboring
spectral coefficients. This algorithm allows a saving from 3 to more than 6% of the
overall bitrate over AAC Huffman coding while showing about the same complexity
requirements [6].

3.3.2 Noise Filling

Prior to scaling and inverse MDCT transform, a noise filling procedure is applied at
the decoder side: in place of spectral coefficients that have been quantized to zero,
comfort noise is injected and scaled to match a transmitted energy. This conceals
spectral hole artifacts and improves perceptual quality.

3.3.3 LPC Coefficient Decoder

If the ACELP core is active, the LPC coefficients are utilized in the standard way
employed by many speech coders. Additionally, in the USAC coder the LPC fil-
ter coefficients represent an alternative to the scale factor mechanism inherited from
AAC. Like these they can convey the spectral shaping of the MDCT domain spectral
coefficients. The number of coefficients and their line spectral pair (LSP) representa-
tion which is used for transmission are adopted from AMR-WB+. The application of
the LPC filter coefficients to shape the spectrum are described in the next paragraph.

3.3.4 Frequency Domain LPC Noise Shaping

The Frequency Domain LPC tool is an additional possibility for USAC to control the
quantization of its spectral coefficients. It allows a LPC-based perceptual shaping of
the quantization noise in the MDCT domain, which is more efficient than transmit-
ting scale factors especially at low bitrates. Moreover, it facilitates the transitions
between ACELP and transform-based coding: the LPC-based filters of ACELP can
be properly initialized without sending overhead information.

3.3.5 Time Warped Modified Discrete Cosine Transform (TW-MDCT)

The TW-MDCT increases the coding gain for harmonic signals with a varying fun-
damental frequency. This variation is compensated for, and thereby the spectral
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smearing of partial tones caused by frequency modulation is reduced. The reduc-
tion is achieved by time-varying resampling within one block. A careful calculation
of the resampling and an adaption of the window shapes retain the perfect recon-
struction property and the constant framing of the classic MDCT [5].

3.3.6 Algebraic Code Excitation Linear Predictive Coder

The ACELP coder is still the state of the art speech coder and is particularly well
suited to code sequences of voiced speech [14]. The key components are a time-
domain based coder that mimics the pulse like excitation of the human glottis
and a linear prediction filter which shapes the spectral envelope of the signal, thus
modeling the human vocal tract. USAC employs the ACELP technology of AMR-
WB+ [2].

3.3.7 ACELP/MDCT Transitions

Coding of successive MDCT and ACELP frames requires smooth and efficient
handling of the transitions [15]. While MDCT frames apply a non-rectangular,
overlapping windowing scheme, ACELP uses a rectangular, non-overlapping win-
dow. Moreover, MDCT frames are afflicted with a time-domain aliasing compo-
nent which needs to be canceled by adjacent MDCT frames. ACELP frames do
not provide a corresponding aliasing component. To allow for proper transitions
between adjacent MDCT and ACELP frames, additional information for canceling
the time-domain aliasing and windowing effects, called “Forward Aliasing Cance-
lation” (FAC) is transmitted.

3.3.8 Harmonic Bandwidth Extension

HE-AAC employs SBR [10, 19] for reproducing high frequency (HF) content by
a spectral shift of the low frequency (LF) content. Thereby, the harmonic rela-
tions of tonal components of the signal are not maintained. As a consequence,
if tonal peaks in the boundary region between LF and HF are placed in close
spectral vicinity to each other, undesired beating effects can occur. These are per-
ceived as unpleasant auditory roughness. The USAC harmonic bandwidth exten-
sion (HBE) [17] avoids such problems by stretching the LF spectrum using multiple
phase vocoders. This intrinsically ensures harmonic continuation of the LF band in
the HF band.

3.3.9 MPEG Surround 2–1–2

The USAC parametric stereo principles have been adopted from MPEG Surround
(MPS) [11]. MPS is a bitrate-efficient method for coding multichannel signals (2
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or more audio channels) using a core-coded downmix signal and an associated
parametric representation of the human’s auditory cues for spatial perception. For
USAC, an additional stereo via mono (2–1–2) operation mode has been introduced.
The upmixed channels are obtained by level- and phase weighting of the downmix
and a decorrelated version of itself.

3.3.10 Unified Stereo Coding

Due to the synthetic nature of the decorrelated signal, the perceived quality of the
parametric stereo model saturates towards higher bitrates. To allow for seamless
scaling towards transparent audio quality, the parametric stereo concept has been
extended to waveform coding for the higher rates. Unified stereo technology serves
this purpose by application of residual coding in combination with phase informa-
tion.

3.3.11 Complex Prediction Stereo Coding

MPEG Surround 2–1–2 and unified stereo coding employ quadrature mirror filter-
banks (QMF), which are shared with the bandwidth extension tools. At very high
rates where parametric coding and ACELP are typically not active, stereo coding
can be performed exclusively in the MDCT domain by means of complex-valued
stereo prediction [7]. This eliminates the need for QMF-based processing and thus
allows for very low codec complexity.

4 Listening Test Results

As mentioned above, the RM0 technology met all performance requirements listed
in the CfP. The RM0 performed at least as good as the better of two reference codecs
(HE-AACv2 and AMR-WB+) over a large bitrate range. At the end of the collab-
orative standardization phase, the performance of the improved codec was bench-
marked against the same state of the art speech and audio codecs at selected bit-
rates.

4.1 Listening Test Procedure and Setup

The listening test was conducted according to MUSHRA methodology [9]. For
each item, all stimuli including bandlimited anchor signals (3.5 kHz and 7 kHz) and
an unprocessed hidden reference were presented to 19 experienced listeners from
Fraunhofer IIS, VoiceAge Corp., Dolby and Philips. The test was carried out in ded-
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icated listening rooms with reference equipment [8]. The stereo test material con-
sisted of 24 different items of three signal categories: music, mixed speech/music,
and speech. Three additional items (one per category) were presented in a prepara-
tory training session. USAC was tested at bitrates of 16, 20 and 24 kbps against
HE-AACv2 and AMR-WB+ at 16 and 24 kbps.

4.2 Listening Test Results

Figure 3 shows the test results averaged per signal category and over all items. The
performance of the two state of the art codecs depends on the signal type. For music
HE-AACv2 is graded “Fair” to “Good” and outperforms AMR-WB+ which is rated
“Bad” to “Fair”. For speech AMR-WB+ is graded “Fair” to “Good” and outperforms
HE-AACv2 which is rated “Bad” to “Fair”. For mixed speech/music signals both
reference codecs show similar performance, ranging in between their speech and
music results. Due to the unbalanced behavior the overall quality of both codecs is
only “Fair” at the tested bitrates.

In contrast, USAC shows a balanced performance for any signal type. It is graded
“Good” for all signal categories over all bitrates. For each test point it outperforms
the better of the two reference codecs at all signal classes by 5 to 20 MUSHRA
points. Due to its consistently good performance the overall quality is also graded
“Good” at the tested bitrates.

Fig. 3 Listening test results for music, speech, mixed speech/music and overall results. Mean
values and according confidence intervals (95% level of significance, Student-t distribution)
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5 Conclusions

In the past 15 years the AAC family has always represented the state of the art in au-
dio coding. The basic AAC codec, standardized in 1996, and its advancements High
Efficiency AAC Version 1 in 2002 and Version 2 in 2005, were always able to set
new reference quality standards at even lower bitrates. USAC now further extends
the working envelope by evolutionarily upgrading the AAC codec’s capabilities for
music and, at the same time, considerably improving its performance for speech
with and without background signals. While for the current AAC family speech rep-
resents one of the most critical signals, with USAC speech signals are now coded at
a quality level better than the best available speech codecs even at very low bitrates.
The speech quality of USAC surpasses AMR-WB+ which provided the basic mod-
ules for the speech improvements in USAC and which has been widely considered
to offer the best low-rate speech performance to date. With USAC it is possible to
implement services in the bitrate range of 8 to 24 kbps in mono or stereo. Until
now, such systems have had to revert to speech codecs, which in turn failed for non-
speech material. USAC provides a general audio coding scheme which, above all,
sets a new reference for low rate coding of speech signals. Even for the new wireless
transmission technologies like 3GPP Long Term Evolution (LTE) or more advanced
broadcasting systems bandwidth will remain expensive in many application areas.
USAC will allow to packing more audio channels into the same transmission band-
width, and therefore provide significant cost saving for many applications.
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A Dedicated Decorrelator for Parametric Spatial
Coding of Applause-Like Audio Signals

Sascha Disch and Achim Kuntz

Abstract Parametric spatial coding of multichannel content has acquired wide-
spread use in today’s audio codecs to enable efficient operation in the medium bitrate
range. However, applause signals are still challenging to code with good perceptual
quality using these techniques. To obtain a sufficiently low side information bitrate,
the spatial parameter update rate is usually chosen in the range of several tens of
milliseconds which is too low to restore a convincing spatial listener envelopment
of applause-like signals. Moreover, state of the art decorrelators that are manda-
tory in parametric multichannel decoders inevitably deteriorate the signal quality of
transient sound events, like handclaps, by dispersion. Therefore, we propose a novel
decorrelation and parametrization technique for efficient coding of applause sounds:
transient events are separated from the core decoder output and a dedicated decorre-
lator algorithm distributes the transients in the spatial image according to parametric
guiding information transmitted in the bitstream. Listening tests show a substantial
improvement in subjective quality compared to standard methods.

1 Introduction

Contemporary audio codecs often utilize parametric spatial coding techniques to ef-
ficiently compress a multichannel signal at medium bitrates around 32 kbps. These
techniques encode and transmit a downmix of the multichannel signal and addi-
tional parametric side information that guides the upmix at the decoder side. Promi-
nent examples for such audio codecs are High Efficiency-Advanced Audio Coding
(HE-AAC) [5] including the parametric stereo (PS) tool [14], MP3 Surround [6]
and MPEG Surround (MPS) [7,8]. The latter is a versatile multichannel format that
can be combined with different so-called core coders for compression of the down-
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mix [2]. In parametric spatial audio decoders, decorrelators are needed in the up-
mix process to restore specific correlation properties between two or more signals
that are reconstructed from one or several downmix signals [13]. The application
of decorrelators significantly improves the perceptual quality of the output signal
when compared to previous approaches, e.g. intensity stereo [4]. Specifically, the
use of decorrelators enables the proper synthesis of spatial sound with a wide sound
image, several concurrent sound objects and/or ambience [1, 3]. However, decorre-
lators are also known to introduce artifacts like changes in temporal signal structure,
timbre, etc. [11]. Since the kind and severity of decorrelator artifacts strongly de-
pend on the processed signal, we propose to apply in a signal-adaptive manner dedi-
cated decorrelators that are tailored to the specific characteristics of the input signal.
Therefore, we present a decorrelator especially suited for reproduction of applause
signals.

2 State of the Art

2.1 Parametric Spatial Audio Coding

At the encoder, parametric spatial coding calculates a downmix signal by applying
a downmix matrix HDMX to the input signals. For stereo input signals this reads as

�
M

res

�
D HDMX

�
Lin

Rin

�
: (1)

Instead of transmitting both the downmix signal M and the ‘residual’ signal res,
only M and the spatial properties of the input channels are transmitted. Alterna-
tively, a bandlimited residual signal can be transmitted. In that case, only those
spectral regions that are not contained in the residual signal are reconstructed by
parametric spatial coding.

Since the spatial parameters, e.g. the inter-channel level differences (ICLDs) and
inter-channel cross-correlations (ICCs), only have to be transmitted at the relatively
low time-frequency resolution of the human auditory perception of spatial phenom-
ena, a considerable bitrate saving is obtained.

At the decoder, the downmix signal is fed to an upmixing structure that calcu-
lates the stereo or multichannel output based on the parametric spatial data. Fig-
ure 1 shows the structure of a mono-to-stereo decoder. From the downmixed input
signal M a single decorrelator generates a decorrelated signal D that is fed into the
upmixing matrix H along with signal M . The coefficients of H are determined by
the parametric spatial side information generated in the encoder.

The decorrelator allows for synthesizing output signals with adapted cross-
correlation properties. The characteristics of commonly used decorrelators are de-
scribed in the following section. Additionally, we identify typical problems caused
by such decorrelators when applied to applause-like signals.
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Fig. 1 Typical structure of a mono to stereo upmixer used in a parametric spatial audio decoder.
Audio signal paths are depicted as solid lines, the parametric data path is indicated as a dashed line

2.2 Decorrelation

The decorrelators employed in many spatial audio decoders (including MPS) con-
tain IIR allpass structures. These act as artificial late reverb generators and are
consequently well suited for generating homogeneous, smooth, noise-like, immer-
sive sounds. However, there are examples of sound fields with a non-homogeneous
spatio-temporal structure that are still immersing the listener: one prominent exam-
ple are applause-like sound fields. Applause signal recordings can be modeled as
a composition of many single, distinct nearby claps that are temporally separated by
a few milliseconds and a superimposed noise-like ambience originating from very
dense far-off claps. Such signals create listener-envelopment not only by homo-
geneous noise-like fields, but also by rather dense sequences of single claps from
different directions. Hence, the non-homogeneous component of applause sound
fields may be characterized by a spatially distributed mixture of transients. Due
to their reverb-like behavior, IIR allpass decorrelators are incapable of generating
immersive sound fields with the characteristics e.g. of applause. Instead, they tend
to temporally smear transients which results in a noise-like immersive sound field
lacking the distinctive, original spatio-temporal structure.

3 Applause Decorrelator

3.1 Processing Principle

A good decorrelator for applause signals should therefore

1. create an output signal that is sufficiently decorrelated from the input.
2. not alter the temporal structure of the single claps/transients.
3. reinstate a spatial distribution of the transient signal components similar to the

original.
4. allow for bitrate vs. quality trade-offs (e.g. from random spatial transient distri-

bution at low bitrates to near-transparency at high bitrates).
5. exhibit a low computational complexity.
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Fig. 2 Dedicated transient decorrelator within a mono-to-stereo upmix system. The processing
blocks highlighted by gray shading perform the transient handling

We propose a decorrelating signal processing structure that allows for a higher
quality decorrelation of applause-like audio signals through the inclusion of a ded-
icated transient decorrelator. Its application in the upmix-process of spatial audio
coders is depicted in Fig. 2. It involves three processing steps:

Firstly, a separation of the input signals in two componentsMi is performed:M2

contains the transients,M1 D M �M2 the remaining (non-transient) part. The non-
transient component M1 is processed like in conventional systems, e.g. by feeding
M1 into an IIR allpass decorrelator.

Secondly,M2 is fed to a dedicated transient decorrelator. The decorrelation of the
transient stream is carried out by applying phase terms at a high temporal resolution:

D2Œn; k� D M2Œn; k� � ej�'Œn� ; (2)

where n and k are the time and frequency indices of the short-time frequency do-
main signal representationsD2Œn; k� andM2Œn; k�, respectively.�' ideally reflects
the phase difference between downmix and residual. Hence, the transient residuals
are effectively replaced by phase modified transients from the downmix. Applying
the phase information inherently results in a panning of the transients since the spa-
tial parameters (ICC, ICLD) are also effective for the transient signals through the
subsequent upmix. For example, the ICC controls the width of the rendered transient
distribution.

Lastly, the outputs of both the conventional decorrelator and the transient decor-
relator are added to form the decorrelated signalD D D1 CD2 that is passed to the
upmix-process.

The signal separation into the transient and non-transient component can be con-
trolled by parameters that are either generated in the encoder or decoder. Similarly,
the transient decorrelator can be steered by parameters (phase terms�'Œn�) that are
either transmitted from the encoder or generated in the decoder. Three variants of
obtaining�'Œn� are discussed in the following.
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3.2 Variants

There are several possibilities to obtain the phase information for the transient decor-
relator.

1. Guided operation: the phase difference between residual and downmix signal is
calculated in the encoder.

2. Unguided operation: the phase terms are derived from a pseudo-random process
in the decoder.

3. Residual guided operation: phase estimates are obtained in the decoder from
non-fullband residuals.

The first method restores the actual fine-grain signal properties at the expense
of additional side information, whereas the second method aims at only preserving
the long term integral signal properties. The latter might already yield perceptu-
ally satisfactory results in low bitrate scenarios, since a convincing envelopment is
much more important than the restoration of the precise location of single clapping
events. The third method exploits phase information that is available in the decoder
if residual signals are transmitted for a frequency range. At the decoder, the phase
information is to be applied to transient signal segments only.

For guided operation, the transmission of the necessary phase information can
thus be limited to segments, for which transients have been detected at the encoder.
Moreover, transient sound components often exhibit little frequency dependency of
the ICLDs, ICCs, and transient phase values. The parameters can therefore be trans-
mitted as broadband values to reduce the required parameter bitrate. Additionally
the transient segment positions within an audio frame need to be transmitted to the
decoder efficiently.

For unguided operation, the simplest method is to generate phase values with
a uniform random distribution in the range Œ�180ı; 180ı�. More advanced methods
include the measurement of the statistical properties of the phase distribution in the
encoder. These properties are coded and transmitted at a low time resolution. In the
decoder, random phase values are generated subject to the statistical properties.

For the residual guided operation, residual signals have to be accessible at the de-
coder for at least some frequency bands. The phase difference between the downmix
and the residual signals is measured in these frequency bands and is extrapolated to
bands where no residuals are available. Thus, no phase terms have to be transmit-
ted to the decoder. The correctness of the extrapolated phase values depends on the
consistency of the measured phase difference along the frequency axis. For transient
signals, a high consistency is usually encountered.

4 Application

The upcoming MPEG standard for Unified Speech and Audio Coding (USAC) [12]
includes a decorrelating structure named the Transient Steering Decorrelator (TSD).
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The TSD consists of a fully encoder-steered variant of our newly proposed decor-
relator: transient positions within each time frame are losslessly encoded and trans-
mitted alongside with their corresponding broadband phase values that are quan-
tized at 3 bits=value. For example, USAC may be operated at a sampling frequency
fs D 44:1 kHz in a 32 kbps total bitrate configuration using its parametric stereo
mode. Parametric stereo for USAC operates on the 64 subbands of a Quadrature
Mirror Filterbank (QMF). The maximum time resolution that can be obtained in
the subband domain is 64=fs � 1:4 ms. This resolution is fully utilized by TSD. In
contrast, one spatial parametric frame amounts to a much longer duration, specifi-
cally 32 subband samples 2048=fs � 46 ms. Up to 2 spatial parameter sets can be
transmitted within a frame.

5 Results

During MPEG standardization, listening tests have been conducted evaluating USAC
with and without TSD at a 32 kbps stereo configuration.

The listening test setup was based on a standard MUltiple Stimuli with Hid-
den Reference and Anchor (MUSHRA) test according to the ITU recommendation
BS.1534 [10]. For each item, the test presents the labeled reference and all test con-
ditions, alongside with the hidden reference and a hidden 3.5 kHz cut-off lowpass
filtered anchor (lp35) to the listener. All conditions are time-aligned. Hidden refer-
ence and lower anchor are included to check the listener’s reliability.

Only one person at a time is subject to the test. For each listener, the sequence of
test items is randomly ordered and the order of the conditions of each item is ran-
domized as well. Individual switching between conditions while listening is permit-
ted and so is setting a loop on arbitrarily selected partitions of the item, as suggested
in the BS.1116-1 recommendation [9] and applicable to MUSHRA tests as well.
There is no limit of the number of repetitions the test subjects may listen to before
finally rating the test item and proceeding to the next. This allows for a very close
comparison and thorough examination of the different conditions. The perceptual
quality of the items is rated on a scale ranging from 100 points to 0 points, labeled
“excellent” through “good”, “fair”, “poor” and down to “bad”.

Nine expert listeners participated in the tests. The test set comprised five ap-
plause test items each of which exhibiting different spatio-temporal properties (dif-
ferent clap densities, different direct-to-diffuse ratios). The tests were performed in
a dedicated listening test environment using high-quality electrostatic headphones.

Figures 3 and 4 show the TSD evaluation listening test results as mean MUSHRA
scores along with their 95% confidence intervals, assuming a Student’s t-distribution.
The absolute scores in Fig. 3 of USAC with TSD consistently show a higher mean
score than without TSD for all items. No item was degraded versus the plain USAC
condition. The difference scores for USAC+TSD with respect to plain USAC are
plotted in Fig. 4. Here, we observe a statistically significant improvement for all
items since none of the confidence intervals include zero.
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Fig. 3 Listening test results for 32 kbps stereo coding. Average scores and the 95% confidence
intervals are shown
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Fig. 4 Listening test results for 32 kbps stereo coding. Difference scores relative to “4. USAC”
(coding without the proposed decorrelator structure) and the 95% confidence intervals are shown

6 Conclusion

Applause-like signals are known to be critical items for parametric spatial audio
coders. In state of the art spatial decoders, an insufficient time resolution of the
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spatial parameters due to bitrate constraints and the usage of IIR reverb-type allpass
structures for decorrelation severely compromise the perceptual quality of transient
mixtures such as applause. To remedy these problems, we have presented a novel
decorrelating structure that adds a second decorrelator path in parallel to the existing
one. This parallel decorrelator is tailored to the special characteristics of transient
mixtures. The benefits of the proposed structure have been proven in subjective
listening tests. Our dedicated decorrelator for parametric spatial coding of applause-
like audio signals in its fully encoder-steered variant has already been adopted into
the upcoming MPEG Unified Speech and Audio Coding (USAC) standard as the
Transient Steering Decorrelator (TSD) tool.
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