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Preface

Wireless Body Area Networks (WBANs) are expected to promote new applica-
tions for the ambulatory health monitoring of chronic patients and the elderly
population, aiming to improve their quality of life and independence. These net-
works are composed by wireless sensor nodes that measure physiological variables
and transmit it, for example, to the patients’ smartphone, which may acts as a
gateway to a remote medical assistance service. A key element of such sensor
nodes is the wireless transceiver as it often dominates the overall power budget.
Therefore, to provide a high degree of energy autonomy, wireless transceivers with
an ultra low power consumption are needed. In this book, a transceiver architecture
and implementation is presented, which targets such highly power constrained
applications and employs the Bluetooth low energy standard.

At the architectural level, four main strategies are identified to obtain an ultra
low power consumption. First, a direct-conversion receiver architecture is selected
as it relaxes the requirements for the local oscillator and allows for a low power
baseband section. Secondly, the number of active radio-frequency (RF) blocks has
to be minimized in order to end up with as few RF nodes as possible that have to
be driven by power-hungry circuits. Third, the remaining RF nodes have to be
implemented with a high impedance level, which leads to a low required trans-
conductance in the driving blocks and so reduces the power consumption. Finally,
a low complexity demodulation scheme avoiding quadrature multi-bit analog-
to-digital converters (ADCs) is needed.

The resulting transceiver architecture employs a passive receiver frontend
architecture and a transformer at the antenna interface to boost the internal RF
impedance. The carrier frequency is generated by a quadrature voltage controlled
oscillator (QVCO), which is directly modulated to also synthesize the required
signaling for transmission. In the baseband, the proposed transceiver employs a
phase-domain ADC (Ph-ADC) which needs only 4 bits of resolution to demodulate
the received signal.

In order to further improve the energy autonomy of the wireless sensor node,
the possibilities for including an RF energy harvester with the presented trans-
ceiver frontend are studied. A fundamental problem that has to be resolved is the
decoupling of the harvester from the transceiver while using the same antenna. In
the proposed architecture the harvester is decoupled with an RF-switch that can be
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turned on passively, i.e., by utilizing the incoming RF power only. This approach
stands out due to its low degradation of the transceiver performance as well as its
small area occupation and hence low implementation cost.

On circuit level, the main contributions of this book are (a) a passive cancel-
ation network to reduce the magnetic coupling-induced quadrature error of the
QVCO, (b) a simple 4-transistor cell to directly modulate the QVCO tank
capacitance in aFsteps, which has been verified to be sufficiently stable within the
industrial temperature range, (c) a new current-domain linear combiner to provide
the phase generated signals for the 4-bit Ph-ADC, which allows for a both area-
and power-efficient implementation, and (d) an RF-switch that can be turned on
without an external power supply using a start-up rectifier.

The proposed transceiver is implemented in a 130 nm CMOS technology using
four integration steps which progressively complete the transceiver with the har-
vester. In the receive mode, the measured power consumption of 1.1 mW advances
the state of the art as it is the lowest reported for a narrowband transceiver in the
2.4 GHz ISM band, which fulfills one of the typical WBAN standards. With a
sensitivity of -81.4 dBm the receiver also achieves a competitive performance
providing a sufficient link budget for a short-range data link. Concerning the
performance in transmit mode, the power consumption of 5.9 mW and 2.9 mW in
normal and back-off mode, respectively, is among the lowest reported so far for
narrowband transmitters. However, the total transmitter efficiency of up to 24.5 %
is significantly higher compared to other implementations due to the increased
internal RF impedance. The harvester achieves a decent peak efficiency of 15.9 %
and is able to progressively charge up an energy storage device for pulsed input
signals emitted by an active WLAN router, for an expected distance of up to
approximately 30 cm. Measurements also verify that the degradation of the
transceiver, which arises from sharing the same antenna interface with the har-
vester, is less than 0.5 dB.

In conclusion, an ultra low power transceiver architecture for WBAN appli-
cations is presented which advances the state of the art in various aspects, as
verified experimentally. Also the compatibility of the proposed architecture with
energy harvesting techniques is shown, providing a possibility to improve the
energy autonomy of wireless sensor nodes.

This book is organized as follows. After an introductory Chap. 1, Chap. 2
reviews the state-of-the-art of wireless low power transceivers. Then, Chap. 3
presents the four main strategies to reduce the power consumption and Chap. 4
describes the proposed transceiver in detail. Chapter 5 shows the co-integration of
the energy harvester and finally Chap. 6 concludes this thesis.

Sevilla, July 2012 Jens Masuch
Manuel Delgado Restituto
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Chapter 1
Introduction

The technological progress in wireless communication has greatly changed our habits
in the past decades, mainly perceived today by the prominent role that smartphones
play in our life. Especially, the miniaturization and cost reduction due to modern
submicron CMOS processes has allowed to integrate a variety of services in such
handheld devices. Following this trend, we can anticipate that smaller and smaller
devices will be equipped with wireless interfaces in the future. Currently, periph-
eral wireless devices usually employ short-range communication protocols such as
Bluetooth or ZigBee to form a wireless body area network (WBAN). However, since
small devices are often highly constrainted with respect to the available power supply,
the Bluetooth consortium has adopted in 2009 an extension to the standard, namely
bluetooth low energy [3]. This new protocol is expected to greatly reduce the power
consumption of the wireless interface and so promote many new applications.

Especially in the field of ambulatory health monitoring, WBANs have the potential
to substantially improve the quality of life and independence of chronic patients and
elderly people [116]. These networks are composed by wireless sensor or actuator
nodes used for measuring physiological variables (e.g., glucose level in blood or
body temperature [10]) or controlling therapeutic devices (e.g., implanted insulin
pumps [86]). WBANs typically use a conventional star topology in which nodes
acquire, process and transmit information to the central hub, that would be included
in a smartphone for a typical ambulatory health monitoring application, as illustrated
in Fig. 1.1. In this scenario, the smartphone can also serve as a real-time gateway to
a medical control point or a remote assistance service by employing a long-range
communication protocol [10, 86].

Wireless sensor nodes should exhibit a high degree of energy autonomy, which
leads to the need for low-power consumption solutions in order to extend the battery
lifetime or even make the node supply to rely on energy harvesting techniques.
Typically, the power budget of the sensor node is dominated by the wireless link
[48], and hence many efforts have been directed during the last years toward the
implementation of power efficient transceivers (TRXs) [9, 14, 15, 18, 24, 26, 34, 36,
37, 41, 42, 45, 50, 57, 60, 62, 64, 67, 91, 101, 104, 109, 119, 120, 123, 133, 139,
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2 1 Introduction

Fig. 1.1 Wireless body area
network (WBAN)

140, 141, 147, 149, 151]. However, especially the most power efficient TRXs usually
employ proprietary wireless interfaces which are often spectrally inefficient [14, 15,
18, 41, 45, 50, 91, 101, 120, 133, 139, 140, 149, 151]. Unlike to these solutions, the
objective of this work is to reduce the power consumption while using a standardized
and widely available wireless interface, namely bluetooth low energy (BLE). Sensor
nodes that can easily connect to a smartphone without the need of proprietary read-
out devices provide a second dimension of autonomy for the patient, apart from the
battery lifetime. Additionally, the link layer of BLE supports AES encryption and key
exchange algorithms to protect the highly sensitive personal data from unauthorized
access. Finally, the 2.4 GHz industrial, scientific, and medical (ISM) band, in which
BLE operates, is available worldwide and it allows for compact antennas designs,
not larger than a few centimeters [2].

The methodology to reduce the power consumption employed in this book is
rather an optimization at the architectural level than at the block level. For example,
instead of optimizing a low-noise amplifier (LNA) for ultra low-power consumption,
the necessity of an LNA at all is questioned. Considering the link budget needed
for WBAN applications, an LNA is not necessarily required and a completely pas-
sive receiver (RX) frontend is sufficient. Similarly, questioning the necessity of an
up-conversion mixer in the transmitter (TX) leads to the conclusion that the required
signaling can be generated without a mixer by directly modulating the local oscilla-
tor (LO). Of course, optimization at the architectural level alone becomes worthless
unless it is followed by a very power-aware design of the blocks.

The proposed transceiver has been implemented in standard CMOS technologies
in order to allow for a low-cost solution, which is an important factor for wireless
sensor nodes. At the beginning of this project, the feasibility of the quadrature LO was
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verified with two test chips (chip 1a and 1b) in a 90 nm 1P7M1 CMOS technology.
For availability reasons, the following implementations of the transceiver (chips
2–4) have been realized in a 130 nm 1P6M CMOS technology. Both technologies
were provided by STMicroelectronics. The transceiver was implemented in two
integration steps. In chip 2, the complete frequency synthesizer including PLL and
direct modulation was integrated. To provide the realistic loading of the LO and to
test the passive RX concept, also a provisional transceiver frontend was implemented
in this run. In chip 3, the frontend was refined and a phase-domain demodulator was
added to the RX baseband, completing the transceiver. In the final integration step
(chip 4), an RF-to-DC converter was added to the frontend in order to show that the
selected topology is also suitable for co-integration of RF energy harvesting without
significant degradation.

1.1 Project Objectives and Organization

The main objective of this book is the implementation of a BLE transceiver in a low-
cost CMOS technology with an ultra low-power consumption. Obviously, the BLE
standard as well as the targeted application impose a set of specifications which have
to be fulfilled, especially the blocking requirements with respect to near-by interfer-
ers. Complying with these requirements is particularly important considering that the
transceiver operates in the 2.4 GHz ISM band, which is used by many applications.
To provide a concise and handy overview, the specifications for the BLE signaling
and the blocking requirements are summarized in the Appendix A.

A key requirement given by the application is the expected communication range.
Taking into account channel imperfections, a certain link budget must be provided
by the transceiver. Defining the link budget as the ratio of transmitter output power
to receiver sensitivity (Pout/Psens), a link budget of 80 dB is usually considered as
sufficient to provide a robust communication link over a few meters. Therefore, the
target output power of the transceiver is 0 dBm and the target sensitivity is −80 dBm.

Considering these performance requirements, the objectives with respect to the
transceivers power consumption are defined. Currently, WBAN transceivers usually
consume more than 10 mW and so dominate the available power budget. On the
other hand, a power consumption on the order of 1 mW would be desirable, which
is often referred to as the limit for autonomous operation in the literature, i.e., rely-
ing on energy harvesting only [115, 135, 143]. Given the fact, that the feasibility of
sub-mW receiver frontends has been already demonstrated for proprietary 2.4 GHz
transceivers [38], the target power consumption in RX-mode of the complete trans-
ceiver is set to about 1 mW. In TX-mode, the desired output power (0 dBm) sets the
ultimate boundary of the power consumption. Considering that at least one-tenth
of the dissipated power should be converted into RF output power delivered to the

1 1P7M means 1 Poly layer and 7 Metal layers.
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antenna, a power consumption clearly below 10 mW in TX-mode is set as the design
goal. Another requirement with respect to the power supply is to operate from the
typical deep submicron CMOS supply voltage of 1.0 V in order to facilitate the
integration of a sensor interface together with the transceiver in the future.

Finally, a supplemental objective of this project is to analyze the possibilities of
including RF energy harvesting with as little impact on the transceiver as possible.
This means that neither the TX output power nor the RX sensitivity shall be affected
significantly while using the same antenna as the transceiver in order to avoid addi-
tional external components.

This book is organized as follows:

1. Chapter 2 provides a background about recent low-power transceivers for WBAN
applications by reviewing the state of the art. In particular, the recent publications
are categorized in three groups, namely narrow-band TRXs such as this work that
usually comply with a WBAN standard, wide-band TRXs employing a proprietary
signaling, and for completeness pulsed ultra wide-band TRXs.

2. Chapter 3 presents the architectural consideration for the proposed transceiver.
Four main strategies are identified which are essential to achieve an ultra-low
power consumption. First of all, the selection of the overall RX architecture is
discussed with its impact on the individual blocks, which eventually results in a
zero-IF architecture for the proposed transceiver. Second, the number of active
RF blocks has to be minimized in order to end up with as few RF nodes as
possible that have to be driven by power-hungry circuits. Third, the remaining
RF nodes have to be implemented with a high impedance level, because this
leads to a low-required transconductance in the driving blocks and so reduces the
power consumption. Finally, a low-complexity demodulation scheme avoiding
quadrature multi-bit analog-to-digital converters (ADCs) is needed. Therefore,
the proposed transceiver employs a phase-domain ADC (Ph-ADC) which needs
only four bits of resolution to demodulate the incoming signal.

3. Chapter 4 describes the implementation of the transceiver at the circuit level.
Being a key building block in any narrow-band receiver, this section begins with
the design of the frequency synthesizer, in particular the evaluation of the topolo-
gies for quadrature generation with low-power consumption. Then, the selected
topology, namely a quadrature voltage controlled oscillator (QVCO), is refined
to improve the accuracy and to implement direct modulation. The second section
describes the design of the RF frontend, where the main focus is to maximize the
internal RF impedance using a transformer. In the third section, the base-band part
of the receiver is detailed, whose key element is the demodulator using a 4-bit Ph-
ADC. Finally, the performance of the transceiver as a whole is evaluated, also in
conjunction with a commercially available BLE transceiver. In TX-mode a power
consumption of 5.9 mW is measured for delivering an output power of 1.6 dBm
to the antenna, which corresponds to a total efficiency of 24.5 %. In RX-mode,
the transceiver consumes only 1.1 mW and achieves a sensitivity of −81.4 dBm
using a passive RF front-end topology without LNA.

http://dx.doi.org/10.1007/978-3-319-00098-5_5_2
http://dx.doi.org/10.1007/978-3-319-00098-5_5_3
http://dx.doi.org/10.1007/978-3-319-00098-5_5_4
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4. In Chap. 5 the possibilities for including an RF energy harvester with the previ-
ously presented TRX front-end are studied. A fundamental problem that has to
be resolved is the decoupling of the harvester from the TRX while using the same
antenna. In the proposed architecture, the harvester is decoupled from the TX
with an RF-switch that can be turned on passively, i.e., the incoming RF power
is converted by a start-up rectifier in order to activate the switch. To decouple the
harvester from the RX, the non-linear impedances of the harvester and mixer are
exploited. The proposed harvester also comprises a supply management circuit
to charge an external energy storage device. The correct functionality of the har-
vester is verified experimentally using pulsed RF signals as emitted from wireless
local area network (WLAN) routers showing that a large holding capacitance can
be charged for a distances of up to about 30 cm. The measurements also verify
that the harvester hardly affects the TRX performance, i.e., the degradation is less
than 0.5 dB.

5. Finally, Chap. 6 presents the conclusions of this book, highlighting the most
important contributions. Moreover, the measured performance of the presented
transceiver is compared to the state-of-the-art based on different performance
metrics. Also, an outlook to possible future work is given.

http://dx.doi.org/10.1007/978-3-319-00098-5_5_5
http://dx.doi.org/10.1007/978-3-319-00098-5_5_6


Chapter 2
Review of the State of the Art

Given the wide range of possible applications, low-power short-range transceivers
have drawn a lot of attention, both in research and industry. In this chapter, the current
state-of-the-art-of transceivers operating in the frequency range from 1 to 10 GHz
is reviewed briefly. Given the limited amount of data that is to be exchanged with
wireless sensors or actuators, the WBAN transceivers usually implemented a data
rate between 100 kb/s and a few Mb/s. Generally, the proposed transceivers can be
categorized in three generic groups. First of all, there are conventional narrow-band
transceivers which usually operate in the 2.4 GHz ISM band and implement one of the
typical WBAN standards ZigBee [24, 60, 62, 64, 104, 109, 147], Bluetooth [26, 34,
36, 57, 67, 119, 123] or bluetooth low energy (BLE) [9, 37, 42, 141]. The second group
are wide-band transceivers, which occupy a much larger bandwidth than absolutely
necessary for their respective data rates in order to allow for super-regenerative
receivers [18, 91, 101, 133, 149]. Finally, the third group are impulse-radio ultra
wide-band (IR-UWB) transceivers that transmit extremely short RF pulses, and hence
occupy a large bandwidth of several GHz [14, 15, 41, 45, 50, 120, 139, 140, 151].

2.1 Low-Power Narrow-Band Transceivers

Narrow-band transceivers are characterized mainly by their effective usage of the
available spectrum, i.e., the signal bandwidth B is on the order of the data rate R.
Therefore, the available spectrum can be split up into various channels and so allow
for multiple users operating at the same time. This makes these transceivers attractive
for commercial applications where inter operability and spectrum sharing are of par-
ticular importance. Consequently, the three dominating WBAN standards ZigBee,
Bluetooth, and BLE define a narrow-band physical layer which exploit the 2.4 GHz
ISM band (2.400–2.4835 GHz) with a different number of channels,1 as illustrated in
Fig. 2.1. Note that the ZigBee standard employs direct sequence spectrum spreading

1 To be more precise, ZigBee employs the physical layer defined in the IEEE 802.15.4 standard.

J. Masuch and M. Delgado-Restituto, Ultra Low Power Transceiver for Wireless Body Area 7
Networks, Analog Circuits and Signal Processing, DOI: 10.1007/978-3-319-00098-5_2,
© Springer International Publishing Switzerland 2013
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Fig. 2.1 Spectral planning of the typical narrow-band WBAN standards with the typical receiver
architecture

(DSSS) to avoid interference, which effectively adds redundancy to the signaling,
and hence increases the bandwidth. Increasing the redundancy by the ZigBee spread-
ing factor of SF = 8 reduces the required signal-to-noise ratio at the receiver by 9 dB
(10 · log SF,) and hence allows more users to operate in the same channel. Therefore,
ZigBee transceivers are considered here as narrow-band systems, because the band-
width B is on the order of R · SF. Bluetooth and BLE avoid interferers by frequency
hopping, which frequently changes the channel.

Narrow-band systems usually employ digital phase- or frequency modulation
techniques such as Gaussian Frequency Shift Keying (GFSK) or Quadrature Phase
Shift Keying (QPSK) for signaling. In fact, the Offset–QPSK scheme defined in
ZigBee is equivalent to GFSK with a modulation index of h = 0.5 [60], and hence
also similar to the modulation schemes employed by Bluetooth (GFSK, h = 0.32)
and BLE (GFSK, h = 0.5). These modulation schemes have the advantage that
they are spectrally efficient due to their low-modulation index and they provide a
constant-envelope signal. The constant RF amplitude makes the system robust against
nonlinear distortions and so allows for efficient power amplifiers in the transmitter.

To demodulate narrow-band signals under the presence of adjacent channel inter-
ferers, quadrature downconversion into a complex baseband is inevitable. The com-
plex baseband allows for narrow channel filtering and hence for rejection of close-by
interferers. Therefore, the essential building blocks of narrow-band receivers are
the local oscillator (LO) defining the channel to be demodulated and a quadrature
down-conversion mixer.

2.2 Super-Regenerative Wide-Band Transceivers

A lower power consumption can be achieved by using a higher bandwidth for the same
data rate, i.e., B � R. This leads to a far less efficient usage of the radio spectrum,
and therefore wide-band transceivers have been mainly proposed for closed systems
in an academic environment [18, 91, 101, 133, 149]. These systems usually also
employ FSK modulation but with a much larger modulation index (h � 1) [18, 101,
149], meaning that to transmit binary data symbols, two widely separated frequencies
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Fig. 2.2 Wide-band FSK (WB-FSK) power spectrum (left) and the typical super-regenerative
receiver architecture

are transmitted, as shown in Fig. 2.2. The high modulation index allows for a simple,
and hence power-efficient super-regenerative receiver architecture. However, this
RX architecture is characterized by a poor spectral selectivity, which means that no
interferers can be tolerated within a wide bandwidth. For this reason, also super-
regenerative transceivers using On Off Keying (OOK) [91, 133] are considered here
as wide-band systems.

Super-regenerative receivers employ an extremely simple architecture, which is
based on injection locking of an oscillator. The input signal is applied to an oscillator
whose resonance frequency is close to the expected incoming tone. Then, the start-
up time of the oscillator is highly dependent on whether or not an incoming tone
is present, i.e., a tone close to the resonance frequency stimulates the oscillator
leading to a low start-up time, as illustrated in Fig. 2.2. By repeatedly ramping up
the oscillator, which is referred to as quenching, the presence of the tone can be
easily is monitored. Changing the resonance frequency oscillator also allows for
monitoring tones at different frequencies and hence FSK demodulation, provided
that the two FSK tones are sufficiently separated to make a difference in the start-up
behavior of the oscillator. Therefore, the spectral selectivity of this demodulation
scheme is mainly given by the bandpass characteristic of the oscillator, and hence
depends eventually on the quality factor of the resonator. Given the low quality
factor achievable in integrated solutions this leads to a poor spectral selectivity of
the super-regenerative receiver architecture.

On the other hand, the simplicity of the super-regenerative RX architecture with
extremely few blocks operating at RF allows for a very low-power consumption.
Also on the transmitter side, both WB-FSK and OOK modulation allow for simple
and low-power architectures, i.e., direct modulation of the oscillator or the power
amplifier, respectively.

2.3 Impulse-Radio Ultra Wide-Band Transceivers

The third group is formed by impulse-radio ultra wide-band transceivers [14, 15, 41,
45, 50, 120, 139, 140, 151], which often achieve an even lower power consumption
than the previous two groups. The DC power advantage of these transceivers can be
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Fig. 2.3 Time-domain diagram of FSK-modulated CW systems (left) versus IR-UWB signaling
(right) which transmits far less periods of the carrier ( fc) per data symbol

best observed in the time domain, as shown in Fig. 2.3. The first two groups essentially
employ a continuous wave (CW) carrier signal (1–10 GHz) which is modulated with
a low-frequency data signal (≈1 MHz), and hence transmit thousands of RF periods
per bit. In contrast to these CW systems, IR-UWB transceivers emit only short pulses
per bit, usually comprised less than 10 RF periods. The data are often encoded with
pulse position modulation (PPM) or with pulsed FSK. Therefore, the RF section of
the transmitter is active only for a short fraction of the time, which leads to a low
average power consumption. Once the transmitter and receiver are synchronized, the
receiver can be duty cycled as well to reduce the power consumption for low data
rates [45, 50].

The short RF pulses with an impulse duration (Timpulse) of usually less than 1 ns
consequently occupy a very large bandwidth on the order of a few GHz (≈1/Timpulse).
This makes IR-UWB systems robust against narrow-band interferers and frequency-
selective fading effects. On the other hand, the tolerance concerning other pulsed
interferers depends highly on the synchronization capability. Moreover, the synchro-
nization often dominates the overall RX energy dissipation, especially for short data
packets [82, 140].

Although IR-UWB is a relatively new trend in WBAN communications, a stan-
dardized physical layer has been already defined (IEEE 802.15.4a) which operates
in the frequency band from 3.1 to 10.6 GHz. Moreover, IR-UWB transceivers start
to appear in the industry for point-to-point applications [139].

2.4 Comparison

To compare the three groups, Fig. 2.4 shows the sum of the TX and RX power
consumption PDC,T X+R X of the relevant low-power transceivers versus their link
data rate. The first group of narrow-band TRXs (shown in blue) can be clearly
identified at the top with a total power consumption ranging from about 10 to 100 mW.
Usually, one order of magnitude less power is consumed by the wide-band TRXs
(1–10 mW), which also applies to the two ultra-low data rate TRXs with 5 kb/s
not shown in the diagram [91, 101]. In contrast, pulsed TRXs are not distributed
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Fig. 2.4 Comparison of recent low-power transceivers considering the sum of TX and RX power
consumption (y-axis). Narrow-band, wide-band, and IR-UWB transceivers are distinguished by
blue, black and red markers, respectively. The dB-values in the figure denote the link budget of the
respective transceiver (Pout/Psens)

within a characteristic DC power range but rather along a specific Energy-per-bit
ratio on the order of 1 nJ/b, i.e., the power consumption of these duty-cycled TRXs
scales with the data rate. However, around the typical WBAN data rate of 1 Mb/s
the IR-UWB systems can achieve a power consumption of 1–2 order magnitude less
than narrow-band TRXs [50].

Apart from the power consumption, an important figure of merit is the link bud-
get (Pout/Psens) provided by the transceivers. As mentioned before, a link budget of
approximately 80 dB is needed for a robust short-range link [133, 139] taking into
account small antennas and other channel imperfections such as fading. The anno-
tated dB-values in Fig. 2.4 show that largest link budgets are obtained by narrow-band
transceivers, hence promising the most robust operation. On the other hand, IR-UWB
transceivers usually provide a much lower link budget of less than 60 dB due to the
low average transmitted power. Although they are also less susceptible to fading
effects, IR-UWB systems therefore usually offer a lower communication range than
their narrow-band counterparts. Again, the wide-band TRXs fill the gap between the
other two systems with link budgets around 70–75 dB.

To conclude, the IR-UWB systems that achieve the lowest power consumption
either provide very low link budgets [50] or do not solve the synchronization issue
[45]. Wide-band transceivers are promising with respect to power consumption and
decent link budget but spectrally inefficient and prone to interference. The best inter-
ference tolerance, and hence inter-operability with other services can be achieved by
narrow-band transceivers due to the complex baseband channel filtering. Moreover,
such transceivers can connect easily to the existing handheld terminals as long as one
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of the typical WBAN standards is implemented. However, the total power consump-
tion of such systems has to be further reduced in order to provide a higher degree of
energy autonomy than the existing solutions.



Chapter 3
Low Power Strategies

3.1 Zero-IF RX Architecture

The definition of the receiver architecture is a fundamental design decision which
drastically impacts the achievable power consumption. To select the appropriate
receiver architecture, the requirements of the receiver in terms of spectral selectivity
have to be taken into account. The Bluetooth low energy standard operates in the
2.4 GHz Industrial, Scientific, and Medical (ISM) band, which is shared with many
other services. Therefore, in-band interferers have to be suppressed sufficiently to
allow for correct demodulation of the GFSK input signal. In the BLE standard,
interferers with an input power level 17 and 27 dB higher than the desired signal power
must be tolerated at an offset frequency of 2 and 3 MHz or more, respectively [3].
Assuming a signal-to-noise ratio (SNR) of the demodulator of 15 dB, the interference
suppression at these frequency offsets has to be at least 32 and 42 dB, respectively.
This requirement already disqualifies the super-regenerative receiver architecture for
the targeted application.

Narrow-band receivers for low power applications usually employ either a low
intermediate frequency (IF) [57, 119] or a zero-IF down-conversion receiver [24,
109]. The low-IF architecture, shown in Fig. 3.1a, down converts the received signal
to an IF which is usually on the order of the signal bandwidth, i.e., a few MHz. Then
the adjacent channel interferers are filtered out by means of a complex band-pass
filter, which not only removes the interferers at directly adjacent channels but also
interference at the negative IF, also referred to as image frequency. The principal
advantage of the low-IF architecture is that at no point signals around DC (0 Hz)
are processed and so DC offset and flicker-noise problems are circumvented. On the
other hand, to suppress the interferers at the image frequency accurate quadrature
signals from the local oscillator are needed [48]. The achievable image rejection ratio
(IRR) for a given quadrature accuracy can be calculated from

1

IRR
= (ΔA/A)2 +Δψ2

4
(3.1)

J. Masuch and M. Delgado-Restituto, Ultra Low Power Transceiver for Wireless Body Area 13
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© Springer International Publishing Switzerland 2013
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whereΔA/A is the relative amplitude error andΔψ is the phase error of the quadra-
ture LO signals [106]. Hence, to obtain an image rejection of 42 dB for example,
only a phase error of Δψ = 0.9◦ can be tolerated if perfectly matched amplitudes
are assumed. If amplitude errors were taken into account, the tolerable phase error
would be even lower. To relax this stringent accuracy requirement for the LO, the
BLE standard defines an exception of the interference rejection at the image fre-
quency which permits interferers that are only 9 dB above the desired signal level
instead of 27 dB [3]. This reduces the required IRR to 24 dB, which translates to a
tolerable phase error of 7.2◦ (assuming equal amplitudes again).

An advantage of the zero-IF architecture is that it does not need the exception of
the interference rejection, because the image-rejection issue is nonexistent. As shown
in Fig. 3.1b, the desired signal is down converted to DC, and hence the interferers
end up at higher baseband frequencies, where they can be eliminated easily using a
low-pass filter (LPF). Regarding the accuracy of the LO signal, the zero-IF archi-
tecture is naturally robust against quadrature phase errors, i.e., a phase error of 5◦
degrades the receiver performance by only 1 dB [105]. On the other hand, the zero-IF
architecture in principle suffers from DC offset and flicker noise which appear within
the bandwidth of the desired signal. However, GFSK signals as specified in BLE can
still be demodulated correctly even if the low-frequency contents below 19 kHz are
removed [114], and hence these problems can be solved by a high pass filter (not
shown in Fig. 3.1b).

(a)

(b)

Fig. 3.1 Two typical narrow-band low-power receiver architectures: a low-IF architecture, b zero-
IF architecture
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Another advantage of the zero-IF architecture over low-IF is related to the required
order of the filters. Lower order filters are needed with the zero-IF approach, because
the transition from passband to stopband is spread over a wider relative frequency
range. For example, if we consider the most demanding interference suppression
of 32 dB at fstop = 2 MHz offset from the desired signal and a maximum pass-
band frequency of fpass = 500 kHz, the zero-IF architectures leads to a ratio of
fstop/ fpass,max = 4. In contrast, considering for example an IF of fIF = 2 MHz
the stopband and passband frequency are simply shifted, i.e., fstop = 4 MHz and
fpass = 2.5 MHz, and the ratio fstop/ fpass drops below 2. Hence, the transition
from passband to stopband in this low-IF example must be implemented in less
than one octave, while the zero-IF approach leaves two octaves for this transition
allowing for a smaller filter order. Finally, the zero-IF architecture also relaxes the
gain-bandwidth-product requirements of the baseband section, because the signal is
at lower frequencies and so favors more power-efficient implementations.

In conclusion, the zero-IF receiver architecture is selected for the low-power
transceiver for the following reasons:

• the zero-IF architecture has no image-rejection issue and so needs no image excep-
tion in the interference blocking specification,

• it is robust against quadrature errors of the LO,
• it allows for simple, low-order LPFs for channel filtering, and
• DC offsets and flicker noise can be filtered with an HPF while still allowing GFSK

demodulation.

3.2 Minimize the Number of Active RF Blocks

Although the super-regenerative RX architecture cannot be employed for a BLE
transceiver due to the selectivity requirements, it is worthwhile analyzing why this
architecture achieves such a low-power consumption and trying to apply similar
concepts in a narrow-band RX. The key property of super-regenerative RXs is that
the LO is used in an injection-locked manner, which directly provides a base-band
output for demodulation. Low-power consumption is mainly caused by the fact that
very few blocks are operating at the radio frequency, i.e., in the extreme case only
the LO [17] which is often preceded by an amplifier to improve the sensitivity [19,
91, 101, 133]. Therefore, applying this concept to a narrow-band transceiver means
minimization the number of active RF blocks. This requires to reassess the necessity
of every RF block of the conventional narrow-band transceiver architecture instead
of only optimizing each block.

If we consider the typical narrow-band RX architecture of Fig. 3.2a [57, 64, 109,
119], the good selectivity is achieved by performing the RX channel selection in
the complex baseband after a quadrature down-conversion stage. Therefore, two
ingredients are inevitable to this end, i.e., a quadrature down-conversion stage and
quadrature local oscillator (LO) signals. However, the vast majority of low power
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(b)

(a)

Fig. 3.2 Narrow-band single down-conversion receiver architectures: a typical topology with LNA
and divider-based LO, b ultra-low power topology with a passive front end and a quadrature VCO
(QVCO)

transceivers also employ a low noise amplifier (LNA) at the input of the RX chain.
Note that even those LNAs which are optimized for low-power consumption usu-
ally consume 1–2 mW while achieving noise figures of 4–6 dB [23, 66, 131]. Hence,
instead of trying to optimize the power consumption of the LNA for the given appli-
cation, the question has to be answered if we need an LNA at all. In our case, for
a short-range transceiver in a BAN application a sensitivity of Psens = −80 dBm is
sufficient to allow for a communication distance of 4 m [133]. Therefore, assuming
again a moderate demodulator performance, i.e., a required SNR of 15 dB for GFSK
demodulation [68], and a signal bandwidth of B = 1 MHz the tolerable noise figure
NFmax can be calculated using

Psens,dBm = −173.8 dBm/Hz + 10 log BW + NFmax,dB + SNRdB (3.2)

where −173.8 dBm/Hz denotes the fundamental thermal noise floor.1 The resulting
tolerable NFmax is as large as 18.8 dB and so allows to completely omit an LNA,

1 The thermal noise floor is given by kB T , where kB is the Boltzmann constant (kB = 1.38 ·
10−23 Ws/K) and a temperature of T = 300 K is assumed.
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as shown in Fig. 3.2b [24, 38]. In addition, such a high NFmax allows to employ a
passive mixer which obviously does not provide any gain, but also does not consume
any DC power [38]. Hence, the only RF block consuming power in RX-mode is the
LO which drives the passive mixer. The overall noise figure (NF) of this passive RX
front end is mainly defined by the losses of the antenna interface and the conversion
loss of the passive mixer, i.e., as in any RX front end the NF is limited by the losses
until the first stage of active amplification, which in this case is the first baseband
amplifier.

Note that some low-power TRX employ two down-conversion stages with a slid-
ing IF [34, 62, 67, 141], meaning that both mixing signals are derived from the same
LO through frequency division. However, although this slightly reduces the required
LO frequency and allows for quadrature generation at a divided frequency, it excludes
the passive front-end concept, because at least one buffering stage is needed between
the mixers. In addition, the sliding-IF architecture would also require an additional
up-conversion stage in the TX path, and is therefore discarded for the desired ultra
low-power TRX architecture.

Regarding the quadrature LO for the single down-conversion architecture, low-
power TRXs usually either employ one voltage-controlled oscillator (VCO) oper-
ating at twice the carrier frequency followed by a divider-by-2 [20, 57, 64, 109],
as shown in Fig. 3.2a, or two VCOs which are coupled to each other to oscillate
in quadrature [24, 29, 99, 104], as in Fig. 3.2b. The former alternative requires less
chip area as only one VCO is needed and it is more robust against frequency pulling
effects, because the VCO operates at a different frequency as the RX front end. How-
ever, the latter alternative with two VCOs, which is also referred to as quadrature
VCO (QVCO), allows for a lower power consumption due to the lower oscillation
frequency [11], which will also be demonstrated in a comparative study in the fol-
lowing chapter (Sect. 4.1.1). Hence, a passive receiver front end with a QVCO, as
shown in Fig. 3.2b, is employed in the proposed low-power transceiver.

Using a QVCO also allows to directly drive the passive mixer without an inter-
mediate buffer stage. Without a buffer the parasitic input capacitance of the passive
mixer simply adds to the tank capacitance of the LC-VCOs and is therefore tuned out
by the tank inductances. Note that LO buffers operating at 2.4 GHz usually consume
at least several hundreds of µAs [20, 104, 146] and would consume a large portion
of the targeted power budget in RX-mode of 1 mW. On the other hand, abstaining
from buffering stages requires a careful co-design of all the front-end blocks in order
to avoid undesired interactions. In order to avoid a substantial system degradation
due to frequency pulling effects, a fast fractional-N phase locked loop (PLL) with a
reference frequency of 20 MHz will be used. This allows for a high loop bandwidth
of about 1 MHz in which pulling perturbations are attenuated by the PLL action
[107]. Further, this high bandwidth leads to a short start-up time of about 5 µs for
the synthesizer as well.

Taking a look at the TX section of the front end, different approaches can be
used for GFSK modulation as required by the BLE standard. High accuracy can be
achieved by using the mixer-based approach shown in Fig. 3.3a [37, 57, 142]. In this
topology, a digital modulator processes the TX data to generate a set of quadrature

http://dx.doi.org/10.1007/978-3-319-00098-5_4
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(b)

(c)

(a)

Fig. 3.3 TX architectures: a mixer based, b closed-loop modulation using aΔΣ-PLL, c open-loop
using direct VCO modulation

baseband signals. These I - and Q-signals are then converted into the analog domain
by means of digital-to-analog converters (DACs), and finally frequency shifted in one
or more steps to the carrier frequency by means of mixers (in Fig. 3.3a a single-step
direct up-conversion approach is represented). As modulation is realized in the digital
domain, narrow-band channel filtering can be easily accomplished allowing for low
transmission bandwidth occupation. Moreover, the architecture is highly flexible
and can be used not only for FSK modulation but for any arbitrary modulation type.
However, the power consumption of the mixer-based topology is high, typically above
10 mW [37, 57], which renders the approach poorly suitable for WBAN applications.

A second approach simply adds the FSK modulation to the carrier frequency
setting of the phase-locked loop (PLL) as shown in Fig. 3.3b. Higher PLL resolutions
are achieved by using fractional-N PLLs withΔΣ-modulators [92, 98]. In principle,
this technique is both simple and accurate, because the FSK modulation is added in
the digital domain. However, the loop bandwidth of the PLL acts as a low-pass filter
on both the FSK modulation and the quantization noise of theΔΣ-modulator leading
to a fundamental trade-off between transmission rate and phase noise. On the one
hand, a low loop bandwidth is needed to filter out the quantization noise and, on the
other, the loop bandwidth must be large enough to preserve the FSK modulation.
In order to relax this trade-off, a possible solution consists on pre-emphasizing the
FSK modulation signal to make its bandwidth much larger than that of the PLL [98].
Unfortunately, pre-emphasis can only be as accurate as the prediction of the PLL
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transfer function, and therefore it is hardly feasible in a fully integrated solution where
the VCO gain is essentially nonlinear [12]. Alternatively, if a high PLL bandwidth
is used, complex compensation techniques must be employed to adaptively cancel
the quantization noise of the ΔΣ-modulator. Such compensation schemes usually
employ power-hungry DACs and raise the power consumption of the FSK modulation
stage by several mWs [51, 92, 124].

Finally, the FSK modulated signal can also be generated by means of direct VCO
modulation [34, 52, 101]. A PLL is used to set the carrier frequency before it is dis-
connected, so that modulation can be directly fed into the VCO, as shown in Fig. 3.3c.
The main advantage of this technique is that very little additional hardware is needed,
thus leading to very low-power consumption. Moreover, the transmission rate is not
constrained by the PLL bandwidth, which allows to increase the data rate easily
up to several Mb/s [19]. However, as the PLL remains open during transmission,
the unlocked VCO becomes susceptible to frequency drift due to leakage currents.
Therefore, unlike the previous approaches, the technique is unsuitable for continuous
modulation,2 but it can be exploited in communication schemes that employ short
transmission bursts such as the BLE protocol.

Therefore, the proposed BLE transmitter is based on the direct QVCO modula-
tion technique. The BLE data packages have a maximum length of 376µs, which
is short enough to keep frequency drifts during data transmission within the specifi-
cations of the standard. Also, the permitted spread of the FSK modulation index of
h = 0.5 ± 10 % is wide enough, so that direct VCO modulation, implemented in
analog domain, is able to underlie process, supply voltage and temperature (PVT)
variations.

In conclusion, the proposed low-power narrow-band transceiver architecture com-
prising a passive RX front end (Fig. 3.2b) and a TX with direct VCO modulation
(Fig. 3.3c) is characterized by a rigorous simplification in terms of the number of
RF blocks. Essentially, the architecture is reduced to its bare minimum, where the
only active RF block in RX-mode is the LO and the down conversion is performed
by passive mixers. A second important aspect is that buffering stages are avoided as
much as possible which requires a careful co-design of the remaining blocks. This
means that especially the LO has to be simulated always with all its loading blocks,
i.e., the mixer, the PA and the prescaler, which forms the input stage of the PLL.

3.3 Maximize Impedance of Internal RF Nodes

The simplified front-end architecture of the TRX contains only three critical RF
nodes that have to be driven by active circuitry. Therefore, these nodes have a great
impact on the overall power consumption. The first two are the two LC-tanks of

2 It should be noted that direct VCO modulation may also be applied on a low-bandwidth closed
PLL if the data signal has no DC content [35]. In this case, the PLL is active all the time avoiding
drift issues and only acts as a high-pass filter on the data signal without corrupting it. However, this
technique is not applicable for the BLE standard with its DC-carrying line code.
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the QVCO, while the third critical RF node is the output of the PA, i.e., the antenna
interface.

The LO employs two cross-coupled LC-VCOs which are coupled to each other to
operated in quadrature. In spite of the technology down scaling, such LC-oscillators
[59, 81, 95] still consume less power than ring oscillators [28, 76, 96] at oscilla-
tion frequencies in the GHz range. As will be shown in detail in the next chapter
(Sect. 4.1.1), the power consumption of LC-VCOs is ultimately limited the induc-
tance that can be implemented in the tank. To reduce the required bias current, the
parallel tank impedance has to be as large as possible. This means that large inductors
with many turns have to be used which are operated close to their self-resonating
frequency [129].

A similar relation exists for the antenna node, which is driven by the power
amplifier. For the targeted output power of 1 mW a PA load impedance on the order
of a few k�s is needed to allow for a power efficient implementation [38, 111]. Since
typical WBAN antenna impedances are on the order of 50–100� [2], impedance up
conversion is needed at the antenna interface. In the proposed front end, a step-
up transformer is used to up convert the antenna impedance to about 1 k�. The
transformer arrangement has been chosen, because it allows to connect a single ended
or differential antennas [57]. Similarly as for the VCO nodes, this up-conversion
requires to use a transformer with a high inductance at the PA coil in order to increase
the parallel loss impedance of transformer, and hence make it non-dominant with
respect to the up-converted antenna impedance of 1 k�. This means again, that a
multi-turn transformer is needed that has to be operated in proximity of its self-
resonance frequency.

Therefore, the impedance of both actively driven RF nodes is limited by the
inductive elements which have to be chosen carefully. Since the inductive elements
are also operated close to their self-resonating frequencies, the devices have to be
well characterized with all its parasitic elements using three-dimensional electro-
magnetic simulations.

3.4 Low-Complexity Phase-Domain GFSK Demodulator

As explained in Sect. 3.1, the zero-IF architecture is particularly suitable for ultra
low-power transceivers, and therefore calls for zero-IF GFSK demodulators. In a
straightforward approach, the quadrature input signals are quantized by two analog-
to-digital converters (ADCs) and the channel filtering and demodulation tasks are
performed in digital domain [32, 117]. However, the need for two power-hungry
multi-bit ADCs disqualifies this concept for low-power applications. Alternative
strategies for low-power GFSK demodulation can be conceived by taking advantage
of the fact that information is carried in the signal phase alone, a property that
is usually also exploited by limiting low-IF demodulators [27, 46, 57, 70, 119].
Ideally, the transmitted data are coded by the rotations of a constant magnitude phasor
around the origin of the complex plane. A zero is coded as a clockwise rotation,

http://dx.doi.org/10.1007/978-3-319-00098-5_4
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Fig. 3.4 (G)FSK modulation
with a modulation index h in
the complex plane. The dashed
lines represent the levels of a
4-bit phase quantization

whereas a one leads to a counter-clockwise rotation, as illustrated in Fig. 3.4. Using
this property, Lee and Kwon introduced the concept of direct phase quantization
in their zero-IF zero-crossing demodulator (ZIFZCD) [68]. The ZIFZCD generates
rotated versions of the in-phase and quadrature signal (I - and Q-signal) and detects
the time and direction of their zero crossings [44, 68]. Then, the detection of the
transmitted symbol is simply accomplished by comparing the number of clockwise
and counter-clockwise crossings. This concept was further developed by Samadian
et al. [114] where the outputs of the zero-crossing comparators are employed to
obtain a phase read-out, which is nothing else than a phase-domain ADC (Ph-ADC).

The approach of phase quantization has two important advantages with respect to
the conventional amplitude quantization of the two baseband channels. First of all,
the Ph-ADC requires only 16 quantization intervals (4 bits) to demodulate GFSK
with a modulation index of h = 0.5 while the conventional approach usually requires
two separate ADCs with at least 6-bit resolution [32, 89, 117]. Hence, the ampli-
tude quantization approach needs much more comparators assuming a flash-ADC
architecture or a higher processing rate if sigma–delta or successive approximation
architectures are used. In either case, the power consumption will be larger for the
two-channel amplitude quantization.

The important second advantage of the phase quantization is its robustness against
distortion [22] and its high input dynamic range, because only the phase information
is processed. This renders an accurate amplitude equalization prior to quantization
unnecessary, i.e., the gain equalization in the baseband can be performed in coarse
steps which relaxes the requirements of the analog pre-processing. To obtain an
equivalent dynamic range of a 4-bit Ph-ADC, two conventional ADCs with at least
10-bit resolution are required [22, 48].

Although the Ph-ADC demodulation concept is promising in terms of power
consumption and bit-error-rate (BER) performance [114], few silicon realizations
have been reported so far [21, 37, 67]. All these examples employ an array of resistors
to generate the rotated I - and Q-signals. In the proposed transceiver, an alternative
scheme for phase rotation is employed which does not require resistors but combines
the weighted outputs of current mirrors instead, as will be detailed in Sect. 4.3 of the
following chapter. This solution reduces not only the amplitude error of the phase
rotation but also allows for an area-efficient implementation.

http://dx.doi.org/10.1007/978-3-319-00098-5_4


Chapter 4
Implementation of the Low Power Transceiver

This chapter describes the circuit-level details of the proposed low power transceiver,
shown in Fig. 4.1. It is organized in three parts corresponding to the main functional
units, namely the frequency synthesizer, the RF frontend, and finally the baseband
section of the receiver.

4.1 Frequency Synthesizer

The main function of the frequency synthesizer is obviously to provide the carrier
frequency for the 40 BLE channels. Therefore, the accuracy of this LO signal defines
the spectral efficiency of the transmitter as well as the spectral selectivity of the
receiver. However, the LO accuracy requirements for WBAN transceivers are usually
not very demanding due to the low TX output power and the moderate selectivity
requirements of such transceivers. In case of BLE, the blocking requirements impose
a phase noise level below −92 or −102 dBc/Hz at an offset frequency of 1.5 or
2.5 MHz, respectively, assuming a signal-to-noise ratio (SNR) of 15 dB. Such phase
noise requirements are easily achievable by a fully integrated synthesizer. Assuming
again an SNR of 15 dB, the tolerable spur level is −32 dBc and −42 dBc at an offset
of 2 and 3 MHz or more, respectively.

The receiver also requires quadrature LO signals, i.e., an in-phase and a quadrature
component, to demodulate complex modulated signals such as PSK or narrow-band
FSK, which is the case for BLE. Regarding the quadrature accuracy, the selected zero-
IF receiver architecture helps to relax the requirements. As long as the quadrature
error is below 5°, the sensitivity is degraded by less than 1 dB [105]. On the other hand,
the power consumption of the synthesizer plays a crucial role in the overall power
budget of the transceiver because it is the only active RF block in RX-mode due to
the passive frontend architecture. Therefore, it is important to choose the quadrature
LO generation topology with minimum power consumption and sufficient accuracy.
This selection process is detailed in the following subsection.

J. Masuch and M. Delgado-Restituto, Ultra Low Power Transceiver for Wireless Body Area 23
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Fig. 4.1 Block diagram of the proposed BLE transceiver

4.1.1 Selection of Quadrature Generation Topology

Different alternatives have been proposed so far for the implementation of quadra-
ture generators. Taking advantage of the increased speed of deep submicron CMOS
technologies and the moderate phase noise requirements of WBAN communica-
tion standards, very simple and area-efficient ring oscillators can be used to directly
generate quadrature outputs in the GHz range [28]. However, such ring oscillator
topologies still consume more than 10 mW and are therefore not suitable for low
power applications. Much more power efficient architectures can be implemented
using the well-known cross-coupled LC VCO, which conserves part of the oscillation
energy in its reactive components [90]. Using a single LC oscillator core running
at the desired output frequency, quadrature phases can be obtained by means of
RC–C R networks [90] or by cascading poly-phase filters [16, 60] at the output of
the VCO. However, these passive structures always exhibit resistive losses or even
lead to amplitude errors [90] which have to be corrected using power-hungry limit-
ing amplifiers. To avoid these shortcomings, a promising solution consists of a VCO
running at twice the desired output frequency and a frequency divider-by-2 block to
generate the four quadrature output phases [20, 57, 64, 72, 95, 109, 121]. Another
alternative relies on properly coupling two VCO cores at the target output frequency
to generate the quadrature phases [11, 24, 29, 99, 103, 104, 130]. In this section, the
suitability of the two last quadrature generation architectures for WBAN applications
is explored and validated with corresponding silicon integrations in a 90 nm CMOS
technology.
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The first alternative, formed by the combination of a VCO and a frequency divider,
hereinafter referred to as VCODIV2, is commonly used for its simplicity and area
efficiency. Both building blocks can be connected in cascade [20, 57, 64, 109, 121] or
stacked onto each other in order to reuse the bias current [72, 95]. The latter requires
either a high supply voltage of at least 1.5 V [95] or a transformer which leads to an
overall power consumption greater than 5 mW [72]. Accordingly, focus will be paid
in the cascade solution, more suitable for operation in the 1 V supply range.

The second architecture is a quadrature structure, hereinafter referred to as QVCO,
which uses two LC tanks that resonate at the target output frequency [11, 24, 29, 99,
103, 104, 130]. Such structures differ in how the two oscillator cores are coupled to
each other, i.e., parallel or serial coupling. To minimize the required transconductance
to start oscillation, the classical parallel coupling has been preferred. Again, it is also
possible to stack the two cores and exploit current-reuse techniques [59]. However,
since one core uses PMOS transistors while the other is based on NMOS transistors,
the structure is asymmetric and, hence, prone to phase errors. In the proposed QVCO,
each core employs current-reuse separately and, additionally, an arrangement of RC
phase shifters is used in the coupling path between the two oscillating cores to reduce
phase noise without any power consumption penalty.

4.1.1.1 VCODIV2 Architecture

In this architecture, an LC VCO running at about 4.9 GHz is followed by a divider-
by-2 block to generate the four quadrature phases in the 2.4 GHz band. The imple-
mented circuit is displayed in Fig. 4.2. The VCO core is a cross-coupled LC oscillator
in which a simple MOS transistor arrangement provides the negative transconduc-
tance needed to compensate for the losses of a parallel LC tank. Such arrangement
consists of complementary NMOS and PMOS sections that reuse the VCO tail cur-

Fig. 4.2 Schematic of the implemented VCO with divider-by-2
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rent [129]. This provides an extra mechanism for power saving as compared to single
section realizations.

In order to minimize the required negative transconductance and, thereafter, the
power consumption of the oscillator, the losses of the LC tank must be reduced
as much as possible. In practice, the tank losses, which can be lumped into a par-
allel conductance gloss, are dominated by the integrated inductor [90] and can be
approximated as

gloss ≈ gind = 1

QLω0 L
(4.1)

where gind is the loss conductance of the inductor, ω0 = 2π f 0 = 1/
√

LC , L is the
inductance, and QL is the loaded quality factor of the inductor at tanks resonance
frequency f0. This frequency f0 is made tunable by electrically controlling the value
of the total tank capacitance Ctank.

To select the appropriate tank inductor, the equivalent models of the available
differential inductors in the given technology are extracted from the design kit. These
models contain frequency-dependent series resistances to represent the effect of eddy
currents as well as substrate effects (parasitic substrate resistance and capacitance).
Based on this data, the important design parameters, i.e., the loaded quality factor
and the loss conductance, are calculated and shown in Fig. 4.3. Each curve in this
diagram corresponds to a certain number of turns of the differential inductor. Note
that candidate inductances are ultimately limited by the capability to tune the tank to
the desired frequency. In Fig. 4.3, a minimum safe value for the tuning capacitance
of 200 fF has been assumed. Denoting as Cind the parasitic differential capacitance
of the inductor and letting Ctune represent the remaining tank capacitance including
parasitics, the aforementioned tunability condition can be expressed as

1

ω2
0 L

− Cind = Ctune > 200 fF. (4.2)

The rightmost endpoints of the curves for 4 and 5 turns correspond to the situation
where the tunability condition is just fulfilled.

(a) (b)

Fig. 4.3 Properties of the available symmetrical inductors at 4.9 GHz, the circle marks the selected
inductor for the VCODIV2. a Loaded quality factor. b Loss conductance
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Figure 4.3a shows that the maximum QL is reached at an inductance of approxi-
mately 2.8 nH obtained with a 3-turn spiral inductor. However, as shown in Fig. 4.3b,
the loss conductance decreases for larger inductances. This implies a tradeoff between
performance (phase noise improves with higher quality factors [90, 129]) and power
consumption. Given the mild requirements in phase noise, gind reduction has been pri-
oritized and, thereafter, the largest possible inductor has been selected. It is a 4.23 nH
4-turn inductor which achieves a loaded quality factor of QL = 14.4 @ 4.9 GHz. As
it will be shown with the experimental results (Sect. 4.1.1.3), this value of QL is high
enough to fulfill the phase noise requirements of the quadrature generator. Note, that
this selection procedure eventually leads to an inductor that just meets the tunability
condition (4.2). Therefore, the parasitic tank capacitance has to be minimized as
much as possible during circuit and layout design.

Frequency tuning has been implemented using a conventional two-step approach.
Coarse tuning to compensate for process variations is achieved with a programmable
MOM capacitor1 bank controlled by a 4-bit tune word. The coarse tuning range
has been designed such that it exceeds the frequency error range due to process,
supply voltage, and temperature (PVT) variations, which cause a resonance frequency
deviation of about ±5 % according to corner simulations (corners of the process,
supply voltage ±10 %, and temperature range from −40 to 85 °C). PMOS varactors
allow for fine frequency control by means of a phase-locked loop (not shown in
Fig. 4.2). The simulated quality factor of the switched MOM-capacitor bank is larger
than 60 over the digital tuning range whereas the quality factor of the PMOS varactor
is larger than 65 over the whole analog tuning range. Therefore, the capacitive tuning
of the tank has very little effect on the overall tank losses.

The active circuitry of the VCO core has been sized considering the difference
between transconductance gm and output conductance gds because they appear in
parallel to each other in the small signal model of the core. This effective transcon-
ductance gm −gds has been maximized while keeping the total tuning capacitance to
the targeted 200 fF. This gives 14/0.15 µm for the NMOS transistors and 14/0.12 µm
for the PMOS transistors.

The divider-by-2 circuit is implemented with two latches forming a master-slave
flip-flop. Dynamic single-transistor-clocked (DSTC) latches have been used instead
of the more often used source-coupled logic (CML) latches for power saving [43,
148]. Taking into account the low amplitude of the oscillations generated by the
low-power VCO (single-ended amplitudes of about 150 mV), the grounded-source
input transistors of the divider can be regarded as current sources injecting an AC
current into a differential ring oscillator [25, 84]. This view justifies that no buffering
stage is used between the VCO and the divider. As the input transistors of the divider
simply mirror the currents of the VCO into the ring oscillator, any common-mode
compensation for PVT variations is unnecessary. The divider provides symmetric
output phases due to its fully differential operation. Four CMOS inverters act as
output buffers in order to make the divider immune to loading effects.

1 Metal-Oxide-Metal capacitors are formed by interdigitated metal lines using the thin metal layers.
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Fig. 4.4 Schematic of the implemented quadrature VCO

4.1.1.2 QVCO Architecture

The QVCO consists of two LC oscillator cores with equal tank properties, which
are forced to operate in quadrature by means of a coupling mechanism, as shown in
Fig. 4.4. The oscillation frequency of each of the cores is now equal to the desired
output frequency of 2.45 GHz, i.e., half the frequency of the VCO core described
before. Following a procedure similar as for the VCODIV2, the important inductor
parameters at 2.45 GHz have been extracted from the design kit, as shown in Fig. 4.5.
Again, the same tuning condition has been applied as before, i.e., leaving a 200 fF
tank capacitance margin for the remainder of the tank. For the QVCO, this procedure
leads to a 7-turn 13.6 nH inductor with a loaded quality factor of 11.5 @ 2.45 GHz.
Note that this inductance is not four times larger than the one used in the previous
architecture as it could be expected from halving the resonant frequency. This is
because a larger inductor has a significantly higher parasitic capacitance CInd and
hence the allowable range of inductances is reduced, according to the tunability
condition (4.2). Again, coarse and fine tuning of the oscillation frequency has been

(a) (b)

Fig. 4.5 Properties of the available symmetrical inductors at 2.45 GHz, the circle marks the selected
inductor for the QVCO. a Loaded quality factor. b Loss conductance
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implemented by a MOM capacitor bank and PMOS varactors, respectively. The same
MOM capacitor bank used in the VCODIV2 design was found sufficient to cover
the PVT variations. However, the size of the PMOS varactors had to be increased
by 25 % in order to maintain the same tuning range and VCO gain, because of the
larger tank capacitance of the QVCO. Due to the lower oscillating frequency, the
simulated quality factors of the capacitive tuning elements are even higher than for
the VCODIV2, namely, larger than 100 for the MOM capacitor bank and larger than
65 for the PMOS varactors. The same procedure used in the VCODIV2 prototype
has been employed for dimensioning the active parts of the two LC oscillator cores
leading to the similar transistor sizes, i.e., 12/0.15 and 12/0.12 µm for the NMOS and
PMOS core transistors, respectively.

Coupling between the two cores of the QVCO can be accomplished through
the addition of transistors in parallel or in series to the cross-coupled pairs. These
coupling transistors combine a direct connection and a cross (inverting) connection
between the two VCOs which force them to oscillate in quadrature [113]. Although
coupling transistors in series [11] achieve a better phase noise performance, they
increase the required supply voltage headroom and also the required bias current to
start the oscillation. Therefore, a coupling mechanism based on parallel transistors,
as shown in Fig. 4.4, has been chosen. In order to maintain the power consumption
low, coupling transistors MCx have a width 4 times smaller than the cross-coupled
pairs Mx.

In the conventional QVCO, the coupling transistors of the I -core are directly
driven by the Q-core signals and vice versa [113]. Therefore, the coupling transis-
tors operate at 90° phase difference with respect to their corresponding VCO core
transistors. It has been shown, however, that reducing this phase difference toward
ideally 0° improves the phase noise performance of the QVCO [85]. To achieve this
goal, active phase shifting techniques can be applied at the price of increasing the
power consumption [132]. In order to avoid any extra power dissipation, a fully pas-
sive solution has been applied in this QVCO design. It consists on using RC phase
shifters formed by series resistances and the gate capacitances of transistors MCx, as
shown in Fig. 4.4. This solution reduces the phase difference to approximately 45°
but still noticeably improves the phase noise performance of the QVCO. In order
to allow measurements with and without the RC phase shifters, the resistances can
be bypassed using NMOS switches. As will be shown, in the following subsection
detailing the experimental results, the proposed passive solution is able to improve
the phase noise performance of the QVCO by 2 dB. Another advantage of using
phase shifters in the coupling path is that the QVCO has only one stable mode of
operation, i.e., the in-phase oscillation lags the quadrature phase by 90° [85].

4.1.1.3 Experimental Results

Both quadrature generation architectures have been implemented in a 90 nm CMOS
process with 7 metal layers including 2 thick top layers (Fig. 4.6). The two differ-
ent quadrature generators are identically loaded by output buffers (implemented by
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Fig. 4.6 Die photo of the test chips 1a and 1b (both die sizes are 1-by-1 mm). a VCODIV2,
b QVCO

Fig. 4.7 Measured output spectrum of the quadrature generators. a VCODIV2, b QVCO

push-pull inverting amplifiers) and a phase-switching prescaler. They employ an
identical pad ring and have been mounted in QFN-28 packages. Therefore, the same
test board has been used to measure the chips. All the RF measurements have been
performed using an Agilent E4440A PSA spectrum analyzer. The supply voltage of
the chips has been set to 1 V. Output buffers have been supplied via a separate pin in
order to allow for measurements of the current consumed by the generator cores.

Figure 4.7 shows an example of the measured output spectrum obtained with the
two integrated quadrature generators highlighting the phase noise at 1 MHz offset.
To allow for comparison with simulation results, the recorded output spectra have
been normalized to the center frequency and scaled to a resolution bandwidth of
1 Hz. Figure 4.8 shows that the measured phase noise of the VCODIV2 circuit is in
very good agreement with the simulation. The larger difference between simulation
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Fig. 4.8 Measured phase noise performance of the VCODIV2 circuit (upper sideband)

Fig. 4.9 Measured phase noise performance of the QVCO (upper sideband)

and measurement at lower offset frequencies indicates that the 1/ f -noise corner
frequency is slightly higher than expected.

The measured upper sideband phase noise of the QVCO is shown in Fig. 4.9 for
both modes of coupling, i.e., including or not RC phase shifters. With the phase
shifters deactivated, the measurement agrees very well with the simulation at off-
set frequencies beyond 100 kHz. Below this offset frequency, the slightly increased
1/ f -noise corner can be observed again. The measurements confirm that activating
the RC phase shifters reduces the phase noise by about 2 dB at 1 MHz offset. At
lower offset frequencies, the phase noise reduction even reaches 4 dB due to the
suppression of flicker noise up-conversion [85]. However, the reduction of flicker
noise up-conversion is approximately 3 dB lower than estimated by the post-layout
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simulations. This indicates that the RC phase shift deviates from the targeted 45°,
possibly caused by a too pessimistic extraction of the parasitic capacitance.

It is worth observing that both architectures achieve a sufficient phase noise perfor-
mance for WBAN applications such as BLE, which requires −92 dBc/Hz at 1.5 MHz
offset. Interestingly enough, although the quality factor of the QVCO inductors (11.5)
is smaller than that of the VCODIV2 inductor (14.4), the QVCO achieves better phase
noise performance at large frequency offsets than the VCODIV2. This seeming incon-
sistency is, however, in good agreement with theoretical analysis that predicts a 3 dB
superior phase noise performance of a QVCO with respect to a single-tank VCO
with equal tank properties [125, 130].

Concerning power consumption, the QVCO is much more efficient than the VCO-
DIV2. While the former only requires 210 µA of supply current, the latter needs
335 µA, 45 % of which are contributed by the VCO and the remaining 55 % by
the divider-by-2 circuit. On the other hand, the VCODIV2 architecture occupies
a much smaller die area than the QVCO topology, namely 0.062 mm2 compared
to 0.169 mm2, which is obviously related to the number and size of the inductors
employed by the respective implementations.

Table 4.1 summarizes the performance of both quadrature generators. Due to the
lack of a single-sideband mixer in the experimental setup, the quadrature error could
not be properly measured. Oscilloscope measurements at the I - and Q-output confirm
quadrature operation but with an increased phase error, which is mainly caused by
the inadequate test setup. Nevertheless, postlayout simulations including mismatch
effects demonstrate that the QVCO with phase shifters obtains similar phase errors,
in the order of −2.5°, as the VCODIV2. It is also observed that the phase error
performance of the QVCO slightly worsens by approximately 1° when the RC phase
shifters are enabled because the magnitude of the coupling signal is reduced by the
attenuation of the passive phase shifters.

Table 4.1 Measured performance of the presented quadrature generators (test chips 1a and 1b)

Parameter VCODIV2 QVCOa

Supply voltage (V) 1.0 1.0
Oscillator current (µA) 150 210
Divider current (µA) 185 N/A
Digital tuning range (MHz) 270 190
Analog tuning range (MHz) 115 95
Output phase noise −83.8@100 kHz −87.5 / −84.2 @100 kHz

(dBc/Hz) −110.2@1 MHz −111.9 / −110.2 @1 MHz
−118.4@2.5 MHz −120.3 / −118.6 @2.5 MHz

IQ imbalance
Gain error (dB) 0.1b 0.3 / 0.4b

Phase error (°) −2.5 b −2.3 / −1.1b

Active area (mm2) 0.062 0.169
aPerformance with/without phase shifting

bPostlayout simulation at the worst-case corner including mismatch effects (no magnetic coupling considered between

the two QVCO inductors)
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Table 4.2 Performance comparison to recent low power quadrature generators

Parameter [95] [72] [103] [99] This work

CMOS process (nm) 180 180 130 180 90 90
Architecture VCODIV2 VCODIV2 QVCO QVCO VCODIV2 QVCOa

Supply voltage (V) 1.8 0.6 1.0 1.2 1.0 1.0
Frequency (GHz) 2.2 2.2 2.2 2.4 2.4 2.4
Power (mW) 0.9 5.17 0.6 1.2 0.335 0.21
Phase noise at 1 MHz −117.0 −119.0 −110.7 −103.7 −110.2 −111.9

(dBc/Hz)
FoML O (dB) 184.3 178.6 179.8 170.5 182.9 186.1
Active area (mm2) 0.18 ≈0.45 ≈0.4 ≈1.0 0.06 0.17
a With RC phase shifters enabled

However, in case of the QVCO, the elevated measured phase error may also be
due to another parasitic effect that has not been considered so far, namely magnetic
coupling between the two inductors. This aspect is considered in the Sect. 4.1.2.2,
which also demonstrates a possible solution in a further silicon implementation.

Table 4.2 compares the two designs to recently published work. The oscillator
figure-of-merit (FoMLO), defined as [11]

FoMLO(Δω) = 10 log

[( ω0

Δω

)2 1

L (Δω)

1 mW

P

]
, (4.3)

relates the phase noise L at an offset frequency Δω to power dissipation P and
oscillating frequency ω0. It is worth observing both generators outperform previ-
ous works in power consumption and in case of the QVCO also in terms of FoMLO.
Figure 4.10 depicts the measured FoMLO at 1 MHz offset of the implemented quadra-
ture generators versus power consumption. It has been measured by sweeping the
bias current of the oscillator cores. For low bias currents, the phase noise performance

Fig. 4.10 Measured FoM of the presented quadrature generators
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increases rapidly due to the increasing oscillation amplitude in the core. However,
the oscillation swing is ultimately limited by the rails due to the complementary
current-reuse architecture. Therefore, the phase noise performance does not improve
anymore when such limiting effects come into play leading to a decay of the FoMLO
at higher power consumption.

4.1.1.4 Conclusion

To select the appropriate quadrature generation topology, two alternatives have been
implemented in 90 nm CMOS, namely a VCO with divider-by-2 and a QVCO.
Both topologies have been optimized for minimum power consumption. The QVCO
obtains a significantly lower power consumption and, due to the passive RC phase
shifters in the coupling path, it also achieves a slightly lower phase noise than the
VCODIV2. On the other hand, the QVCO occupies a much larger silicon area due
to the two required spiral inductors. Nevertheless, the QVCO is selected as the pre-
ferred topology for the transceiver since the LO power consumption is crucial in the
passive receiver architecture.

4.1.2 QVCO with Direct Modulation

Having selected the appropriate oscillator topology, the previously designed QVCO
will be used as a starting point for the design of the local oscillator of the transceiver.
In this context, the QVCO requires two important changes with respect to the previ-
ously presented stand-alone QVCO (Fig. 4.4), namely an additional FSK modulator
cell in the tank and bias switches to allow for single-core operation in transmit mode.
The modified QVCO schematic is shown in Fig. 4.11. Another aspect taken into
account for the new QVCO is the effect of magnetic coupling between the two core
inductors, which is represented by the magnetic coupling factor kmgn in Fig. 4.11.
This effect may cause quadrature errors and hence needs to be compensated using a
cancelation network, which is detailed in Sect. 4.1.2.2. Moreover, the transceiver is
implemented in a 130 nm CMOS, while the previous designs have been realized in
90 nm CMOS. Note that this seeming step backward in minimum gate length has little
effect regarding the active part of QVCO, because the 90 nm-CMOS implementation
did not use minimum-sized transistors in order to maximize the effective transcon-
ductance (gm −gds). More important is the change from two thick top-metals to only
one thick top-metal which eventually leads to a reduced QVCO core inductance of
now L = 10.2 nH, realized by a differential 6-turn inductor with a loaded quality
factor of QL = 13.

Since in TX-mode only one core is needed, switches allow to steer all the bias cur-
rent to the I-core in this mode of operation. Doubling the current in this core increases
the oscillation amplitude to almost rail-to-rail swing and so allows to relax the power
demand of the PA drivers that connect the I -core to the PA output stage. Overall, this
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Fig. 4.11 Schematic of the final QVCO with FSK modulation cells and current steering switches
in the bias path

results in a lower current consumption than if no current steering between the cores
were applied. However, powering down the Q-core in TX-mode also requires a mod-
ification of the coupling transistor setup. While in the former QVCO both PMOS and
NMOS transistors have been used for coupling devices, now the quadrature coupling
is based on NMOS transistors only (M9-M12) but maintaining the same coupling
coefficient of m = 0.25. To compensate the missing PMOS coupling transistors, the
width of M9-M12 is increased accordingly. In TX-mode, the Q-core is not biased
and the voltages vQp/m decay to zero, and hence so do the gate voltages of M9/M10.
Therefore, these NMOS transistors are off and do not affect the oscillation of the
I -core when the Q-core is switched off.

4.1.2.1 Direct QVCO-Modulation

Direct QVCO modulation is realized by modulating the capacitance of the LC-
tank [34, 52, 101]. The BLE data rate of 1 Mb/s and the FSK modulation index of
nominally h = 0.5 impose a frequency deviation of Δ f = ±250 kHz [3]. Since
Δ f � fc, this frequency deviation implies a differential tank capacitance step ΔC
given by,

ΔC ≈ 2Δ f

fc
Ctank = Δ f

2π2 f 3
c L

(4.4)

where L and Ctank are, respectively, the inductance and total capacitance of the tank,
and fc represents the carrier frequency. It is worth observing the tiny values thatΔC
can take. For instance, for the tank inductance of L = 10.2 nH used in this design,
ΔC is only 85 aF, assuming fc = 2.44 GHz.
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Such small capacitance changes for direct VCO modulation can be implemented
by using an additional tank varactor. This, effectively, translates the required capac-
itance change into a voltage step that can be generated by means of a DAC [34].
The DAC approach also allows to shape the driving voltage in order to reduce the
occupied bandwidth, but it incurs in increased power and area consumptions due to
the required DAC and the following reconstruction filter.

Alternatively, the two control voltages that correspond to the two modulation
frequencies can be stored on large memorization capacitors [52]. This solution allows
for arbitrary and, in principle, accurate FSK modulation indices as they are set by
the PLL. However, this approach leads not only to a large area overhead due to the
capacitors and associated buffers but also to a longer start-up time because of the
need for a calibration phase before modulation.

This design employs a digital approach inspired by the tuning strategy used in
digitally controlled oscillators (DCO), proposed by Staszewski et al. [122]. The idea
is not to adjust the analog control voltage of a varactor but to digitally select that
incremental tank capacitor, among a finite set of instances, which better meets (4.4).
The basic building block in this “spare box” approach is a simple PMOS transistor
pair with the gates connected to the oscillating tank and the remaining terminals tied
to a common control voltage vmod. By switching this voltage from rail to rail, the
PMOS transistor pair alternates between two states with a gate capacitance difference
in the order of tens of aFs as requested in (4.4). This is illustrated in Fig. 4.12 for a
small sized PMOS transistor pair in the selected technology. The proposed approach
for direct QVCO modulation consists in exploiting the capacitance gap between these
states to implement the requested frequency deviations.

In order to allow for a positive and a negative frequency deviation, two differen-
tial PMOS transistor pairs are required. This leads to the modulator cell shown in

Fig. 4.12 Simulation of the differential capacitance Cdiff of the PMOS pair shown in the inset
(w = 225, l = 150 nm) versus control voltage vmod for a common mode voltage at differential
nodes of 0.3 V
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Fig. 4.13 Modulator cell for
direct VCO modulation using
standard PMOS transistors

Fig. 4.13. Setting both modulation inputs (vmod[1:0]) to VDD leads to a capacitance
increment and hence to a negative frequency deviation. On the other hand, setting
both inputs to ground results in a positive frequency shift. The intermediate state
with one input to ground and the other one to VDD is needed to set the QVCO to the
carrier frequency when the PLL is closed.

To take care of the impact of process variations on the gate capacitance of PMOS
transistors, five modulator cells with slightly different dimensions have been attached
to each QVCO core. Hence, the gate width of the PMOS transistors ranges from 0.18
to 0.28 µm with 250 nm increments while the gate length is constant for all cells. By
means of calibration, the modulator cell that better approximates the capacitance
jump in (4.4) is selected for direct modulation, whereas the remaining cells have
their vDSB voltages tied to ground. Due to the small size of the PMOS transistors, the
additional tank capacitance of this array is negligible with respect to the total tank
capacitance. Note that the array of FSK modulator cells is functionally not needed
in the Q-core, which is only active in RX-mode. However, it has to be physically
implemented for symmetry considerations.

Self-calibration can be easily accomplished by using the divider of the PLL as
a detector. The procedure is currently implemented off-chip by means of an FPGA
which measures the time Tcal in which the divider output outruns the reference clock
by one cycle. The actual modulation index is then calculated as h = N · Tsym/Tcal,
where N is the divider ratio, Tsym is the symbol period of 1 µs and the expected Tcal is
around 250 µs. Note that this calibration has to be performed only once after start-up
because it only addresses the static process-related uncertainties.

Concerning supply voltage variations, the digital switching characteristic of the
PMOS C–v curve is intrinsically robust due to the almost constant gate capacitance
around vmod = 0.0 V and vmod = 1.0 V. With respect to temperature variations, the
simulations in Fig. 4.12 also show that within the industrial temperature range of
−40–85 °C the FSK frequency deviation stays within ±2 %. Therefore, in contrast
to process variations, no further calibration versus temperature or supply voltage
fluctuations is needed for the proposed FSK modulator cell.

Switching the same capacitance step of ΔC for all channels in the 2.4 GHz ISM
band also adds a deterministic error. The actual modulation index will be different
at the two outermost channels of the band due to the different total tank capacitance.
According to (4.4) and with R being the data rate, the actual modulation index h can
be calculated as
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h ≈ π2L

R
·ΔC · f 3

c (4.5)

showing a cubic proportionality with the carrier frequency fc. However, considering
the two extreme carrier frequencies of 2.402 and 2.48 GHz, the resulting error of the
modulation index is only about 5 % and so well below the 10 % limit of the BLE
standard. Moreover, as this error is deterministic it can also be taken into account by
the calibration.

The modulating vector vmod[1:0] is generated by a simple digital control logic,
whose outputs are slew-rate limited to remove the high-frequency content of the
rectangular waveforms. The resulting trapezoidal switching, with rise- and fall times
of approximately 400 ns, reduces the sidelobes of the output spectrum and so helps
to comply with the BLE spurious emission requirements.

4.1.2.2 Magnetic Coupling Cancelation in the QVCO

The parasitic magnetic coupling between the two inductors of the QVCO is a source
of quadrature error [138]. If the two inductors are located close to each other their
magnetic fields interact with each other. To estimate the impact of this interaction on
the quadrature phase errorΔψ , let us consider the physical layout of the two inductors
of the previously designed QVCO as shown in Fig. 4.14a. To estimate the interaction,
expressed as the magnetic coupling factor kmgn, the two-inductor configuration has
been simulated with the 3-dimensional electromagnetic solver Momentum, resulting
in a kmgn of 1.8 %. In order to work with positive kmgn, we have to define the inductors
on schematic-level with inverted polarities, as shown in Fig. 4.14b. Then, assuming
small phase errors, the effect of magnetic coupling may be translated into a mismatch
of quality factors of the two tanks

Qtank,I/Q ∼= Qtank · 1

1 ± kmgn · Qtank
(4.6)

where Qtank is the nominal tank quality factor. Using the theoretic analysis of Mirzaei
et al. [85], which calculates the quadrature phase error as a function of tank mismatch,
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Fig. 4.14 QVCO inductor parameter extraction. a Physical layout. b Resulting polarity for the
simplified model
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the phase error can be estimated as

Δψ = −kp · Qtank · (1 + m0 · sin φ0) · cosφ0

m0 + sin φ0
(4.7)

where φ0 is the ideal phase shift in the coupling path and m0 is the transconductance
ratio between the cross-coupled core transistors and the parallel coupling transistors.
Therefore, with the polarity defined before, a magnetic coupling factor kmgn > 0
pulls the cores toward in-phase operation.

Finally, considering that in the proposed QVCO the phase shift in the coupling
path is realized by an RC-network, we have to take into account the corresponding
attenuation with the following substitutions

φ0 ⇒ φRC (4.8)

m0 ⇒ m · 1/
√

1 + tan2 φRC (4.9)

where φRC is now the phase shift caused by the RC phase shifters in the coupling
path (tan φRC = 2π f0 RcplCG,cpl) and m is still the transconductance ratio between
core and coupling transistors. Combining (4.7–4.9) then yields the phase error Δψ
as a function of the magnetic coupling factor kmgn for the QVCO with RC-phase
shifters

Δψ = −kmgn · Qtank · 1 + m · sin φRC · cosφRC

m + tan φRC
. (4.10)

In this QVCO design, the parameters φRC and m are nominally φ = 45◦, m = 0.25.
Then, with Qtank = 13 and kmgn = 1.8 %, the estimated phase error is as high as
Δψ = −12◦. In order to not degrade the zero-IF receiver by more than 1 dB, this
phase error must be reduced to |Δψ | < 5◦.

One possibility to reduce this error is to simply increase the physical distance.
However, to obtain a significant improvement the distance should be much larger than
the diameter of the inductors [138]. This also increases the parasitic capacitance on
the interconnects and hence the power consumption. Another possible solution is to
use four inductors instead of two which allows for full symmetry with respect to the
four quadrature phases [13]. In this case, single-ended inductors are used instead of
differential ones, which leads to smaller inductances and hence also to an increased
power consumption. The advantage of both these solutions is that they do not require
the exact knowledge kmgn, which is often difficult to predict.

However, in many cases kmgn can be estimated from electromagnetic simulations
or even from a measurements of a previous versions making it also possible to cancel
the magnetic coupling. To this end, let us consider the two inductors as a two-port
network which is described in terms of its admittance matrix (y-matrix), as indicated
in Fig. 4.14b. Here the interaction between the two inductors is represented by the
transfer admittances y12 and y21. Therefore, adding a shunt network with transfer
admittances of equal magnitude and opposite signs cancels the coupling. Figure 4.15a
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Fig. 4.15 Magnetic coupling cancelation networks. a Simplest network with four elements.
b Improved cancelation network with eight elements

shows the simplest configuration of such a network with

C1 = 2Im{y21}
ω0

≈ 2kmgn

ω2
0 L

(4.11)

RX1 = −1

2Re{y21} ≈ QLω0 L

4kmgn
. (4.12)

Unfortunately, for the given design values (L = 10 nH, QL = 13, kmgn = 1.8 %,
ω0 = 2π ·2.45 GHz) the required value of RX1 is approximately 30 k�, which would
add an excessive parasitic capacitance. In order to reduce the required resistance to
values suitable for GHz-frequencies, the network of Fig. 4.15b can be used instead.

CX2 = −4

ω0Im{1/y21} ≈ 4kmgn

ω2
0 L

(4.13)

RX2 = −1

2
Re

{
1

y21

}
≈ ω0 L

kmgn QL
(4.14)

C2 = 2Im{y21 − 1/(y−1
21 )

∗}
ω0

≈ 4kmgn

ω2
0 L

(4.15)

Clearly, this cancelation technique is both frequency dependent and susceptible
to process variations. Therefore, it may be used in narrow-band systems and only
to reduce the phase error due to magnetic coupling to a tolerable level. Figure 4.16
shows that the decoupling network achieves at least a 11.5 dB reduction of the coupled
voltage from one inductor to the other (both resonating at 2.45 GHz) for the worst-case
process corners, which are mainly defined by the MOM capacitance variation. The
statistical Monte Carlo simulation considering both process and mismatch variation
shows that for most cases the magnetic coupling is reduced by more than 19 dB.
This reduces the expected phase error due to magnetic coupling from −12° to values
within ±3°.
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Fig. 4.16 Monte Carlo (MC) and worst-case simulation of magnetic coupling cancelation (nor-
malized to uncanceled coupling)

4.1.3 Finite-Modulo Fractional-N PLL with Spur Compensation

The carrier frequency is controlled by means of a conventional type-II, third-order
charge pump PLL [106], as shown in Fig. 4.17. To suppress near-by frequency pulling
effects it implements a high loop bandwidth of fbw = 1 MHz and hence requires also
a high reference frequency of fref = 20 MHz. The PLL employs a simple single-
ended charge pump (CP) with tristate operation. It is formed by two complementary
current sources providing a current of 80 µA. The output drains of these current
sources are connected to the CP output node by means of two switches, which are
controlled by the phase/frequency detector (PFD) of the PLL. Hence, no current

Fig. 4.17 Schematic of the implemented fractional-N PLL with DAC-based spur compensation
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circulates through the output branch of the CP when both PFD outputs are low. This
reduces the average power consumption of the CP output branch to less than 10 µW.
The reference spurs at 20 MHz offset are sufficiently attenuated by the low-pass
characteristic of the loop.

During direct modulation, a complementary transmission gate (T-gate) opens the
PLL and so disconnects the CP from the loop filter. With the PLL opened, the charge
pump keeps its output voltage at approximately half the supply voltage using auxiliary
1 µA current sources (depicted in gray in Fig. 4.17). Therefore, both transistors in the
T-gate are reversely biased and hence operate deeply in their cut-off region. This
reduces the leakage current from the loop filter capacitance to the T-gate and keeps
the frequency drift during direct modulation well below the BLE limit of 400 Hz/µs
[145]. On the other side, the loop filter is connected to a PMOS input voltage buffer
to prevent leakage toward the QVCO. This buffer adds a pole to the transfer function
of the PLL at about 10 · fbw, thus reinforcing the reference spur filtering action.

The programmable divider employs a pulse-swallow architecture to provide inte-
ger divide ratios from 120 to 128. For fractional-N functionality, this divide ratio is
modulated by the carry output of an accumulator that overflows at a value of 10, as
shown in Fig. 4.17. Accordingly, the average divide ratio N amounts

N = 120 + Nint + Nfrac/10 (4.16)

and so provides the required 1
10 resolution to synthesize the 2 MHz BLE channel

spacing from the reference frequency of 20 MHz.
The power consumption of high-speed frequency dividers is mainly defined by

the sub-blocks that operate at the highest frequency, i.e., the input frequency. There-
fore, a phase-switching prescaler is employed that contains only one asynchronous
divider-by-2 operating at the high input frequency [40]. All subsequent dividers
already operate at divided frequencies and hence consume less. Figure 4.18 shows
the implemented 15/16-prescaler. The two cascaded divide-by-2 blocks at the input
of the prescaler consist of DSTC latches in a master-slave flip-flop configuration

Fig. 4.18 Phase-switching
prescaler (modulo 15/16)
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[148]. The DSTC-based divider-by-2 achieves a low power consumption due to the
few internal nodes and hence low parasitic capacitance. The phase switch is imple-
mented using four tri-state buffers, where only one is activated at the same time.
After the phase switch only single-ended signals are required, and hence the fol-
lowing divider-by-4 uses two cascaded true-single-phase-clocked (TSPC) flip-flops
[128]. Upon rising output edges of the prescaler, the phase switch is rotated toward
the preceding phase which leads to a division by 15 if the modulo input is set accord-
ingly. Otherwise, the phase switch maintains its state leading to a division by 16.

Note that the phase switching prescaler is driven by the two differential inputs of
the I -core only, but for symmetry reasons also the Q-core has to be loaded with a
DSTC-based divider-by-2 (not shown in Fig. 4.18). Nevertheless, since this dummy
divider is always powered down, the load conditions are not perfectly symmetrical
for I - and Q-core. However, the resulting phase error due to this effect is less than 1°
according to post-layout simulations, which does not require any countermeasure.

The modulation of the divider produces periodical patterns of erroneous, but
deterministic, charge pump pulses which give rise to spurs at multiples of fref/10
around the output frequency of the PLL. The width of these predictable pulses are
integer multiples ofΔt = TLO/10, where TLO is the oscillation period of the QVCO.
In order to cancel the generation of spurs arising from the modulation process, a
simple time-domain compensation technique based on digital-to-analog conversion
(DAC) is employed [126]. The operation principle is illustrated in Fig. 4.19 and
essentially consists in the injection of current pulses which ideally cancel the charge
erroneously delivered by the CP. The width of these current pulses is constant and
equal to Tref = 1/ fref ; however, their amplitudes, provided by a current steering 4-bit
DAC, vary in terms of the delayed output of the modulo-10 accumulator, Ak−1, as

Fig. 4.19 Illustration of the fractional spur compensation for an average divide ratio N = 121.1
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iDAC = (5 − Ak−1) · ICP · TLO

10 · Tref
≈ (5 − Ak−1) · ICP

1220
(4.17)

where ICP is the 80 µA charge pump current and the divide ratio N is approximated
by 122, which corresponds to the channel at the center of the ISM band. The error due
to this approximation is less than ±2 % and allows for sufficient spur suppression,
as it has been confirmed with time-domain simulations of the PLL.

4.1.4 Experimental Results

The proposed PLL with direct QVCO-modulation has been implemented together
with a first version of the transceiver frontend (see Sect. 4.2) in a 130 nm CMOS
process with six metal layers including one thick top metal layer (test chip 2,
Fig. 4.20). Note that the transformer of the transceiver frontend and the inductors of
the QVCO are placed well apart to reduce the magnetic coupling between them (less
than 0.2 % according to our estimations) and hence also reduce frequency pulling
effects. The measurements have been carried out with the chip assembled in a QFN36
package and soldered onto a test board and with a nominal supply voltage of 1 V.

4.1.4.1 RX-Mode

In RX-mode both QVCO cores are active with a bias current of 200 µA per core.
According to post-layout simulations, this bias current yields a peak-to-peak oscil-
lation voltage of approximately 250 mV on each of the four quadrature phases. The
measured supply current of the PLL is 270 µA, where the dominant portion is con-
sumed by the prescaler (≈200 µA).
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TFig. 4.20 Micro photograph
of the frequency synthesizer
with TRX frontend prototype
(test chip 2) occupying a
die area of 1.4 by 1.1 mm
(1.54 mm2). The synthesizer
with QVCO and fractional-N
PLL are at the left hand side
and the transformer-based
TRX frontend on the right
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Fig. 4.21 Measured start-up
behavior of the PLL: 20 MHz
reference clock (top) and the
QVCO control voltage vctrl
(bottom)

The start-up timing of the fractional-N PLL is shown in Fig. 4.21. A fast settling
within 5.5 µs is observed, due to the 1 MHz loop bandwidth of the PLL. This is
well below the minimum interframe spacing of TIFS = 150 µs defined by the BLE
standard, which allows to switch off the synthesizer between two data packets in
order to save power.

Figure 4.22 shows the measured power spectral density (PSD) of the locked PLL
in RX-mode, i.e., with both QVCO cores activated, for a fractional division N =
121.1. As can be seen, by using the DAC-based cancelation technique described in
Sect. 4.1.3, the fractional spur at 2 MHz offset is attenuated by 18.6 dB, in the exam-
ple. Indeed, this cancelation scheme is able to keep the fractional spurs at 2 and
4 MHz offset for all the BLE channels below −37 and −46 dBc, respectively.

Fig. 4.22 Measured PLL output spectrum with both QVCO cores activated with and without spur
cancelation
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Fig. 4.23 Measured phase noise of the PLL in RX-mode

Figure 4.23 shows the phase noise of the synthesizer. In RX-mode, both QVCO
cores are active and the fractional-N PLL is closed. Hence, the close-in phase noise
is reduced by the PLL at offset frequencies below 500 kHz. Contrarily, around the
loop bandwidth of fbw = 1 MHz, the phase noise level peaks due to the noise
contribution of the charge pump and the loop filter, while at larger offset frequencies
the QVCO phase noise is dominant. Moreover, the measured LO spectrum, obtained
for N = 121.6, exhibits a reference spur at 20 MHz as well as fractional spurs at
integer multiples of 4 MHz due to the even fractional value of Nfrac = 6.

Next, the phase accuracy of the LO is measured using the down-conversion mixer
of the provisional TRX frontend. Figure 4.24 shows that the quadrature amplitude
error keeps within ±0.4 dB and the phase error remains below 1.5° along the complete

Fig. 4.24 IQ imbalance of the LO with magnetic coupling cancelation (chip 3), measured at down-
converted baseband outputs of the TIA
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Fig. 4.25 Measured LO-pulling with an interferer at fint = f0 +Δ f with Pin = −10 dBm, which
causes the PLL to generate an LO spur at f0 −Δ f

ISM band. This is significantly lower than the 12° quadrature phase error theoreti-
cally calculated with (4.10) for a magnetic coupling of kmgn = 1.8 % and confirms
the efficiency of the cancelation network for reducing the IQ imbalance of the LO
described in Sect. 4.1.2.2.

Since the incoming signals and the LO of the transceiver operate in the same
frequency range, the QVCO is potentially susceptible to frequency pulling effects.
To evaluate this effect, the LO has been measured under the influence of a strong
interferer at a near-by frequency fint. Such interferer pulls the LO frequency toward
fint while the PLL forces the LO to output an average frequency f0 as programmed
by the divide ratio. These conflicting trends create a spur in the sideband of the LO
opposite to fint, which can be used as a measure of the LO pulling [107]. Figure 4.25
plots the relative power of these spurs versus the offset frequencyΔ f = fint − f0 for
an interferer input power of −10 dBm at the antenna input of the transceiver frontend,
which will be described in detail in the following Sect. 4.2. To avoid saturation of the
RX-path at this power level, which is also the maximum tolerated by BLE, the input
attenuator of the frontend is set to maximum attenuation for this measurement. It can
be observed that the LO pulling peaks approximately at the loop-bandwidth of the
PLL of 1 MHz. For small offset frequencies, the PLL suppresses the pulling effect
whereas, for large offsets, the QVCO becomes less susceptible to the interferer due
to the increased difference between the tank resonance and the interferer frequency.
The spur levels of −21, −34, and −42 dBc at interferer offset frequencies of 1, 2,
and 3 MHz, respectively, are low enough to comply with the BLE requirements on
interference blocking.
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Fig. 4.26 Measured free-running single-sideband phase noise of the QVCO with one active core
using two different resolutions bandwidths (RBWs)

4.1.4.2 TX-Mode

In TX-mode, all the QVCO bias current is steered to the I -core and hence the
measured supply current drawn by the QVCO is the same as in RX-mode, i.e.,
400 µA. According to post-layout simulations, this bias current yields a peak-
to-peak oscillation voltage of approximately 450 mV on the two outputs. The divider
is powered down during data transmission since the PLL is opened during that period
of time. However, for test purposes, the divider may be activated also in TX-mode
in this implementation in order to monitor the output frequency by using the divider
as a sensor, as will be explained later in this sub-section.

During data transmission, the PLL is not locked and, hence, only the free-running
QVCO phase noise affects the output spectrum. Figure 4.26 shows the unlocked phase
noise level of the single-core QVCO of −118.5 dBc/Hz at an offset of 2.5 MHz. Note
that with the opened PLL, a reference spur at 20 MHz is present which is caused by
parasitic substrate coupling. However, its power level of −71.2 dBc is sufficiently
low to easily comply with the BLE spurious emission requirements.

The control signals of the transmitter for opening the PLL and starting the modu-
lation, as well as the actual data stream to be transmitted, have been synthesized using
an FPGA to allow for a flexible test setup. The FSK modulation can be evaluated
in time-domain by observing the delay between edges of the PLL reference clock,
ref, and the output of the fractional-N divider, div. With the PLL closed, these two
signals are phase-locked, whereas during open-loop modulation the divider acts as
a sensor for the QVCO output frequency. Considering a QVCO output frequency of
f0 = fc + Δ f (t) with the carrier frequency being set to fc = N · fref and Δ f (t)
being the FSK modulation portion, the delay tdel between the reference clock and
the divider output clock can be expressed as
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Fig. 4.27 Measured evolution of the delay time tdel between rising edges of the reference clock
ref and divider output div when the PLL is opened ( fc = 2.44 GHz, cal = 1)

tdel (t) = −
∫
Δ f (t)

fc
dt + t0 (4.18)

where t0 denotes the initial delay at the beginning of the integration. Figure 4.27 shows
three different cases of the evolution of this delay when the PLL is opened for 400 µs
and then closed again for 100 µs. In the first case no data is sent, meaning that the FSK
modulator remains in its intermediate state andΔ f (t) = 0. Consequently, the delay
stays almost constant throughout the opening time of the PLL. The other two cases
show the linear evolution of the delay for an all-zeros (Δ f (t) = −250 kHz) and an
all-ones (Δ f (t) = +250 kHz) data packet, as expected by (4.18). This property of
integrating the actual frequency deviation into a delay time can also be utilized in
a self calibrating scheme, which is currently not included on chip. Once the PLL is
closed, the delay returns to an integer multiple of a reference clock period of 50 ns,
with an offset t0 caused by the delay of the I/O buffers.

Figure 4.28 shows the modulation index for the five calibration words, measured
in frequency-domain using the Agilent E4440A PSA spectrum analyzer. It can be
seen that for the calibration word cal = 1, the modulation index stays within the
0.5 ± 10 % limit along the 2.4–2.48 GHz ISM band. For all calibration words, the
typical frequency dependency as predicted by (4.5) can be observed.

The accuracy of the modulation index with respect to temperature variations is
shown in Fig. 4.29. It reveals a positive temperature coefficient of approximately
6 %/100 °C, from −15 to 85 °C, which allows to keep the modulation well within
the BLE limits. Regarding the impact of supply variations, it has been observed that
the modulation index remains within ±1 % from 0.9 to 1.25 V.

The effect of leakage is illustrated in Fig. 4.30, which shows the frequency drift
rate versus temperature, which has been measured with the time-domain method
described before. Beyond 50 °C, an exponentially rising drift rate is observed. This
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Fig. 4.28 Measured FSK modulation index h for all calibration values (VDD = 1.0 V, T = 25 °C)
and the calculated trend-line calculated with (4.5)

Fig. 4.29 Measured FSK modulation index h versus temperature for cal = 1 ( fc = 2.44 GHz,
VDD = 1.0 V)

is caused by the leakage current that discharges the loop filter capacitance. However,
the drift rate stays well below 400 Hz/µs and meets the BLE requirements.

Figure 4.31 shows the PSD of the directly modulated LO in TX-mode, measured
at the antenna port of the transceiver at the maximum output power of 1.6 dBm.
Random data packets of 376 bits, the maximum length specified by BLE, are sent at
a data rate of 1 Mb/s. Packet transmissions are interspaced by 10 µs, interval in which
the PLL is closed and the carrier frequency is restored. The figure illustrates the effect
of enabling/disabling the slew-rate limiter on the modulating signals vmod[1:0]. Note
that, by shaping the modulation signals, the sidelobes are notably reduced and the
margin to the BLE spurious emissions mask (dotted line in Fig. 4.31) increases by
more than 10 dB for carrier frequency offsets >2 MHz.
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Fig. 4.30 Frequency drift rate fdrift/t versus temperature ( fc = 2.44 GHz, VDD = 1.0 V)

Fig. 4.31 Output spectrum of the frequency synthesizer at the maximum power level of the trans-
mitter (1.6 dBm) with the slew rate limiter enabled (tr/ f ≈ 400 ns) and disabled (tr/ f < 50 ns)

4.1.5 Conclusion

A low power frequency synthesizer has been presented in this section, which is
tailored to the Bluetooth low energy standard. It is based on a QVCO that can be
operated in two configurations according to the operation modes of the transceiver,
i.e., in RX- and TX-mode. The performance of the frequency synthesizer is summa-
rized in Table 4.3.

In RX-mode, both QVCO cores are active and hence generate the required quadra-
ture phases. In order to reduce the magnetic interaction of the two QVCO inductors,
a passive cancelation network has been proposed. With this cancelation network,
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Table 4.3 Measured performance summary of the direct-modulation frequency synthesizer

Parameter RX-mode TX-mode

Technology 130 nm-CMOS
Supply voltage (V) 1.0
Current consumption (µA) 670 450

QVCO 400
PLL 270 50

Frequency range (MHz) 2400 + 2k(k = 1, 2, . . . 41)
Settling time 5.5 µs
Phase noise −98.3 @100 kHz −88.2 @100 kHz

(dBc/Hz) −100.3 @1 MHz −110.9 @1 MHz
−118.1 @2.5 MHz −119.7 @2.5 MHz

Spur level < −37 @2 MHz N/A
(dBc/Hz) < −46 @4 MHz N/A

IQ imbalance
Gain error (dB) < 0.4 N/A
Phase error (°) <1.5 N/A

GFSK modulation index 0.5 ± 10 % (−15–85 °C)
Frequency drift rate (Hz/µs) <300 (−15–85 °C)
Active area (mm2) 0.35

the measured phase error is less than 1.5°. The center frequency of the synthesizer
is set using a fractional-N PLL, which settles rapidly within 5.5 µs and is able to
synthesize carrier frequencies at a channel spacing of 2 MHz. Fractional spurs are
attenuated using a simple DAC-based compensation scheme, which is sufficient to
comply with the requirements of BLE.

In TX-mode, all the bias current is steered to one QVCO core as no quadra-
ture signals are required. Again, the center frequency is set by the fractional-N PLL.
However, in TX-mode the PLL is opened to directly modulate the QVCO tank capac-
itance. To this end, a modulator cell that employs the gate capacitance of a PMOS
transistor is introduced to switch the QVCO tank capacitance. Because of its digital
C–v characteristic, the PMOS-based modulator is intrinsically robust against supply
voltage variations. The prototype has been successfully tested from −15 to 85 °C
and a supply voltage 1.0 V±10 % showing that the FSK frequency deviation stays
well within the BLE limits of 250 kHz±10 %. Also the frequency drift with the PLL
opened complies with the BLE specification, which imposes a drift rate of less than
400 Hz/µs.

4.2 Low Power Transceiver Frontend

Before going into the details of the proposed low-power transceiver frontend, let us
review once again the main requirements of the frontend. Concerning the transmit
path, GFSK-modulation is already performed within the frequency synthesizer.
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Hence, in the frontend, the modulated signal only has to be amplified to output
approximately 1 mW to the antenna. To this end, an efficient power amplifier (PA) is
needed because its power consumption will dominate the overall DC power draw in
TX-mode. In the receive path, the frontend has to implement the frequency transla-
tion from radio to baseband frequencies by means of a quadrature down-conversion
mixer. In the selected architecture, a passive RF frontend is employed, as proposed
by Cook et al. [38], in order to minimize the power consumption in RX-mode. This
is possible because the targeted sensitivity of −80 dBm allows for noise figure (NF)
as high as 19 dB.

Concerning the TX, switching type class-E PAs are known for their good efficiency
but also for their high nonlinearity. Therefore, as linearity is no issue for constant-
envelope signals, class-E PAs are frequently used for the amplification of frequency-
or phase-modulated signals [57, 69, 94], such as the GFSK-modulation specified by
the BLE standard. However, while efficiencies as high as 65 % have been achieved
for class-E amplifiers with an output power on the order of 1 W [31, 69], much lower
values of around 10 % are usually reported for PAs with mW output power levels
[26, 37, 57]. Generally, to design an efficient PA, the load impedance and supply
voltage has to be chosen adequately for the desired output power. Assuming ideal
conditions, the maximum output power Pout,ideal of a differential class-E amplifier
can be calculated from [111]

Pout,ideal = 32

π2 + 4

V 2
DD

RL
(4.19)

where VDD and RL are the supply voltage and differential load resistance, respec-
tively. A fully differential structure has the advantage that it presents not only sym-
metric loading to the LO but also shifts the supply lines switching noise generated
by the PA to twice the carrier frequency, where it can be filtered more efficiently
[111]. According to (4.19), optimization of a class-E PA for low output power levels
requires to either lower the supply voltage [33, 38], or increase the load resistance.
In order to use a common supply for the complete transceiver, the former option is
dismissed in this work and the supply voltage is set to 1.0 V. Using this constraint,
and considering an output power of 0 dBm, the required differential load resistance
is RL = 2.3 k�. If losses in a practical implementation are taken into account, the
required differential load resistance seen by the differential class-E stage decreases
to values on the order of 1 k�.

The RX-path implementation also benefits from high RF impedance levels. First
of all, up-conversion of the impedance also increases the received voltage, i.e., it
provides passive voltage gain. Secondly, since the passive mixer is based on steering
the RF signal by means of switches, we can tolerate a higher on-resistance if the RF
impedance is higher than the standard 50�. This leads to smaller switches, which
reduce the loading of the QVCO that drive the switches.
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4.2.1 Transformer

In the proposed transceiver frontend, a transformer is used to convert a differential
antenna impedance of 100� [2] to about 1 k�, as required for the PA load impedance.
Although such an impedance conversion is also possible using an LC-matching
network [38], the transformer solution is preferred here because it provides a wider
bandwidth and also allows to connect a single-ended antenna by simply tying one
of the antenna terminals of the transformer to ground [57]. To design a transformer
with a high impedance on the internal coil, a large number of turns is required,
similar to the QVCO described in the previous section. In both cases, the parallel
loss conductance of the coil is minimized by employing the largest number of turns
possible. Again, the number of turns is ultimately limited by the capacitive losses
connected to the coil. Therefore, the transformer for impedance transformation also
employs six turns at the internal coil. Figure 4.32 shows the implemented square
symmetric step-up transformer with a turn ratio of 2:6. This turn ratio leads ideally
to an impedance up-conversion by a factor of 32 = 9, and hence to an internal RF
impedance slightly below 1 k�. In order to reduce ohmic losses in the antenna coil,
it consists of two parallel windings with two turns each. This also helps to improve
the coupling factor of the transformer ktf and, hence, reduces the insertion loss of
the transformer [75].

The electrical behavior of the transformer has been characterized using a 3D
electromagnetic solver. The resulting S-parameter set was then fitted into a direct
form model of the transformer [75]. The most significant parameters of the model
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Fig. 4.32 Implemented 2–6 step-up transformer used for up-conversion of antenna impedance.
a Illustration of the transformer, where the gray coil (two parallel windings with two turns each)
connects to the antenna and the black coil (six turns) to the internal PA. b microphotograph of the
transformer occupying an area of 340 by 340 µm (incl. shielding)
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Table 4.4 Transformer parameters

Parameter PA load coil Antenna coil

Number of turns 6 2
Windings in parallel 1 2
Serial inductance (nH) 11.6 1.56
Serial resistance (�) 18.0 3.2
Coupling factor kt f 0.85
Sim. insertion loss @2.4 GHz 1.8 dB
Area 0.116 mm2 (340 × 340 µm)

are presented in Table 4.4. According to this model, the transformer exhibits an
insertion loss of 1.8 dB and converts the 100� antenna impedance into an internal
RF impedance of 840�.

4.2.2 Frontend Implementation

Figure 4.33 shows the schematic of the proposed low-power RF frontend with the
transformer at the antenna interface. In the transmitter, a switching-type, differential
class-E PA operating in saturation is used for the constant envelope GFSK modu-
lation specified in BLE [110]. The PA is implemented by a switching NMOS pair,
M1-2 (Fig. 4.33). Two cascaded inverters act as driving stages and allow the gate
voltages of M1-2 to swing from rail-to-rail. In order to provide output power pro-
grammability, the PA-drivers and the switching pair are cast into four equally-sized
parallel branches. They are binary controlled so that 1, 2, or 4 branches can be jointly

Fig. 4.33 Schematic of the transceiver frontend
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activated. The cascade stage M3-4, common to the four branches, increases the out-
put impedance of the PA when signal TxEnable is ON, and disconnects the PA from
the transformer, when TxEnable is OFF and the frontend enters in RX-mode. Tran-
sistors M3-4 use thick gate oxide (tox = 5 nm) with the associated higher breakdown
voltage as they have to withstand peak drain voltages above 2·VDD due to the class-E
operation.

The receiver does not employ a frontend LNA and, therefore, the transformer
is passively connected to the down-converter through the NMOS RX switches
M5-6. Similar as for M3-4, these switches are implemented with thick oxide tran-
sistors. Quadrature down-conversion is performed by two passive mixers (M7-M10
in Fig. 4.33), which basically steer the incoming RF current into the baseband load.
No DC current is carried by the mixers because the RX-switches are AC-coupled to
the transformer. Passive mixers offer high linearity, contribute no flicker noise [108],
and provide a compact solution due to the increased internal impedance level. This
is because higher on-resistances can be tolerated and, hence, smaller mixing tran-
sistors M7-10 can be used (w = 8 µm and l = 130 nm in this design). Additionally,
by using small gate areas, the passive mixers add little capacitances to the QVCO
tank; parasitics that can be readily tuned out by slightly modifying the inductors of
the oscillator.

The first active stage in the RX-path is the baseband transimpedance amplifier
(TIA) at the output of the quadrature mixer. It is an opamp-based current buffer which
ideally creates a virtual, differential ground at its input [83]. Mixer output currents are
passed through the feedback network Z f = R f ||C f and converted into a differential
output voltage. This feedback network also defines the DC transimpedance of the
TIA and implements the first channel filtering pole of the receiver at approximately
1 MHz.

Figure 4.34 shows the schematic of the differential operational amplifier used in
the TIA. It consists of two stages. The first stage is a differential PMOS input pair,
MP1-2, actively loaded by two common-source NMOS transistors, MN1-2. It obtains
a differential voltage gain of about 30 dB. The second stage is a voltage buffer used
to drive the load impedance of the amplifier, essentially dominated by the feedback
network Z f . The buffer uses two source followers MP3-4 and MN3-4 in cascade, so
that the input and output terminals of the operational amplifier can share the same
DC voltage level and, hence, no DC current flows through the feedback network of
the TIA. The input/output common-mode voltage of the amplifier is set to 200 mV
by means of a common-mode feedback network (not shown in Fig. 4.34). Such a low
voltage value provides enough overdrive for the switching of the passive mixers and
the pass transistors M5-6.

In order to prevent the output of the TIA from saturating at high RF input levels, an
attenuator is included in the RX-path. It is implemented by an array of four minimum-
length NMOS transistors (M11 in Fig. 4.33) connected at the antenna port. This also
precludes strong incoming RF signals from entering the transformer and creating a
magnetic field that could disturb the QVCO. Transistors M11 are binary weighted
and sum a total width of 384 µm. The attenuation is set by a thermometer-code control
word att[3:0] to values between 7 and 20 dB in steps of about 4 dB. The control of
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Fig. 4.34 Schematic of the operational amplifier employed in the TIA

the attenuator and the baseband PGA is done off-chip in an FPGA based on the
outputs of the overflow detectors placed at corresponding points in the baseband
amplification chain (see Fig. 4.1).

4.2.3 Experimental Results

The transceiver frontend has been integrated in the same 130 nm CMOS technology as
before using metal-insulator-metal (MIM) capacitors (Fig. 4.35). All measurements
have been carried out with the test chip 3 (Fig. 4.20), assembled again in a QFN-
36 package and soldered onto a test board. In order to perform RF measurements,
a surface-mount balun with 2:1 impedance ratio [1] has been used to convert the

Fig. 4.35 Microphotograph
of the complete transceiver
(chip 3). The die size is
2.1 mm2 (1.6 by 1.3 mm)
including the pads
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Fig. 4.36 Output spectrum of the transmitter at maximum power level

differential 100� antenna interface of the chip into the single-ended 50� standard
impedance of the laboratory equipment. A supply voltage of 1.0 V has been used in
all experiments.

The output power Pout of the transmitter has been measured by using a power
meter and applying de-embedding techniques to remove the losses of the external
balun. As shown in Fig. 4.36, the output power at the maximum gain setting, i.e.,
with the four PA branches enabled, varies by only 0.4 dB along the BLE frequency
band and peaks at 2.42 GHz with 1.6 dBm. The output stage of the PA consumes
4.8 mA and so achieves a power efficiency of 30.1 %. If the power consumption of
the PA drivers is taken into account, the supply current rises to 5.44 mA and the total
efficiency is 26.6 %. To reduce the power consumption, the PA may be operated with
only 1 branch activated, i.e., in power back-off mode. In this case, the output power is
−5 dBm and the current consumption 2.46 mA (incl. the driver), leading to a reduced
total efficiency of 12.9 %.

Figure 4.37 illustrates the input matching of the transceiver in RX-mode, measured
through the balun with the HP8719D network analyzer. In this setup, the frequency
synthesizer is set to 2.44 GHz which causes a small discontinuity of the return loss at
that frequency. Nevertheless, a broadband matching is obtained across the ISM band
of 2400–2483.5 MHz., i.e., a return loss below −15 dB is measured throughout this
bandwidth.

Figure 4.38 shows the measured receiver linearity for the maximum attenuation
setting of 19.6 dB. The 1-dB compression point (IP1dB) is −14.4 dBm and the third-
order intermodulation intercept point (IIP3) is −2.9 dBm, both referred to the antenna
input of the chip.

The noise performance of the receiver frontend has been evaluated from the
antenna port to the TIA outputs. Figure 4.39 shows that the noise figure (NF) of
the receiver remains between 16.0 and 16.6 dB within the ISM-band. This relatively
poor NF is mainly caused by the passive mixer, which features a negative conver-
sion gain of approximately −11 dB, according to simulations. In return, the power
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Fig. 4.37 Return loss |S11| in RX-mode

Fig. 4.38 Measured RX linearity with attenuator activated

consumption of the receiver frontend is only 230 µW, which corresponds to the dis-
sipation of the TIAs.

4.2.4 Conclusion

A low-power zero-IF transceiver frontend architecture has been implemented, which
employs a step-up transformer to up-convert the internal RF impedance. This allows
for a class-E power amplifier with a low output power of 1.6 dBm that operates
efficiently from a 1.0 V-supply. The measured efficiency of the output stage alone is
30.1 %, while the complete PA with drivers achieves an efficiency of 26.6 %. The RF
section of the receiver frontend is completely passive and also takes advantage of the
impedance transformation because it provides passive voltage gain. The first stage
of active amplification in the receiver are the transimpedance amplifiers (TIAs) at
the output of the passive mixers, which consume together 230 µA from a 1 V-supply.
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Fig. 4.39 Noise figure of the RX frontend, measured at the TIA output ( fin = fLO + 200 kHz,
Pin = −70 dBm)

With this approach, the power consumption is minimized while sacrificing noise
performance. Still, the average noise figure of 16.2 dB is sufficiently low to allow for
a BLE sensitivity better than −80 dBm, as long as a GFSK-demodulator is employed
that requires a bit-energy to noise-floor ratio (Eb/N0) of 17.8 dB or less. As will be
shown in the following section, this can be achieved easily.

4.3 Phase-Domain Zero-IF Demodulator

As explained in the previous chapter (Sect. 3.4), a low-complexity demodulator based
on a phase-domain ADC (Ph-ADC) has been selected for the proposed ultra low
power transceiver. This architecture has the advantage that it requires few quanti-
zation steps, i.e., a 4-bit Ph-ADC is sufficient, and that performs well over a wide
dynamic range. Therefore, the gain equalization can be done with coarse steps,
facilitating a low power implementation. In this section, the implementation of the
phase-domain zero-IF demodulator will be detailed.

4.3.1 Architecture

The block diagram of the proposed zero-IF GFSK demodulator is shown Fig. 4.40.
The I - and Q-signals are first filtered and equalized with a two-stage Programmable
Gain Amplifier (PGA) over a dynamic range of more than 50 dB. Due to the fact
that the subsequent Ph-ADC only evaluates the phase information, the PGA only
implements coarse gain steps of 6 dB. In order to allow for an external gain control,
the output voltages of the PGA stages are monitored by overflow detectors.

http://dx.doi.org/10.1007/978-3-319-00098-5_3
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Fig. 4.40 Overview of the presented demodulator

The demodulator is tailored to the recently published Bluetooth low energy (BLE)
standard which defines a GFSK input signal with a modulation index of h = 0.5 [3].
This means that the complex phasor rotates by ±90° (±hπ ) per symbol. Therefore, a
4-bit Ph-ADC with a phase resolution of 22.5° (π/8) is sufficient to detect the phase
rotation. With 4-bit quantization, the demodulator performance is degraded by only
0.5 dB with respect to a theoretic phase-domain demodulator without quantization.
A lower 3-bit quantization would degrade the performance by about 4 dB, whereas
for 5-bit or higher no substantial improvement is observed. The analog part of the
Ph-ADC, namely the linear combiner for phase rotations and the comparators, oper-
ates completely in current-domain. This new method not only renders resistors in
the linear combiner unnecessary but also directly taps the required currents from the
output branch of the PGA and so skips any buffering stage. Both of these aspects
are essential to achieve low power consumption. In the digital post-processing of the
Ph-ADC, the comparator outputs are sampled, passed through an error correction
circuit, and mapped into a binary-coded 4-bit phase φ(k). Finally, the symbol deci-
sion block compensates carrier frequency offsets and outputs the demodulated data.

Considering the BLE symbol rate of fsym = 1 MHz, the received GFSK signal
occupies a 3dB-bandwidth of 800 kHz, which is ideally centered around DC after
zero-IF down-conversion. In practice, this signal is shifted by the carrier frequency
offset between transmitter and receiver, which may be up to ±150 kHz in a BLE
system. In order to keep the noise bandwidth of the demodulator as low as possible,
a low-pass filter (LPF) cut-off frequency of 500 kHz has been chosen. This is suf-
ficient to cope with carrier frequency offsets as will be shown in the experimental
results (Sect. 4.3.5). To meet the BLE blocking specifications, the proposed demodu-
lator requires only a third-order LPF, taking into account that the preceding receiver
frontend already provides a first-order filtering.

In other respects, flicker noise and DC offsets are always a concern in a zero-IF
architecture because they fall into the bandwidth of the received signal. Unavoidably,
removing these disturbances with a high-pass filter (HPF) will also cut a portion of
the signal content. Therefore, care must be taken on the selection of the HPF cut-
off frequency, i.e., it must be high enough to reject flicker noise and obtain a fast
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system response, and low enough to maintain signal integrity. In order to evaluate this
tradeoff, the performance of the zero-IF GFSK demodulator has been simulated with
behavioral models assuming varying HPF cut-off frequencies fHPF. The bit-error-rate
(BER) simulations, shown in Fig. 4.41a, are based on an ideal 4-bit Ph-ADC based
demodulator, assuming a flicker noise corner of 150 kHz as expected at the TIA output
of the frontend. Considering the typical BER benchmark of 0.1 %, the lowest required
ratio of energy-per-bit to white noise density (Eb/N0) is obtained with fHPF ≈ 2 kHz,
as shown in Fig.4.41b. This optimum rises to about 4 kHz for a BER of 1 %. On the
other hand, the 10 % settling time tsettle,10 % of the HPF’s step response is inversely
proportional to the cutoff frequency, i.e., tsettle,10 % = 0.366/ fHPF. Therefore, in
this implementation the demodulator uses a HPF cut-off frequency of 8 kHz and so
keeps tsettle,10 % below 50 µs at the expense of an acceptable performance degradation
of 0.2–0.5 dB. It is worth observing the minimum interval between two BLE data
packets is specified as 150 µs, what gives room enough for settling.

4.3.2 PGA and Channel Filter

In order to cover a dynamic range of more than 50 dB, the programmable gain
amplifier (PGA) employs two stages. The first stage, with a moderate amplification
of up to 17 dB, is optimized for low input noise and sets the overall HPF cutoff

(a) (b)

Fig. 4.41 Simulation of the influence of the HPF corner frequency fHPF using an ideal 4-bit
Ph-ADC based demodulator with a flicker noise corner of 150 kHz. a Bit-error-rate (BER) versus
ratio of energy-per-bit to white noise density (Eb/N0). b Required Eb/N0 to achieve a given BER
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Fig. 4.42 Schematic of the first PGA stage

frequency. The second stage provides a large amplification of up to 38 dB and defines
the overall LPF cut-off frequency. DC offsets are removed by means of a cancelation
loop around the second stage.

The first stage of the PGA, shown in Fig. 4.42, employs capacitive feedback
to set the gain according to the capacitance ratio Ci/C f . Programmability with
6dB-steps is obtained by implementing the input capacitance Ci as an array of eight
identical metal-insulator-metal (MIM) capacitors Ci1...8 = C f = 2.4 pF. The HPF
time constant is set by the feedback network R f ||C f and hence does not depend on
the gain setting. The high-resistive Poly resistor R f with a nominal value of 8.3 M�
can be calibrated with a 2-bit control word to compensate process variations.

In order to achieve both low input noise and low power consumption, the active
part of the first stage is implemented as a complementary transconductance stage,
shown in the inset of Fig. 4.42. In this configuration, the NMOS and PMOS transistors
reuse the same bias current and so reduce the input referred noise by a factor of two
[102]. The load capacitance CO of the amplifier is implemented as a tunable MOS
capacitor array. This array is internally adjusted to counteract the dependency of the
output pole with the gain setting and, hence, keep the low-pass corner frequency of
the stage at roughly 1.5 MHz, regardless of the Ci value.

The dominant poles of the PGA are set by the second stage which employs a
Sallen-Key structure [127]. In order to maintain a constant transfer function, the
programmable forward gain A2 is compensated with an attenuator F2 in the Sallen-
Key feedback path, as illustrated in Fig. 4.43a. Using this approach, the passives R1,
R2, C1, and C2 do not have to be changed for the different gain settings.

The fully differential implementation of the second PGA stage is shown in
Fig. 4.43b. The amplifier employs a gm-boosted differential pair M1/M2 with source
degeneration [30]. In this configuration the DC gain is defined by the ratio of the
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(a)

(b)

Fig. 4.43 Second PGA stage. a Programmable Sallen-Key structure. b Schematic of the imple-
mentation

output resistor Ro to the degeneration resistor Rd . Due to the scaled current mirrors
M3/M5 and M4/M6 (ratio 4:1), the currents in the output branches are reduced and
the nominal gain of the amplifier calculates as

A2 = Ro

4Rd/2
= Ro

2Rd
. (4.20)

The gain is programmed by adjusting the source degeneration resistor Rd . As this
resistor is connected between internal nodes of the gain stage, the poles of the transfer
function are kept essentially constant. Note that the output currents required by the
subsequent Ph-ADC are readily available from this structure by tapping the current
mirrors M3/M5 and M4/M6.

In order to obtain a large programming range of nominally 36 dB the degeneration
resistor has to be adjusted over almost two orders of magnitude. This is achieved
by implementing Rd as eight unit resistors of 12.5 k� which can be connected in
different serial and parallel configurations. Figure 4.44 depicts the detailed setup
of this resistor array and Table 4.5 shows the states of the switches that result in a
resistance range for Rd from 3.125 to 100 k� in 6 dB steps. Note that there are always
at least four unit resistors used in order to maintain good matching.
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Fig. 4.44 Implementation of Rd and switch setup for the possible gain settings

Table 4.5 Switch setup for degeneration resistor Rd

A2 (dB) S9:0 a Rd (k�)

6 1000 11 0001 100
12 1000 10 0010 50
18 1010 10 0011 25
24 1010 00 0100 12.5
30 1110 00 0111 6.25
36 1110 00 1000 3.125
42 1111 11 1000 1.5625
a A shorted switch is represented by a 1

The output resistor Ro of the second PGA stage has a constant value of 400 k�
and it is implemented as a series connection of 64 equally sized resistors of 6.25 k�,
as shown in the inset of Fig. 4.43b. This structure allows to control the attenuation
of the Sallen-Key feedback by properly tapping the internal nodes of the resistive
ladder as a function of the gain setting of the PGA stage. For the smallest gain
setting, tapping is done at the top of the ladder so that vtap± = vout±, whereas, for
the largest gain, tapping is done at the bottom of the ladder so that vtap± = vout±/64.
The tapped voltage is buffered by the source follower M7/M8 and applied to the
feedback capacitor of the Sallen-Key filter C1.

Similar as for the first stage, the two high-resistive polyresistors R1 and R2, which
define the cut-off frequency of the Sallen-Key filter, can be jointly calibrated with a
single 2-bit control word to compensate for process variations. This is possible, since
C1 and C2 are both MIM-capacitors and so the two decisive time constants R1C1 and
R2C2 are equally affected by the process. The 2-bit calibration effectively reduces
the process-induced error of the cut-off frequency from ±16 % to about ±4 %, which
is sufficient to meet the blocking requirements. No automatic self-tuning mechanism
is provided in the current implementation.

In order to prevent the output of the PGA from saturation due to mismatch, an
offset cancelation loop is necessary. In the proposed PGA, offset is compensated at
the interface of the two stages with the circuit shown in Fig. 4.45. The NMOS source
follower pair M9/M10 acts as a current-controlled unity gain level shifter, which
connects the output of the first PGA stage to the input of the second stage. Offset
compensation is accomplished by unbalancing the bias currents of the follower pair
based on the difference between the PGA output voltages, which is integrated in the
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Fig. 4.45 Offset compensation circuit

capacitors COC through the transconductance gm,OC . The transconductor is realized
as a differential PMOS pair with common mode feedback that operates in weak inver-
sion in order to obtain a large time constant of 150 µs for the integration. The offset
cancelation loop adds a zero to the PGA transfer function, which is nondominant for
all gain settings due to the slow integration.

4.3.3 Phase-Domain ADC

4.3.3.1 Design of the Analog Frontend

For an N -ary Ph-ADC, the I Q-plane is split up by defining N/2 thresholds with an
angle of 2π/N between consecutive quantization intervals, as illustrated in Fig. 4.46.
For the proposed 4-bit Ph-ADC (N = 24), the pth threshold Thp is characterized by

− I · sin
pπ

8
+ Q · cos

pπ

8
= 0, p = 0, 1, . . . , 7 (4.21)

with I and Q being the in-phase and quadrature component of the input signal, respec-
tively. Therefore, the operation principle of the Ph-ADC simply relies on detecting
the zero crossings of eight linear combinations of the I and Q signal components
and mapping the result to a 4-bit result vector.

Conventionally, the linear combiner has been implemented using a resistive
bridge that converts input currents to phase-shifted output voltages [21, 37, 67, 80].
Figure 4.47a shows a resistor-based linear combiner that directly uses the differential
I and Q current inputs and generates the required π /8 phase intervals by making
RA/RB = √

2 [67, 80]. A bridge with equal resistances is also possible but it needs
additional input currents, i.e., the sum and difference of the I and Q currents scaled
with a factor α = 1/

√
2, as shown in Fig. 4.47b [21, 37]. However, both resistive

networks have two main drawbacks. First, they lead to an inevitable tradeoff between
area occupation and power consumption, i.e., in order to obtain reasonable output
voltages either large resistors or large input currents have to be used. This tradeoff will
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Fig. 4.46 Quantization of
the complex I Q-plane with
a phase-domain ADC. The
8-bit words represent the
comparator outputs cmp7...0
corresponding to the thresh-
olds Thp

be detailed shortly in Sect. 4.3.3.2 by comparing it to the proposed solution. Second,
the phase-rotated outputs of the resistive networks exhibit different amplitudes by
construction. If we consider a rotating phasor with constant magnitude, the bridge in
Fig. 4.47a leads to a maximum amplitude imbalance of −3 dB ( v̂2+

v̂0+ = cos π4 ) while

the bridge in Fig. 4.47b yields a maximum imbalance of −0.7 dB ( v̂1+
v̂0+ = cos π8 ).

Although the phase rotated outputs will be hard-limited in the subsequent stage of
the Ph-ADC, different amplitudes, and hence different slopes at the zero-crossings,
may cause an imbalanced dynamic behavior and eventually increase the dynamic
nonlinearity of the Ph-ADC. Therefore, both angular and amplitude error of the
linear combiner should be minimized.

In the proposed Ph-ADC, the generation of the linear combinations is performed in
the current domain without any resistor. The output currents of the PGA are weighted
with integer multiplicity-factors m and combined as shown in Fig. 4.48. Hence, the
scaling factors in (4.21) are effectively approximated by rational numbers as follows

sin
π

8
= cos

3π

8
≈ 5

13
(4.22)

sin
π

4
= cos

π

4
≈ 9

13
(4.23)

sin
3π

8
= cos

π

8
≈ 12

13
(4.24)

sin
π

2
= cos 0 = 13

13
. (4.25)

The common denominator 13 has been chosen because it produces only a small
angular error of 0.12° (arctan 5

12 − π
8 ) in the differential output currents i1,3,5,7.



68 4 Implementation of the Low Power Transceiver

Fig. 4.47 Conventional tech-
niques for phase-rotation with
resistive bridges (common
mode resistors from input
nodes to ground not shown).
a With two differential input
currents. b With four differen-
tial input currents

(a)

(b)

Moreover, the amplitudes of these outputs exactly coincide with the amplitudes of i0,4
since 5, 12, and 13 form a Pythagorean triple (52 +122 = 132). Only the differential

output currents i2,6 carry a small amplitude error of −0.18 dB ( î2+
î0+

= √
2 9

13 ).

The eight differential outputs of the linear combiner are passed to corresponding
differential current comparators, which are realized according to the schematic of
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Fig. 4.48 Linear current
combiner based on current
source, with multiplicity
factors m shown next to the
respective transistor (effective
gate width w = m · 0.5 µm,
gate length l = 4 µm)

Fig. 4.49. The current mirror MN2/MN3 converts the differential input to a single-
ended current Δi p. This current Δi p is then compared to zero by a current steering
comparator which is known for its high speed and virtually zero-offset operation
[112]. It consists of a simple operational transconductance amplifier (OTA) with a
differential PMOS input and a nonlinear feedback network formed by the transistors
MN1 and MP1. This nonlinear feedback serves two purposes. First, it pulls vp+ to the
same level as vp−, which is set by the gate voltage of the current mirror MN2/MN3.
This ensures not only equal operating conditions at the current mirror MN2/MN3
but also symmetric loading of the outputs of the linear combiner, i.e., the two outputs
to be compared see the same load voltage. Second, at the quiescent point (Δi p = 0,
vp+ = vp−) both feedback transistors have a gate-source voltage of zero which leads
to a transimpedance of the current comparator in the GΩ-range.

4.3.3.2 Phase Error Analysis and Comparison

In order to illustrate the advantages of the proposed current-domain Ph-ADC with
respect to the resistive network based Ph-ADC, a simple model has been developed
to disclose the tradeoff between current consumption and accuracy for both linear
combiners.
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Fig. 4.49 Differential current
comparator with gate dimen-
sions (w/ l) shown in µm

Let us first consider the current-domain Ph-ADC and assume there exists an
offset current ΔIC between the positive and negative branches of the comparator of
Fig. 4.49. Given a rotating phasor with peak amplitude IC,PK and angular frequency
ω, the branch currents to compare i p± are sinusoidal waves as shown in Fig. 4.50.
To avoid negative currents, a common-mode current IC,CM = IC,PK/α is assumed,
where α is slightly less than 1. The phase errorwhich results from the difference
between the ideal and the offset-shifted crossing of i p± can be calculated as

ΔϕC = arcsin

(
ΔIC

2IC,PK

)
≈ ΔIC

2α IC,CM
(4.26)

where it is assumed thatΔIC � 2IC,PK as occurs in practical situations. This offset
current can be related to the mismatch of the mirror MN2/MN3 and the mismatch of
the PMOS current sources of the combiner by means of the well-known Pelgrom’s
model [97] as

σ 2(ΔIC ) = I 2
C,C M ·

(
A2
β,P

WL P
+ A2

V T 0,P

V 2
od,P · WL P

+ A2
β,N

WL N
+ A2

V T 0,N

V 2
od,N · WL N

)
(4.27)

where Aβ and AV T 0 are the technological parameters for current and threshold volt-
age mismatch, respectively, Vod is the overdrive voltage and WL the gate area of the
transistors (the sub-indices P and N indicate the PMOS and NMOS section, respec-
tively). Assuming these transistors are biased in strong inversion and that threshold
voltage mismatch dominates [97], the offset current is found to be proportional to√

IC,C M and, thereafter, ΔϕC ∝ 1/
√

IC,C M . Note that the offset of the OTA in
Fig. 4.49 can be neglected due to integrating nature of the current comparator [112].

Similarly, the phase errorΔϕR of the resistor-based combiner in Fig. 4.47a can be
estimated by taking into account the current mismatch of the driving current sources,
the mismatch between the resistors, and the offset of the voltage comparator. All
these error sources can be referred back to an input offset current of the driving
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Fig. 4.50 Effect of offset on
detected zero crossing

sources, ΔIR , as

σ 2(ΔIR) = I 2
R,CM ·

(
A2
β,Src

WLSrc
+ A2

V T 0,Src

V 2
od,Src · WLSrc

+ A2
R

WL R

)
+ A2

V T 0,Cmp

R2
br · WLCmp

(4.28)

where the same nomenclature as before applies and the subindices Src, R and
Cmp refer to the driving sources, branch resistors Rbr = 2(RA + RB) and com-
parator, respectively. Accordingly, a similar expression as (4.26) can be likewise
applied to determine ΔϕR . Note from (4.28) that whereas the mismatch of the
current sources has similar impact as in (4.27), the comparator offset voltage
ΔVCmp = A2

V T 0,Cmp/WLCmp gives rise to a phase error which is inversely pro-
portional to the common-mode input current IR,CM of the driving sources, i.e.,
ΔϕR(ΔVCmp) ∝ ΔVCmp/(IR,CM · Rbr). Additionally, the resistor mismatch also
affects the phase error with an inverse square-root relation, ΔϕR(Rbr) ∝ 1/

√
Rbr,

provided the resistors have a constant width.
Figure 4.51 shows the estimated standard deviation of the phase error σ(Δϕ) for

both alternatives in terms of the total current consumption of the linear combiner,
ITOT, and the branch resistance, Rbr. In both cases, the matching parameters are
taken from the selected 130 nm-CMOS technology, transistors are operated in strong
inversion and α = 0.8. The transistor dimensions of the current-domain method are
as shown in Figs. 4.48 and 4.49, while for the resistor-based approach the same PMOS
current sources are assumed (WLSrc = 26 µm2) and the comparators have a gate area
of WLCmp = 20 µm2, which yields σ(ΔVCmp) = 0.7 mV in this technology. In the
case of the resistor-based combiner, either small currents or small resistances lead
to high phase errors as a result of the comparator offset and the resistance mismatch,
respectively. Contrarily, the phase error improves for large resistances and biasing
currents. In this part of the design space, the driving sources dominate the phase error.
In the case of the current-domain Ph-ADC, the standard deviation of the phase error,
which obviously does not vary with the branch resistance, exhibits less degradation at
low biasing currents because of the smoother dependence ofΔϕC on the DC current.
Figure 4.51 also shows the projection of the intersection of the two surfaces (dashed
gray line) to bring out the regions in which one approach outperforms the other.
Taking also into account the limit imposed by the rail-to-rail voltage range, it can be
observed that the resistive network based Ph-ADC only outperforms the accuracy
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Fig. 4.51 Phase error comparison of current-domain method versus resistor-based approach accord-
ing to Fig. 4.47a for varying the design variables. The dashed gray line projects the intersection of
the two surfaces down into the ILC − Rbr-plane and the solid line displays the upper limit of the
ILC Rbr product for the resistor-based method imposed by a supply voltage of 1 V

of the current-domain alternative in a small region of the design space. However, in
such region large resistances are needed, leading to high area occupation. Moreover,
the phase error is only up to

√
2-times lower than for the current-domain approach

in this example, since we assumed equal PMOS current sources and the current
mirror contributes about the same offset as these sources. On the other hand, for
small resistances and currents, i.e., low area occupation and power consumption, the
performance advantage of the current-domain alternative is much more significant.

The basic trend highlighted by this simple analysis is also confirmed with exper-
imental results. Considering all mismatch sources of the second PGA stage and the
analog part of the Ph-ADC, a phase-error of σ(Δϕ) = 1.2° was obtained from
Monte-Carlo analysis for the implemented current-domain Ph-ADC. The complete
4-bit Ph-ADC consumes about 25 µA in simulation, 10.8 µA thereof in the linear
combiner, and occupies an area of 0.015 mm2 in a 130 nm-CMOS technology. Com-
pared to the resistor-based 4-bit Ph-ADC in [21], which is the only publication giving
details on current consumption and area, the proposed current-domain solution con-
sumes about one order of magnitude less current (25 µA w.r.t. 290 µA) and occupies
one-third of the area (0.015 mm2 w.r.t. 0.044 mm2), although the latter is partially
due to the larger 180 nm-CMOS technology used in [21].

4.3.3.3 Digital Post-Processing

In the digital post-processing, the thermometer coded comparator outputs cmp0...7
are first sampled at the symbol rate with D-flipflops (DFFs) and the sampled data,
cmp0...7(k), is transformed to the binary-coded 4-bit output vector of the Ph-ADC
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Fig. 4.52 Majority decoder

Φ(k). In order to correct noise-induced bit errors on cmp0...7(k) a majority decoder
(Fig. 4.52) precedes the code conversion [78]. The majority decoder uses the input bit
together with its two neighbors and so repairs all single-bit errors in the thermometer
code. These errors, which are often referred to as “bubbles”, are either corrected (e.g.,
11000100 ⇒ 11000000) or mapped to the average of two equally likely solutions
(e.g., 11010000 ⇒ 11100000). Note that the following thermometer-to-binary con-
version defines the sectorΦ = 0 at I Q-phases in the range 337.5°< ϕ <0° (see also
Fig. 4.46) because this definition requires the smallest number of logic gates. This is
possible as the subsequent symbol decision ignores the absolute phase information
and only evaluates relative phases.

4.3.4 Symbol Decision

Symbol decision is accomplished by differentiating the phase Φ(k), i.e., by calcu-
lating the phase difference from one symbol to the next, as shown in Fig. 4.53. This
effectively measures the instantaneous frequency deviation fdev(k) with a quantiza-
tion step of 62.5 kHz, where the sign of fdev(k) ideally carries the symbol information.
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Fig. 4.53 Symbol decision implementation

Fig. 4.54 Effect of carrier
frequency offset on received
frequency deviation fdev(k)
during the BLE preamble with
its alternating bit sequence

In practice, the received frequency deviation fdev(k) is biased by the carrier fre-
quency offset between transmitter and receiver, which can be as large as ±150 kHz
in a BLE system. This may reduce the margin for symbol decision from 4 to only 2
least significant bits (LSBs), as illustrated in Fig. 4.54. Hence, in order to make the
demodulator robust against noise and intersymbol interference, the carrier frequency
offset has to be compensated. This is done by subtracting from fdev(k) an estimation
of the carrier frequency offset foff,est. Such estimation is calculated by averaging
the difference between the received and expected frequency deviations ( fdev(k) and
fdev,exp(k), respectively) during the last 4 bits of the 32-bit synchronization word
after the BLE preamble. During this interval, the symbol clock should be already
extracted with enough accuracy so as to obtain a close estimation of the frequency
offset as,

foff,est = 1

4

31∑
k=28

(
f (k)− fdev,exp(k)

)
. (4.29)

where the value of fdev,exp(k) is available given that the sync word is known a priori
at the receiver. Afterward, foff,est is stored and the averaging circuit disabled. No
background offset calibration is required because the BLE frequency drift is limited to
±50 kHz, which represents less than 1 LSB per symbol. Note that the clock extraction
is currently not implemented in the transceiver, as already indicated in Fig. 4.40.

4.3.5 Experimental Results

The proposed low-power GFSK demodulator has been implemented in the same
130 nm CMOS process used before for the transceiver and frequency synthesizer.
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Fig. 4.55 Die photograph of the GFSK demodulator (zoom-in on the test chip 3 of Fig. 4.35). The
occupied die size is 0.14 mm2 (0.7 by 0.2 mm)

Fig. 4.56 Measured PGA voltage gain with selected gain settings G1 and G2 of the first and second
PGA stage, respectively

Figure 4.55 shows the microphotograph of the die, where the MIM-capacitors of the
two PGA-stages are the most distinctive elements. The area below these capacitors is
used for the remaining passive elements, i.e., the large resistors of the PGA. Again,
all measurements have been carried out at a supply voltage of 1 V, with the chip
assembled in a QFN-36 package.

First, the performance of the PGA has been characterized using the test buffer at
the voltage domain outputs of the PGA (see also Fig. 4.40). Figure 4.56 shows the
measured voltage gain of the two-stage PGA with swept gain settings of the first and
second stage, G1 and G2, respectively. In both cases, the 6 dB gain step and an almost
constant transfer function can be observed. The 3dB corner frequency variation is
within ±10 % with respect to its nominal value 500 kHz, except for the maximum
gain setting of the second stage G2 = 6 where it is −24 %. Taking into account that
this gain setting will only be applied for very weak input signals with a naturally low
SN R, the reduced corner frequency is actually beneficial for demodulation because
more noise will be filtered out.

The input referred noise spectrum of the PGA is dominated by flicker noise up to
a frequency of approximately 120 kHz, shown in Fig. 4.57. In the small white noise
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Fig. 4.57 Measured PGA input noise density

region around 300 kHz, the lowest input refereed noise density of 12.1 nV/
√

Hz is
achieved at the highest gain setting of the first PGA stage.

Next, the performance of the Ph-ADC is analyzed. As the generation of rotated
phasors is accomplished in current-domain, there is no possibility to test the Ph-ADC
alone, and hence measurements have been performed together with the PGA. First,
the combination of PGA and Ph-ADC has been characterized with single input tones
at 62.5 kHz, thus lying in the middle of the PGA pass-band. The phase shift of 90°
between I - and Q-signal leads to a rotating phasor in counter-clockwise direction,
giving rise to an increasing phase read-out as shown in Fig. 4.58. The analysis of
this data obtains a maximum integral nonlinearity (INL) and a maximum differential
nonlinearity (DNL) of 0.23 and 0.16 LSB, respectively.

Voltage- or current-domain ADCs are usually characterized by their effective
number of bits (ENOB), calculated from measurements of the output signal-to-noise
and distortion ratio (SNDR) for a single-tone input signal [8]. For a phase-domain
ADC, an equivalent characterization is possible by applying a complex signal with
a single-tone full-scale input phase ϕ(t), i.e., an oscillating phase between −π
and π . However, such a signal has the disadvantage that not all the quantiza-
tion levels are equally distributed and, hence, it does not adequately represent a
noncoherent GFSK input signal. In order to use all phase quantization intervals
equally, a complex input signal with constant magnitude and a two-tone phase
ϕ(t) = π cos(2π f1t) + π cos(2π f2t) is used for the ENOB characterization. Note
that the corresponding spectra of the PGA input voltages vI,in and vQ,in contain more
than two tones, as illustrated in Fig. 4.59a. These voltages are filtered and amplified
by the PGA and phase-quantized by the Ph-ADC which ideally outputs a phase Φ
containing only two tones again. Then, the ENOB can be calculated from the SNDR
of the quantized phase Φ as follows

ENOB = log2

√
SNDR

3
. (4.30)
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Fig. 4.58 Measured phase quantization of a rotating I Q-phasor (62.5 kHz). At the top the I - and
Q-input voltages are shown and, below, the 4-bit phase output Φ(k) (sampled at 20 MHz)

(a)

(b)

Fig. 4.59 Measurement of effective number of bits (ENOB) of the Ph-ADC. a Measurement
concept with a two-tone input phase (ϕ(t) = π cos(2π f1t)+ π cos(2π f2t) with f1 = 25 kHz and
f2 = 123.1 kHz). b Measured ENOB versus PGA output voltage
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Fig. 4.60 Measured performance of the demodulator with and without flicker noise (corner fre-
quency 150 kHz) for minimum, nominal, and maximum BLE modulation index h

The measured ENOB is shown in Fig. 4.59b versus the differential output volt-
age of the PGA. As expected, the ENOB increases with the amplitude because
mismatch and noise become less dominant. The ENOB reaches a maximum of
3.61 bit and stays above 3.5 bit over a dynamic range of more than 10 dB. This
wide dynamic range confirms that the PGA gain step size of 6 dB provides sufficient
amplitude equalization. The difference between ENOB and the physical number of
bits can be traced back to the bandpass characteristic of the PGA, and more specif-
ically, to the nonconstant group delay caused by the HPF. Simulations of an ideal
Ph-ADC, preceded by the implemented PGA (8–500 kHz passband), using a two-
tone phase input already show a reduced ENOB. The two-tones f1 = 25 kHz and
f2 = 123.1 kHz used in the measurements of Fig. 4.59b have been chosen because
they lead to a high theoretically achievable ENOB of 3.71 and an almost uniform
phase distribution due to the low greatest common divisor of 100 Hz.

In order to assess the performance of the Ph-ADC based demodulator, it has been
tested with artificially generated noise. This noise is meant to represent the noise of
the receiver frontend because this frontend usually dominates the system noise figure
rather than the demodulator noise. To this end, the noisy baseband GFSK signal has
been synthesized in MATLAB and then downloaded to the Agilent N5182A vector
signal generator. This procedure allows not only for a precise control over the actual
EB/N0 ratio but also for switching on and off the flicker noise. Figure 4.60 shows
that assuming white noise only, an EB/N0-ratio of 11.7 dB is needed to obtain a
BER of 0.1 % considering the nominal modulation index (h = 0.5). Adding the
expected flicker noise with a corner frequency of 150 kHz, the required EB/N0
raises to 14.8 dB.

Figure 4.61 shows the performance of the demodulator assuming a carrier fre-
quency offset foffset between transmitter and receiver. With the compensation turned
on, the BER performance is stable within the range of ±150 kHz, as required by
the BLE standard. Note that the BER performance without compensation is not
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Fig. 4.61 Measured BER versus carrier frequency offset of the input signal with and without
compensation (EB/N0 = 15 dB and considering flicker noise)

Fig. 4.62 Measured BER for selected gain settings of the two PGA stages illustrating the dynamic
range of the demodulator of 74.0 dB

symmetric around a zero offset frequency but around a best case of −31.25 kHz
which corresponds to a phase shift of half an LSB per symbol. This is caused by the
inevitable nonsymmetric symbol decision that has to assign phase differences of 0°
and 180° to either a decoded logical one or a zero, although both are equally likely.

Finally, in order to measure the sensitivity and the dynamic range of the complete
demodulator including PGA, the demonstrator is tested with a noise-free GFSK
signal at different input levels and gain settings, as shown in Fig. 4.62. A sensitivity
of −74.1 dBV can be read from the performance with the maximum gain setting
(G1 = 3, G2 = 6) considering again a BER of 0.1%. For the minimum gain setting
(G1 = 0, G2 = 0), the prototype achieves correct demodulation up to a differential
input signal level of −0.1 dBV giving a total dynamic range of 74 dB.

The measured performance of the demodulator is summarized in Table 4.6. Note
that the demodulator complies with the requirements of the BLE standard with respect
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Table 4.6 Measured performance summary of the zero-IF demodulator with phase-domain ADC

Parameter Value

Technology 0.13 µm CMOS
Supply voltage 1.0 V
Current consumption 190 µA

PGAs 2 × 75 µA
Ph-ADC 25 µA
Symbol decision + auxiliary blocks 15 µA

Data rate, mod. index 1 Mb/s, h = 0.5 ± 10 %
Carrier frequency offset −170–170 kHz
Required Eb/N0 (BER = 0.1 %)

No flicker noise 11.7 dB
Flicker corner 150 kHz 14.8 dB

Sensitivity (BER = 0.1 %) −74.1 dBV
Dynamic range 74.0 dB

Table 4.7 Comparison to recent GFSK demodulators

Parameter [55] [46] [34] This worka

Architecture Low-IF Low-IF Low-IF Zero-IF
CMOS technology (µm) 0.18 0.18 0.18 0.13
Data rate 1 Mb/s 250 kb/s 1 Mb/s 1 Mb/s
Modulation index 0.32 0.28 0.32 0.5
Power consumption 3.6 mW 630 µW 8.7 mW 190 µW
SNR @BER = 0.1 % (dB) 14.9 16.7 13.9 11.0b

Co-channel C/I 9.5 dB – 9.1 dB 12.5 dB
Occupied chip area (mm2) 0.26 0.11 0.26 0.14
a Includes PGA and channel filter

b Calculated in a bandwidth from 8 to 500 kHz and with flicker noise at a corner frequency of 150 kHz

to variations of modulation index and carrier frequency offsets. Due to the lack
of published data from BLE demodulators, the comparison to the state-of-the-art
in Table 4.7 relates this work to conventional Bluetooth demodulators. The pro-
posed demodulator achieves with 190 µW the lowest power consumption and the
lowest required signal-to-noise ratio (SNR), although the latter is also caused by the
higher modulation index of BLE. The tolerated co-channel carrier-to-interference
ratio (C/I ) of 12.5 dB is about 3 dB worse than previously reported demodulators
but still well below the BLE limit of 21 dB. The proposed demodulator achieves a low
area occupation of only 0.14 mm2 and offers more functionality because it includes
the channel filtering PGA. This low chip area is possible due to the proposed scheme
of phase generation in current domain which does not need large resistors.
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4.3.6 Conclusions

A low-power GFSK demodulator tailored to the Bluetooth low energy standard has
been presented in this section. It operates at zero-IF and so also allows for a simple
and low power receiver architecture. The demodulator takes advantage of the constant
envelope nature of the input signal and only quantizes the phase information by means
of a phase-domain ADC with a resistor-less scheme of phase generation. Thanks to
the phase generation in current domain, the prototype achieves both a low power
consumption of 190 µW and a low area occupation of 0.14 mm2, including the PGA
and the channel filter. The presented demodulator requires an EB/N0 of 14.8 dB
for a BER of 0.1 % considering a flicker noise corner of 150 kHz and so achieves
a competitive performance compared to conventional low-IF demodulators. With
a dynamic range of 74 dB and a carrier frequency offset tolerance of ±170 kHz it
satisfies the requirements of BLE.

4.4 Overall Transceiver Performance

The measurements on the complete transceiver have been performed with chip 3
(Fig. 4.35). The same test board and antenna port configuration is employed, i.e.,
using a surface-mount balun with 2:1 impedance ratio [1] to provide a differential
100� impedance for the chip.

The DC power consumption of the transceiver in TX-mode with all PA branches
active is PDC,TX = 5.9 mW, which is dominated by the required DC power for the PA
output stage, as shown in the power break down in Fig. 4.63a. The PA output stage
consumes as much as 81 % of the total DC power and the PA drivers dissipate another
11 %. The relative portion of the local oscillator (LO) is only 8 %. With the RF output
power of Pout = 1.6 dBm, an overall power efficiency of 24.5 % is achieved. With the
PA in power back-off operation, i.e., only one PA branch activated, the output power

(a) (b)

Fig. 4.63 Power break down of the transceiver in a TX mode and b RX-mode
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Fig. 4.64 Measured sensitivity of the receiver for minimum, nominal, and maximum BLE modu-
lation index h, respectively

and DC consumption are reduced to −5 dBm and 2.9 mW, respectively, leading to
an overall power efficiency of 10.8 %.

The total power dissipation of the transceiver in RX-mode is 1.1 mW. As shown
in Fig. 4.63b, the largest portion of the power budget is taken by the QVCO, which
consumes 400 mW. Note that this power consumption is ultimately limited by the
LC-tank impedance level that can be implemented in the given technology. The
complete frequency synthesizer, including the PLL, accounts for 62 % of the total
power consumption and hence dominates the RX power budget. The remaining 38 %
are distributed about equally to the first active amplification stage in the base-band,
namely the TIAs at the output of the passive mixers, and the remaining base-band
section, i.e., the zero-IF demodulator including the two-stage PGAs.

As shown in Fig. 4.64, the complete transceiver achieves a sensitivity of−81.4 dBm
for a BER of 0.1 % and the nominal modulation index of h = 0.5. Within the tol-
erated variation of the BLE modulation index of ±10 %, the sensitivity degrades by
only 0.6 dB and, hence, exceeds the minimum BLE requirements by more than 10 dB
in spite of the high noise figure of the receiver frontend. The receiver also fulfills the
requirements on adjacent channel interference blocking, as shown in Table 4.8.

Table 4.9 compares this work to some recently published low-power transceivers
operating in the 2.4 GHz ISM band. The presented transmitter achieves the highest
efficiency with a power consumption comparable to that of OOK-transmitters. The
receiver is compared based on the figure-of-merit

FOMRX = PDC,RX · Psens/R (4.31)

where PDC,RX is the DC power consumption, Psens is the sensitivity at 0.1 % BER, and
R is the data rate [17]. A FOMRx better than −200 dB are usually achieved by super-
regenerative receivers, which are not tied to any specific WBAN standard. However,
also the most recent BLE transceiver, presented by Wong et al. [141], demonstrates
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Table 4.8 Measure RX performance

Parameter Measured BLE spec.

DC current (1.0 V supply)
QVCO 400 µA –
PLL 270 µA –
TIAs 230 µA –
Zero-IF demodulator 190 µA –
Sensitivity −81.4 dBm < −70 dBm
Interference blocking co-channel 14.5 dB <21 dB
@±1 MHz 1.1 dB <15 dB
@±2 MHz −17.6 dB < −17 dB
@±3 MHz −30.0 dB < −27 dB
Tolerated carrier frequency offset 170 kHz >150 kHz

Table 4.9 Comparison with recent low-power transceivers in the 2.4 GHz ISM band

Parameter Raja’10 Contaldo’10 Vidojkovic’11 Wong’12 This work
[104] [37] [133] [141]

CMOS Techn. 180 nm 180 nm + BAW 90 nm 130 nm 130 nm
Supply voltage 1.8 V 1.2 V/1.6 V 1 V/1.2 V 1.0 V 1.0 V
Standard ZigBee BLE – BLE BLE
Modulation OQPSK GFSK OOK GFSK GFSK

(h = 0.5) (h = 0.5) (h = 0.5)
Data rate DR 250 kb/s 1 Mb/s 5 Mb/s 1 Mb/s 1 Mb/s
Channel spacing 5 MHza 2 MHz > 4 · DRb 2 MHz 2 MHz
Transmitter
Power cons. (mW) 18 47.3 3.7 4.6 2.9/5.9c

Output power (dBm) 0 5.4 −2 −10 −5/1.6c

Efficiency (%) 5.6 7.3 16.8 2.2 10.8/24.5c

Receiver
Architecture Low-IF Heterodyne Super-regen. Sliding-IF Zero-IF
Power cons. 22.3 mW 18.7 mW 534µW 4.8 mW 1.1 mW
Sensitivityd −94 dBm −75 dBm@200 kb/s −75 dBm −94 dBm −81.4 dBm
FOMR X −194.5 dB −175.3 dB −204.7 dB −207.2 dB −201.0 dB
aMultiple users per channel possible due to spectral spreading

bSelectivity reported as ±2 MHz at DR = 500 kb/s
cIn power back-off/normal TX-mode
dFor a bit error rate of 10−3

a very good FOMRX which is mainly due to its great sensitivity. On the other hand,
in the subset of standard compliant solutions, the proposed passive frontend zero-IF
receiver achieves clearly the lowest power consumption. In summary, the presented
transceiver combines advantages of both groups, i.e., the low-power consumption of
super-regenerative architectures with the spectral efficiency of BLE.

Finally, the presented transceiver has been successfully tested with a BLE master
device nRF2739, which is part of a commercially available BLE development kit
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Fig. 4.65 Test of the wireless connection with a commercial BLE development kit. The inset shows
the received BLE Advertise packets transmitted from the presented transceiver

[4], as shown in Fig. 4.65. The data stream for transmission as well as the control
signals for opening and closing the PLL have been handled with an FPGA. In this
test, the transceiver transmits different types of Advertise packets to the BLE master.
As shown in the inset of Fig. 4.65, the packets are correctly conveyed to the BLE
master. They include maximum length BLE frames of 376 bits (shown in the last two
rows of the inset) thus, verifying the functionality of the direct QVCO modulation
with the PLL opened.

4.5 Conclusions

A low power transceiver, fully compliant with the new Bluetooth low energy stan-
dard, has been presented. The main objective of the design has been to reduce its
power consumption. Toward this goal, several power saving techniques have been
implemented taking advantage of the relaxed specifications defined in the standard.

The transceiver, fabricated in a 130 nm CMOS technology, uses a zero-IF frontend
receiver architecture. Only those active building blocks strictly needed to meet the
receiver specifications have been considered. Accordingly, the receiver only com-
prises a step-up transformer to boost the internal RF impedance, passive mixers for
direct down-conversion, and a low-power frequency synthesizer based on a double
core quadrature VCO and a fast fractional-N PLL. Hence, the design does not include
an LNA and the receiver frontend, excluding the frequency generation block, can
be regarded as fully passive. The frequency synthesizer introduces a simple passive
RC-network to cancel the magnetic coupling between the inductors of the QVCO.
With this network, the I Q phase imbalance of the LO is kept below 1.5° with no
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power and negligible area cost. In the RX baseband, a 4-bit phase-domain ADC
allows for a simple and power efficient GFSK demodulation. It employs a new linear
combiner topology to generate the required phase rotations without resistors and so
facilitates a compact implementation. Overall, the receiver achieves a power con-
sumption as low as 1.1 mW, a sensitivity of −81.4 dBm at a data rate of 1 Mb/s, and a
figure-of-merit similar to that obtained by recent super-regenerative receivers. Note,
that whereas the spectral selectivity of these super-regenerative receivers is rather
low, the proposed zero-IF receiver demodulates spectral efficient narrow-band GFSK
(h = 0.5) signals.

The transmitter exploits the fact that BLE packets have a maximum length of
376 µs and employs a direct-modulation scheme in which the PLL is opened during
transmission. Favored by the increased internal RF impedance provided by the step-
up transformer, the transmitter includes an efficient class-E power amplifier which
delivers an output power of 1.6 dBm to the differential antenna port. With a DC power
consumption of 5.9 mW from a 1.0 V supply, the transmitter achieves a total power
efficiency of 24.5 %.



Chapter 5
Co-integration of RF Energy Harvesting

One of the main challenges in the implementation of Wireless Body Area Networks
(WBAN) is to make their element nodes energy autonomous so that they can be solely
supplied by harvesting techniques [79]. Because of the varying operation conditions
of transceivers (TRXs) for WBANs, energy harvesters have to be combined with the
appropriate circuitry for charging storage elements, such as rechargeable batteries
or supply capacitors [65, 73]. This chapter covers both aspects and presents an RF
energy harvester, including supply management circuitry, which can be added to the
previously proposed 2.4 GHz Bluetooth Low Energy transceiver.

Before discussing the possibilities to integrate RF energy harvesting, two impor-
tant constraints have to be considered, i.e. the available RF input power levels and
the characteristics of possible energy storage devices. Regarding the available RF
energy, Visser et al. [134] have measured the ambient levels that can be expected
in an office environment equipped with WLAN routers. According to their studies,
the peak power density that can be expected is below 100 µW/m2. Taking a look
at the storage devices, solid-state thin-film rechargeable batteries provide a high
energy density and low self-discharge currents [5, 6, 47, 56]. Nonetheless, such bat-
teries usually require a minimum charging current on the order of a few tens of µAs
[5, 6, 39]. Similarly, large supply capacitors with mF-capacitance, often referred
to as super-capacitors, usually suffer from leakage currents on a similar order of
magnitude [7, 74]. Hence, considering a supply voltage of 1V, charging a battery or
supercapacitor requires a minimum DC power on the order of 25 µW [39] and, there-
fore, an incident RF power of about 100 µW (−10 dBm) is needed for RF energy
harvesting if conversion losses are taken into account [65]. This excludes ambient
RF energy as the sole source of energy, especially considering the small antenna
sizes of wireless sensors [134, 136]. Nonetheless, in the close proximity of WLAN
routers, which usually emit 20 dBm, sufficient power levels are present to charge the
energy storage of a wireless sensor node. The advantage of such a charging scenario
is that the sensor needs no connector for a wired charger.

Energy harvesting by RF-DC conversion may be incorporated into a wireless
node by adding a dedicated antenna [53, 65, 93] or, more elegantly, by re-using the
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Fig. 5.1 Architecture of the
wireless sensor node with RF
energy harvesting

antenna of the TRX, as shown in Fig. 5.1. The latter facilitates system miniaturization
but requires some kind of decoupling between the harvesting and communication
operations. This can be accomplished by using two different carrier frequencies and
a dual-band antenna [71]. However, this requires bulky LC matching networks to
make the impedance looking into one functional unit high at the frequency the other
functional unit is tuned to.

In the proposed approach, both the RF-DC conversion stage and the wireless
link operate at the same carrier frequency and share the same single-band antenna.
The output of the RF-DC converter drives a supply management circuit (SMC) to
regulate the output voltage of a storage device. This circuit can be also configured
as a constant current source, as it is usually required for driving Li-ion batteries
[73]. The area consumption of the RF-DC conversion stage and the SMC is only
0.019 mm2 in a 130 nm CMOS process. The harvester achieves an experimental
power conversion efficiency (PCE) of 15.9 % at 0 dBm input power. This is better
than the dual-band approach in [71], and also obtains a much smaller area occupation.
Most importantly, the harvester has little impact on the transceiver performance;
less than 0.5 dB degradation of output power and noise figure with respect to the
previously implemented TRX frontend without the proposed harvester.

5.1 RF Switch for the Harvester

The frontend of the harvesting transceiver has to support three modes of operation,
namely data transmission (TX), data reception (RX) and energy harvesting (RF-to-
DC). The three modes are multiplexed such that only one is active at a time and
the remaining two functional units are disconnected from the antenna by means of
switches, as illustrated in Fig. 5.2. Considering the signal power ranges at which the
respective functional unit operate, we see that mainly the TX has to be decoupled
from the RF-to-DC block because the power ranges overlap. In other words, the
switches avoid that the RF output power of the TX is converted back to DC.

Another important aspect regarding the switches is that different supply voltage
conditions apply for them. Activating the TX- or RX-switch only makes sense when
the supply voltage is sufficiently high to operate TX or RX, respectively. On the other
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Fig. 5.2 RF switches

hand, the switch for the harvester should be turned on even if no supply voltage is
available, i.e. if the energy storage of the wireless sensor is completely discharged.

In standard CMOS technologies the required functionality of the TX- and RX-
switches can be easily implemented by means of enhancement-mode transistors
[150]. The harvesting switch SHV, however, requires an active-low behavior as exhib-
ited by depletion-mode NMOS transistors which are able to form conducting chan-
nels even with negative gate-source voltages. As depletion-mode devices are not
available in standard CMOS technologies [88], three different alternatives are dis-
cussed in the following.

5.1.1 LC-Resonator

One possibility to implement an active-low RF switch with an inherently active-high
device, such as an enhancement-mode NMOS transistor, is by using resonators [137].
In the simple model shown in Fig. 5.3a the antenna is represented by a voltage source
v0 and a real impedance R0. With the digital control voltage HV_disable being low,
the transistor Ma is an open switch and the load RHV is connected in series to the
antenna through LS and CS , which ideally act as a short-circuit at resonance. When
HV_disable is high, a parallel resonance circuit is formed by LS and CP, providing
an ideally infinite input impedance Zin at resonance.

Let us assume the harvester is active and the switch is characterized by its inser-
tion loss factor ILF, defined as the ratio of the available power from the antenna
to the power delivered to the load RHV. Then, assuming matched source and load
impedances (RHV = R0), the required quality factor of the series resonance circuit
QS can be expressed as

QS = 2π f0 · LS

2R0 · (√ILF − 1)
(5.1)

where f0 represents the resonance frequency. The de-activated switch may be
assessed by quantifying how much the power transfer from the antenna to the RX,
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Fig. 5.3 Alternatives for
a single-ended active-low
RF switch to connect the
antenna (modeled as v0 and
R0) to the harvester (RHV):
with LC-resonator (a), with
λ/4-transmission line (b)
and with start-up rectifier
(c). To illustrate how the
de-activated switch impairs
the TX-performance the trans-
mitter is shown in gray (vTX
and RTX with an ideal switch
STX)

(a)

(b)

(c)

or equivalently from the TX to the antenna, is impaired due to leakage through the
deactivated SHV switch. As before, let us define the switch-induced degradation fac-
tor DGF as the ratio of available power from the source vTX with its impedance RTX
to the power delivered to R0. Then, assuming again matched conditions (RTX = R0),
the required quality factor of the parallel resonance circuit QP can be expressed as

QP = R0

4π f0 · LS
·
(

1√
DGF − 1

− 2

)
. (5.2)

If we further assume equal quality factors of the serial and parallel resonators, they
may be expressed as a function of the switch requirements.

QS = QP = 1

2
·
√

1√
ILF − 1

·
(

1√
DGF − 1

− 2

)
(5.3)

As an example, for an insertion loss of 1 dB (ILF = 1.26) and TX/RX-degradation
of 0.5 dB (DGF = 1.12), the required quality factor of the resonators would be 5.5.
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5.1.2 λ/4-Transmission Line

A second possibility to implement the active-low RF switch with an NMOS transistor
is based on a λ/4-transmission line as shown in Fig. 5.3b. With HV_disable = 0 the
load impedance is connected to the antenna through an ideally loss-less transmission
line with a characteristic impedance ZTL equal to load and source impedance (ZTL =
RHV = R0). When HV_disable is pulled high, the transistor Mb grounds the output
of the transmission line which rotates this short-circuit one semi-circle across the
Smith chart to an open-circuit. Hence, Zin would ideally be infinite but in practice
depends on the on-resistance RDS,on of the transistor [118].

Zin = Z2
TL

RDS,on||RRect
≈ Z2

TL

RDS,on (Mb)
(5.4)

5.1.3 Start-Up Rectifier

A third option for the active-low RF switch is to use an NMOS transistor as a pass
device and generate the required positive gate-source voltage by means of a start-up
rectifier, as shown in Fig. 5.3c. The start-up rectifier can have very small dimensions
and does not require an outstanding efficiency, because it is loaded only capacitively
by the gate of the pass transistor Mpass. However, in this concept the input power has
to exceed a certain level given by the required turn-on voltage swing of the start-up
rectifier. In order to de-activate the RF switch, the input of the rectifier is tied to
ground by the transistor Mc and the antenna is mainly loaded capacitively by the
coupling Ccpl.

5.1.4 Topology Selection

For selecting the most suitable topology, the transceiver frontend to be used for
co-integrating the RF-DC conversion has to be taken into account. In this case,
the previously proposed 2.4 GHz transceiver frontend is used, which is character-
ized mainly by the high internal RF impedance of about 1 k�. The passive voltage
gain due to impedance up-transformation is also expected to allow for an efficient
RF-DC conversion since the rectifier performance usually improves for a higher input
voltage swing [77].

The high RF impedance level excludes the LC-resonator approach in a fully-
integrated solution as the required inductance would be approximately 90 nH accord-
ing to (5.2) for DGF = 1.12, QP = 5.5 and f0 = 2.4 GHz. Also the transmission line
approach cannot be integrated into silicon at 2.4 GHz because the λ/4-transmission
line would be about 16 mm long [118].
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The solution with the start-up rectifier can be very area-efficient as no inductors
or transmission lines are needed but it does not work for small signal levels because
rectification relies on the non-linear large-signal characteristics of a diode. Anyhow,
this is still a valid option for the given application if we keep in mind that we want
to harvest RF energy only if the incoming power level is at least −10 dBm. This
yields an input amplitude of at least 250 mV (R0 = 1 k�) which is large enough to
drive the start-up rectifier [65]. Therefore, the start-up rectifier solution is selected
to co-integrate the harvester with the TRX frontend.

5.2 Architecture

The architecture of the low-power TRX frontend and the co-integrated RF energy
harvester (highlighted on gray background) is shown in Fig. 5.4. The non-highlighted
parts depict the relevant blocks of the transformer-based TRX frontend, which
up-converts the antenna impedance to about 1 k� on chip. Note that the frontend
already comprises the NMOS RF switches MN1/2 and MN3/4 to connect the power
amplifier and passive mixer to the antenna, respectively.

In the modified frontend, the already existing RX-switch MN3/4 is re-used as the
switch for the RF energy harvester. This is possible because the mutual interaction
between the passive mixer and the main rectifier, which performs the actual RF-
to-DC conversion, can be kept low. A key aspect toward this goal is that the rectifier
is an intrinsically nonlinear block whose parallel input resistance RP,Rect strongly
depends on the input power. Accordingly, the rectifier is designed such that it shows
high input resistance at low input power level (PRX < −20 dBm) when the RX may
be active and the mixer is matched to the transformer output. On the other hand, the
rectifier exhibits a matched resistance (RP,Rect ≈ 1 k�) when the RX is disabled
and PRX is typically around −5 dBm. Note that the reactive parts CP,Rect and CP,Mx

Fig. 5.4 Frontend of the low-power transceiver with the new parts for energy harvesting highlighted
with gray background and the additional OOK detector in the yellow dashed box
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Table 5.1 Decoupling strategy between the mixer and the rectifier

LO RP,Mx PRX RP,Rect Dominant block

On ≈1 k� < −20 dBm >40 k� Passive mixer
Off >20 k� ≈ −5 dBm ≈1 k� Main rectifier

are less significant because they do not dissipate power and can be tuned out by the
transformer. Table 5.1 summarizes both operating conditions and shows that only
one device is matched while the other presents high impedance. This approach also
guarantees that the noise figure and sensitivity of the RX, both measured at low signal
levels, are scarcely affected by the RF-DC converter.

In order to activate the RX-switch for energy harvesting without any external
supply voltage, the start-up rectifier is directly connected to the internal transformer
port vint±. Because of the small load that has to be charged by the start-up rectifier,
it can be designed with much smaller dimensions than the main rectifier. However,
in order to prevent the start-up rectifier from sinking the output power of the PA, its
operation is controlled by an external signal, TX_enable, in such a way that when
the PA is active, signal rectification is disabled and vice versa. Note that the start-up
rectifier comprises 5 cascaded stages to guarantee that the RX-switch is on whenever
there is significant RF input power to harvest, i.e. Pin > −10 dBm.

By adding only 1 start-up rectifier stage more to the frontend, the harvesting
frontend implements also an On-Off-Keying (OOK) detector. Hence, this addi-
tional feature comes with very little implementation cost but offers an additional
RX-channel aside from the BLE receiver. This second channel can be used for exam-
ple to send a wake-up signal to the sensor node. Such wake-up channels are frequently
implemented in low power transceivers in order to save battery power and keep the
main transceiver completely disabled until a wake-up signal is received [54, 63, 71,
100, 144]. Here, OOK-detection is achieved by comparing the output of the individ-
ual start-up rectifier stage vOOK to the output of the first stage of the start-up rectifier
vAVG. As shown in Fig. 5.5, the only difference between these two rectifier stages
is their loading, i.e. the former is loaded by the comparator only while the latter is
loaded also by the remaining stages of the start-up rectifier and its load capacitance
of 2 pF. Hence, vOOK follows the OOK-envelope while vAVG tracks the average of
the envelope with a much larger time constant. Therefore, the OOK detection is
simply performed by a comparator. Note that this comparator is designed with some
intentional asymmetry in order to prevent the detection of false notches when the RF
input signal is not modulated and hence vOOK = vAVG.

Finally, the supply management circuit transfers the DC output power of the main
rectifier to the energy storage through the node VOUT. An internal regulator limits this
voltage to a maximum of 1.34 V to prevent oxide breakdown in the TRX. For a fast
harvester start-up, the SMC is supplied with a small standby current Istby through
the node VBAT to avoid the settling transients of the internal references, provided
the energy storage is not empty. Nevertheless, with an empty energy storage, the
harvester is still able to charge the load because Istby is much smaller than IOUT
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TX enable

ook_detect
vOOK
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start-up
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Fig. 5.5 Concept of the implemented OOK detection

under normal conditions. Also for speeding up the start-up, the SMC provides an
internal supply VDD,int to pre-charge the RX-switch. Transistors MN5/6 and MP1
ensure the supply currents to flow in the desired directions only, indicated by arrows
in Fig. 5.4. In this prototype, nodes VOUT and VBAT, which could be simply tied
together to the load, use separate pins to allow for more flexibility and testability.

5.3 Circuit Design

5.3.1 Main Rectifier

The main rectifier is implemented as a cascade of 4 AC-coupled rectifier cells,
each using the conventional 4-transistor configuration of Fig. 5.6 [49, 61, 77]. For
input amplitudes below the threshold voltages, no current is flowing through the cell

Fig. 5.6 Schematic of one
stage of the main rectifier
(gate dimensions in µm)

VDC,in VDC,out

vRX+

vRX-

CC1

CC1

1.2/0.13

1.2/0.13

20fF

20fF
4/0.13

4/0.13



5.3 Circuit Design 95

−40 −30 −20 −10 0 10
10

2

10
3

10
4

10
5

10
6

input power at main rectifier  P
Rx

  (dBm)

re
ct

ifi
er

 in
pu

t r
es

.  
R

P
,R

ec
t  (

O
hm

)

Fig. 5.7 Parallel input resistance RP,Rect of the main rectifier

transistors, thus leading to high RP,Rect. As the input voltage increases, a periodic
current starts flowing through the cell transistors and the input resistance of the struc-
ture diminishes. Figure 5.7 shows RP,Rect of the complete rectifier as a function of its
input power, which closely follows the desired behavior expressed in Table 5.1. The
main rectifier has been designed to match the 1 k� RF impedance at −5 dBm input
power by choosing the transistor widths accordingly. To match the rectifier at lower
input power levels, larger widths would be needed to reduce the input impedance.

5.3.2 Start-Up Rectifier

For the start-up rectifier completely different requirements apply. Since it is only
capacitively loaded by the gates of the RX-switch, its efficiency is less important. It
is much more critical to ensure that the start-up rectifier does not sink power from
the PA when the TX is active. Accordingly, the 4-transistor rectifier cell is modified
with an additional switch Moff to disable the start-up rectifier during transmission,
as shown in Fig. 5.8. Pulling disable high, effectively shorts the two internal nodes
and creates a virtual ground. In this mode, the RF input impedance of the modified
rectifier cell is contributed by the series connection of the two coupling capacitors
CC2 and the on-resistance of transistor Moff. In order to reduce power dissipation,
Moff is made large enough so that the resistive part of the input impedance is small. On
the other hand, when disable is low, Moff increases the parasitic load on the internal
nodes of the rectifier leading to reduced efficiency. Accordingly, this concept is only
suitable for the start-up rectifier but not for the main rectifier. The remaining devices
are close to their respective minimum size in order to keep the capacitive loading of
the RF nodes as low as possible.
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Fig. 5.8 Schematic of one
start-up rectifier stage, which
is also used for OOK-detection
(gate dimensions in µm)
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5.3.3 OOK-Comparator

The OOK-detector employs exactly the same rectifying stage as the start-up rectifier
to track the envelope voltage of the incoming RF signal and compares this envelope
voltage vOOK to its average vAVG, which is obtained from the start-up rectifier. To
this end the comparator shown in Fig. 5.9 is implemented, which outputs a logical 1
whenever vOOK < vAVG − VOS1, where VOS1 is the offset voltage of the comparator.
In order to prevent the detection of false notches when vOOK = vAVG, the com-
parator employs an asymmetric PMOS input pair with different multiplicity-factors
(m-factors) which guarantees a positive offset voltage VOS1 also taking into account
device mismatch. The comparator is supplied with the internal supply voltage VDD,int
and biased with a reference current of 30 nA, which are both obtained from the supply
management circuit.

Fig. 5.9 Schematic of the
OOK comparator (gate dimen-
sions in µm)

ook_detect
vOOKvAVG

4/2 4/2

2/2

m=3 m=2
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6/2 6/2 6/2 6/2
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Fig. 5.10 Schematic of the supply management (transistor gate dimension in µm)

5.3.4 Supply Management Circuit

Figure 5.10 shows the schematic of the SMC. At its input, a regulator limits the
rectified signal VRect to a DC voltage of 1.34 V, which is three times the value of
the internal reference voltage VRef . The output stage of the SMC contains a PMOS
pass transistor (M2) which is on as soon as VRect > VOUT − VOS2, where VOS2 is
the offset of the controlling amplifier gm2. Similarly to the OOK comparator, this
amplifier is designed such that its offset can only take negative values in order to
prevent a reverse current through the pass device. When the control signal CC is
high (constant current mode), the pass device is switched off and the current mirror
(M4/5) is activated, which outputs a constant current of about 70 µA. The switch M3
prevents reverse current from VOUT to VRect through the source-bulk diode of M5.

The internal references are obtained from a CMOS-only reference generator with-
out resistors [87] which only consumes 25 nA. It is supplied by the internal supply
voltage VDD,int which is obtained either from VRect or VBAT, depending on which
is larger. The selection is accomplished by the comparator CMP and the switches
M6/7. The blocks connected to VDD,int also define the standby current Istby drawn
from the load, which add up to about 60 nA.

5.4 Experimental Results

The energy harvester, including the supply management circuit, has been integrated
together with the 2.4 GHz low-power TRX frontend in the same 130 nm standard
CMOS technology. Figure 5.11 shows the die microphotograph of this test chip 4.
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Fig. 5.11 Microphotograph
of the assembled TRX with
energy harvester (test chip 4),
showing the start-up and the
main rectifier in the inset. The
total die size is 1.6 mm by
1.3 mm, equal to the TRX
w/o harvester (test chip 3,
Fig. 4.35)

The area occupied by the energy harvester is 0.019 mm2, which breaks down to
2100 µm2, 4400 µm2 and 12500 µm2 for the start-up rectifier, the main rectifier and
the supply management circuit, respectively. For the measurements the chip has been
assembled again in a QFN-36 package and soldered onto a test board. Also, the same
antenna port configuration is employed, i.e. using a surface-mount balun with 2:1
impedance ratio [1] to provide a differential 100 � impedance for the chip.

Figure 5.12a illustrates the experimental performance of the unloaded supply
management circuit. As already mentioned, the output voltage becomes limited to
1.34 V when the regulator is active. Also note that with an external supply present
(VBAT = 1 V), the RX-switch is always on and the harvester obtains a higher output
voltage at low input power levels (Pin ≈ −15 dBm). If VBAT = 0 V, the start-up
rectifier turns on the RX-switch for Pin > −11 dBm.

Figure 5.12b shows the output current of the harvester in constant current mode
(CC = 1) for different load voltages. Finally, Fig. 5.12c shows the measured PCE for
different load voltages without current regulation (CC = 0). The peak efficiencies
are obtained at about 0 dBm with a maximum of 15.9 % for a load voltage of
1.2 V. Therefore, the proposed energy harvester achieves better peak PCE than the
LC-decoupled harvester of Lerdsitsomboon et al. [71] but with a much smaller area.

Figure 5.13 shows the charging behavior of the harvester with a load capacitor
of 10 µF connected to both VOUT and VBAT. Although this load capacitance is too
small to serve as a real energy storage, it still allows to verify the dynamic perfor-
mance of the harvester when pulsed RF energy is received as, for instance, provided
by a WLAN router. In Fig. 5.13 the results for two different RF pulse widths are
shown, representing the minimum and maximum WLAN packet length of 0.2 ms
and 5.6 ms, respectively. These measurements were also carried out at different input

http://dx.doi.org/10.1007/978-3-319-00098-5_5_4
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Fig. 5.12 Measured perfor-
mance of the energy harvester:
a open circuit output voltage
(10 M� load), b output current
IOUT in constant current mode
(CC = 1), c power conver-
sion efficiency (PCE) without
current limitation (CC = 0)
for different load conditions
(VBAT tied to VOUT)
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power levels. Figure 5.14 shows that for both pulse sequences, the harvester is able
to progressively charge the 10 µF load until the regulator limits the voltage to 1.34 V,
for input power levels of at least −9 dBm. Assuming isotropic antennas, this corre-
sponds to an operation range of about 30 cm from a 20 dBm 2.4 GHz emitter in free
space.

Figure 5.15 shows the operation of the OOK-detector without external supply volt-
age. In this example bursts of 10 notches with a notch width of 25 µs are transmitted
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Fig. 5.13 Charging scenario with 10 µF load capacitance connected to VOUT and VBAT (bottom
curve) with two different RF pulses sequences (Pin = −2.1 dBm, f = 2.44 GHz): a with a pulse
width of 0.2 ms and a period of 2 ms, b with a pulse width of 5.6 ms and a period of 100 ms

and the RF input power is −12.6 dBm, which is the lowest power level that allows for
correct notch detection. Note that due to the OOK-modulation, the rectified supply
voltage VOUT = VBAT drops to about 630 mV, which eventually limits the notch
detection. This is because the comparator stops working correctly for lower supply
voltages. The detector has been tested successfully for notch widths from 5 µs to
80 µs, which allows for data rates of up to 100 kb/s using pulse-interval encoding.
With an external supply available, i.e. an energy storage which has been charged
previously to 1.0 V, the minimum RF input level for correct OOK-detection drops to
−19.6 dBm.

Figure 5.16 shows the input matching of the transceiver, both in energy harvest-
ing mode and in RX-mode, measured through the balun with the HP8719D network
analyzer. Note that in both modes the transceiver is well matched in the 2.4 GHz
ISM band, i.e. the return loss is below −10 and −15 dB in harvest-mode and
RX-mode, respectively.
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Fig. 5.14 Measured 10–90 % rise time for charging a 10 µF storage capacitor to the final voltage
of 1.34 V

Fig. 5.15 Operation of the OOK-demodulator without external supply and an RF input power
of −12.6 dBm: at the top the modulating for generating the OOK-signal with a signal generator
is shown, below the self-generated supply VOUT = VBAT connected (using the common load
capacitance of 10 µF) and at the bottom the detected OOK-notches ook_detect

Finally, the performances of the two TRX frontends (test chip 3 and 4), which
only differ on the presence or not of the proposed energy harvester, are compared.
Figure 5.17 shows the measured noise figure (NF) and output power Pout for both
chips. Due to process variations between MPW runs, the TRX with harvester achieves
its best performance at a slightly higher frequency. This also explains the slightly
higher peak output power for the TRX with harvester. Regarding the NF, the TRX
is only degraded by about 0.2 dB with the harvester co-integrated. These results are
in good agreement with post-layout simulation results that predicted a degradation
of 0.4 dB and 0.2 dB for NF and Pout, respectively.
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Fig. 5.17 Measured noise figure (NF) and output power Pout of the implemented TRX frontend
with and without energy harvester

5.5 Conclusions

In this chapter the low-power transceiver frontend has been supplemented with an
energy harvester that can be easily co-integrated, where both the TRX and the har-
vester operate at the same frequency of 2.4 GHz. Decoupling between the TX and
the harvester is achieved by an RF-switch that is turned on without the need for an
external supply, i.e. using a start-up rectifier. The decoupling between the RX and
the harvester exploits the different input impedances of these blocks. The harvester
achieves a measured peak PCE of 15.9 % and degrades the TX- and RX-performance
by less than 0.5 dB. Since the required area for the harvester is only 0.019 mm2, it
can be added to the TRX frontend at almost no cost.
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Table 5.2 Comparison with recent RF energy harvester co-integrated with TRX

Parameter Ishizaki’10 [58] Lerdsitsomboon’11 [71] This work

Implemented system RX+harvester TRX+harvester TRX+harvester
CMOS technology (nm) 90 130 130
Frequency (GHz) 2.4 2.4 & 5.8 2.4

actively tuned LC-network passively activated
Decoupling strategy RC-network NMOS switch
TRX-degradation not reported 0.3–0.5 dB 0.4 dB (RX)

0.2 dB (TX)
Peak PCE @ 15.8% @ −2 14% @ 0 15.9% @ 0

power level (dBm)
Harvests w/o ext. supply ✗ ✓ ✓

Wake-up channel ✗ ✓ ✓

Sensitivity −13 dBm (passive mode) −12.6 dBm (passive mode)
−19.6 dBm (battery-assisted)

Area (mm2) ≈0.08 0.24 a 0.019
a An additional bond wire inductor is needed

Table 5.2 summarizes the performance of the energy harvester and compares it to
recently published RF energy harvesters that share a common antenna with a trans-
ceiver or receiver. However, note that the harvester of Ishizaki et al. [58] requires a
supply voltage for harvesting in order to tune the input matching network to the RF
signal to be harvested. The proposed harvester with the start-up rectifier achieves a
similar efficiency as the two other solutions. Also in terms of the degradation of the
transceiver and the sensitivity of the wake-up channel similar results are obtained
compared to Lerdsitsomboon et al. [71]. However, the main advantage of the pro-
posed solution is that it occupies a much lower die area and does not need any bond
wire inductors.



Chapter 6
Conclusions

In this work, an ultra-low power transceiver architecture has been presented, which
is able to fulfill the Bluetooth low energy standard. Especially with respect to the RX
power consumption, the proposed transceiver advances the state of the art, achieving
a DC power dissipation of 1.1 mW, as shown in Fig. 6.1. It is the lowest power
consumption reported for a narrow-band transceiver in the 2.4 GHz ISM band, which
fulfills one of the typical WBAN standards. With a sensitivity of −81.4 dBm and
the resulting RX figure-of-merit of −201.0 dB, the receiver achieves a competitive
performance also taking into account proprietary wide-band and pulsed ultra wide-
band implementations. Note that in all figures of this chapter narrow-band, wide-
band and IR-UWB transceivers are distinguished by blue, black, and red markers,
respectively. The low-power consumption is mainly due to the passive RX frontend
architecture in conjunction with the maximized impedance level at the few remaining
RF nodes. Moreover, the low complexity phase-domain demodulator leads to a power
efficient base-band section.

Concerning the performance in TX-mode, the power consumption of 5.9 mW in
normal mode and 2.9 mW in back-off mode is among the lowest reported so far
for narrow-band transmitters, as shown in Fig. 6.2. However, the total transmitter
efficiency is significantly higher with respect to the state of the art, meaning that a
higher portion of the dissipated power is converted into transmitted signal power.
For the most part, the good efficiency is again due to the maximized internal RF
impedance level. Also the direct QVCO-modulation while opening the PLL plays a
decisive role in the low-power consumption.

Overall, the complete transceiver sets a new reference point concerning the power
consumption of narrow-band WBAN transceivers. It achieves a wireless link budget
of 83.0 dB while consuming together only 7 mW in the transmitter and receiver, as
shown in Fig. 6.3. It is, therefore, highly suitable for applications with limited energy
resources such as biomedical wireless sensors.

It has also been shown that the selected front-end architecture can be eas-
ily equipped with an RF energy harvester using only one single-band antenna.
Measurements have confirmed that this additional feature degrades the transceiver
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Fig. 6.1 Comparison to the receive performance of recent low-power transceivers. The dB-values
in the figure denote the figure-of-merit F O MR X of the respective receiver, as defined in (4.31)
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Fig. 6.2 Comparison to the transmit performance of recent low-power transceivers. The percentages
in the figure denote the total power efficiency of the respective transmitter (Pout/PDC,T X ).

performance by less than 0.5 dB and can therefore be implemented at almost no cost.
The harvester achieves a decent peak efficiency of 15.9 % and is able to progres-
sively charge up an energy storage device for pulsed input signals emitted by an
active WLAN router, for an expected distance of up to approximately 30 cm.

Apart from the system level, this book presents the following contributions at the
circuit-level:

http://dx.doi.org/10.1007/978-3-319-00098-5_4
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Fig. 6.3 Comparison to recent low-power transceivers considering the sum of TX and RX power
consumption (y-axis). The dB-values in the figure denote the link budget of the respective transceiver
(Pout − Psens)

1. A passive RC-network to cancel the magnetic coupling between the two inductors
of the QVCO with negligible area demand and a coupling factor suppression of
at least 12 dB considering the worst case technological corners.

2. A simple (G)FSK modulation cell comprised two differential PMOS transistor
pairs to modulate the QVCO-tank capacitance. Although the cell requires cali-
bration with respect to process and mismatch variations, it has been verified to be
sufficiently stable for the BLE signaling within the industrial temperature range
(−40 °C. . . + 85 °C).

3. A phase-domain ADC with a new topology to generate the phase-shifted sig-
nals using a current-domain linear combiner. As opposed to conventional linear
combiners based on resistors, the new topology allows for a both area- and power-
efficient implementation.

4. An RF switch, which can be passively turned on, is presented to decouple the
RF energy harvester from the transmitter. In harvesting mode a start-up rectifier
enables the switch using the incoming RF energy and in TX-mode the start-up
rectifier is short circuited in order to prevent loading of the transmitter.

6.1 Future Work

Although the presented transceiver contains all fundamental blocks and functions
to modulate and demodulate BLE signaling, a few auxiliary blocks still have to be
added to obtain a stand-alone transceiver. For example, the reference clock should
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be generated internally by a crystal oscillator and the RX-symbol clock should be
extracted from the BLE preamble in future implementations. However, none of these
blocks are expected to increase the power consumption significantly. Also the digital
functions that are currently implemented externally in the FPGA, such as the cali-
bration of the GFSK modulation index and the control of the PGA gain, have to be
integrated on chip.

Moreover, taking into account that both the TX and RX power consumption is
ultimately limited by the integratable Q-factor of the inductive elements (the TX by
the transformer and the RX by the QVCO inductors), possibilities to improve these
elements may be considered. For example, a silicon on insulator (SOI) technology
may be an option as it reduces the substrate losses of those elements.

Regarding the wireless sensor node as a whole, research on other sources for
energy harvesting would be interesting, given the power and distance limitations
of RF energy harvesting. To obtain complete energy autonomy, schemes exploiting
temperature differences or kinetic energy may be a promising option.

To provide connectivity to subcutaneously implanted sensors, another interesting
option is the addition of a wireless interface suitable for communication through
tissue with a high-water-content. Together with an interface based on magnetic cou-
pling or using the body as a communication channel (body-channel communication,
BCC), the presented transceiver could serves as a relay device between implanted
sensors and a smartphone or other external units.



Appendix
Radio Specifications Imposed by the BLE
Standard

The Bluetooth low energy (BLE) standard is an extension of the conventional
Bluetooth standard which was published with the version 4.0 of the latter in late
2009 [3]. The BLE extension is intented for small devices with limited energy
resources allowing for short range communication with other BLE devices or with so
called dual-mode device supporting both conventional Bluetooth and BLE. A typical
dual-mode device would be a smartphone which already support conventional Blue-
tooth and only requires minor modifications to implement BLE as well, for example
through a firmware update. On the other hand, the energy-constrainted small devices
would be single-mode devices which only support BLE in order to talke full advan-
tage of the relaxed radio specifications.

With the BLE standard, the energy demand of single-mode transceivers is expected
to reduce by as much as 90 % compared to conventional Bluetooth basic rate. This
is made possible by simplification of the protocol in the link layer in order to reduce
the time needed for connection set-up. This will especially reduce the average power
consumption of devices with a low duty cycle, which is typically the case for wireless
sensors. But also the in the physical layer, the radio specifications have been relaxed
to facilitate power savings. For example, the channel spacing for Bluetooth low
energy is larger and the requirements to block interferers from adjacent channels
is reduced. Table A.1 summarizes the radio specification of the BLE standard in
contrast to Bluetooth basic rate.

It is instructive to translate the radio specifications defined by the BLE standard
into requirements for the spectral purity of the frequency synthesizer. The spectral
purity of an oscillator is measured as the phase noise which is defined as the ratio
of noise power to carrier power in a small bandwidth (usually 1 Hz) at a given offset
frequencyΔ f from the carrier. It is measured as a single-sideband value, i.e. measured
at the upper sideband of the carrier with positive offset frequencies.

To calculate the tolerable phase noise level, a certain demodulation performance,
i.e. a required signal-to-noise ratio (SNR) to achieve the targeted bit-error-rate (BER),
has to be assumed. A GFSK demodulators for a modulation index of h = 0.5
requires an SN R of about 11 dB, according to theoretic analysis [68]. To allow for
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Table A.1 Bluetooth radio specifications for the basic rate and for the BLE extension

Parameter Bluetooth basic rate Bluetooth low energy

RF channels f = 2402 + k MHz, f = 2402 + 2k MHz,
k =0,1, …,78 k = 0, 1, …,39

Carrier frequency tolerance ±75 kHz ±150 kHz
Maximum drift rate 400 Hz/µs 400 Hz/µs
Maximum drift per package ±40 kHz ±50 kHz
Longest package length 3.1 ms 376 µs
Modulation type GFSK GFSK
Modulation index h 0.32 ± 9% 0.5 ± 10%
Data rate 1 Mb/s 1 Mb/s
Spurious emissionsa

Adjacent channel (2 MHz) −20 dBm −20 dBm
Adjacent channel (≥3 MHz) −40 dBcm −30 dBm
Required sensitivityb −70 dBm −70 dBm
Carrier-to-interference ratio (CIR)b

Co-channel 11 dB 21 dB
Channel (1 MHz) 0 dB 15 dB
Channel (2 MHz) −30 dB −17 dB
Channel (≥3 MHz) −40 dB −27 dB
Exeption for image channel −9 dB −9 dB
a Measured in 1 MHz bandwidth
b For a BER = 0.1

sufficient implementation margin, let us assume that an SNR of 15 dB is required for
the following calculations. Then, a constraint can be formulated that considers the
integrated phase noise in a given bandwidth BW around the carrier.

1

SNR
> 2

∫ BW/2

0
L (Δ f ) · dΔ f (A.1)

Assuming a constant phase noise within the channel bandwidth the required
in-channel average phase noise Lin-chan for a BW = 1 MHz channel simplifies to

Lin-chan<
1

SNR · BW
= −75 dBc/Hz. (A.2)

In a similar manner also the phase noise requirements at larger offset from the
carrier can be calculated by considering the adjacent channel C I R at offset channel
frequencies fch. ∫ fch+0.5MHz

fch−0.5MHz
L (Δ f ) · dΔ f <

CIR( fch)

SNR
(A.3)

The requirement can be simplified again by assuming a constant average phase noise
in the adjacent channel. However, at larger offset frequencies the phase noise usually
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decreases with a certain slope. Therefore, the constraint for the adjacent channel
phase noise will be formulated at the lower end of the bandwidth representing the
worst case. The average tolerable phase noise in the adjacent channels with 2 MHz
and 3 MHz offset is consequently denoted as L1.5MHz and L2.5MHz, respectively.

L1.5MHz <
CIR(2MHz)

SNR · BW
= −92 dBc/Hz (A.4)

L2.5MHz <
CIR(3MHz)

SNR · BW
= −102 dBc/Hz (A.5)

The requirement based on the adjacent channel at 1 MHz offset is intentionally not
mentioned here because the large allowed carrier to interference ratio of 15 dB is more
related to the selectivity of the baseband filters of the receiver than to a practical phase
noise requirement of the synthesizer.

The tolerable spur level according to the spurious emission specification is
−20 dBc or −30 dBc at 2 MHz or 3 MHz offset, respectively, assuming a 0 dBm
transmitter. However, a more stringent requirement for the spur level arises again
from the receiver specification. The tolerable spur level normalized to the carrier
(Pspur/Pcarrier) can be derived by considering how much an interferer at a channel
offset fch has to be suppressed to fall below a certain signal to noise ratio.

Pspur, fch/Pcarrier<
CIR fch

SNR
(A.6)

Pspur,2MHz/Pcarrier<− 32 dBc (A.7)

Pspur,3MHz/Pcarrier<− 42 dBc (A.8)
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