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Abstract—In this paper, a method for the statistical design of
the SRAM bit-cell is proposed to ensure a high memory yield,
while meeting design specifications for performance, stability,
area and leakage. The method generates the nominal design
parameters; i.e., the widths and lengths of the bit-cell transistors,
which provide maximum immunity to the variations in a tran-
sistor’s dimensions and intrinsic threshold voltage fluctuations.
Moreover, the need to deviate from the conventional bit-cell
sizing strategy to obtain a high-yield, low-leakage design in the
nanometer regime is demonstrated.

Index Terms—SRAM (Static random access memory) chips,
circuit optimization, design methodology.

I. INTRODUCTION

CURRENTLY, more than 50% of the area of the System-
on-Chip (SoC) designs is occupied by embedded mem-

ory [1]. This is due to increasing integration of functional
blocks that require large memory for data manipulation and
storage. The use of the minimum size transistors in the SRAM,
along with technology scaling, increases the intrinsic variabil-
ity causing a large deviation in the transistor properties such
as the threshold voltage (Vth). This and the varying transistor
dimensions adversely impact the yield of the SRAMs. Memory
yield is the percentage of the number of bit-cells that meet all
the functionality and performance requirements, even under
variability. For an SRAM, the bit-cell is functional if it allows
for a non-destructive read and a successful write. Traditionally,
these have been evaluated as Static Noise Margin (SNM) and
write trip voltage, respectively. The performance constraints
are the desired memory speed and leakage.

It should be noted that the SRAM design involves evaluation
of several bit-cell architectures and layout topologies for
process-layout interactions. It also requires choice of SRAM
specific physical design rules and assessment of their robust-
ness. At this level, process developers are involved. However,
this phase of the bit-cell development is not analysed in our
work. Our work is of significance to the circuit designer, who
is involved in the ‘electrical’ design phase. This entails optimal
selection of the transistor sizes to avoid parametric failures
such as the destructive read, write and access failures and
excessive leakage, which can occur due to variations in the
transistor parameters. From now on, ‘bit-cell design’ refers to
this electrical design phase.

In large measure, the variability in the bit-cell metrics such
as the SNM, write trip voltage, speed and leakage, is caused by
intrinsic Vth variations; which in turn are related to the bit-cell
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transistor dimensions. Therefore, to meet the specifications for
all the bit-cell design metrics, some of which are conflicting,
in the minimum possible area, the widths and lengths of the
bit-cell transistors must be chosen optimally [12]. The impact
of variability on the design metrics should be considered up
front during the design phase, to maximize yield.

However, the current industrial practice is to first develop
a database, by simulations, which characterizes the design
metrics for various transistor sizes. This is used to carefully
choose the sizes of the bit-cell transistors. MC (Monte-Carlo)
simulations are run for the chosen design to verify if variations
in the design metrics such as the SNM are within the desirable
bounds. The chosen design is updated and MC simulations
are run iteratively, till all the design metrics meet the specifi-
cations. Another approach is to develop analytical functions
for the design metrics, as a function of the device sizes.
These are then deployed to choose nominal transistor sizes.
These procedures have many drawbacks. The characterization,
through simulations, is quite time consuming. These methods
are iterative and rely on manual transistor size selection.
Moreover, the chosen design may not be optimal, it may be
an over-design with larger area. In this work, a systematic,
statistical design method to determine the optimal size of the
bit-cell transistors is proposed. The proposed framework is
capable of eliminating the characterization step completely.
Currently, the electrical bit-cell design in the industry takes
about 2-3 weeks, even more. But with the proposed method,
the optimal design can be obtained in a day or two.

The various causes of variability in transistor dimensions
are sub-wavelength lithography, proximity effects, etc. [2][3].
The intrinsic variability is caused by the atomistic level
differences between the devices, even though they might have
identical layouts and environments. This manifests, primarily
as variations in the device Vth. The main reasons for Vth
variations are fluctuations in the number and location of the
dopant atoms in the channel (Random Dopant Fluctuation or
RDF), line edge roughness and oxide thickness variations [4].
Of these, the most significant factor is observed to be the RDF
[4][5][6][8]. In addition, the Vth distribution due to RDF is
normal and the variance (σ2

V th) is inversely proportional to
the channel area. In [7], the channel area component of the
σV th for fabricated MOSFETs is observed to be dominant.

Because of the intrinsic Vth variations, the SNM, read
current and write trip voltage are observed to have normal
distributions [9]-[11]. Technology scaling has a two-fold im-
pact on the SRAM. First, an increase in the σV th due to
scaling SRAM transistors causes the distributions of SNM,
read current and write trip voltage to take a larger sigma
value. Secondly, the increase of the memory density at each
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successive technology node requires the bit-cell to tolerate a
larger number of sigma variations (e.g., 4σ to 5σ) in the design
characteristics [13] to ensure a satisfactory memory yield.
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Fig. 1. (a)6T SRAM bit-cell (b)Sample SRAM bit-cell layout, from [19].

However, little work has been done to propose a systematic
framework to design the bit-cell, while incorporating the im-
pact of the statistical variations in the design metrics, upfront.
Methods to optimize one of the design metrics- e.g. read access
or leakage, have been proposed [41]-[43], but we could only
find [12], which attempts to optimize the yield considering all
design metrics . [12] uses the concept of failure probability to
choose the sizes of bit-cell transistors. However, it ignores the
joint failure probabilities (e.g. read and speed failure occurring
together) because of computational complexity. Therefore, the
obtained design solution need not be optimal. On the other
hand, in our work, the bit-cell failures are formulated as
problem constraints. Because the solution of the optimization
problem requires that all the constraints be satisfied simultane-
ously, the failure of the bit-cell due to simultaneous occurrence
of two or more reasons is also accounted for. Additionally, [12]
ignores inter-die variations. It also uses semi-analytical models
at three stages - 1. for the transistor characteristics (such as the
saturation current and leakage), 2. for the design metrics such

as the write time, and 3. for variability and yield. Modeling
of the transistor characteristics and design metrics not only
induces approximation errors, but also has limited usage in
the industry, because designers prefer available SPICE models.
The proposed method, in this work, does not use analytical
modeling for either the transistor characteristics or the design
metrics. Modeling is done only for variability and yield (i.e.
stage 3). This reduces approximation and makes the proposed
method attractive and practical for industrial usage.

In our work, the proposed method provides nominal tran-
sistor dimensions that provide the maximum immunity to
the intrinsic Vth fluctuations due to RDF, and the variability
in the transistor dimensions. It involves a minimal infras-
tructure for model building and mathematical computations
and uses readily available models and tools in the industry
for simulation. Also, the proposed formulation imparts the
necessary flexibility to tune the design as per the specifications,
as demonstrated in Section IV. High performance-moderate
leakage and low leakage-moderate performance bit-cells in
the 45nm CMOS technology are designed and analysed. It
is shown that the conventional sizing is no longer sufficient to
ensure a high yield for a low leakage bit-cell design.

In Section II, the bit-cell design constraints are described.
Section III formulates the statistical design problem and de-
scribes the yield optimization. The results and observations
are discussed in Section IV. Section V concludes the paper.

II. PRELIMINARIES

A. Design Constraints

A typical 6T SRAM bit-cell is depicted in Fig.1 (a). M1
and M2 are called drivers, M3 and M4 are load transistors and
M5 and M6 denote the access transistors. The output nodes
of inverters 1 (M1 and M3) and 2 (M2 and M4) are called
VL and VR, respectively. For subsequent discussions, assume
VL at logic “0” and VR at logic “1”. A brief overview of the
bit-cell design metrics such as the SNM, write trip voltage,
read current, leakage and area follows.

1) Static Noise Margin (SNM): SNM is the maximum static
noise that the bit-cell can tolerated, while still maintaining
reliable operation [13],[16],[17]. The bit-cell is the most
unstable (the least SNM) when the word line (WL) is turned
ON for read. VL rises to an intermediate voltage level due to
the voltage divider action between M1 and M5 and can flip
the bit-cell. Generally, the driver should be stronger than the
access transistor [12]-[14], to ensure a non-destructive read
since VL remains close to the ground. In this work, SNM is
measured by DC simulation when WL=1.

2) Write Trip Voltage (Vtrip): This is measured by DC
simulation. To determine if the bit-cell is writable, a DC
sweep is applied on BL in Fig.1 (a), and the maximum
bit-line voltage at which the bit-cell flips is noted as the
write trip voltage [13]-[14] or Vtrip. The bit-cell should have
a reasonable value for the Vtrip [13] to guarantee that no
unintended write occurs during the read cycle and that write
is not too difficult. Typically, the access transistors should be
stronger than the load devices.
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3) Read Current: The bit-line current, through the access
and driver stack, M5 and M1 in Fig.1(a), during the read cycle
is the performance metric for the bit-cell [13]-[15]. To a large
extent, the read access time is governed by the time required
to develop a certain differential voltage between the bit-lines
as one of them discharges during read. This is a function of
the bit-cell read current, which can also be measured by DC
simulation. During the read operation, the BL leaks though
the M6 transistor of idle bit-cells (when VR = “0” in the idle
bit-cell) in the column. If the BL voltage dips too much, it
may cause erroneous sensing. This can be prevented if the
leakage is kept within reasonable limits. Therefore, to ensure
a successful read, the designer also needs to carefully calculate
the maximum tolerable leakage limit.

4) Bit-Cell Leakage: The leakage current in the bit-cell
is the primary contributor to the overall memory leakage.
It is the sum of various components, e.g. the sub-threshold
leakage, gate leakage and band-to-band tunneling. In this
paper, the total bit-cell leakage, measured by DC simulation,
is considered.

5) Area: : The bit-cell can have different types of layout
[12],[18]-[19]. Researchers at IBM [21], Intel [22] and TI
[23], have proposed Restrictive Design Rules (RDRs) such
as single-orientation poly-silicon gates , resulting in geome-
tries that are more regular with enhanced manufacturability
[20].Some of these have already been adopted as best practices
for memory [23]. The layout topology in 45nm technology
from [19] is used in this work and reproduced in Fig.1 (b). The
corresponding tight design rules are also mentioned in [19].
The x and y dimensions of the bit-cell layout are calculated
as a function of the layout rules as follows:

Area = xdim × ydim,

xdim = 2×max(x1 , x2) , ydim = max (y1 , y2),

x1 = (
1

2
)(PP ) +Wld + PN +Wdrv + PoG+ (

1

2
)(PoPo),

x2 = (
1

2
)(PP ) +Wld + PN +Wax + PoG+ (

1

2
)(CW ),

y1 = 2

[
(
1

2
)(CW ) + 2(GC) + Lld

]
+ CW,

y2 = 2

[
(
1

2
)(CW ) + 2(GC)

]
+ Ldrv + Lax + CW. (1)

In Fig. 1(b), all diffusion contacts have diffusion layer un-
derneath (not visible), but there is no diffusion layer overhang
around the contact. This is because the design rules for SRAM
are scaled beyond those of standard logic-process design rules
and several design rules are violated within the array to achieve
competitive area [38]. Post-layout lithographic correction is
used to ensure a robust layout [39]. The rectangular contacts
are the coupled contacts, which are used to strap poly and
diffusion for cross-coupling without using metal [38]. It should
be noted that Eq 1 can be easily modified to formulate the x
and y dimensions of any different layout topology.

The bit-cell area is very important from the economic
perspective. For a good SNM, the driver needs to be stronger
than the access transistor. However, the access transistor
cannot be made too small since this degrades the read current.

Additionally, the access transistor needs to be reasonably
strong to enable a successful write. The strength of the load
can be reduced to improve the Vtrip, but a very weak load
deteriorates the SNM, although the impact is small. The
lengths of the driver and access can be reduced to improve
the read performance, but this adversely impacts the leakage,
which has become a serious concern these days. The problem
is further compounded because of process variations. The
above discussion outlines the bit-cell design problem.

B. Preparatory Work

The bit-cell design is constrained by the specifications
for SNM, Vtrip, read current and leakage. Each of these
should be satisfied for a range of operating parameters (volt-
age,temperature), design parameters (transistor width/length)
and statistical parameters (process fluctuations such as Vth).

1) Operating parameters: These are often more critical and
can be accounted for by evaluating the design metrics at their
respective worst-case operating conditions. For example, the
leakage is the worst at high temperature (sub-threshold leak-
age being the primary component) and high supply voltage.
Similarly, read current should be simulated at the performance
corner to meet the timing goal. The number of performance
corners and the voltage and temperature for each performance
corner are determined by the intended set of applications. E.g.,
for mobile applications, the operating temperature is lower
than that for high-performance applications. The performance
corner in this work is low voltage and high temperature
(for worst read current). Table I documents the worst-case
operating conditions (low or high) for all the design metrics.

TABLE I
WORST-CASE OPERATING CONDITIONS FOR DESIGN CONSTRAINTS

Operating
Condition

SNM Write
Trip

Read
Current

Leakage

Voltage L/H L L H
Temperature H L H H

Most of the behavior in Table I should remain the same for
all technologies. The worst-case voltage condition for SNM
(when WL=1) is interesting for the 45nm technology. At high
voltage and high temperature, the SNM begins to degrade as
VR storing “1” leaks excessively through M2. This behavior
can be arrested, if the cell ratio β (the ratio of the W/L of the
driver to that of access) is increased as shown in Fig.2. With
a higher β, VL storing “0” remains closer to ground (stronger
“0”) and the gate voltage of M2 reduces, thereby, shutting
it off more effectively. However, since the proposed solution
explores the entire space of the allowable transistor sizes, SNM
is simulated at both high and low voltages. A nominal supply
voltage of 1V is assumed and Predictive Technology Models
are employed in 45nm technology [28].

2) Design Parameters: These are the widths and lengths
of the driver, access and load transistors. In this work, the
inter-die variations in the widths and lengths of transistors are
considered. Since the gate length impacts Vth significantly,
inter-die threshold voltage variations are also accounted for
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implicitly [24]. According to the ITRS [32], the gate dimen-
sion variations have a 3σ value of ±12% of the physical
gate length. With a physical gate length of 25nm in 45nm
technology [12],[32], the 3σ variation in the gate dimension
is selected as 3nm (a different transistor length can be chosen
for the design, but the 3σ variation remains fixed at 3nm).

3) Statistical Parameters: Vth is the most significant sta-
tistical parameter. Because of the small area of the SRAM
bit-cell, the close proximity of the transistors, the use of
restricted design rules, a highly regular layout and fairly
controlled process for the array fabrication, the effect of intra-
die variations in the channel length and width is negligible
[12]. Therefore, in this paper, the intrinsic Vth variation due
to RDF is considered as the main source of intra-die variation.

The Vth variations of six transistors are considered to be
six independent and un-correlated Gaussian random variables
[10], [12]. Also, the σV th0 - standard deviation of the Vth dis-
tribution of a minimum sized transistor, is an input parameter.
σV th0 is usually available in the process development kits of
vendors. Then, the σV th for a transistor of width W, and length
L is related to the transistor size as follows [12],[4]:

σV th = σV th0

√
Wmin Lmin

W L
. (2)

At the circuit design level, the designer can specify only
the nominal values of the geometrical transistor dimensions
(design parameters), and has little control over statistical pa-
rameters such as the Vth variations due to mismatch. However,
as shown by (2), the choice of design parameters is used to
control the extent of device mismatch.

III. PROBLEM FORMULATION

A. Intra-Die Variation

To consider the impact of intrinsic Vth fluctuation due to
RDF, the conservative method is to calculate the worst-case
Vth change for each of the six transistors (e.g., ±N sigma)
and evaluate the design constraint for this case [34]. However,
this approach over-estimates variability and gives poor results
in terms of bit-cell area. Therefore, the statistical approach is
applied in this paper to model the intra-die variations.

Because of the intrinsic Vth variations, the design metrics-
SNM, Vtrip and read current exhibit gaussian distributions
[13]. To statistically model the impact of the intrinsic Vth
variations due to RDF, on the design metrics, the statistical
average and variance of the gaussian distributions of the design
metrics must be estimated. This can be done by using the
Taylor series expansion as follows [40],[11],[12]:

SNMavg = SNM0 +
1

2

6∑
i=1

(
∂2SNM

∂V th2
i

)
σ2
i

and σ1 = σ2 = σdrv,σ3 = σ4 = σld, σ5 = σ6 = σax

⇒ SNMavg = SNM0 +
1

2

{
(
∂2SNM

∂V th2
1

+
∂2SNM

∂V th2
2

)σ2
drv

+(
∂2SNM

∂V th2
3

+
∂2SNM

∂V th2
4

)σ2
ld + (

∂2SNM

∂V th2
5

+
∂2SNM

∂V th2
6

)σ2
ax} (3)

σ2
SNM =

6∑
i=1

σ2
i

(
∂SNM

∂V thi

)2

=
{

(
∂SNM

∂V th1
)2 + (

∂SNM

∂V th2
)2
}
σ2
drv

+
{

(
∂SNM

∂V th3
)2 + (

∂SNM

∂V th4
)2
}
σ2
ld +

{
(
∂SNM

∂V th5
)2 + (

∂SNM

∂V th6
)2
}
σ2
ax

(4)

Equations (3) and (4), contain the σV th of the driver, access
and load transistors, which can calculated by (2). SNM0 is
the simulated SNM at mean Vth values. The partial derivative
terms are also computed at mean Vth values, numerically by
simulation. In the above two equations, the term ’SNM’ can
be replaced by Vtrip, Iread or leakage.

The results of modeling have been verified by Monte-Carlo
simulations. For example, the SNM average and standard
deviation from MC simulations are 131.8mV and 22.1mV,
respectively (Fig. 3). The corresponding estimated values from
modeling are 132.1mV and 21.6mV, respectively. Similarly,
Fig.4(a) shows that the average leakage and standard deviation,
from the 45nm bit-cell leakage MC results, are 77.2nA and
8.9nA, respectively. The estimated values from modeling, are
77.7nA and 8.57nA, respectively. For our purpose of modeling,
this level of accuracy is sufficient.

The coefficient of σ2
drv on the RHS. (right hand side) of

(4) contains the slopes of SNM vs. Vth1 and Vth2. These will
be interchanged if the opposite data value (1 instead of 0) is
stored in the bit-cell, but the overall coefficient of σ2

drv, and
hence σSNM will remain the same, irrespective of the data
value stored in the bit-cell.

Within-die variations cause each memory bit-cell of millions
in an array to differ slightly from all the others in the SNM,
read current, Vtrip and leakage. The number of identical bit-
cells and the expected electrical yield to the specifications
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determines the number of sigma (Nσ), over which the bit-
cell must operate properly [13],[11]. Typically, the number
of sigmas required for the SNM, Vtrip, read current and bit-
cell leakage ranges from 4 to 5. This is used in the proposed
problem formulation to incorporate the effect of intra-die
variations. The constraints of the optimization problem take
the following form:

SNMavg
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Nσ is Chosen by 
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σSNM

Fig. 5. Pictorial representation of the SNM design constraint.

SNMavg − SNMresidual

σSNM
≥ Nσ. (5)

In (5), a constraint is put on the SNM yield instead of the
SNM value. The value of Nσ is selected according to the
required yield and redundancy. Both, the SNMavg and σSNM
are impacted by the choice of the nominal design parameters
as observed from (2)-(4). The constraints for Vtrip and read
current are formulated in a similar way.

The constraint bounds, also called residuals, such as the
SNMresidual in (5) impart the necessary flexibility to design
different types of the bit-cell. Such bounds on the read current
(lower limit) and leakage (upper limit) enable the design of
a bit-cell with a high or moderate performance, and a low or
ultra-low leakage. The residuals on SNM and Vtrip are used to
build margin for reliability. The constraint is shown in Fig.5.

However, the bit-cell leakage does not have a normal
distribution with the Vth variation and (5) cannot be used
directly. Leakage has a lognormal distribution because of
the exponential relationship of sub-threshold leakage with
the threshold voltage (sub-threshold leakage is the primary
component). The usage of the central limit theorem [40] helps
to model the sum of leakage of a sufficiently large number
of bit-cells normally [12]. Fig.4 signifies that the sum of the
leakage of 16 bit-cells (Vth of every transistor in each of the 16
bit-cells is a random variable) displays a normal distribution.
The use of 16 bit-cells is reasonable, since the deployment of
memories as storage elements is justified for only a certain
minimum number of bits, because of the associated overhead
of the peripherals in memories. The mean and sigma values of
the sum of the leakage of 16 bit-cells is given as follows[40]:

Leakage mean16bit−cells = 16× Leakage mean1bit−cell

and σ2
16bit−cells = 16× σ2

1bit−cell. (6)

Now, the total leakage of 16 bit-cells can be
treated as a design metric, and the corresponding
constraint can be expressed as: (Ileak max16bit−cells −
Ileak avg16bit−cells)/σ16bit−cells ≥ Nσ , where Nσ can
range from 4 to 5, depending on the desired yield. Also,
Ileak max16bit−cells = 16× Ileak max1bit−cell.

B. Yield Maximization

The within-die threshold voltage variations, and the design
constraints are a function of the transistor sizes, as shown by
equations (2)-(4). The transistor sizes (design parameters) -
{Wdrv ,Wax ,Wld ,Ldrv ,Lax ,Lld } define a six-dimensional
parameter space. Within this parameter space, the design
constraints (5) modeling within-die variations, define a feasible
region. The nominal design should be chosen somewhere in
this feasible region, so as to best satisfy the design constraints.
At the same time, the variations in the transistor dimensions
should also be considered. This can be done as follows.

If the spread of the design parameters is known (e.g. ±3σ
value of normally distributed widths and lengths), the nominal
design can be specified within a certain imaginary box, called
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Fig. 6. Simplified yield maximization method in 2-dimensions

the tolerance box. This is depicted graphically in 2-D (for
illustration) in Fig.6 for an arbitrary feasible region defined
by arbitrary constraints. The dimensions of the tolerance box
are determined by the spread of the design parameters. The
center of the box is the nominal design (since the design
parameters are assumed to have a normal distribution; hence,
symmetrical). The smaller dots within this box represent all
the possible design realizations. The fraction of the area of
the tolerance box that overlaps the feasible region determines
the yield. The tolerance box should be moved (the nominal
design moves with it) so as to ensure the maximum overlap of
the box and the feasible region (region of widths and lengths,
which satisfy all the design constraints of within-die variations
(equation 5)), thus maximizing the overall yield. The inner box
in Fig.6 captures the maximum rectangular overlap that can
be attained between the feasible region and the tolerance box,
and can be used to estimate the yield directly [37]. In six
dimensions (which is the case of bit-cell design problem), the
six-dimensional volume of the inner box, henceforth called the
yield box, defines the yield.

In this work, the feasible region is determined implicitly;
that is, whether or not a design point lies in the feasible
region is determined by simulations and by checking if all
the design constraints are met. The typical design centering
approach needs an explicit feasible region; i.e., the design
constraints should be expressed as analytical expressions.
This is not always possible, and requires either a polytope
approximation or simulations for curve-fitting the data in the
region of interest, which becomes difficult with the increase
in the number of dimensions [25].

Qualitatively, the problem is reduced to finding xl and xh,
the coordinates of the yield box in Fig.6 such that the following
conditions are satisfied: Condition (a) the maximum difference
between xl and xh is not more than the maximum spread
in design parameters (the yield box should lie within the
tolerance box) and, Condition (b) the yield box lies in the
feasible region (all the points lying within the box satisfy all
the design constraints that cover within-die variations).

If the above mentioned conditions are met, then for the
nominal design placed at the center of the yield box, the
probability (yield) that the design constraints are satisfied in
the presence of parameter variations is estimated in 2-D (for
illustrative purpose) as follows:

P2−D = P

(
(W l

drv ≤Wdrv ≤Wh
drv) and (W l

ax ≤Wax ≤Wh
ax)

)
= P (W l

drv ≤Wdrv ≤Wh
drv) × P (W l

ax ≤Wax ≤Wh
ax)

= (CDF (Wh
drv)− CDF (W l

drv))×
(CDF (Wh

ax)− CDF (W l
ax)),

where W l
drv , Wh

drv , W l
ax and Wh

ax form the coordinates of
the yield box (in 2-D as in Fig. 6) and CDF (x) represents the
cumulative distribution function of x [33]. In six dimensions
(which is the case of our problem),

Y ield(xl, xh) =

6∏
i=1

P (xli ≤ xi ≤ xhi )

=

6∏
i=1

(CDF (xhi )− CDF (xli)), (7)

where xi is the ith design parameter. The solution of (7)
involves the evaluation of a multi-dimensional probability
integral by quadrature or Monte-Carlo based methods, which
is computationally expensive [25]. However, the problem is
simplified if a closed form expression for CDF can be used.
Because a Gaussian distribution does not have a closed form
CDF, a double-bounded probability distribution function (DB-
PDF), proposed by Kumaraswamy [26] is employed. This
is appropriate for physically bounded dimensions. With this
model, the pdf f(z) is given by

f(z) = abza−1(1− za)b−1,

where z =
x− xlb

xub − xlb , x
lb ≤ x ≤ xub. (8)

In (8), z is the normalized value of x, xlb and xub are the
lower and upper bound, respectively, of the double-bounded
random variable x. a and b are the shape parameters and
distributions such as uniform, triangular ,gaussian can be
obtained by using different values of a and b. A truncated
Gaussian shape is used in this work with ±3σ variation as the
design spread around the nominal design xn. Therefore,

xub = xn + 3σx , x
lb = xn − 3σx , t = xub − xlb = 6σx. (9)

In (9), t represents the maximum spread on the design
parameter x. The closed form DB-CDF can be obtained by
integrating f(z) and is given by:

F (z) = 1− (1− za)b. (10)

Due to the symmetrical nature of the distribution of the
design parameters, the final optimized design solution is the
center of the yield box and is computed as

xn =
xl + xh

2
. (11)

Therefore, by using DB-CDF and (7), (10) and (11),
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Y ield(xl, xh)

=

6∏
i=1

(
F (zhi )− F (zli)

)
,

=

6∏
i=1

(
F (

xhi − xlbi
xubi − xlbi

)− F (
xli − xlbi
xubi − xlbi

)

)

=

6∏
i=1

(
F (
xhi − (xni − 0.5t)

t
)− F (

xli − (xni − 0.5t)

t
)

)

=

6∏
i=1

(
F (
xhi − xli + t

2t
)− F (

xli − xhi + t

2t
)

)
. (12)

Equation (12) gives the probability of finding a design
solution in the six-dimensional yield box, given the probability
distributions of the widths and lengths of the transistors.
Maximizing this, would maximize the yield.

Equation (12) expresses the yield as a function of xl

and xh, the coordinates of the yield box. Our intent is
to widen the dimensions of the yield box to approach the
tolerance box. While doing this, the yield box should lie in
the feasible region, the entire time. To achieve this, as a first
order condition, it is sufficient to check the constraint violation
at the extreme corners of the yield box, which are given by
{xl, xh}. For example, in two-dimensions there are 22 = 4
corner points for the yield box, as illustrated in Fig.7 (b).
Here d0 and m0 are the possible nominal design solutions
(centre of the yield box). d1 - d4 are the corners of the yield
box around d0. In six dimensions, for each choice of the
nominal design, it is required to simulate at 26 = 64 corners
for each design constraint to ensure that the yield box lies
in the feasible region. However, this number can be reduced
significantly by applying the design understanding. E.g., as
the driver transistor is made stronger, the SNM improves,
but degrades with an increase in the strength of the access
transistor, as shown in Fig.7 (a). Clearly, the SNM should
be checked at only {W l

drv,W
h
ax} in 2 -D as depicted in Fig.

7 (b). For the other three corners, the SNM is only going
to be better. Using this approach, the number of constraint
evaluation corners can be minimized .By using constraint
minimization in six dimensions, the total number of constraint
evaluations for every choice of the nominal design is reduced
to six. Finally, the following additional constraints are added.

xl < xh (13)
and xh − xl ≤ t. (14)

Consider Fig.7 (b) again. For the chosen nominal design d0,
it is considered sufficient to evaluate SNMavg at d2, because
SNM is the worst at this point. d2 and all other design points
on or within the yield box occur because of the inter-die
variation in the transistor dimensions. Since σSNM also varies
with the transistor dimensions, it is not clear if the constraint
in (5) can be checked only at d2. To check this, 15 000
points are generated with variation in the transistor dimensions
around a nominal design. Around few of these design variants,
a population of 5 000 points with random Vth variation in all
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six transistors is generated. σSNM value obtained from SNM
simulations at these 5 000 points matches very well with the
σSNM computed using (2) and (4). Therefore, equations (2)
and (4) can be reliably used to evaluate σSNM at each of the
15 000 design variants. The results, shown in Fig.8, indicate
that 99.3% of the points have the SNM sigma within ±1mV
of the nominal σSNM value. This implies that for the inter-die
variants around d0 (d1, d2 and so on), σSNM can be assumed
to be the same, but if a different nominal design such as m0

is chosen (Fig.7 (b)), then the σSNM can change appreciably
and should be re-evaluated.
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Fig. 8. CDF plot of deviation in σSNM across dies. σSNM is a measure
of the within-die variation. It is observed that nearly 99.3% of the dies have
their σSNM within ±1mV of the nominal value.

In other words, the within-die variation (σSNM ) remains the
same for all dies. Thus, the constraint for within-die variation,
in (5), can be evaluated only at the die which constitutes the
global worst-case corner (worst SNMavg) such as the point
d2 in Fig.7 (b) in 2-D. The same has been observed in [35].
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C. Final Optimization problem

Fig. 9 shows the bit-cell design procedure in detail, with
all the inputs, the objective function (yield), the design con-
straints, and the steps to compute the design constraints.

Compute σVth  of  bit-cell transistors at the 
chosen nominal design by using (2)

HSPICE simulation  & numerically 
compute  the statistical average and the 
standard deviation (Eq (3) & (4) ) of the 
distribution of SNM, Vtrip, Iread and 
leakage of 16 bit-cells, at the worst-case 
inter-die corner.

Choose xl and xh ,where 

x l = { W l drv , W lax , W lld , L ldrv , L lax , L lld }
x h = { W h 

drv , W hax , W hld , L hdrv , L hax , L hld }

 Nominal Design  xn = ( xl + xh ) / 2.  

Compute 

Yield (function of xl and xh ) 

using DB -CDF (Eq (12) )

Evaluate the following constraints:

1)  x l < x h .
2)  x h - x l <= t
3) Area (function of x n ) <= Areamax . 
4). Design constraints of the form
 | DCavg – DCresidual |    >=  Nσ 
            σDC
,where  DC ={ SNM, Vtrip ,Iread, Ileak16cells }

For  (4) ,  SNM , Vtrip & Iread  have a lower 
bound,  Ileak16cells  has an upper bound.

All 
constraints 
satisfied ?

Is Yield 
Maximized 

?

xn is the optimized 
solution

Yes

No

Variable Inputs : σVth0  ,  Nσ  ,  Areamax  , SNMresidual , Vtripresidual , 
Iread residual , Ileak max .

Fixed Inputs : Technology specfic limits - x min  , x max for 
transistor sizes  (e.g. for 45nm technology,  x min  = 45nm ) ; 
σx  -Variation range for transistor dimensions (e.g. ± 3σx = 3nm); 
t – maximum spread of design parameters.

Fig. 9. The proposed bit-cell design procedure

A Sequential Quadratic Programming based optimizer [29]
is used to solve the constrained optimization problem in six
dimensions. The BSIM4 based simulator with predictive 45nm
technology models [30],[31] has been used. But the method
proposed in this work can be applied to any technology.

IV. RESULTS AND DISCUSSION

HSPICE template files were prepared to simulate the bit-cell
for the SNM, Vtrip, read current and leakage. The optimization
engine dynamically provides the lengths and widths of the
load, driver and access transistors to these templates for

simulation to obtain updated values for the design constraints.
This continues till the optimizer arrives at an optimal set of
the sizes for the bit-cell transistors. The following set-up has
been used in this work:
1) Areamax = 0.63µm2, and σV th0 = 55mV [11]. Since
different design constraints are evaluated at different worst-
case global corners, the designer can apply a different value
of σV th0 for different constraints.
2) SNM, Vtrip, read current and leakage, cause failure only
on one side of the statistical variation. Therefore, 1.35 bit-
cells per 1000 fall outside the ±3σ range [13]. The chosen
Nσ = 4.763, mathematically, corresponds to a single bit-cell
failure in an array of 1024× 1024. Typically, the largest size
of an embedded SRAM block is 256 Kbits [33]; for larger
blocks, performance begins to degrade. Therefore, the chosen
value of Nσ covers a wide range of embedded memory sizes.
With redundancy, the designer can reduce the value of Nσ .
3) The transistor dimension is altered in steps of 1nm. This
is the step size available for altering the layout geometries in
45nm technology. The ranges for transistor width and length
are set to 90nm-500nm and 45nm-80nm, respectively.
4) Usually, the required residuals for the SNM and Vtrip are
set to 0 and the designers attempt to obtain a value of 4 to 5 for
Nσ [11]. However, in this work, the SNM and Vtrip residuals
are selected as 15mV and 25mV , respectively to set a higher
reliability margin. Note that these are the desired bounds for
the worst-case voltage-temperature corners, as in Table I.

A. General purpose-high performance design

With the previous fixed inputs, different performance (read
current) and leakage targets are used to design a general pur-
pose bit-cell on the high performance-moderate leakage side.
The results obtained in Table II and the associated trends are
analysed to understand how the proposed method works. For
a maximum bit-cell leakage target of 60nA (the conventional
leakage values mentioned in [36]), the read current residual is
increased from 30µA to 45µA. The corresponding transistor
sizes and bit-cell areas are shown in columns 2 and 3 of Table
II, respectively. As explained in Section IIIA, Nσ is a measure
of the maximum intra-die variation (within-die) that the design
can tolerate. This number, measured at the worst-case inter-
die variant (global corner) is used as a typical figure of merit
in the industry for the electrical yield (e.g. ,SNM yield, Vtrip
yield). The output Nσ for the respective design constraints
are shown in columns 4 to 8. The yield, mentioned in the
last column, is obtained by running Monte-Carlo simulations
with 10 000 points, where Gaussian variation is applied to the
widths, lengths and threshold voltages of all six transistors.
The yield is equal to the percentage of bit-cells that satisfy
the desired bounds for all the design constraints.

Several interesting observations can be made from these
results. Fig.10 (a) shows the read current and leakage values
at the obtained nominal designs. Any gain in performance is
accompanied by an increase in the nominal leakage. The initial
target of Ireadresidual = 30µA is relaxed and is achieved with
a small area. This target allows for a low nominal leakage
value and the Ileakmax = 60nA bound is not violated for
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TABLE II
GENERAL PURPOSE-HIGH PERFORMANCE DESIGN, OPTIMIZATION RESULTS FOR VARYING READ CURRENT BOUNDS WITH Ileakmax = 60nA.

Iread Wdrv ,Wax,Wld, Ldrv , Lax, Lld Area Nσ Nσ Nσ Nσ Nσ Yield

Residual (µA) (nm) (µm2) for Iread for Ileak for SNM (LV) for SNM (HV) for Vtrip (%)

30 419, 309, 103, 65, 73, 56 0.5660 5.432 14.536 5.044 4.903 10.921 100

35 419, 347, 106, 63, 77, 51 0.5704 4.976 6.482 5.049 5.117 11.062 100

40 437, 390, 117, 62, 77, 53 0.5905 4.970 5.581 4.820 4.808 12.047 100

45 463, 389, 145, 62, 71, 55 0.6218 4.768 5.232 4.771 4.795 11.637 99.80
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Fig. 10. For varying read current residuals: (a) nominal read current (µA) and bit-cell leakage (nA) (b) cell ratio and Wld/Lld, and (c) nominal SNM (mV)
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Fig. 11. Variation of σV th of driver, access and load transistors (normalized)
with increasing read current requirement

up to 14.536 sigmas (column 5 of Table II) of within die
variation due to RDF at the worst-case global corner. However,
as the read current residual target is increased, the nominal bit-
cell leakage also increases (approaches Ileakmax) and fewer
sigmas of within-die leakage variation can be tolerated by
the design. A similar trend is observed for the read current
Nσ values (column 4). For a small Ireadresidual, the chosen
nominal design can afford to have both the Ireadnominal
and Ileaknominal at a safe Nσ distance from their respective
bounds. However, with an increase in the Ireadresidual, the
Ireadnominal has to be designed to be closer to Ireadresidual,
so that the Ileaknominal value does not increase too much.
Therefore, the Nσ constraint value for the read current also
reduces progressively. The σIread values for the 4 cases in
Table II are as follows: 5.25, 5.18, 5.42 and 5.77 µA.

Fig.10 (b) shows that the cell ratio β reduces with the
increasing read current residuals. A higher read current can
be achieved by sizing up the driver and the access transistor.
But driver transistors contribute heavily to total leakage. As
a result, the optimizer increases the strength of the access

transistor more than that of the driver. Another reason for this
is the chosen layout topology, in which driver and access are
parallel to each other. Therefore, for a chosen large driver, the
width of the access transistor can be increased to some extent
without impacting bit-cell area (see (1) for x1 and x2).

It is expected that reducing the cell ratio would have a
detrimental effect on the nominal SNM value. However, Fig.10
(c) indicates that the SNM for the obtained design solutions
degrades by only a few mV with the falling β. The plot
of W/L of the load transistor in Fig.10 (b) explains this
observation. A stronger PMOS not only results in a stronger
“1” at VR, but also increases the gate drive of M1 for a
stronger “0”. This improves SNM as well as read current.

TABLE III
LOW LEAKAGE BIT-CELL DESIGN RESULTS, IreadResidual = 10µA,

Ileakmax = 25nA.

Wdrv ,Wax,Wld 149, 174, 175,

Ldrv , Lax, Lld (nm) 75, 79, 54,

Area (µm2) 0.4405

Yield (%) 96.245

TABLE IV
LOW LEAKAGE BIT-CELL DESIGN RESULTS, IreadResidual = 10µA,

Ileakmax = 25nA.

Design Constr. Nominal Value Nσ

Ileak 15nA 4.7773

Iread 22.021 µA 4.9708

SNM(LV) 152.2mV 4.8280

SNM(HV) 177.2mV 4.9351

Vtrip 226.7mV 6.6629

Fig.11 shows the variation in σV th of the bit-cell transistors.
Because of the smaller channel area of the load transistor,
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Fig. 12. Yield and average values of SNM, Vtrip, read current and bit-cell leakage obtained by Monte-Carlo simulations for the low leakage bit-cell. In
every figure, only one of the bit-cell dimensions is varied while the other dimensions are kept equal to the obtained optimal value.

σV th of the load has a much higher absolute value than that
of the driver or access transistors. Therefore, even though the
SNM sensitivity to the Vth variation in the load transistor is
relatively small , a reduction in the σV th of the load helps to
reduce σSNM ( from (4)). Hence, increasing the strength of
the load transistor helps to mitigate the decline in the average
SNM value as well as the SNM Nσ (column 6). It is evident,
that the proposed problem formulation works well to provide
robust design solutions.

B. General purpose-low leakage design

A general purpose bit-cell on the moderate performance-low
leakage side is also designed and Tables III and IV summarise
the results. The resultant transistor sizes defy conventional
sizing strategy for the bit-cell. The low leakage requirement
(Ileakmax = 25nA) drives the optimizer to reduce the size of
the driver significantly. This, however, considerably increases
σV th of the driver transistor and thus, σSNM , which can
potentially degrade the SNM yield unless the average SNM
value is also raised. Consequently, the load transistor is sized
to be the largest to achieve a nominal SNM value of 152.2mV
(Table IV), which is larger than those depicted in Fig.10 (c).
It is difficult to analyse all the trade-offs and manually arrive
at these transistor sizes. These results establish the benefits
of the proposed method. A generic formulation of the bit-cell
design optimization problem is presented here. To take care of
the specific foundry guidelines to minimize the layout-induced

variations, different variables and additional constraints can be
introduced. For example, for the horizontal poly-silicon of the
driver and load transistor (Fig. 1 (b)), the designer can keep
Ldrv = Lld = Linv in order to get rid of the awkward poly-
shape (L-shape) which will result because of different lengths
for the driver and the load. These modifications in the problem
formulation, to a great extent, would depend on the chosen
bit-cell layout topology and the extent of available advanced
lithography correction mechanisms.

Fig.12 shows the variation of the Monte-Carlo yield in the
neighborhood of the obtained low leakage design solution.
snml and snmh refer to SNM at low voltage, high temper-
ature and high voltage, high temperature conditions, respec-
tively as per Table I. Running the Monte-Carlo simulations to
explore the entire search space in order to find the globally
maximum yield point is infeasible. Therefore, in Fig.12, it
is verified that the proposed optimization approach leads to,
at least, a locally maximum yield. In each figure in Fig.12,
one design parameter is varied, whereas the others are kept
constant at the values mentioned in Table III. For example,
Fig.12 (a) shows the Monte Carlo yield and the average values
of the design constraints when Wdrv is varied from 143nm
to 155nm, while Wax = 174nm,Wld = 175nm,Ldrv =
75nm,Lax = 79nm and Lld = 54nm. It is evident that the
yield degrades as the design point is moved away from the
obtained optimum.
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V. CONCLUSION

In this paper, a statistical method to design the SRAM bit-
cell is proposed. The method accounts for the manufacturing
variability in the transistor dimensions, and the intrinsic Vth
variations due to RDF. In addition, the widths and lengths of
the transistors are chosen so as to satisfy the constraints of
SNM, write trip voltage, read current, leakage and area. The
developed method is flexible, involves a small infrastructure
in terms of mathematical computations, and uses readily
available models and tools in the industry, so that the extent of
approximation in the proposed method is small. Robust bit-cell
designs for high performance-moderate leakage and moderate
performance-low leakage have been developed and analysed to
demonstrate the working of the proposed method. The method
can be upgraded to include the impact of other sources of
variability such as the oxide thickness fluctuation and line-
edge roughness. It is necessary to evaluate how much these
other sources impact the threshold voltage of the transistor and
how they can be modeled mathematically.
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