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Foreword

Richard Templeton

President and CEO
Texas Instruments, Inc.

Few inventions have had greater impact on the everyday lives of people
around the world than the integrated circuit. I often wonder if Jack Kilby
had any inkling of what was ahead for himself and Texas Instruments when
he sketched out that first integrated circuit in his engineering notebook in
1958.

Yet, even as the term ‘computer chip”has entered the vocabulary of mil-
lions, the knowledge of how modern integrated circuits are actually de-
signed remains the provenance of a relative few. Even among college-
educated electrical engineers with a deep understanding of physics, electri-
cal theory, and logic, the broad concepts behind designing a modern IC
comprised of hundreds of millions of transistors can be unexplored territory.

Add to this knowledge gap the fact that after a period of relatively pre-
dictable scaling of transistors and computational performance, the industry
is starting to see fundamental limits of the standard materials and techniques
used in building these amazing products. Power consumption, heat, and cost
of modern system-on-chip products may turn out to be the ultimate tests of
how far we can take microelectronics, not how small we can make individ-
ual transistors. To solve those problems, we need to arm our students, teach-
ers, and working professionals with a solid, fundamental understanding of
how modern chips are made and the engineering challenges associated with
that work.

Why? Because the rewards we see in continuing the advancement of the
science of chip design are too great to ignore. Take health care as one exam-
ple. As system-on-chip design makes smaller, portable, and affordable diag-
nostic and treatment products possible, health care becomes more personal.
Individuals will have quicker access to information and treatment, and af-
fordable electronics can put that capability in the hands of a much wider
range of people.

xi
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Wireless communications will be an essential part of this shift, but not
just in medical electronics. Historically, most analog and RF electronics
have been implemented in technologies several process generations behind
state-of-the-art digital system-on-chip products. Hence, a substantial oppor-
tunity exists to enhance system performance, cost, and power by moving RF
processing into the digital domain. This is being done today, but the oppor-
tunity to connect not just people, but billions of devices to each other and
the Internet is just now starting to be realized and is fertile ground for the in-
novative chip designer.

As a senior member of the Technical Staff at Texas Instruments, Liming
Xiu is closely connected to the challenges associated with chip design on a
daily basis. As an experienced educator and general chair of the IEEE Cir-
cuit and System Society, Dallas chapter, he has demonstrated a passion for
sharing what he knows with others so they can advance their own capabili-
ties. I congratulate him on successfully tying together a wide range of high-
ly technical topics into this comprehensive, insightful overview.



Foreword

Dr. Hans Stork

Senior Vice President and Chief Technology Officer
Texas Instruments, Inc.

It takes many years of study and experience to acquire the breadth of knowl-
edge required to participate successfully in the design of complex systems
on silicon. There are many courses taught at universities or perhaps online
that one can take to learn about topics such as silicon process technology,
device physics and fabrication, circuit design, logic design and verification,
high-level system synthesis and description languages, and so on. Typically,
these are stand-alone, detailed, mostly theoretical foundations for specific
areas of study. However, when it comes to playing an effective role in a
product design team, it is critical to have some insight into the practical as-
pects and to have at least a limited understanding of what your team mem-
bers are doing. Since none of us has all the knowledge at hand in all situa-
tions, we typically wind up asking questions of our colleagues. That is after
we have wasted several hours trying to find the information online or in one
of our textbooks, which we thought we studied so well, perhaps even after
overcoming any anxieties about looking dumb or being apologetic for tak-
ing time away from others. Wouldn’t it be great to have access to a book
that anticipated our questions and had first-rate answers?

Imagine my pleasant surprise when Liming Xiu asked me to write a fore-
word to his book, which was, in fact, his taxonomy of questions and an-
swers for people engaged in complex VLSI product design. An experienced
designer and integration engineer himself, he recognized the need for a
framework that provides answers to many questions for active designers of
silicon systems on a chip. His personal experiences were the inspiration to
write this up-to-date, comprehensive summary of knowledge. You will find
some of the most succinct descriptions of topics as varied as device opera-
tion, RTL description, and functional and test coverage, as well as solid yet
simple explanations of why power is a growing concern in sub 100 nm
CMOS and of why LVS is so difficult even with the most advanced EDA
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tools. Liming does a remarkable job of getting to the heart of the issues and
provides an extensive bibliography for follow-up.

Frankly, I have always been somewhat skeptical that a book could strike
a balance between being practical and being fundamental. This one, written
in the creative way of answering typical workplace questions, goes a long
way toward meeting that need. I think many novice as well as experienced
system architects, but also designers and process definition and integration
engineers, will like the simple access to a preliminary answer that this book
provides. The logical outline and the comprehensive index and glossary
make the information easily accessible. It will build readers’ breadth of
knowledge, which is so important to any good integration engineer.



Preface

The widespread acceptance of sophisticated electronic devices in our daily
life and the growing challenges of a more technically oriented future have
created an unprecedented demand for very large scale integration, or VLSI,
circuits. Meeting this demand requires advances in material science and
processing equipment and the ability to use the computer more effectively
to aid the design process. More importantly, it requires a significant number
of qualified and talented individuals to work this ultra-complicated task.
The goal of this book is to equip interested individuals with the essential
knowledge to enter this exciting field and to help those already involved to
reach higher levels of proficiency.

The challenges in VLSI chip development come from several directions.
Market pressure constantly demands shortening of the product development
cycle. The maximization of profit margin requires control of engineering
cost. Furthermore, the product not only has to be successful technically, but
also financially. These challenges put tremendous strain on the execution of
the VLSI chip development process.

The art of VLSI circuit design is dynamic; it evolves constantly with ad-
vances in process technology and innovations in the electronic design au-
tomation (EDA) industry. This is especially true in the area of system-on-
chip (SoC) integration. Due to its complexity and dynamic nature, the topic
of VLSI circuit design methodology is not widely taught in universities, nor
is it well understood by many engineers in this industry. The objective of
this book is to give the reader the opportunity to see the whole picture of
how a complex chip is developed, from concept to silicon.

This book primarily addresses the group of people whose main interest is
chip integration. The focus of chip integration is implementation, not the
circuit design itself. Unlike transistor-level circuit designers who spend
most of their time on the architecture, analysis, optimization, and simulation
of small circuit components, chip integration engineers (or implementation
engineers) mostly work on the task of turning a large chip design from a
logic entity (RTL description or netlist) into a physical entity. The spirit em-
bedded in this activity is ‘put everything together and make it work,” not

XV
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‘treate/invent something from scratch.” Consequently, working as an IC
implementation engineer requires a unique set of knowledge and skills.

This book has grown out of lecture notes prepared for graduate-level stu-
dents. A technical background in introductory-level circuit design courses
and introductory digital logic courses is required to understand its contents.
Due to the dynamic nature of VLSI design methodology, this book is not or-
ganized by chapters; rather, it is organized in a questions-and-answers for-
mat. Further it is organized in the order of chip development: logic design,
logic verification, logic synthesis, place and route, and physical verification.
By demonstrating the key concepts involved in VLSI chip development
process, it is my hope to help readers build a solid foundation for further ad-
vancement in this field.

LiminGg X1u

Dallas, Texas
July 2007
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CHAPTER 1

The Big Picture

1. WHAT IS A CHIP?

A chip (integrated circuit or IC) is a miniaturized electronic circuit that is
manufactured on the surface of a thin substrate of semiconductor material.

Functionally, a chip is a hardware component that can perform certain
desired functions. For example, a simple chip might be designed to perform
a simple function of a logic NOR (such as the 4000-series CMOS, dual 3-in-
put NOR gate and NOT gate shown in Figure 1.1), a simple operational am-
plifier, or an analog-to-digital converter (ADC). However, a complex sys-
tem on chip (SoC) performs much more complicated tasks (see Figure 1.2).
Examples include those for video decoders, cellular phones, network
routers, or general-purpose CPUs for personal computers.

Structurally, chips are manufactured on a semiconductor material called
silicon. Basic components such as transistors, diodes, resistors, inductors,
and capacitors are constructed on the silicon. Those basic components make
up the chip, simple or complex. Simple chips may only contain hundreds of
those basic components, whereas complex chips may contain hundreds of
millions of those components. Since 1959 (the year that the first integrated
circuit-related patent was filed by Jack Kilby), several terms has been creat-
ed to reflect the status of integrated-circuit development: small-scale inte-
gration (SSI) for tens of transistors on a chip, medium-scale integration
(MSI) for hundreds of transistors per chip, large-scale integration (LSI)
with tens of thousands of transistors per chip, and very large scale integra-
tion (VLSI) with hundreds of thousands of transistors. Ultra large scale inte-
gration (ULSI) and system-on-chip (SoC) are the latest terms to cover the
modern, ultracomplicated chips with billions of transistors on a single chip.
All chips are roughly classified as one of three types: purely digital, analog,
or mixed-signal.

Application-wise, chips can be designed to target various applications:
video/graphic, audio, communications, networking, general-purpose person-
al computing, supercomputing, automotive, industry control, medical instru-
ment, and military.

VLSI Circuit Design Methodology. By Liming Xiu 1
Copyright © 2008 the Institute of Electrical and Electronics Engineers, Inc.
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Ne [1]o u 14] +310 +15V
NC [2] 13] input NOR 2

input NOR 1 E El input NOR 2

input NOR 1 [4] 4000 [11] input NOR 2

input NOR 1[5 10] output NOR 2
output NOR 1 E El output NOT

ov [7] 8] input NOT

Figure 1.1. 4000-series CMOS, dual 3-input NOR gate and NOT gate.

The majority of the today’s chips are designed for processing signals or
manipulating information. Among the tasks performed are collecting, trans-
porting, presenting, processing, or manipulating all kinds of information.
And today, information plays a vital role in our daily lives. There are bil-
lions of billions of bits of information generated every day to support the
normal operations of human society. Every single one of those bits must be
processed by some kind of chip. Thus, it is not a surprise that the semicon-

Figure 1.2. System-on-chip example.
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ductor chip is built into our life. In addition to this information-processing
chip, there are other types of chips that interface with our activities directly
by driving electrical, mechanical, or optical components that result in some-
thing that we can see, hear, feel, or smell.

Finally, an indivisible part of the chip is the associated software. Soft-
ware enables the chip to perform certain specific tasks. Software tells the
chip when and how to do what. Without software, the chip is useless, just
like a human without brain. Well-developed software can perfect the chip’s
feature sets, can prolong the chip’s life, and can make the difference be-
tween success and failure.

When used, a chip is packed in a package, which is mounted on a printed
circuit board (PCB) and installed in an end-equipment system.

In summary, a chip is an entity that has a large number of transistors inte-
grated into it. Constructing circuits in this manner is an enormous improve-
ment over the manual assembly of circuits using discrete electronic compo-
nents. Two primary advantages are cost and performance. Cost is low
because the components within a chip are built as one unit and not con-
structed one transistor at a time. Performance is high because the integrated
transistors switch quicker and consume less power due to the fact that the
components are small and close together.

2. WHAT ARE THE REQUIREMENTS OF A SUCCESSFUL
CHIP DESIGN?

In the field of modern VLSI circuit design, constructing a chip from concept
to silicon is an ultracomplicated task that involves many factors. For a suc-
cessful project, the chip must be:

e Structurally correct to achieve its intended design functions

® Functionally correct at the designed clock speed in various working
environments (voltage, temperature, and process corner)

® Reliable throughout its life (e.g., 100k hours or eleven years)
® Manufacturing-friendly

Further, it must be built such that:

® [t can be handled safely in an assembly line and various other environ-
ments without being damaged (e.g., it is protected from electrostatic
discharge or ESD and latch-up).

® [t can be packaged economically.
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® [t stays within its power budget.
® (Cost is minimized.
® [t is manufactured within its time schedule.

And, then, finally, there must be an existing or potential market for this
chip.

3. WHAT ARE THE CHALLENGES IN TODAY’S VERY DEEP
SUBMICRON (VDSM), MULTIMILLION GATE DESIGNS?

Designing a system-on-chip (tens of millions of gates and larger) in a very
deep submicron (90 nm and below) environment is a task of solving many
complicated, interdependent problems at once. The design/implementa-

tion/verification methodology required is a dynamic development since the

challenges involved are ever-changing as the process technology continu-
ously advances. The most outstanding challenges today are listed below:

® Timing closure. Timing closure is often the most difficult task in de-

signing a chip owing to the fact that a logic gate’s timing behavior (or
speed) varies greatly at different temperatures, supply voltages, and
process conditions under which the device is built and operated.
Moreover, a logic gate’s speed is also affected by the drive and load
environment surrounding the logic gate. Timing closure means that
the chip must run at a designed speed (represented by clock frequen-
cy) reliably under all conditions. This is not an easy task to achieve,
especially when the process shrinks to even finer geometries and wire
delays become more dominating in the overall delay equation.

® Design verification. Modern SoC devices contain a large number of

components on board, such as processors, memories, on-chip busses,
special function macros, and so on. The task of design verification is
to ensure that the components work together faultlessly as designed.
The magnitude of difficulty involved in this task increases dramatical-
ly as integration levels continuously grow and design sizes corre-
spondingly increase.

® Design integrity. Design integrity includes cross talk, IR drop, electro-

migration (EM), gate oxide integrity (GOI), electrostatic discharge
(ESD), and latch-up protection. The chip must be free of these prob-
lems before delivery for field application. These issues will become
increasingly difficult to resolve as process technology advances.
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® Design for Testability. The design must be testable for production de-
fects. This testability must be built into the chip. As process geometry
continually shrinks, new defect mechanisms constantly surface. As a
result, design for testability is a subject investigated unceasingly by
process scientists, design engineers, and tool developers.

® Power budgeting and management. Modern SoC chips can support
more functions and perform tasks at higher speeds. Consequently,
they tend to use much more power. In consideration of chip packag-
ing, heat dissipation, and battery life, the chip’s power consumption
must be reduced.

® Packaging. As chips bear more I/Os and consume more power and [/O
signals travel at higher speeds, chip packaging becomes more chal-
lenging.

® Design reuse. Characteristic of the SoC approach is the integration of
components, rather than the design of individual components. The
more components that can be reused from previous projects, or from
other sources, the lower the development costs and the faster the pro-
ject execution pace.

® Hardware/software codesign. Traditionally, software development
cannot start until the hardware (the chip) is available. A new method-
ology, or design environment, is needed to solve this problem.

® Clock management and distribution. As a chip’s clock speed increases
and its clock structure becomes more complex, clock-related design
issues will become more challenging.

® [eakage current management and control. As process geometries
shrink below 90 nm, device leakage current increases dramatically.
This problem has moved from backstage to front stage.

® Design for manufacturability. As process geometries shrink, device
manufacturing requires more rigorous control. This fact imposes addi-
tional constraints on the chip design process.

4. WHAT MAJOR PROCESS TECHNOLOGIES ARE USED IN
TODAY’S DESIGN ENVIRONMENT?

The mainstream process technology used in today’s chip design/manufac-
turing environment is complementary-symmetry metal oxide semiconductor
(CMOS) technology. Other technologies include bipolar, biCMOS, silicon
on insulator (SOI), and gallium arsenide (GaAs).

In CMOS technology, complementary symmetry refers to the fact that a



6 CHAPTER 1 THE BIG PICTURE

CMOS circuit uses symmetrical pairs of p-type and n-type MOSFET tran-
sistors for logic functions. Originally, the phrase metal oxide semiconductor
was a reference to the metal gate electrode placed on top of an oxide insula-
tor. However, in today’s CMOS processes, instead of metal, the gate elec-
trode is comprised of a different material, polysilicon. Nevertheless, the
name CMOS remains in use for the modern descendants of the original
process. Today, in terms of dollar amount, the majority of integrated circuits
manufactured are CMOS circuits. This is due to three characteristics of
CMOS devices: high noise immunity, low static power, and high density.

The CMOS process has consistently advanced to smaller feature sizes
over the years, allowing more circuitry to be packed in one chip, as de-
scribed by Moore’s law. This is the empirical observation made in 1965 by
Gordon E. Moore (cofounder of Intel Corporation) that the number of tran-
sistors on an integrated circuit for minimum component cost doubles ap-
proximately every 24 months. Although Moore’s law was initially made in
the form of an observation and forecast, it has gradually served as a goal for
the entire semiconductor industry. During the past several decades, it has
driven semiconductor manufacturers to invest enormous resources for spec-
ified increases in processing power that were presumed to be soon attained
by one or more of their competitors. In this regard, it can be viewed as a
self-fulfilling prophecy.

As feature sizes shrink, costs per unit decrease, circuit speeds increase,
and power consumption drops. Therefore, there is fierce competition among
the manufacturers to use finer geometries. The status of current processes
and the anticipated progress over the next few years is described and docu-
mented by the [International Technology Roadmap for Semiconductors
(ITRS). Currently (in 2006), process geometries have dropped well below
one micron. Today, 90 nm technology has been widely used for commercial
products. In the near future, it is believed that the 65 nm technology will
move front stage. And, tomorrow, 45 nm and 32 nm technologies will take
the lead.

Copper has replaced aluminum for wire interconnect signal propagation
material due to its improved electric conductivity. The interconnecting met-
al level has also been increased from two to six or even to seven or more.
The power supply voltage for semiconductor chips has continually dropped,
due to the shrinking of transistor size, to the current level of 1.1 V.

Table 1.1 presents typical data for each CMOS technology node, in
which Ly, represents the minimum transistor channel length and Vp is
the supply voltage for transistors. Lower V,, can reduce the transistors’
power usage. Density measures the number of logic gates that can be
packed into one square millimeter of silicon. Unit gate capacitive indicates
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Table 1.1. Typical metrics for CMOS technologies

180 nm 130 nm 90 nm 65 nm 45 nm

Lrapn (nm) 180 95 60 50 40
Metal Level 4-5 5-6 5-6 67 7-8
Density (kgates/mm?) ~70 ~ 140 ~250 ~ 650 ~ 1200
Vop (V) 1.8 15 1.2 1.2 1.1
Vr(V) ~0.5 ~0.45 ~0.45 ~04 ~0.35
Unit gate capacitive (fp/pm?) ~8 ~10 ~10 ~10 ~10
Metal resistance (ohms/square) ~0.1 ~0.1 ~0.12 ~0.2 ~0.3
Minimum metal width (um) 0.25 0.175 0.13 0.1 0.07
Metal pitch (pm) 0.5 0.35 0.27 0.21 0.14

the capacitive loading of transistors, which has a great impact on the logic
gate’s speed. Metal level is the number of metal layers used for intercon-
necting. When more metal layers are used, higher densities can be achieved
(but the cost is greater). Metal resistance measures the quality of the metal
as interconnect material. Minimum metal width and metal pitch indicate the
minimum width of metal that is allowed in a chip layout and how close met-
al can be placed to metal. These two parameters, together with Lg,.n, pri-
marily determine the gate density of the technology. V' is the threshold volt-
age that controls when the NMOS or PMOS transistor switches. The level
of V' has great impact on noise margin and leakage current.

Bipolar refers to an electric circuit made of bipolar junction transistors,
which were the devices of choice in the design of discrete and integrated cir-
cuits before the 1980s. It offers high speed, high gain, and low output im-
pedance. However, its use has declined in favor of CMOS technology due to
its high power consumption and large size.

BiCMOS is a technology that integrates bipolar and CMOS together to
take advantage of the high input impedance of CMOS and the low output
impedance and high gain of bipolar. A typical example of a BICMOS cir-
cuit is a two-stage amplifier, which uses MOS transistors in the first stage
and bipolar transistors in the second. However, BICMOS as a fabrication
process is not nearly as mature as either Bipolar or CMOS. It is very dif-
ficult to fine-tune both the bipolar and MOS components without adding
extra fabrication steps and, consequently, increasing the cost.

Silicon on insulator (SOI) is a layered structure consisting of a thin layer
of silicon fabricated on an insulating substrate. This process reduces the
amount of electrical charge that a transistor must move during a switching
operation and thus increases circuit speed and reduces switching energy (an
improvement over CMOS). Moreover, SOI devices are inherently latch-up
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resistant, and there is a significant reduction in transistor leakage current,
which makes this technology an attractive choice for low-power circuit de-
sign. However, the production of SOI chips requires restructured CMOS
fabrication methods and facilities. Thus, it costs more to produce SOI chips,
so they are generally used for high-end applications.

As we move toward 45 nm and 32 nm nodes, multigate FETS
(MuGFETs) are increasingly being considered as a necessary alternative to
keep pace with Moore’s law. MuGFET is the general term for the class of
devices that gain extra component width by allowing vertical active gates.
FinFETs and trigates are examples of these devices. This new technology
relies heavily on using high-quality, very thin SOI wafers as a starting mate-
rial. Another popular SOI technology is silicon on sapphire (SOS), which is
used for special radiation-hardening applications in the military and aero-
space industries.

Gallium arsenide (GaAs) is a semiconductor that has some electrical
properties that are superior to silicon’s. It has higher saturated electron ve-
locity and higher electron mobility, allowing it to function at much higher
frequencies. GaAs devices generate less noise than silicon devices. Also,
they can be operated at higher power levels than the equivalent silicon de-
vice because they have higher breakdown voltages. These properties make
GaAs circuitry ideal for mobile phones, satellite communications, mi-
crowave point-to-point links, and radar systems. However, high fabrication
costs and high power consumption have made GaAs circuits unable to com-
pete with silicon CMOS circuits in most applications.

5. WHAT ARE THE GOALS OF NEW CHIP DESIGN?

When a company makes a decision to invest in a project to create a product
(designing a chip), the ultimate goal is to generate maximum profit from this
investment. The approach to pursuing this goal is by conducting business
“faster, better, and cheaper.”

Faster means that the new chip must operate faster than its predecessors
or faster than similar chips produced by competitors, which requires it to
perform specific tasks in less time.

Better refers to the fact that the chip must support more functions (do
more) than its predecessors.

Cheaper means that the cost of developing and manufacturing the new
chip must be kept to a minimum.

This desire to develop something “faster, better, and cheaper” has moti-
vated scientists and engineers working in this field to make enormous tech-
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nical strides and will continue to drive them as they work to create superior
products. This will, in turn, make our lives more enjoyable.

Perhaps the only exceptions to this ruthless pursuit are projects that
are research oriented or not for profit or those produced for the govern-
ment. In these cases, cheaper is not a concern. Therefore, faster and better
can be pursued at whatever cost is required and on whatever schedule is
demanded.

6. WHAT ARE THE MAJOR APPROACHES OF TODAY’S
VERY LARGE SCALE INTEGRATION (VLSI) CIRCUIT
DESIGN PRACTICES?

The major approaches for modern chip design practice follow:

Custom design

Field programmable gate array (FPGA)
Standard cell-based design (ASIC)
Platform/structured ASIC

[ ]

[ ]

(]

[ ]

In the custom design approach, each individual transistor is designed and
laid out manually. The main advantage of this method is that the circuit is
highly optimized for speed, area, or power. This design style is only suitable
for very high performance circuitries, however, due to amount of manual
work involved.

Field programmable gate arrays (FPGAs) are semiconductor devices
that are comprised of programmable logic components and programmable
interconnects. The programmable logic components are programmed to du-
plicate the functionality of basic logic gates, such as AND, OR, XOR, or
NOT gates, or more complex combinational functions, such as decoders, or
certain simple math functions. Structurally, the FPGA approach is a chip
implementation methodology in which the base layers are premanufactured.
When implemented in FPGA, only metal layers need be programmed.

In the past, this design approach was reserved primarily for emulations
and prototypes. However, there are increasingly more FPGA-based prod-
ucts surfacing as this method gradually becomes mature and efficient.
FPGA could offer an attractive alternative for low-volume commercial
products because it has a lower nonrecurring engineering (NRE) cost. It
also has a shorter time to market and can be reprogrammed in the field to fix
bugs and so on. However, compared to ASIC, its unit cost can be much
higher. Thus, for large-volume products, the ASIC approach is the better
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choice. Furthermore, due to its structure, FPGA performance is often inferi-
or to that of ASIC.

Standard cell methodology is a method of designing application-specific
integrated circuits (ASICs) with mostly digital content. A standard cell is
group of transistor and interconnect structures that provides a Boolean logic
function (e.g., AND, OR, XOR, XNOR, or inverter) or a storage function
(flip-flop or latch). The cell’s Boolean logic function is called its logical
view. Its functional behavior is captured in the form of a truth table or
Boolean algebraic equation (for combinational logic) or a state transition
table (for sequential logic). From a manufacturing perspective, the layout of
the standard cell (an abstract drawing of polygons) is the critical view. Lay-
out is organized into base layers, which correspond to the structures of the
transistor devices, and interconnect layers (metal layers), which join the ter-
minals of the transistor formations. In design practice, the layout view is the
lowest level of design abstraction.

The invention of logic synthesis and place and route tools has enabled the
standard cell design style or ASIC approach. In this approach, the standard
cells and other preassembled macro cells are grouped together to form an
ASIC library. The chip functions are achieved by the cells in the library and
through logic synthesis and physical place and route. In this approach, as
contrasted to FPGA and platform ASIC, a mask is required for every layer,
including the base and metal layers. The NRE cost associated with ASIC is
often high due to the design, verification, implementation, and mask cost.
However, for very large volume, high NRE costs could be offset by relative-
ly low manufacturing costs.

Standard-cell ASIC methodology together with semiconductor process
advances are the two major factors that have enabled ASIC chips to scale
from simple, single-function ICs of several thousand gates to complex SoC
devices of many million gates.

A platform-structured ASIC approach falls between an ASIC and a
FPGA. It is an ASIC approach based on a preassembled platform. Inside the
various platforms that a vender offers, certain special functions are already
predesigned and verified. Random logic functions can be achieved by pro-
gramming the metal layers in certain areas reserved for that purpose. Users
can select a desired platform based on their needs. The main advantage of
this platform-based ASIC is that the platform is already preassembled,
which saves the mask cost of base layers. The only expense is the metal-
programmable layers. Another benefit is that the verification costs can be
significantly lower than those of an ASIC because the major functions on
the platform might be preverified. As for performance, a platform ASIC of-
ten cannot match an ASIC; the design is not fully optimized as in the case of
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an ASIC. However, performance should be significantly better than that of
an FPGA. In summary, the platform ASIC trades the high performance of
an ASIC with shorter time to market and lower development cost.

The platform ASIC approach is gaining momentum due to its relatively
lower NRE cost as compared to an ASIC. But for very large volume prod-
ucts, its unit cost could be higher than that of ASIC.

7. WHAT IS STANDARD CELL-BASED, APPLICATION-
SPECIFIC INTEGRATED CIRCUIT (ASIC) DESIGN
METHODOLOGY?

Standard cell methodology is a chip design approach that is based on pre-
assembled library cells. The standard cells and macros, such as memories,
1/Os, special-function cells, phase lock loops (PLLs), and so on, associated
with this library are already designed, laid out, and verified in a predeter-
mined process node. These cells are completely characterized and logical,
timing, physical, and electrical models are already created and properly
packed in the library. After a design is created in register transfer level
(RTL) format, it can be mapped into those preassembled cells through a log-
ic synthesis process by sophisticated synthesis algorithms. The resultant
netlist from this logic synthesis step is then fed into a physical implementa-
tion process, which includes the place and route steps.

Logic synthesis is the process of transforming the chip’s RTL description
into a technology-dependent gate netlist by using the library’s logical view.
In contrast to RTL description, which only contains functional information,
the gate netlist is the standard cell representation of the design at the compo-
nent level. It is comprised of gate instances and the port connectivity among
these instances. The primary requirement for the task of logic synthesis is
ensuring the mathematical equivalency between the synthesized gate netlist
and the original RTL description.

The process of place is the first step in creating the chip in a physical do-
main. It determinates the physical locations of each individual cell in the
netlist based on design constraints. Placement is a complicated process that
is very algorithm intensive and time-consuming. The quality of the place-
ment work has a preeminent impact on the chip’s performance. The follow-
ing route process is also critical. It creates the physical wire connections for
the signal and power nets that are defined in the logic connectivity of the
netlist. It is a very complicated process whose goals include meeting the de-
sign speed target, minimizing the total wire length, and avoiding the design
rule violations.
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After the place and route steps, the resultant physical entity is checked
against various rules, such as the process manufacturing rules (foundry de-
sign rules) and design integrity and reliability criteria. This physical entity is
also checked logically to ensure that it matches the design intention defined
in the original RTL code. After these rigorous checks, the final layout is sent
to the mask shop for the creation of photomasks. This is called tapeout, the
final step in this standard cell-based ASIC (application-specific integrated
circuit) design approach.

Currently, the standard cell-based ASIC approach is the main design
methodology for commercial products, especially for large digitally domi-
nated designs. A majority of SoC projects are carried out with this imple-
mentation approach.

8. WHAT IS THE SYSTEM-ON-CHIP (SOC) APPROACH?

SoC or system on chip is the design approach of integrating the components
of an electronic system into a single chip. In the past, chips could only per-
form dedicated simple functions, such as simple logic operations, decod-
ing/encoding operations, analog-to-digital conversion, digital-to-analog
conversion, and so on. As time went by, more and more functions were inte-
grated into a single chip. This integration trend is so significant that it has
reached the point where a single chip can perform the functions of an entire
electronic system, such as an MPEG decoder, a network router, or a cellular
phone. As a result, a colorful name was created for such chips: system on
chip (SoC). SoC designs often consume less power, cost less, and are more
reliable than the multichip systems that they are designed to replace. Fur-
thermore, assembly cost is reduced due to the fact that there are fewer pack-
ages in the system.

The key to the SoC approach is integration. By integrating increasingly
more preassembled and verified blocks, which have dedicated functions,
into one chip, a sophisticated system is created in a timely and economical
fashion. Figure 1.3 is a block diagram of a SoC that shows the various
blocks on a chip. As seen in the figure, integrating predesigned and verified
blocks into a large chip is the essence of SoC approach.

A typical SoC chip has one or more microprocessors or microcon-
trollers on board, the brain of the SoC chip. The on-chip processor (e.g.,
an RISC controller) coordinates the activities inside the chip. In some
cases, a dedicated DSP engine, which targets algorithm-intensive signal
processing tasks, may also be found on a SoC chip. Having a large num-
ber of memory blocks is another characteristic of a SoC chip. These mem-
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Figure 1.3. A SoC block diagram.
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ories (ROM, RAM, EEPROM, and Flash) support the SoC’s software
functions. Another indispensable component of a SoC chip is the timing
source, which includes an oscillator and phase lock loop (PLL). It is al-
most always true that one or more PLLs are found on any SoC chip since
most SoC designs are based on synchronous design principle, and clocks
are the key design feature.
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A SoC needs external interfaces, such as industry standard USB,
Firewire, Ethernet, and UART, to communicate with the outside world. A
direct memory access (DMA) controller can be used to route data directly
between the external interfaces and memories, bypassing the on-chip
processor and thereby increasing the data throughput.

If a SoC is designed to interface with devices that have direct contact
with human activities, some analog components, such as ADC or DAC, are
essential. In some cases, on-chip voltage regulators and power management
circuits can be found in a SoC as well.

To tie the components of a SoC together, an on-chip bus architecture is
required for internal data transferring. This is either a proprietary bus or an
industry-standard bus such as the AMBA bus from ARM. Network on a
chip (NoC) is a new approach to SoC design. In an NoC system, modules
such as processor cores, memories, and specialized IP blocks exchange data
using a network as a public-transportation subsystem. The network is con-
structed from multiple point-to-point data links interconnected by switches
such that messages are relayed from any source module to any destination
module over several links by making routing decisions at the switches.

The NoC approach brings a networking solution to on-chip communica-
tion and provides notable improvements over conventional bus systems.
From the viewpoint of physical design, the on-chip interconnect dominates
both the dynamic power dissipation and performance of deep submicron
CMOS technologies. If a signal is required across the chip, it may require
multiple clock cycles when propagated in wires. A NoC link, on the other
hand, can reduce the complexity of designing long interconnecting wires to
achieve predictable speed, low noise, and high reliability due to its regular,
well-controlled structure. From the viewpoint of system design and with the
advent of multicore processor systems, a network is a natural architectural
choice. A NoC can provide separation between the tasks of computation and
communication, support modularity, and IP reuse via standard interfaces,
efficiently handle synchronization issues, and serve as a platform for system
test.

Just as the major hardware blocks are critical, so is the software of a SoC.
The software controls the microcontroller, microprocessor, and DSP cores;
the peripherals, and the interfaces to achieve various system functions.

One indispensable step in SoC development is emulation. Emulation is
the process of using one system to perform the tasks in exactly the same
way as another system, perhaps at a slower speed. Before a SoC device is
sent out to fabrication, it must be verified by emulation for behavior analy-
sis and making predications. During emulation, the SoC hardware is
mapped onto an emulation platform based on a FPGA (or the likes) that
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mimics the behavior of the SoC. The software modules are loaded into the
memory of the emulation platform. Once programmed, the emulation plat-
form enables both the testing and the debugging of the SoC hardware and
the software.

In summary, the SoC approach is primarily focused on the integration of
predesigned, preverified blocks, not on the design of individual compo-
nents. In other words, the keyword is integration, not design.

9. WHAT ARE THE DRIVING FORCES BEHIND THE
SOC TREND?

One of the major driving forces behind the SoC trend is cost. Integrating
more functions into a single chip can reduce the chip count of a system and
thus shrink the package and board cost. It could potentially lower the overall
system cost and make the product more competitive. In today’s consumer
electronic market and in others, better price always provides advantage of
gaining market share. During the past decade (from the late 1990s) or so, the
SoC approach has been proven to be one of the most effective ways of re-
ducing the cost of electronic devices.

The other forces behind this trend include pursuing higher chip perfor-
mance or higher operating frequency. This is owing to the fact that SoC can
eliminate interchip communication and shorten the distances among the on-
chip components, which positively enhances the chip speed. In some cases,
the demand for overall lower system power usage is also a factor for choos-
ing the SoC approach. And, portability is another advantage of the SoC
method. When a system is migrated from an old process to a new one, SoC
can greatly reduce the workload compared to the transfer of several chips.

Overall, SoC chip implementation has enabled many technology innova-
tions to reach the consumer in shorter and shorter time frames.

10. WHAT ARE THE MAJOR TASKS IN DEVELOPING A SOC
CHIP FROM CONCEPT TO SILICON?

The process of developing a SoC chip from concept to silicon is divided into
the following four tasks: design, verification, implementation, and software
development.

Design often starts with marketing research and product definition and is
followed by system design. It ends with RTL coding.

Verification is a means of ensuring that the chip can perform faithfully in
functionality, according to its design specifications. It includes verification
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at the system, RTL, and gate levels, and sometimes even at the transistor
level. This bug-finding struggle continues until the chip is ready to ramp
into production.

Implementation is the process of actually creating the hardware, which
results in an entity that one can see and feel. It includes both the logical and
physical implementations.

Software development is the process of programming the brain of the
SoC (the on-chip processors), or arming the chip with intelligence.

11. WHAT ARE THE MAJOR COSTS OF DEVELOPING
A CHIP?

There are two types of costs associated with the task of developing a VLSI
chip: fixed costs and variable costs.

Fixed costs are also called nonrecurring engineering (NRE) costs. These
refer to the one-time costs of researching, designing, and testing a new prod-
uct. When developing a budget for a project and analyzing if a new product
will be profitable, NRE must be considered. In the chip designing business,
these costs include the engineering design cost (salaries, EDA tools licens-
es, CPU time, disk space, etc.) and mask (reticle) cost. Currently (2006), for
90 nm technology, the mask cost alone is in the neighborhood of one mil-
lion dollars. This fixed cost is nonrefundable and is unrelated to product
volume. To achieve profitability, then, the product must sell well enough to
produce a return that covers at least the initial NRE and the materials and
processing costs to make the initial material.

Variable cost is the cost of manufacturing, testing, and packaging the
production chip. This cost is proportional to volume as every chip needs raw
material for manufacture and tester’s time for testing. This expense must be
paid continually in order to maintain the product’s manufacture.

The NRE or fixed cost represents a significant percentage of the overall
cost of small-volume products. As volume grows, however, the fixed cost is
gradually buried below the surface and the variable cost becomes dominant.

During the early phase of a project, the cost study is a very important,
complex, and sensitive subject. Predicting or estimating the downstream ex-
pense and potential revenue-generating capability of a product with reason-
able accuracy is not a trivial task. Sometimes, it is very hard to make a deci-
sion whether to kill or support a technically promising but market-
unfriendly project as there might always be unknowns. The market is dy-
namic in nature; something unattractive today could be very popular tomor-
row and vice versa.



CHAPTER 2

The Basics of the CMOS
Process and Devices

12. WHAT ARE THE MAJOR PROCESS STEPS IN BUILDING
MOSFET TRANSISTORS?

VLSI chips are manufactured on semiconductor material whose electrical
conductivity lies between that of an insulator and a conductor. The electrical
properties of semiconductors can be modified by introducing impurities
through a process known as doping. The ability to control conductivity in
small and well-defined regions of semiconductor material has led to the de-
velopment of semiconductor devices. Combined with simpler passive com-
ponents (resistors, capacitors, and inductors), they are used to create a vari-
ety of electronic devices.

As addressed in Chapter 1, Question 4, CMOS is the most popular semi-
conductor process. The metal oxide semiconductor field effect transistor
(MOSFET) is the transistor of the CMOS process. MOSFETs are comprised
of channels of n-type or p-type semiconductor material and are thus called
NMOSFET and PMOSFET, or NMOS and PMOS for short. The MOSFET
has emerged as the omnipresent active element for the VLSI integrated cir-
cuit. The competitive drive for better performance and reduced cost has re-
sulted in the scaling of circuit elements to smaller and smaller dimensions.

MOSFET transistors are built through the semiconductor fabrication
process, which is a sequence of multiple photographic and chemical pro-
cessing steps. The electronic circuits are gradually, in this step-by-step man-
ner, created on a wafer of pure semiconductor material such as silicon.

In semiconductor fabrication, the various processing steps are grouped
into four general categories: deposition, removal, patterning, and modifica-
tion of electrical properties. Deposition is any process that grows, coats, or
transfers a material onto the wafer. Available deposition technologies are
physical vapor deposition (PVD), chemical vapor deposition (CVD), elec-
trochemical deposition (ECD), molecular beam epitaxy (MBE), and atomic
layer deposition (ALD).

VLSI Circuit Design Methodology. By Liming Xiu 17
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Removal processes are techniques for removing material from the wafer
either in bulk or selectively. The primary removal method is etching, includ-
ing both wet etching and dry etching. Chemical-mechanical planarization
(CMP) is another removal technique that is used between different process-
ing levels. Patterning is the series of processes that pattern or alter the exist-
ing shape of the deposited materials and is generally referred to as lithogra-
phy. Modifying electrical properties consists of doping a transistor’s source
and drain in diffusion furnaces or by implanting it with ions. These doping
processes are followed by furnace annealing or rapid thermal annealing
(RTA), which activates the implanted dopants. The modification of electri-
cal properties now also includes the reduction of the dielectric constant in
low-k insulating materials via exposure to ultraviolet light.

Modern processes often have more than twenty mask levels with more
than one hundred processing steps. These steps are classified as either fiont-
end or back-end processing. Front-end processing refers to the formation of
the transistors directly on the silicon. Back-end processing is the creation of
metal interconnecting wires, which are isolated by insulating materials, to
connect the transistor formations. The processing steps are grouped roughly
as follows:

Silicon crystal growth
Wet cleaning
Photolithography

Ion implantation

Dry etching

Wet etching

Plasma etching

Thermal treatments (rapid thermal annealing, furnace annealing, and
oxidation)

Chemical vapor deposition
Physical vapor deposition
Molecular beam epitaxy
Electrochemical deposition
Metallization
Chemical-mechanical planarization
Wafer testing

Wafer backgrinding

Wafer mounting

Die cutting
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13. WHAT ARE THE TWO TYPES OF MOSFET TRANSISTORS?

There are two types of MOSFET transistors: NMOS and PMOS. The tran-
sistors are called active devices because they can convert and amplify volt-
age and current. The inductors, resistors, and capacitors are called passive
devices because they only consume energy. All of the functions of a VLSI
CMOS chip, no matter how complex it is, are achieved by these two types
of transistors with the aid of the passive devices. Figure 2.1 shows the sym-
bols of PMOS and NMOS transistors. G, D, and S signify the gate, drain
and source terminals of the transistor.

In an n-well process, the circuits are built on a p-type wafer. In this type
of process, the NMOS transistors are directly fabricated on the wafer,
whereas the PMOS transistors are fabricated in the n-well. Figure 2.2 is the
cross section of a wafer where NMOS and PMOS transistors are fabricated.
The p-substrate is often tied to the lowest voltage of the chip; the n-well is
tied to the highest voltage. The substrate and well are often referred to as the
body or bulk of the MOSFET. Both n and p MOSFETs are four-terminal de-
vices with terminals of source, drain, gate, and body or bulk. When body
and bulk are tied to Vpp and Vg, the fourth terminals (body and bulk) are
not drawn, as in the case of Figure 2.1.

The gate terminal is a layer of polysilicon placed over the channel. It is
separated from the channel by a thin insulating layer of silicon dioxide or sil-
icon oxynitride. When a voltage is applied between the gate and source ter-
minals, the electric field that is generated penetrates the oxide and creates an
inversion channel in the channel underneath. The inversion channel is of the
same type (n or p) as the source and drain and provides a conduit through

D D
G G
S S
NMOS PMOS

Figure 2.1. Symbols for NMOS and PMOS transistors.
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Figure 2.2. A cross section of NMOS and PMOS transistors.

which electric current can flow. Varying the voltage between the gate and
source modulates the conductivity of the channel and, consequently, makes it
possible to control the current flow between the drain and source terminals.

The operation of a MOSFET transistor is classified into three different
modes, depending on the voltages at the gate, source, and drain terminals.
The cutoff (or subthreshold) mode refers to the turned-off MOSFET, where
there is no conduction between drain and source. The linear (or triode)
mode refers to the creation of a channel that allows current to flow between
the drain and source. In this mode the transistor is turned on, and the MOS-
FET operates like a resistor since the source—drain current is linearly propo-
sitional to the drain voltage (at a given gate voltage). The saturation mode
refers to operation in which the drain voltage is higher than the gate voltage
and, thus, a portion of the channel is turned off. When a transistor enters the
saturation mode, the source—drain current is relatively independent of the
drain voltage and is controlled only by the gate voltage. These three operat-
ing modes (regions) are depicted in Figure 2.3. Using these modes, digital
as well as analog circuits are constructed.

The physics of MOSFET transistors have been studied intensively by
process scientists and engineers. From this research, models have been created
to describe MOSFET behavior under different conditions. Circuit designers
can then use these models in their circuit simulations. The most popular mod-
el is the Berkeley short-channel Igfet model (BSIM), which is used in SPICE
simulators for describing the n- and p-channel MOS transistor behavior.

14. WHAT ARE THE BASE LAYERS AND METAL LAYERS?

As discussed in Question 13, base layers are used in front-end processes to
create NMOS and PMOS transistors, whereas metal layers are used in back-
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Figure 2.3. The three operating modes of a MOSFET.

end processes to connect these transistors. After tapeout, each of these lay-
ers requires a dedicated photomask for its patterns.
The base layers are comprised primarily of the following:

® A n-well to define the n-well area, an implanted or diffused region in
the silicon wafer.

An active area to define the region for n- and p-channel devices.

® Poly to define the gates of the devices.

Cont. This is an open area in active area and poly for connecting to
metall.

A tap. This identifies the n-well and substrate cont.

In semiconductor process technology, metal refers to a material with very
high electrical conductivity. When voltage is applied at the ends of metal,
electrons can move around almost freely within the metal. Due to its high
conductivity, metal connects on-chip devices. Aluminum is the most com-
monly used metal; it is the most process-friendly metal and has low resistiv-
ity. Its shortcomings include electromigration and insufficient temperature
resistance. Copper is the metal of choice for advanced processes. Its resis-
tivity is the lowest among the metals. Compared to aluminum, it has lower
resistivity and lower electromigration. However, it is harder to process.

Interconnects in high-density IC chips are formed by multilevel net-
works, as seen in Figure 2.4. For a typical 90 nm CMOS process, there
could be seven or eight levels of metals. Between any two adjacent metal
levels, there is a dedicated layer called via that is used to make the necessary



22 CHAPTER 2 THE BASICS OF THE CMOS PROCESS AND DEVICES

M S A o T C e Ty T

B odn s B oA

CONTIHIIIIE’I’IH]I

Base layers for transistors are below this line

Figure 2.4. SEM cross section showing metal levels.

connection between the two metals. A via is a hole etched in the interlayer
dielectric, which is then filled with metal, usually tungsten, to provide a ver-
tical connection between stacked interconnect metal lines. The group of
metal layers is comprised of the following:

® Metall, the first level of interconnect
Vial, to connect the metall and metal2
Metal2, the second level of interconnect
Via2, to connect the metal2 and metal3
Metal3, the third level of interconnect
Via3, to connect the metal3 and metal4
Metal4, the fourth level of interconnect
Via4, to connect the metal4 and metal5
Metal3, the fifth level of interconnect
Via$, to connect the metal5 and metal6
Metal®6, the sixth level of interconnect
Via6, to connect the metal6 and metal?
Metal7, the seventh level of interconnect



14. WHAT ARE THE BASE LAYERS AND METAL LAYERS? 23

Figure 2.5 shows the detail of a metal cross section. W is the metal width, H
is metal height, and d is the distance between two adjacent, same-layer met-
al pieces. For a metal piece of length L, the resistance associated with it can
be expressed as R = p - (L/A), where p is the metal conductivity and A is the
area of the cross section, or A = W - H. The minimum allowable metal width
W and the minimum distance d (metal pitch) are critical process metrics.
They are scaled accordingly as CMOS transistors scale down from genera-
tion to generation. The gate density of the process is closely related to these
parameters. As shown in the figure, in a newer process, the metal width W
is reduced. Consequently, the associated R increases. To diminish this ef-
fect, the metal height H is increased; this results in the high-aspect-ratio
metal cross section. Along with reduced distance d, these high-aspect-ratio
metals form perfect parallel-plate capacitors, which aggravate cross talk be-
tween the electrical signals traveling through these metal lines.

As the semiconductor industry advances to even finer process geome-
tries, the problems associated with interconnection will become more diffi-
cult. Most challenging for interconnection is the introduction of new materi-
als that meet the requirements of wire conductivity and reduced dielectric
permittivity (a measure of the ability of a material to resist the formation of
an electric field within it). New materials, structures, and processes also cre-
ate new reliability problems (electrical, thermal, and mechanical). Detect-
ing, testing, modeling, and controlling failure mechanisms will be the key to
solving these problems.

Dimensional control is another challenge for present and future intercon-
nect technologies. To extract maximum performance, interconnect struc-
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Figure 2.5. Metal cross section detail.
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tures cannot tolerate profile variability without producing undesirable RC
degradation. This requires tight control of pattern, etch, and planarization.
The control of the interconnect features must be three-dimensional to
achieve the necessary circuit performance and reliability. These dimension-
al control requirements place new demands on high-throughput imaging
metrology for measuring high-aspect-ratio structures. New metrology tech-
niques are also needed for in-line monitoring of adhesion and defects.

As feature sizes shrink, interconnect processes must be compatible with
device road maps and meet the manufacturing targets of the specified wafer
sizes. In summary, the challenges of current and future interconnect tech-
nologies—plasma damage, contamination, thermal budgets, cleaning of
high-aspect-ratio features, and defect tolerant processes—are key practical
concerns in determining manufacturability and in the control of defects
while meeting overall cost and performance requirements.

15. WHAT ARE WAFERS AND DIES?

Silicon is the most essential semiconductor material used in solid state elec-
tronics. Silicon in the form of single-crystal wafer is the basic building
block for IC fabrication. To keep pace with the growth in IC processing
technology, chip size, and circuit complexity, a silicon crystal and a wafer
must be prepared with increasing diameters and improved quality.

A wafer is the circular silicon base upon which chips are manufactured. It
is made from an ingot, which is a cylindrical, single-crystal semiconductor
typically resulting from the Czochralski crystal growth process, as depicted
in Figure 2.6. During this process, high-purity silicon is melted down in a
crucible (made of quartz). Dopant impurity atoms such as boron or phos-
phorus may be added to the molten intrinsic silicon in precise amounts to
dope the silicon, thus changing it into n-type or p-type extrinsic silicon. This
may influence the electrical conductivity of the silicon. A seed crystal
mounted on a rod is dipped into the molten silicon. This seed crystal rod is
continuously pulled upwards and rotated at the same time. The crystal ingot
is then built layer by layer of atoms. By precisely controlling the tempera-
ture gradients, the rate of pulling, and the speed of rotation, a large single-
crystal, cylindrical ingot can be extracted from the melt. This process is nor-
mally performed in an inert atmosphere (such as argon) and in an chamber
made of an inert matherial (such as quartz). Figure 2.7 is a photo of a silicon
ingot.

Using high-precision diamond saws or diamond wires, the ingot is first
shaped and then sliced into wafers with thicknesses on the order of 0.5 mm,
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Figure 2.6. The crystal growth process.

as shown in Figure 2.8. This wafer fabrication process includes the steps of
cutting, grinding, polishing, and cleaning to transform a single-crystal rod
into many circular wafers for manufacture into semiconductor devices. A
wafer is measured by its diameter: 4 inches, 6 inches, 8 inches, or 12 inches.
There is no plan for wafers larger than 12 inches in the near future due to the
technological difficulties of handling super-large-sized silicon “pizzas.”

Figure 2.7. A silicon ingot.
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Figure 2.8. Wafers cut from a silicon ingot.

Inside a wafer, as shown in Figure 2.9, there are many small blocks or
cells. These individual cells are called dies or chips. A die is a small piece of
silicon material upon which a given circuit is fabricated. Typically, integrat-
ed circuits are produced in large batches on a single wafer through various
process steps (see also Questions 12 and 13). The resultant wafer is then cut
into pieces, each containing one copy of the desired integrated circuit. Each
one of these pieces is a die.

Die cutting, or dicing, is the process of separating a wafer of multiple
identical integrated circuits into dies, each containing one of those circuits.
As seen in Figures 2.9 and 2.10, there is a thin, nonfunctional space between

Figure 2.9. A wafer with dies.
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Figure 2.10. A die or chip on a wafer.

the functional parts of the circuits in which a saw can safely cut the wafer
without damaging the circuit. This spacing is called the scribe line. The
width of the scribe line is very small. A very thin and accurate saw is there-
fore required to cut the wafer into pieces. The dicing is performed with a
water-cooled circular saw that has diamond-tipped teeth, as graphically
demonstrated in Figure 2.11.

As explained, the dicing process is usually accomplished by mechanical
sawing. However, laser cutting is another technique. In laser cutting, a high-
powered laser beam is directed at the material. As a result, the material ei-
ther melts, burns, or vaporizes away. The advantages of laser cutting over
mechanical cutting include the lack of physical contact (no material contam-

. Dies

Figure 2.11. Diamond sawing.
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ination), a high level of precision (there is no wear on the laser), and the re-
duced risk of warping the material that is being cut as it produces a reduced
heat-affected zone. The disadvantage of laser cutting is primarily the high
energy required.

Following the dicing process, the individual silicon chips are encapsulat-
ed into packages, which are then suitable for building electronic devices.

16. WHAT IS SEMICONDUCTOR LITHOGRAPHY?

As discussed in Questions 12, 13, and 14, the fabrication of an integrated
circuit requires a variety of physical and chemical processes to be per-
formed on a silicon substrate. In general, the various processes fall into four
categories: film deposition, removal, patterning, and doping. Films of both
conductors (polysilicon, aluminum, and copper) and insulators (various
forms of silicon dioxide, silicon nitride, and others) connect and isolate tran-
sistors of the circuit. Selective doping of various regions in the silicon
changes the conductivity of the affected regions. By performing the various
process steps in certain sequences, millions of transistors can be built and
wired together to form the complex circuitry of a modern electronic device.
Fundamental to these processes is lithography, which is the formation of
three-dimensional images on the substrate for subsequent transferring of
patterns to the substrate.

Semiconductor lithography is a process of drawing patterns on a silicon
wafer. The patterns are drawn with a light-sensitive polymer called photore-
sist. To build the complex structures required for an integrated circuit, the
lithography and etch-pattern transferring steps are typically repeated 20-30
times. Each pattern printed on the wafer must align with the previously
formed patterns. Step-by-step, the conductors, insulators, and selectively
doped regions are slowly built up to form the final devices.

The overwhelming technology choice for performing this patterning is
optical lithography. It is basically a photographic process by which the
light-sensitive polymer (photoresist) is exposed and developed to form
three-dimensional images on the substrate. Ideally, the photoresist image
should have the exact shape of the intended pattern in the plane of the sub-
strate. The final photoresist pattern is binary: parts of the substrate are cov-
ered with resist while other parts are completely uncovered. This binary pat-
tern is necessary for pattern transfer as the parts of the substrate covered
with resist will be protected from etching, ion implantation, or other pattern
transfer mechanisms.

The photomask is an essential component in semiconductor lithography.
It contains the detailed blueprint of the designed circuit. Using the pho-
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tomask, specific images of detailed devices are transferred onto the surface
of the silicon wafers by means of photolithography. The principle of pho-
tomasking is similar to photography in many ways. A photomask is used
just like the negative in photography that captures specific images for later
reproduction. In photography, multiple copies of photos are reproduced us-
ing the original image captured on the negative. Likewise, a photomask pro-
duces duplicate images or patterns onto the silicon wafers. A single pho-
tomask plate produces identical images on thousands of wafers. As the
quality of the finished photograph is determined by the quality of the origi-
nal film, the quality of the photomask determines the ultimate quality of
semiconductor chips.

The material used for building photomasks is a quartz plate upon which
detailed images or patterns are formed. The patterns or images are then
transferred onto the wafer surfaces by shining light through the quartz plate
as depicted in Figure 2.12, just as negative film projects images onto photo-
graphic paper.

In the mass production of integrated circuits, photomasks are also called
photoreticles, or reticles for short. Reticles are created by very complicated
and expensive machines. Each reticle contains only one layer of the circuit.
A set of reticles, each defining one pattern layer, is fed into a photolithogra-
phy stepper or scanner and individually selected for exposure to form the
desired pattern on the wafer. Circuit elements (transistors, capacitors, and
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Figure 2.12. The optical lithography system.
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resistors) are created by those patterns of many layers. A complete design
can require more than 20 masks in a modern CMOS process. Figure 2.13 is
the metall mask of a 0.35 pm technology.

The general step sequence for a typical optical lithography process is
substrate preparation, photoresist spin coating, prebaking, exposure, post-
exposure baking, development, postbaking, and etching and implanting. Af-
ter the final step of photoresist stripping, the pattern is transferred to the un-
derlying layer. This sequence of steps is shown graphically in Figure 2.14.

To expose the photoresist through the photomask, several techniques
have been used during the history of the lithography: contact printing, prox-
imity printing, and projection printing. Contact lithography offers high reso-
lution. But practical problems such as mask damage and the resultant low
yield make this process unusable in most production environments. Proxim-
ity printing reduces mask damage by keeping the mask a small distance
above the wafer. However, the resolution limit is increased, making proxim-
ity printing insufficient for today’s technology.

By far the most common method of exposure is projection printing. Pro-
jection lithography derives its name from the fact that an image of the mask
is projected onto the wafer, as shown in Figure 2.12. Projection lithography
gradually became a valuable alternative to contact and proximity printing in
the mid 1970s when the advent of computer-aided lens design and improved
optical materials allowed the production of lens elements of sufficient qual-
ity to meet the requirements of the semiconductor industry. There are two
major classes of projection lithography tools: scanning and step-and-repeat

Figure 2.13. A metall mask.
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Figure 2.14. The sequence of major steps in a typical lithography process.

systems. Scanning projection printing employs reflective optics to project a
slit of light from the mask onto the wafer as the mask and wafer are moved
simultaneously past the slit. Exposure dose is determined by the intensity of
the light, the slit width, and the speed at which the wafer is scanned. These
early scanning systems are 1:1 (the mask and image sizes are equal). The
step-and-repeat system, or stepper for short, exposes the wafer one rectan-
gular section (image field) at a time and can be 1:1 or a reduction. Stepper
systems employ refractive optics (lenses) and are quasimonochromatic.
Both scanning and step-and-repeat systems are capable of high-resolution
imaging. Reduction imaging is required for the highest resolution. Figure
2.15 diagrammatically shows the idea of the scanner and step-and-repeat
system.

The step-and-repeat system continued to dominate semiconductor litho-
graphic patterning throughout the 1990s as minimum feature sizes reached
the 250 nm levels. However, by the early 1990s a hybrid step-and-scan ap-
proach was introduced. The step-and-scan approach uses a fraction of the
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Figure 2.15. The scanner and step-and-repeat system.

normal stepper field and then scans this field in one direction to expose the
entire 4% reduction mask. The wafer is then stepped to a new location, and
the scan is repeated. The smaller imaging field simplifies the design and
manufacturing of the lens, but at the expense of a more complicated reticle
and wafer stage. Step-and-scan technology is the technology of choice to-
day for <250 nm manufacturing.

In semiconductor lithography, resolution is the smallest feature that can
be printed on a wafer with adequate control. It has two basic limits: the
smallest image that can be projected onto the wafer and the resolving capa-
bility of the photoresist to make use of that image. From the imaging projec-
tion side, resolution is determined by the wavelength of the imaging light.
During various periods, photomasks have used wavelengths of 365 nm and
248 nm; today’s mainstream high-resolution wavelength is 193 nm. High-
index immersion lithography is the newest extension of 193 nm lithography
being considered.

Other alternatives are extreme ultraviolet lithography (EUV), nanoim-
print lithography, and contact printing. EUV lithography systems that will
use 13.5 nm wavelengths, approaching the regime of X-rays (10-0.01 nm),
are currently under development. Nanoimprint lithography is being investi-
gated as a low-cost, nonoptical alternative. Contact printing may be revived
with the recent interest in nanoimprint lithography.
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After the small patterns have been lithographically printed in photoresist,
they must be transferred onto the substrate. There are three basic pattern
transferring approaches: subtractive transfer (etching), additive transfer (se-
lective deposition), and impurity doping (ion implantation). Etching is the
most common approach. A uniform layer of the material for patterning is de-
posited on the substrate. Lithography is then performed such that the areas for
etching are left unprotected (or uncovered) by the photoresist. Etching is per-
formed using either wet chemicals, such as acids, or in a dry plasma environ-
ment. The photoresist resists the etching and protects the material covered by
the photoresist. When the etching is complete, the photoresist is stripped,
leaving the desired pattern etched into the deposited layer (see Figure 2.14).

Additive processes are used whenever workable etching processes are
not available. In this method, the lithographic pattern is applied where the
new layer is to be grown (by electroplating in the case of copper). Stripping
of the photoresist then leaves the new material as a negative version of the
patterned photoresist. Doping involves the addition of controlled amounts
of contaminants that change the conductive properties of a semiconductor.
Ion implantation uses a beam of dopant ions directed at the photoresist-pat-
terned substrate. The photoresist blocks the ions, but the areas uncovered by
resists are embedded with ions. This can create the selectively doped re-
gions that make up the electrical heart of the transistors.

In summary, the importance of semiconductor lithography can be appre-
ciated in two ways. First, due to the large number of lithography steps need-
ed in IC manufacturing, lithography typically accounts for large percentage
of the chip’s manufacturing cost. Second, lithography tends to be the techni-
cal limiter for further advances in feature size reduction (and consequently,
the transistor speed and silicon area). Although lithography is not the only
technically critical and challenging process in the IC manufacturing flow,
historically, advances in lithography have guided the advances in integrated
circuit’s performance and cost.

17. WHAT IS A PACKAGE?

A package is the housing of a semiconductor chip. It protects and preserves
the performance of the semiconductor devices from electrical, mechanical,
and chemical corruption or impairment. It also electrically interconnects the
chip with outside circuitry. Further, it is designed to dissipate heat generated
by the chip. Package design is becoming increasingly significant as well as
difficult as device performance, complexity, and functionality increase with
each generation of technology.
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Structurally, a package is a plastic, ceramic, laminate, or metal seal that
encloses the chip or die inside, as depicted in Figure 2.16. The package can
protect the chip from contamination or damage by a foreign material in the
environment. It is a medium to host the chip or die on the printed circuit
board (PCB). Packages can be classified into two categories, according to
the way in which they attach to the PCB. In pin-through-hole (PTH) pack-
ages, pins are inserted into through-holes in the board and soldered in place
from the opposite side of the board. Surface-mount-technology (SMT) pack-
ages have leads that are soldered directly to the metal leads on the surface of
the circuit board. SMT packages are generally preferred.

During the IC packaging process, the following operations are per-
formed: die attaching, bonding, and encapsulation. Die attaching is the step
during which a die is mounted and fixed to the package or support structure.
Bonding is the process of creating interconnections between the die and the
outside world. Encapsulation refers to the die being encapsulated with ce-
ramic, plastic, metal, or epoxy to prevent physical damage or corrosion.
This term is sometime used synonymously with “packaging.”

There are two different approaches for IC bonding: wire bonding and
flip-chip bonding. Figure 2.17 shows a photo of a wire-bonded package.
Wire bonding is the technique of using thin wire and a combination of heat,
pressure, and/or ultrasonic energy to make the interconnection between the
die and package. The wires are made of gold, aluminum, or copper. Wire di-
ameters start at 15 pm and may increase to several hundred micrometers for
high-powered applications. There are two main classes of wire bonding:
ball bonding and wedge bonding. In both types, the wire is attached at the
ends using some combination of heat, pressure, and ultrasonic energy to
make a weld. Figure 2.18 shows the contact points for both ball and wedge
bonding. Wire bonding is generally considered the most cost-effective tech-
nology, and it is currently used to assemble the vast majority of semicon-
ductor packages.

Die Passivation

Interconnects Die attach
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Figure 2.16. A die inside a package.



17. WHAT IS A PACKAGE2 35

Wire

Contact
points

Figure 2.17. A wire-bonded package.
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Figure 2.18. Ball and wedge bonding.
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Flip-chip bonding is the type of mounting technique that does not re-
quire any wire bonds. It is the direct electrical connection between the
face-down die and the substrate or circuit board, through the conductive
bumps on the chip’s bond pads. This idea is depicted in Figure 2.19. The
space between the die and the substrate is filled with a nonconductive un-
derfill adhesive. The underfill protects the bumps from moisture or other
environmental hazards and provides additional mechanical strength to the
assembly. However, its most important purpose is to compensate for any
thermal expansion difference between the chip and the substrate. The un-
derfill mechanically locks together the chip and the substrate so that dif-
ferences in thermal expansion do not break or damage the electrical con-
nection of the bumps.

The advantages of the flip-chip technique include small size, high perfor-
mance, great flexibility, and high reliability. Flip-chip packages are smaller
because the package and bond wires are eliminated, thus reducing the re-
quired board area and resulting in far less height. Weight is reduced as well.
By eliminating the wire bonds, the signal paths are significantly shortened
and, thus, greatly trim the delaying inductance and capacitance of the inter-
connection. This results in high-speed off-chip interconnections and, thus,
high performance. In the case of wire bonds, the I/O connections are limited
to the perimeter of the die, driving the die sizes up as the number of connec-
tions increases. Flip-chip connections can use the whole area of the die, ac-
commodating many more connections on a smaller die. Mechanically, the
flip-chip connection is the most rugged interconnection method.

The major “care-abouts” for package design include thermal, electrical,
mechanical, and cost. The power consumed by a chip is converted into heat.
This generated heat causes a rise in temperature. A semiconductor device
operates normally as long as the temperature does not exceed an upper lim-
it, which is specified as the ambient temperature and the temperature of the
junctions inside the device. When this upper limit is exceeded, the semicon-
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Figure 2.19. Flip-chip bonding.
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ductor device stops operating normally and becomes damaged. Therefore, it
is necessary to successfully dissipate the generated heat so as to keep the
temperature within the specified limits.

The thermal management of the package is crucial since it must transfer
the generated heat to outside world quickly and efficiently. As a chip’s gate
density increases with CMOS scaling, this problem becomes more challeng-
ing since high-density design consumes more power, and smaller systems
have reduced airflow and heat-sinking capabilities. A parameter of thermal
resistance is defined as ©,, = (T, — T,)/P, where T, and T, are the tempera-
tures of any two points in the package environment and P is the power usage
of the chip.

There are three basic temperatures in package design: junction tempera-
ture T;, case temperature 7, and ambient temperature 7,. Correspondingly,
the three crucial thermal resistances are 0;;, ®,, and ©;,. The thermal resis-
tance between the junction and the case is determined by the structure of the
device and the material of the package, and it is a fixed value after the chip
and package are determined. However, the thermal resistance between the
case and the ambient air can vary greatly according to the mounting condi-
tions. For example, radiator attachment is often used to route the heat from
the case surface to ambient air for high-power designs. Typically, maximum
junction temperature is one of the requirements in the specification of a
package design. Currently, 105°C is the recommended maximum junction
temperature for advanced CMOS technology.

Electrically, the need for greater and faster interconnects to and from the
chip and the need for more effective management of the mixed signals and
high-frequency behavior are critical factors in package development. In ad-
dition to these considerations is packaging cost. Packaging cost is a signifi-
cant part of overall chip cost. It must be treated seriously during the plan-
ning and cost analysis stages of a chip project. It should be as low as
possible for a better profit margin.

The commonly used package types appear in Figures 2.20 through 2.29.

Figure 2.20. DIP, dual in-line package.
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Figure 2.24. PLCC, plastic leadless chip carrier.
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Figure 2.25. TSOP, thin small outline package.

RN

Figure 2.26. PGA, pin grid array.

Figure 2.27. BGA, ball grid array.
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Figure 2.28. flip chip.
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Figure 2.29. SiP, system in package.



CHAPTER 3

The Challenges in
VLSI Circuit Design

18. WHAT IS THE ROLE OF FUNCTIONAL VERIFICATION IN
THE IC DESIGN PROCESS?

IC design is the process of building miniaturized electronic components
(transistors, capacitors, resistors, diodes, and inductors) on a monolithic
semiconductor substrate by photolithography. When properly interconnect-
ed, these components can form complicated electrical networks for achiev-
ing desired functions. In general, IC design is divided into the categories of
digital and analog design. Digital design produces components such as mi-
croprocessors, memories, and digital logics.

In digital designs, the main focus is the logical correctness of a design,
along with its density, speed, and power usage. Analog designs, on the other
hand, are more concerned with the physics of the devices, such as the gain,
matching, power dissipation, and resistance. Analog design typically refers
to the design of such components as op-amps, linear regulators, phase-
locked loops, oscillators, and active filters. Fidelity of the analog signal am-
plification and filtering is critical.

The term functional verification refers to the verification of digital de-
signs only. Analog designs have their own verification approaches, which
are significantly different from what is discussed here. Modern ICs are
enormously complicated, leading to the extensive use of automated design
tools in the IC design process. This is especially true for large SoC designs
(which are digital in nature).

Among the many aspects of digital IC design, one of the crucial tasks is
functional verification. It is a process of proving that the chip we designed
can faithfully perform the functions defined in production specification.
Or, seen from another angle, it is a process of finding design problems, or
functional bugs, which are introduced unintentionally during the chip de-
sign process. The two types of questions that functional verification asks
are:

VLSI Circuit Design Methodology. By Liming Xiu 41
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1. Does a design operate correctly?
2. Are two models of design under verification logically equivalent?

Functional verification only deals with logical and sequential properties of
the design; it ignores the timing, layout, power, and manufacturing consider-
ations. Verification involves three groups of specialists: architects who de-
fine what is intended, design engineers who implement the circuit to perform
what is intended, and verification engineers who confirm that the circuit can
perform what is intended. The functional verification of large-scale digital
designs can be a very difficult task. It can be an NP-hard (nondeterministic,
polynomial-time hard, a term from computational complexity theory) prob-
lem, for which no solution can be found that works well in all cases. In most
projects, functional verification takes the majority of time and effort.

The difficult problem of functional verification in digital designs can be
attacked using several methods as presented below. None of them can be
applied to all of the designs, but each is helpful in certain circumstances:

® Logic simulation. Simulate the logic using a simulator before the hard-
ware is built.

® Simulation acceleration. Apply special-purpose hardware to aid the
logic simulation process.

® FEmulation. Build a version of system using programmable logic (or
other means) to emulate the real hardware. It is usually orders of mag-
nitude faster than simulation.

® Formal verification. Attempt to prove mathematically that certain re-
quirements are met or that certain undesired behaviors cannot occur.

® [int. Flag suspicious HDL language usage that may indicate design
problems.

® (Coverage check. Check the percentage of functions or HDL codes that
have been executed by simulation (or other means).

® Prototyping. No system is fully verified until physically operating in a
real application environment for a decent period of time. Although
simulation and emulation offer the benefit of flexibility, extensive ob-
servability in an environment fully integrated with design tools
through hardware prototyping bridges the gap between the real world
and the simulation environment and reduces the time and effort spent
in verification.

Among these, simulation-based verification is widely used to study the
design. In this method, a stimulus is provided to exercise each line in the
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HDL code. Then a test bench is built to functionally verify the design by
providing meaningful scenarios to check that, given certain inputs, the de-
sign performs to the specification. A simulation environment is typically
composed of several components, as shown in Figure 3.1.

The purpose of the generator is to generate input vectors (stimuli) to acti-
vate the system under study. Modern generators can generate valid, biased,
and random stimuli. In certain cases, randomness is necessary to achieve a
high distribution over the huge space of the available input stimuli. In this
approach, the user intentionally underspecifies the requirements for the
tests. The generator randomly fills the gap. This mechanism allows the gen-
erator to create inputs that reveal the bugs not being searched for directly by
the user. Generators can also bias the stimuli toward specific design corner
cases to further stress the logic.

The driver translates the stimuli produced by the generator into the actual
inputs for the design under verification. The generator may create inputs at a
high level of abstraction, such as at the transactions level. The driver con-
verts this type of input into actual design inputs as defined in the design in-
terface’s specification.

The simulator, which reads the design description in the format of HDL
code or design netlist, produces the outputs of the design based on the de-
sign’s current state (the state of the internal flip-flops) and the injected inputs.

The monitor converts the state of the design and its outputs to a transac-
tion abstraction level for storage in a scoreboard database, which can be
checked later on.

The checker validates that the contents of the scoreboard are legal. In
some cases, in addition to the input stimuli, the generator also creates ex-
pected results. In these cases, the checker must validate that the actual re-
sults match the expected ones.

The arbitration manager manages these components to make them work
together seamlessly.

At the end of verification process, different coverage metrics are defined
and measured to assess the completeness of the verification process. This

e
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Arbitration manager

Figure 3.1. The simulation environment.
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includes function coverage to check if every function has been exercised,
statement coverage to check if each line of HDL code has been exercised,
and branch coverage to check if each direction of every branch has been ex-
ercised. None of these metrics is sufficient to prove that a design will cer-
tainly work, but they are helpful in pointing out the areas of HDL code that
have not been tested.

In practice, the task of verification must be carried out throughout chip
development: during system design stage, during the logic design stage, af-
ter logic synthesis, and after the place and route stage. Verification can be
performed at different levels during these stages: system level, RTL level,
gate level, and even transistor level.

As the size of VLSI design projects increase and integration levels deep-
en, chips will function more and more like systems. Consequently, the veri-
fication task is divided into two categories: IP standalone verification and
SoC verification. In this divide-and-conquer approach, the IP verification
focuses on verifying the IP block’s behavior against its specification. The
SoC verification checks the interconnections of various on-chip IPs. It also
checks for unexpected interactions between IPs.

As the SoC integration level increases, functional verification at the sys-
tem level is drawing more attention and Electronic System Language (ESL)
will definitely emerge as a standard tool in the near future, which may help
ease some of the pain in architecture exploration and system-level verifica-
tion.

In summary, verification is a very significant aspect of the chip develop-
ment project. It is a never-ending process carried out until the chip is ready
for production. In some cases, functional bugs are continually found even
after the design is already being used in the field as a qualified product.
More than one-half of the chip development effort in large SoC projects is
often spent on verification.

19. WHAT ARE SOME OF THE DESIGN INTEGRITY ISSUES?

As design geometry shrinks and chip speed increases, electric signals inside
the circuit experience a totally different environment than they did in the
past. First of all, the circuit speed depends more on interconnecting wire de-
lay than on logic gate delay. As process geometry gets smaller, the intercon-
necting wires correspondingly get closer, as shown in Figure 2.5 (see also
Question 14 in Chapter 2). Thus, the cross coupling through the coupling
capacitance between the wires has become more severe. This interference
between different signal paths certainly degrades signal quality. For exam-
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ple, interference can make the device operate incorrectly, more slowly, or
even fail completely; and it can create yield problems. This cross talk prob-
lem is the most crucial issue in the design integrity arena.

Electromigration (EM) is another design integrity issue. It is the unwant-
ed transport of material caused by the gradual movement of the ions in a
conductor (such as the copper and aluminum used in ICs) due to the mo-
mentum transferring between conducting electrons and diffusing metal
atoms. Electromigration decreases the reliability of ICs. It leads to the even-
tual loss of one or more circuit connections and, consequently, the failure of
the entire circuit. Because layout geometries are smaller now, the current
densities inside wires are correspondingly higher. As a result, the practical
significance of the electromigration problem increases.

For any chip to function correctly, the logic cells inside the chip must
be provided with adequate power supply voltage. This task of power dis-
tribution over the chip is achieved by the power grid (made of metals) on
the chip. When electrical current flows through a metal (which behaves as
a resistor), it produces a voltage difference between the ends of this metal.
This voltage difference is referred as the /R drop. The degree of IR drop
over the power grid must be within a certain limit so that an acceptable
voltage level can reach the cells on the chip. Otherwise, the chip perfor-
mance degrades. Since there are often large currents present in the power
grid geometries, the power busses are especially sensitive to /R drop, as
well as to EM.

Another design integrity issue is associated with the gate oxide of a tran-
sistor and is referred as gate oxide integrity (GOI). A GOI check is a method
of checking that none of the on-chip MOS transistor gates experience volt-
ages higher than they are designed for, for extended periods. Such occur-
rences could damage the gate structure and cause the chip to fail.

Electrostatic discharge (ESD) also is a serious issue in solid-state elec-
tronics. It is the sudden and momentary electric current that occurs when an
excess of electric charge finds a path from an object at one electrical poten-
tial to another object at a different potential. ESD events occur only among
insulated objects that can store electric charge, not among conductors. Be-
cause transistors within IC chips are made from semiconductor materials of
silicon and insulating materials such as silicon dioxide, they can suffer per-
manent damage when subjected to the high voltages of ESD events. Manu-
facturers and users of integrated circuits must take precautions to avoid this
problem. During IC design and the implementation stage, special design
techniques are employed so that device input and output pins, which are ex-
posed to the outside world and subjected to ESD events, are not damaged
from such events.
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The problem of latch-up also falls into the design integrity category. It is
the unintended creation of a low impedance path between the circuit’s pow-
er supply rails. Such an occurrence of a low impedance path can trigger cer-
tain parasitic devices within the circuit structure, which then act as a short
circuit and lead to failure. Worst of all, this large short-circuit current can
lead to a circuit’s destruction. Thus, during the design phase, a circuit is de-
signed to be latch-up resistant. Layers of insulating oxides that surround
both the NMOS and the PMOS transistors can break the parasitic structure
between these transistors and thus prevent the latch-up.

As circuit speeds approach several hundreds MHz or even GHz, the in-
ductance effect of the wires emerges as another design integrity problem.

These problems are the major issues in the design integrity arena. There
are some other issues either not mentioned here or that will emerge as
process technology continues to advance. These design integrity problems
either cause the chip to malfunction immediately or impair the life span of
the chip. They are among the reasons that make today’s VLSI circuit design
very challenging.

20. WHAT IS DESIGN FOR TESTABILITY?

During the chip development process, the designers must not only guarantee
the chip’s functionality, but they also must ensure its testability for volume
production. The extra effort that designers incorporate into the development
process for this purpose is called design for testability, or DFT.

Design for testability is an essential part of any production chip since the
IC manufacturing process is inherently defective. If this extra circuitry of
testability is not presented in the design, the chip manufacturer cannot confi-
dently deliver the chip to its customer. If a bad part, or malfunctioning chip,
is delivered to a customer and the customer uses this part to build a system
and eventually sell this system to end users, the resultant financial damage
could be significant. In volume production, if bad parts are accidentally de-
livered to a customer often and exceed certain levels, profits can vanish.

The action of design for testability is to add extra circuitry inside the chip
so that the chip can be tested after the manufacturing process. If the chip
does not behave as expected, it is scrapped. The financial damage is much
smaller and controlled using this approach.

Design for testability targets problems introduced in the chip manufactur-
ing process, as depicted in Figure 3.2. It is not intended for discovering
functional bugs. In other words, it focuses on the chip’s structural defects,
not on logic flaws. Although design for testability cannot completely guar-
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antee the safety of the chips delivered to the customer, it can significantly
diminish the defect part per million (DPPM) level.

Before the dies are cut from the wafer and sent to the automated test
equipment (ATE) for individual testing, they are subjected to preliminary
electrical and burn-in testing. Burn-in is a temperature/bias reliability stress
test used in detecting and screening potential early life failures. This is
called wafer-level testing and burn-in.

Wafer-level testing employs a wafer probe to supply the necessary elec-
trical excitation to the die on the wafer through hundreds or thousands of ul-
tra-thin probing needles that land on the bond pads, balls, or bumps on the
die. During the wafer-level testing and burn-in, the electrical bias and exci-
tation required by the devices are delivered directly to the interconnection
points of each die on the wafer. The required die temperature elevation is
achieved by the wafer probe through a built-in hot plate that heats up the
wafer to the correct junction temperature. [In contrast, during the testing of
individual ICs, electrical bias and excitation are provided by the ATE to the
device under test (DUT) by mechanically contacting its leads.] In burn-in,
the units are placed on burn-in boards, which in turn are placed inside burn-
in ovens. The burn-in ovens provide the electrical bias and excitation need-
ed by the devices through these burn-in boards.

Wafer-level testing and burn-in is a prescreen test. Only parts that pass
this test undergo back-end processing (assembly and final test). They also
provide additional information on identifying design and process problems.
Figure 3.3 shows an example of the testing results from wafer-level testing.
Among the dies on this wafer, the lighter boxes represent the good dies and
the bad dies are the dark boxes. Such information is helpful during the de-
sign and process development phases for debugging purposes.
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Good die
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Figure 3.3. Test results of dies on a wafer.

21. WHY IS REDUCING THE CHIP’S POWER CONSUMPTION
SO IMPORTANT?

Ideally, when designing a chip, we want the chip to use the least power pos-
sible without sacrificing chip performance. In general, better performance
and higher speed require greater power consumption. Greater power con-
sumption in turn demands more sophisticated cooling systems, more expen-
sive packaging, and larger batteries if the chip is used for mobile applica-
tions. Therefore, one of the challenges in designing VLSI chips is to
minimize the power usage by all means possible and make the chips envi-
ronmentally friendly.

There are certain techniques for doing this but they are performed at the
expense of other design merits such as area, speed, or design complexity.
However, in some cases, smarter architecture at the system level can
achieve the goal of significantly reducing the power usage without negative-
ly impacting other design aspects.

This issue of cutting down a chip’s power usage will become increasing-
ly important as future devices are more power sensitive. It will become
more of a problem, too, as leakage current gains influence on the overall
power consumption of shrinking process geometries.
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22. WHAT ARE SOME OF THE CHALLENGES IN
CHIP PACKAGING?

As addressed in Chapter 2, Question 17, a chip package is a housing in
which the chip resides for plugging into (socket mount) or soldering onto
(surface mount) the printed circuit board. As we approach the scenario of
having hundreds of millions of transistors, thousands of 1/Os, and hundreds
of watts of power on a chip, we face the challenge of how to package these
monster chips. Among the challenges are how to minimize the signal distor-
tion introduced by the package, how to package the chip economically (in
the least expense way), how to conduct the heat out of the chip efficiently,
and how to reduce the footprint of the package.

In addition to these challenges, there is the trend of chip and package
codesign. This trend is driven by the fact that low-power, high-speed de-
signs are becoming the mainstream of the modern chip design business. The
power supply voltage for designs of 90 nm and below could be as low as 1
V. At this voltage level, the IR drop introduced by the package power plane
must be factored into the chip design. Also, as the data rate gears up to tens
of Gb/s (with rise and fall times of about 10 ps), the package exhibits com-
plex behavior that can not be faithfully predicted by a simple, lumped-ele-
ment circuit but requires an electromagnetic field solution. This package-re-
lated signal integrity impact on chip performance must be considered during
chip design.

There is also an increasing interest in the multiple, stacked-die system-in-
package (SiP) method as a realistic alternative to the SoC approach. This is
also known as the multichip module (MCM). As shown in Figure 3.4, a large
system might require functional blocks of digital logic, processors, large
amount of memory, and some analog functions. Traditionally, the system
could be constructed using discrete components of individual packages. The
system-on-chip (SoC) approach integrates the functional blocks in one chip.
Thus, it could significantly reduce the overall system cost. However, to fur-
ther trim down the cost, the SiP approach, which packs multiple dies into
one package, could offer an attractive alternative. The chips are stacked ver-
tically or placed horizontally alongside one another inside the package.
They are internally connected by fine wires that are buried in the package or
by using solder bumps to join the stacked chips together.

The potential cost saving comes from this fact: each functional block is
designed and implemented in its appropriate technology. For example, a
processor can be implemented in the most advanced digital process, where-
as digital logic could be built on a process one or two generations behind.
Memory would be constructed by a memory-oriented process that is three or
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Figure 3.4. The system-in-package approach.

more metal layers less than the digital process. Analog functions could be
designed in an analog-friendly process. Using this SiP approach, the overall
system performance would improve since each function would be built with
its own special process. Additionally, the test cost could be lower since dies
with different functions are tested separately. And, finally, the yields could
be higher since the different dies would be manufactured independently.
However, there are trade-offs between SoC and SiP. In a real application en-
vironment, the optimum solution can only be achieved through detailed
analysis, case by case.

23. WHAT ARE THE ADVANTAGES OF DESIGN REUSE?

As IC design practice gears toward higher performance, increasing com-
plexity, and higher integration (higher density), the tools and methodologies
that designers use in this practice struggle to keep pace. Managing the for-
midable design complexity is a major challenge in modern IC design. De-
sign reuse is a strategy that helps bring the design effort back within reach.
Design reuse is the approach of using previously designed, verified, and
even laid out blocks in a new design project. Its advantages include: short-
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ening the design and verification cycle, shortening the physical design cycle
in the case of layout-ready blocks, shortening the software development cy-
cle, and reducing risk. Design reuse makes it faster and cheaper to design
and build a new product since the reused components are not only already
designed but also tested.

Reusability enables designers to build larger parts from smaller ones. In
a reusable design, a function is common to or duplicated in several appli-
cations. Developers can reuse a component in similar or completely differ-
ent applications. For example, a component designed as part of a general
DSP processor unit can be reused in a handheld device or a set-top box.
Reusability encourages designers to identify commonalities among their
different applications and use these commonalities to build systems faster
and cheaper.

As a methodology, design reuse involves the tasks of building, packag-
ing, distributing, installing, configuring, deploying, maintaining, and up-
grading reusable modules.

The widely adapted intellectual property (IP) approach is one example of
design reuse. IPs are classified as soft, hard, or netlist. Soft IP is defined as a
design block with only HDL description. Hard IP is the mask-layout-ready
block, whereas netlist IP refers to a design block with a gate-level netlist but
without layout. These different IP styles each have their own advantages
and disadvantages. For example, soft IP is flexible; it can be migrated to
new technology nodes without too much pain. Hard IP is usually perfor-
mance or area optimized, but it is difficult to migrate.

The IP-enhanced design methodology has been used widely in chip de-
sign. In modern SoC chip designs, there is hardly a case without some type
of IP incorporated. There are many strategically significant [Ps available
from various vendors, such as ARM processors (used mostly in embedded
applications). IP reuse is a proven methodology that has improved design
productivity notably.

Although design reuse is one of the most efficient ways of easing the
time-to-market pressure, this approach is not without its challenges. The
major problems are security and compatibility. The silicon vendors, IP
providers, and EDA industry have already realized this problem and are
now working together to create a standard for IP interchange.

24. WHAT IS HARDWARE/SOFTWARE CODESIGN?

Hardware/software codesign is defined as the simultaneous design of both
hardware and software to implement a desired system. It is an interdiscipli-



52 CHAPTER 3 THE CHALLENGES IN VLSI CIRCUIT DESIGN

nary activity that brings concepts and ideas from different disciplines (such
as system modeling, hardware design, and software design) together to cre-
ate an integrated IC design system. As the leading feature of modern SoCs
is the embedded microprocessor, which has both hardware and software
contents, hardware/software codesign has moved from an emerging disci-
pline to a mainstream technology. Hardware/software codesign also goes
hand in hand with coverification, which is the simultaneous verification of
both hardware and software.

The embedded microprocessors-based design practice separates the com-
plex design problems into two subproblems: the design of the embedded mi-
croprocessors and the design of software that runs on the processors. Gener-
ally speaking, for an SoC-based system, software is used for features and
flexibility, whereas hardware is used for performance. Without careful de-
sign considerations of the trade-offs between hardware and software, the re-
sultant silicon could be too slow (not enough throughput), or too fast (more
expensive than necessary). Return on investment (ROI) is only achieved
when both hardware and software are working together effectively in the
field.

Traditionally, the approach is to first develop the hardware platform and
then write the software that runs on it. This method makes it easy for soft-
ware engineers since they are working with a fixed execution engine and ro-
bust development tools. However, this sequential development of hardware
and software leads to a prolonged development cycle that could miss the
market window. Furthermore, the potential hardware errors that are detected
during software work could force the development cycle to reset back. This
bug fix in a later stage is very costly and could put projects in an unfavor-
able competitive position. Thus, concurrent hardware/software development
is a requirement for modern SoC designs. Any chip vendor who can suc-
cessfully achieve this goal will have a noticeable time-to-market advantage.

The design flow for the codesign approach could be shown in Figure 3.5.
The codesign process starts with specifying system behavior. Then the sys-
tem is divided into smaller subsystems of hardware and software. During
the early stage, designers often strive to make everything fit in software and
offload only crucial parts of the design to hardware to meet speed, power,
size, and cost constraints. After the initial hardware and software partition,
cost analysis is performed, which is based on estimations of hardware and
software implementations. Hardware cost metrics are development time,
chip area, power consumption, and testability. Software cost metrics include
execution time and the amount of required program and data memory.

Following the cost estimation, hardware and software specifications are
composed, the hardware is synthesized, and the software is compiled for the
targeted processor. Finally, the hardware/software cosimulation is per-
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Figure 3.5. The hardware and software codesign approach.

formed. If the performance constraints are met and the cost of the design is
acceptable, the codesign process stops. Otherwise, a repartitioning step is

executed. During this repartitioning process,

algorithms produce a number

of different solutions in a brief expanse of computation time. This enables
the designers to compare different design alternatives to find appropriate so-
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lutions for different objective functions (e.g., high performance, low cost, or
low power). This optimization process is continuously performed until a
sufficient system implementation is found. From this discussion, it is clear
that a unified design methodology, or a system-level design language, that
supports specification, covalidation, and cosynthesis of both hardware and
software is the foundation of the hardware/software codesign approach.

As SoC systems become more complex with more embedded processors,
the boundary between hardware and software increasingly blurs. For an ef-
ficient final implementation, engineers must have an appreciation of both
the hardware and software aspects of a processor-based system design.

25. WHY IS THE CLOCK SO IMPORTANT?

A clock is an electric signal that oscillates between a high state and a low
state. It is usually a square wave with a predetermined period (frequency),
as shown in Figure 3.6. In synchronous digital circuits, the clock signals co-
ordinate the actions of all the circuit components on a chip. The circuits be-
come active at either the rising edge, the falling edge, or both edges of the
clock signals for synchronization. The issue associated with clock signals is
the most important design factor in any VLSI chip design.

Synchronization is a task in timekeeping that requires the coordination of
events to operate a system in a harmonic fashion. In an electronic circuit in
which millions of events occur every second, the synchronization of these
events is the key to achieving the desired functions. During the process of
synchronization, for some applications, relative timing offsets between
events must be known or determined. For others, only the order of the
events is significant.

The synchronous design principle can significantly simplify the imple-
mentation task in chip design. The design and verification burden are eased

Period or frequency
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Figure 3.6. A clock signal waveform.
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greatly. This is especially true for large SoC designs in which design com-
plexity is dreadful. As an example, the synchronous design principle en-
ables the technique of static time analysis (STA), which is an essential tool
for achieving timing closure. Synchronous design style also enables the
method of formal verification, which is an important approach for logic ver-
ification. Without synchronous design principles, or clocks, it is impossible
to construct the complicated SoC chips that we build today.

As just addressed, in today’s VLSI chip design environment most inte-
grated circuits of sufficient complexity require clock signals to synchronize
different parts of the chip and to account for propagation delays. However,
as chips get more complex and clock speeds approach the gigahertz range,
the task of supplying accurate and synchronized clocks to all of the circuit
components becomes more and more difficult. Furthermore, the voltage and
current spikes associated with clock switching become harder to control be-
cause millions of components are switching at roughly the same time. As a
result, the asynchronous self-clock circuit design approach has been ex-
plored with great interest.

Figure 3.7 shows the principal ideas of synchronous and asynchronous
design styles. In the synchronous design approach, the actions are coordi-
nated by the clock signal as data is moved from register to register. In con-
trast, in clockless asynchronous designs, the actions are coordinated by a
handshake mechanism between the blocks. When a block must initiate a
data transfer, it first sends a request signal (REQ). The intended block issues
an acknowledge signal (ACK) when it is ready for the transfer. All of the
data communication inside the asynchronous block is accomplished though
certain handshake mechanisms without using the clock. The advantage of
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Figure 3.7. Synchronous and asynchronous design styles.



56 CHAPTER 3 THE CHALLENGES IN VLSI CIRCUIT DESIGN

this method is that it eliminates the design overheads associated with clock
structure. In some cases, the asynchronous design approach can potentially
increases the data throughput as well. It also provides the superior modular-
ity that is preferred for SoC designs. Due to the clockless feature, it is more
robust against the process, temperature, and voltage variations in terms of
wire delay. It definitely lessens the power supply noise by reducing the cur-
rent peak around the clock edges. The overall power consumption is also
trimmed since the clock-related power usage is now nonexistent.

However, the asynchronous design style cannot be easily implemented in
large designs due to the lack of the corresponding EDA tools. Additionally,
the testing of the asynchronous design is more difficult than that of the syn-
chronous circuit. Currently, there is a design approach called globally asyn-
chronous locally synchronous (GALS) that combines the advantages of both
asynchronous and synchronous. Figure 3.8 presents this technique. In this
configuration, certain low-level blocks are synchronously designed. Then
asynchronous wrappers with handshake mechanisms are constructed around
such blocks. At the chip level, communication is accomplished through
asynchronous interconnection.

Clocks are also essential for certain types of analog circuits to function.
For example, analog-to-digital converters and digital-to-analog converters
all work on clock signals. The internal circuitry of these converters, and thus
the signal conversion, are triggered by the clock edge.

In summary, for a VLSI chip to function, reliable clock signals must be
provided one way or another.

Synchronous Synchronous
block — block
Asynchronous wrapper Asynchronous wrapper
Synchronous Synchronous
block > block
Asynchronous wrapper Asynchronous wrapper

{—> Asynchronous interconnect

Figure 3.8. A globally asynchronous locally synchronous (GALS) system.
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26. WHAT IS THE LEAKAGE CURRENT PROBLEM?

Power consumption is now the major technical problem facing the semicon-
ductor industry. There are two principal sources of power dissipation in to-
day’s CMOS-based VLSI circuits: dynamic and static power. Dynamic
power, which results from transistor switching and repeated charging and
discharging of the capacitance on the outputs of millions of logic gates on
chip, is the energy consumed by the chip to produce a useful outcome. Stat-
ic power refers to the leakage current that leaks through transistors even
when they are turned off. It is the power that is dissipated through transis-
tors without producing any useful operation. Until very recently, only dy-
namic power has been a significant source of power consumption. However,
as process geometries continuously shrink, smaller channel lengths have ex-
acerbated the leakage problem. In particular, as process technology ad-
vances to the sub 0.1 pum regime, leakage power dissipation increases at a
much faster rate than dynamic power. Consequently, it begins to dominate
the power consumption equation.

For deep submicron MOSFET transistors, there are six short-channel
leakage mechanisms, as illustrated in Figure 3.9. 11 is the reverse-bias p—n
junction leakage. 12 is the subthreshold leakage or the weak inversion cur-
rent across the device. 13 is the gate leakage or the tunneling current through
the gate oxide insulation. 14 is the gate current due to hot-carrier injection.
15 is gate-induced drain leakage (GIDL). 16 is the channel punchthrough
current. Among these currents, 12, I5, and 16 are off-state leakage mecha-
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Figure 3.9. The leakage current mechanisms in MOSFET transistors.
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nisms since they only exist when the transistor is in off state. I1, I3, and 14
can occur on both on and off states. The leakage currents are influenced by
threshold voltage, channel dimensions (physical), channel/surface doping
profile, drain/source junction depth, gate oxide thickness, and V,, voltage.
Currently, the two principal components of static power consumption are
the subthreshold leakage 12 and gate leakage 13.

Most of the operations of modern VLSI chips can be classified into the
two modes: active and standby. During the active mode of circuit operation,
the total power dissipation includes both the dynamic and static portions.
While in standby mode, the power dissipation is due only to the standby
leakage current. Dynamic power dissipation consists of two components.
One is the switching power due to the charging and discharging of load ca-
pacitance. The other is short-circuit power due to the nonzero rise and fall
time of input waveforms. The static power of a CMOS circuit is only deter-
mined by the leakage current through each transistor. In other words, dy-
namic power is related to the circuit switching activity. In contrast, static
power is proportional to the total number of transistors in the circuit regard-
less of their switching activities.

In general, dynamic power dissipation is expressed as Py, = af CVp,
where « is the circuit switching activity, fis the operation frequency, C is
the load capacitance, and Vj, is the supply voltage. In the past several
decades, as CMOS devices scaled down, supply voltage Vp,, has also been
trimmed down to keep the power consumption under control (since the
power usage has quadratic dependence on V), according to the equation).
Accordingly, the transistor threshold voltage has to be commensurately
scaled to maintain a high drive current and achieve performance improve-
ment. However, this threshold voltage scaling also results in a substantial
increase in subthreshold leakage current. Consequently, leakage power be-
comes a significant component of the total power consumption in both the
active and standby modes of operation. Figure 3.10 shows the dynamic and
static power dissipation trend in the foreseeable future, based on the Interna-
tional Technology Roadmap for Semiconductors (ITRS) 2002 projection.
As shown, at some time in near future the static power dissipation will in-
evitably passes dynamic power as the dominating factor in total chip power
consumption.

To suppress the power consumption in deep-submicrometer circuits, it is
necessary to reduce the leakage power in both the active and standby modes
of operation. The reduction in leakage current can be achieved using both
process-level and circuit-level techniques. At the process level, leakage re-
duction can be achieved by controlling the dimensions (length, oxide thick-
ness, and junction depth) and doping profile in transistors. At the circuit lev-
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Figure 3.10. The dynamic and static power dissipation trend, ITRS projection.

el, threshold voltage and the leakage current of transistors can be effectively
controlled by controlling the voltages of different device terminals (drain,
source, gate, and body or substrate). In practice, several circuit design tech-
niques have been suggested for leakage reduction in digital circuits (logic
and memory), such as transistor stacking, multiple V', dynamic V', and sup-
ply voltage scaling (multiple and dynamic V).

In system-level implementation, there are two complementary approaches
to limiting leakage current: statically selected slow transistors (SSST) and dy-
namically deactivated fast transistors (DDFT). The static approach is design
independent and may be implemented with multiple-threshold (multiple-V7)
libraries and associated design tools that support these libraries. Most
foundries today offer multiple-V; libraries for processes of 0.13 wm and be-
low that contain both fast cells (high leakage, low V) and logically equiva-
lent slow cells (low leakage, high V). The dynamic approach requires that
the chip designer employ techniques to dynamically deactivate parts of the
chip during periods of inactivity. This control mechanism must be built into
the system during the design process, and DDFT is thus design dependent.

If care is not taken, leakage power can lead to dramatic effects that may
cause a circuit to fail to function properly. Large leakage current can in-
crease the standby power dissipation to an unacceptable level or it can lead
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to excessive heating, which consequently requires complicated and expen-
sive cooling and packaging techniques. In the beginning, only leading edge
microprocessors were affected by this leakage current problem, but now
leakage current has become a critical design parameter for all the nanometer
chips.

In summary, for modern VLSI chip design, the issue of controlling leak-
age current has moved from backstage to center stage.

27. WHAT IS DESIGN FOR MANUFACTURABILITY?

Although there is no industry-wide consensus, the term design for manufac-
turability is roughly described as the specific work of analysis, prevention,
correction, and verification that targets improving a product’s yield. It is dif-
ferent than the post-GDSII resolution enhancement techniques, such as opfi-
cal proximity correction (OPC) and phase shift masking (PSM). The key-
word in this term of design for manufacturability is design, which refers to the
work performed during, not after, the design phase for this purpose. Design
for Manufacturability is often interchangeable with the term design for yield.

As process technology shrinks below 0.13 pwm, the issue of design for
manufacturability has emerged as a serious challenge of reaching the goal of
acceptable manufacturing yield. This is caused by the fact that the IC fea-
tures are now smaller than the wavelength of the light that creates them. As
a result, the layout patterns generated in the design phase cannot be repro-
duced faithfully. This scenario is analogous to printing a thin line with a
wide paintbrush. Figure 3.11 demonstrates one such problem. In relatively
old process nodes, such as 0.25 pum or 0.18 wm technologies, engineers paid
attention to issues such as wide metal slotting, dummy metal fill for density
requirement, redundant vias, and so on. These issues also fall into the cate-
gory of design for manufacturability.

In the past, most ASIC design engineers have been isolated from the fab-
rication process. The design and manufacturing worlds have been treated as
two separated entities, connected only by design rules and sometimes addi-
tional recommended rules. IC designers could safely assume successful fab-
rication of their chips as long as these chips rigorously met the rules. Any
yield-related problem was considered the foundry’s responsibility. Howev-
er, in the case of today’s deep submicron technologies, this no longer re-
flects the underlying physics of the manufacturing process. Even if the chips
are violation free according to the rules provided by the foundry, they can
still suffer significant yield loss.

Phase shift mask (PSM) and optical process correction (OPC) are exam-
ples of procedures used to obtain better pattern printability. They are post-
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Figure 3.11. The layout geometries are not faithfully reproduced.

design steps based on layout Gerber data stream information interchange
(GDSII) data, a database format for exchanging layout geometries informa-
tion. The problem with these techniques is that they are performed after the
layout, which is too late in the design flow. If the quality of the initial layout
is poor, it is too costly to address the DFM problems in term of area, timing,
and schedule. And, in some cases, it is simply impossible to satisfy the
DFM-required fixes.

In current design flows, the place and route tool does not have the capa-
bility to account for complex lithographic interactions and effects. Howev-
er, to address the layout geometry printability problem, there is a need for
such DFM-aware, place and route engines. Such engines must be embedded
with the printability analysis capability (using knowledge of the require-
ments and limitations of the downstream OPC process) right inside the en-
gine. In this way, layout patterns with DFM issues can be avoided. In other
words, when manufacturing-unfriendly spots are identified in the layout, the
tool directs the layout engineer or the place and route engine to make appro-
priate corrections. It also identifies the locations where extra spacing must
be added for downstream OPC.

The issue of DFM is closely tied to yield modeling and analysis. This
study is both theoretical in nature and process specific. In theory, DFM-re-
lated process simulations use mathematical formulas that are based on
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physics and parameters extracted from the process line. In practice, the real
yield curves of DFM methodology are very difficult to generate since they
require a large amount of data, and some of these data are very financially
sensitive. Nevertheless, a cost model should be incorporated in the DFM
tools to justify their usefulness.

In summary, design for manufacturability covers the extra work that tar-
gets product yield, which has a direct impact on profit margin.

28. WHAT IS CHIP RELIABILITY?

A VLSI chip not only needs to function correctly during the first few days,
weeks, or months, but also has to function reliably for its entire life span.
The life span of any chip designed for commercial use is usually defined as
100,000 hours or 11.4 years. However, during the design, fabrication, as-
sembly, and test of the IC many factors can contribute to its early failure.
This aspect of chip development is referred as chip reliability. The differ-
ence between test-related failures and reliability-induced failures is that test-
related failures are detectable prior to product shipment, whereas reliability-
induced failures occur after shipment. Reliability failures are those that are
physically undetectable with present test technology. They occur during the
actual usage of the chip.

The key environmental agents that can affect chip reliability are voltage,
current, temperature, and humidity. Transistor gate oxide breakdown (GOI),
hot carrier stress (HCS), negative bias temperature instability (NBTI) of
PMOS devices, stress-induced voiding (SIV), metal damage caused by elec-
tromigration, and the breakdown of the intermetal dielectric are often the
physical mechanisms behind reliability failures.

Typically, IC reliability is represented by a bathtub curve shown in Fig-
ure 3.12, which shows the failure rate of ICs with respect to time. This curve
has three individual regions: early life failure, useful life, and wear out.
Each of these regions has its own potential failure mechanism. Early life
failures, also called infant mortalities, are typically caused by defects and
contaminants introduced during the manufacturing process. With today’s
well-controlled fabrication and assembly processes, very few early life fail-
ures occur. However, the materials that make up the gate and capacitor ox-
ides, contacts, vias, and metal lines in the fabrication process can wear out
over time with the application of constant voltage and current. This effect is
cumulative and can eventually lead to opens and shorts in the circuit or
change the electrical characteristics required for the product to function ac-
curately. This is the failure mechanism in the wear-out region. It indicates
the end of the chip’s useful life.
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Figure 3.12. Product reliability.

The failure rate in the useful life region is low and near constant, which
implies low-level residual defects. Failures in this region are also due to
electrical overstress or ESD events. This type of damage can occur when the
ICs are handled or transported without the use of ESD protection such as
ground straps; ESD-resistant trays, tubes, or reels; or properly grounded ma-
chines in assembly. Protection from ESD must be part of the circuit design
consideration and manufacturing/assembling environment. Ideally, the
shape of the bathtub curve should have a brief region of early life failure and
a very long region of useful life.

Chip reliability is a complicated issue that involves both the work of the
chip designer and the quality of the fabrication at foundry. The foundries are
strongly motivated to mitigate any physical mechanism that may cause a
chip to fail. They need to understand the physics of every failure mechanism
and identify wafer processing steps that may detrimentally influence the
mechanisms. Once the wafer processing steps are optimized for maximum
chip lifetime, the foundries develop design rules intended to prevent chip
designers from overstressing the devices and causing the expected lifetime
to fall below the target. The design rules are embodied in the form of maxi-
mum operating voltage, transistor channel length constraints under certain
bias conditions, maximum current per unit line width in the metal intercon-
nect, maximum current per via or contact, and certain constraints upon very
wide metal lines. Failure to comply with these reliability design rules can
lead to shorter chip lifetime.

The semiconductor industry is approaching physical, material, and eco-
nomic limits as aggressive scaling continues. This results in formidable reli-
ability challenges. Some of the emerging reliability challenges include in-
creased gate leakage currents as oxides become so thin that direct tunneling
occurs between the channel and the gate, the trade-off of reduced reliability
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safety margins for increased performance, the need for improved design-
for-reliability capability, the need to address the chip’s increased sensitivity
to background radiation that results in increased single-event logic state up-
set probability, and the need to address burn-in as more products are used at
near burn-in temperatures.

VLSI circuits designed for environments with high levels of ionizing ra-
diation have special design-for-reliability challenges. A single charged par-
ticle of radiation can knock thousands of electrons loose, causing electronic
noise, signal spikes, and, finally, inaccurate circuit operation, especially in
the case of digital circuits. This is a particularly serious problem in the cir-
cuits being used in the artificial satellites, spacecraft, military aircraft, nu-
clear power stations, and nuclear weapons. To ensure the proper operation
of such systems, manufacturers of these circuits must employ various meth-
ods of radiation hardening. The resultant systems are said to be radiation-
hardened, or RADHARD for short.

There are two approaches on designing RADHARD circuits. One is at
the physical or process level, the other is at the circuit or system level. At
the physical or process level, techniques include:

® Manufacturing the circuits on insulating substrates rather than the usu-
al semiconductor wafers. Silicon oxide (SOI) and sapphire (SOS) are
commonly used. Whereas a normal commercial grade chip can with-
stand between 5-10 krad of radiation, space-grade SOI and SOS chips
can survive doses many orders of magnitude greater.

® Shielding the package against radioactivity to reduce the exposure of
the bare device.

® Replacing capacitor-based DRAM with more rugged SRAM.

® Choosing a substrate with a wide band gap (silicon carbide or gallium
nitride) that has a higher tolerance to deep-level defects.

e Using depleted boron (consisting only of isotope boron-11) in the
borophosphosilicate glass layer protecting the chips, as boron-10 read-
ily captures neutrons and undergoes alpha decay.

The methods used in circuit- and system-level RADHARD circuits in-
clude:

® Error-correcting memory, which has additional parity bits to check
for, and possibly correct, corrupted data.

® Redundant elements at the system level. For example, several separate
microprocessor boards may independently compute an answer to a
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calculation; their answers are compared. Any system that produces a
minority result is required to recalculate. Logic could be added such
that, for repeated errors in the same system, the board would be shut
down.

® Redundant elements at the circuit level as well. A single bit may be re-
placed with three bits and separate voting logic for each bit to continu-
ously determine its result. This increases chip area. But it has the ad-
vantage of being fail-safe in real time. In the event of a single-bit
failure, the voting logic continues to produce the correct result.

® A watchdog timer hard reset as the last resort to other methods of radi-
ation hardening. During normal operation, software schedules a Write
to the watchdog timer at regular intervals to prevent the timer from
running out. If radiation causes the processor to operate incorrectly, it
is unlikely the software will work correctly enough to clear the watch-
dog timer. The watchdog eventually times out and forces a hard reset
to the system.

In general, most radiation-hardened chips are based on their more mun-
dane commercial equivalents with some manufacturing and design variations
that reduce susceptibility to radiation and electromagnetic interference.
Typically, the hardened variants lag behind the cutting-edge commercial
products by several technology generations because it takes extensive devel-
opment and testing to produce radiation-tolerant designs.

29. WHAT IS ANALOG INTEGRATION IN THE DIGITAL
ENVIRONMENT?

Analog circuits are those circuits that monitor, condition, amplify, or trans-
form continuous signals associated with certain physical properties, such as
temperature, pressure, weight, light, sound, and speed. Analog circuits play
a major role in bridging the gap between real-world phenomena and elec-
tronic systems.

Typically, most SoC chips are digitally oriented. If certain analog signal
processing work is required, then the corresponding analog circuit must be
integrated into the chip. For instance, in a SoC targeting a HDTV applica-
tion, analog output signals are required to drive the analog CRT monitor.
Analog video or graphic input signals must also be converted to digital for-
mat to be processed by the on-chip DSP engine. In such cases, analog com-
ponents of high-speed analog-to-digital converters (ADCs) and digital-to-
analog converters (DACs) are required as part of the chip. Other examples
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are high-speed serial links such as SErializer and DESerializer (SEDES). If
this function is required for an SoC, then high-quality analog signal condi-
tioning circuits must be present in the chip as well. Moreover, in communi-
cation-oriented SoCs, radio frequency (RF) circuits are an indispensable
part of the chip. Furthermore, almost every SoC has one or more phase lock
loops (PLLs) on board as timing sources. The PLL is a very analog-inten-
sive component as well.

Compared with the approach of using separated chips for analog func-
tions, integrating them into the SoC significantly reduces the overall system
cost. However, this approach is not without its own problems. The key chal-
lenge is analog performance. This is because SoCs are primarily digital ori-
ented and are on digital processes. Thus, on-chip analog circuits cannot be
optimized as well as in an analog-friendly process.

The principal difficulty in using a digital CMOS technology for analog
design is that the digital process is only optimized and characterized for
the simple trade-offs among speed, area, and power dissipation. By con-
trast, analog circuits entail a multidimensional design space: noise, speed,
voltage swings, supply voltage, gain, linearity, power dissipation, and
input/output impedance, where almost every two parameters trade with
each other. Compared with a digital circuit, which is only sensitive to
timing variation, an analog circuit is additionally subjected to voltage
level variation. Consequently, the design complexity associated with an
analog circuit is much greater than with its digital counterpart. The device
and circuit properties of interest in analog design include DC behavior,
AC behavior, linearity, device matching, temperature dependence, and
noise.

Furthermore, since the manufacturing process itself is not completely
predictable, designers must account for its statistical nature. This is espe-
cially true for analog designs. Unlike board-level analog circuit designs,
which permit the designers to select devices that have each been tested and
characterized completely, the device values for an IC can vary widely; the
designers cannot control these. The underlying cause of this variability is
that semiconductor devices are highly sensitive to uncontrollable random
variances in the manufacturing process. Uneven doping levels or slight
changes to the amount of diffusion time can have significant effects on de-
vice properties. Consequently, analog IC circuits must be designed in such
way that the absolute values of the devices are less critical than the identical
matching of the devices.

To cope with the inherent variability of the individual devices built
on chips, special design techniques are needed for analog IC designs, such
as using devices with matched geometrical shapes so that they have
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matched variations, making devices large so that statistical variations be-
come an insignificant fraction of the overall device properties, using the
ratios of resistors (which do match closely) rather than the absolute resis-
tors’ values, segmenting large devices into parts and interweaving them to
cancel variations, and using common centroid device layouts to cancel
variations.

For digital processes, the variety of available active and passive devices
is often limited and the devices are only characterized and modeled accord-
ing to simple benchmarks, such as current drive and gate delay. Such a
shortage of appropriate analog devices and the lack of analog characteriza-
tion in the digital process can make the implementation of analog functions
on a chip very challenging.

Another major issue is noise isolation. Typically, SoCs contain large dig-
ital contents with complicated clock structures. When their digital circuits
toggle at the moment of clock switching, a lot of noise is generated. The on-
chip analog circuits must be guarded from this noise. The power supply
voltage distortion caused by digital switching must be controlled within cer-
tain levels for both the analog and digital components to work harmoniously
in the same chip.

The integration of the RF function in SoC environment further compli-
cates the issue. The performance issue of RF is multidimensional owing to
the different requirements for the various RF building blocks: low-noise
amplifier (LNA), mixer, oscillator, and power amplifier. The implementa-
tion of a highly integrated radio transceiver on a CMOS digital process is
one of the most difficult challenges in the area of SoC integration today.

As a trend, more and more analog circuits will be found in future SoCs.
Technically, there are many issues in the integration of analog and digital
circuits. The know-how of this integration will be the key differentiating
factor among competing companies.

30. WHAT IS THE ROLE OF EDA TOOLS IN IC DESIGN?

During the very early years of IC design, the chips were built by manually
laying out every transistor of the circuit on a drawing board. It is unimagin-
able how many man-years would be required to design modern SoCs in this
outdated way. It is the electronic design automation (EDA) tools that funda-
mentally changed the IC design and made today’s multimillion gate designs
possible.

In today’s chip design environment, there are many EDA tools to help
designers perform their work. Each of them targets a specific application.
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The synthesis tool raises the design abstraction level from device/transistor
to RTL, which is the single most significant factor that makes modern SoC
design feasible.

The most commonly used EDA tools in today’s IC design environments
include:

e Simulation tools at the transistor level, switch level, gate level, RTL
level, and system level.

® Synthesis tools that translate and map the digital RTL code to real li-
brary cells.

® Place and route tools, which perform the automatic layout based on
various design constraints.

® [ogic verification tools, which include formal verification tools and
simulation tools.

® Time verification tools, which verify the design’s timing quality.

® Physical verification tools, which verify the design’s layout against
manufacturing rules.

® Design for testability tools, which integrate testability into design and
generate test patterns.

® Power analysis tools, which perform power dissipation analysis and
IR drop analysis.

® Design integrity tools, which check a design’s reliability-related is-
sues, such as ESD, latch-up, EM, GOI, and antenna.

® Extraction tools, which extract the design’s parasitics for back annota-
tion.

® Rule checkers for checking the design’s logical and electrical compli-
ance with corresponding rules.

® Package design and analysis tools.

There are some other special tools, such as schematic capture tools for
analog designers, layout tools for layout engineers, and process simulators
for process and device engineers.

As the SoC integration level rises and chip size increases, the require-
ments for EDA tools have been pushed in the directions of faster and larg-
er. In other words, to perform a specific task on a large SoC design, the
corresponding EDA tool must have the capability of handling the neces-
sary data as one integral part (without separating it into smaller pieces) and
finish the task within a reasonable time schedule. With continuous innova-
tions from the EDA industry and aided by ever-improving computing
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hardware, EDA tools have kept pace with the design complexity explosion
reasonably well.

In summary, EDA tools make up the foundation of today’s IC develop-
ment activities. By utilizing these tools, engineers create miraculous won-
ders that are changing our world.

31. WHAT IS THE ROLE OF THE EMBEDDED PROCESSOR IN
THE SOC ENVIRONMENT?

As addressed in Chapter 1, Question 8, embedded microprocessors are the
brains of the SoC. A system-on-chip is built primarily around the proces-
sors. The key difference between the embedded processor and the general-
purpose processor is that embedded processors are used in an environment
that is surrounded by many other on-chip components, whereas the general-
purpose processor is a standalone chip. As its name suggests, the general-
purpose processor is designed for general usage. In contrast, the embedded
processor is designed for a specific application. The performance of the
general-purpose processor can be improved at the expense of power usage
and silicon area. In other words, for the general-purpose processor, perfor-
mance is the highest priority. However, for the embedded processor, cost
and power consumption are more significant. A low-power processor is es-
pecially attractive to the SoCs used for mobile applications.

Several approaches have been employed to improve the performance of
embedded-processor-based systems. The most commonly used increases
clock frequency. However, this can result in increased power consumption.
Additionally, since the performance of the external memory has not kept
pace with processor technology, this processor and memory mismatch gap
limits the overall system performance gain from the clock speed increase.
Another approach is a multicore system with several processor cores on-
chip to improve performance. But this is companied by the expense of larg-
er areas and higher power usages. Multiissue processors with two or more
execution units offer another alternative. But they also have a large-area
penalty. Also, the software must be revised to make best use of the multiple
pipelines. The multithreading approach, which supports multiple threads of
software on a single core, provides some balance of the trade-offs. This ap-
proach obtains its performance gain by keeping the processor hardware as
busy as possible.

Another direction in embedded processor development is the config-
urable core. It enables SoC designers to create silicon that is optimized to
the end application and gives designers the freedom to retain necessary
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functionality while removing unneeded features. This produces an optimal
balance of speed, area, and power for a specific application. The config-
urable core can also have extendibility so that SoC designers can achieve
further gain in application efficiency by defining custom extensions to ac-
celerate critical code execution.

Typically, embedded processors are delivered to semiconductor cus-
tomers as IPs by IP vendors. Currently, the most popular processor plat-
forms used for embedded SoC applications are the ARM and MIPS cores.
In the configurable core market, the ARC core is most significant.

An issue closely related to the on-chip processor is embedded memory,
which is critical for SoC software development. During the past several
decades, the processor’s performance has been improved greatly. However,
memory performance has not caught up with the pace. As this performance
gap widens, chip designers have placed greater emphasis on the develop-
ment of embedded memory devices. The advantages of using embedded
memories are as follows: interchip communication is eliminated; response
time is faster, chip pin count is reduced, the number of chips at the system
level is reduced so less board space is required, on-chip multiport memories
can be easily realized, and, finally, memory capacity is specific for an appli-
cation, resulting in reduced power consumption and greater cost effective-
ness at the system level.

The main disadvantages of embedded memories follow:

® Size. They are generally larger in size (compared to standalone memo-
ry, in area per bit).
® Complexity. They are more complex to design and manufacture.

® Design and technology trade-offs. Because the optimized technology
for a memory cell is often not the same as that for on-chip logic de-
vices, there are trade-offs between design and technology.

® Processing. Processing becomes more complex as designers integrate
different types of memory on the same chip.

Currently, embedded SRAM is widely used in SoC designs due to its
easy integration with logic devices. Embedded DRAM is not as popular
due to the complexity of DRAM process technology. Embedded DRAM
capacitors that store data require several processing steps that are not need-
ed when making logic devices. Also, the threshold voltage of DRAM tran-
sistors must be high enough to ensure that they do not cause memory cell
capacitor leakage. This constraint on low subthreshold current may result
in a speed penalty on the logic portion of the device. Until recently,
DRAM has been the least-used embedded memory technology. However,
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it may become a more widespread solution as on-chip memory demand in-
creases.

The nonvolatile embedded memory options include embedded ROM,
embedded EPROM, embedded EEPROM, and embedded flash memory.
Their reprogrammability and in-circuit programming capability provide
highly flexible solutions to rapidly changing market demands.
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Cell-Based ASIC
Design Methodology

32. WHAT ARE THE MAJOR TASKS AND PERSONNEL
REQUIRED IN A CHIP DESIGN PROJECT?

An ASIC chip project typically starts with marketing research, which is fol-
lowed by product definition and system-level analysis. After the system-
level validation, the ASIC design flow carries out the chip implementation
process, which turns the paper design into real hardware.

ASIC flow itself usually begins with RTL coding and functional verifica-
tion. Next, the tasks of logic synthesis and place and route are carried out. It
ends with final logic verification, timing verification, physical verification,
and tapeout. Although it seems simple, chip implementation is actually very
complicated. It can require numerous iterations among the various steps be-
fore final implementation is acceptable. Also, tremendous resources are re-
quired: license fees on commercial computer-aided design (CAD) tools,
which are often very expensive; hardware, such as powerful CPUs with
large memory capacities and disk space, is costly; and, most importantly,
talented and dedicated individuals, who require competitive compensation.

The engineers needed for a chip project include:

® System engineers who define the chip at the system level.

® [C design engineers who compose the RTL codes for the digital
blocks and design the circuits for analog components.

® Verification engineers who verify the functionality at both the block
and chip level.

® Design-for-testability engineers who ensure that the chip is testable
for volume production.

® |C implementation engineers to turn the design from a paper plan into
real hardware.

® Software engineers to make the bare silicon chip into a useful elec-
tronic device.

VLSI Circuit Design Methodology. By Liming Xiu 73
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® Application engineers to build the reference design for customers.

® Test engineers to write testing programs for production tests.

® Product engineers are needed during the chip’s volume production to
coordinate the operations between the design and manufacturing facil-
ities and, generally, to ensure the smooth flow of chip production.

In most cases, a project (or program) manager is also assigned to an
ASIC chip project to coordinate the design, test, production, and marketing
activities of the entire project. S/he creates and tracks project milestones to
keep the project on schedule and within budget. If necessary s/he also con-
sults with business managers to adjust the milestones based on market con-
ditions and design status and sometimes to acquire additional resources.

One of the key figures in a chip project is the design leader. The role of
the design leader is to lead the design team from a technical, not a business
or administrative, perspective. The design leader is not obligated to know,
or be expert at, every detail of the technical aspects of building the chip.
However, s/he must have a solid understanding of the major aspects of IC
design. An underqualified design leader is a guarantee of disaster. This is
simply because IC design is complicated. A single incorrect technical deci-
sion could result in a dreadful financial or schedule penalty, or even the dis-
aster of missing the market window completely.

33. WHAT ARE THE MAJOR STEPS IN ASIC CHIP
CONSTRUCTION?

As mentioned in Question 32, the major steps in ASIC chip construction are
RTL coding, function verification, logic synthesis, place and route, final
logic verification, timing verification, physical verification, and tapeout.

RTL coding is the step of translating the design intention, which is de-
scribed in plain language such as English or Chinese, into a simulative com-
puter language. In this way, simulation can be performed to verify design
intention. Additionally, it must be possible for the RTL code to be turned
into hardware successfully in later stages. In other words, the RTL code
must be synthesizable. The two major languages used in this field are Ver-
ilog and VHDL.

Function verification is the process of verifying that the RTL code, creat-
ed in either Verilog or VHDL, can perform the intended functions defined
in the product specification. The main approach used in this process is sim-
ulation, with the aid of test benches that describe the system’s operations
(see Chapter 3, Question 18). A large number of test benches must be creat-
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ed in a typical project to cover as many chip operation scenarios as possible.
The aim of function verification is to find design problems in RTL code or
to find bugs as they are commonly called. Ideally, the number of bugs
should be zero before the flow progresses to the next step.

The step of logic synthesis turns the verified RTL code into real circuit
hardware by using sophisticated algorithms. The main task involved in this
process is mapping the logic functions defined in the RTL code to standard
cells in a selected ASIC library, where each standard cell has a predefined
function. The result of this step is a netlist, which has the instantiations of
the cells used and a description of their interconnections.

Place and route is the process of laying out those cells and interconnect-
ing wires in an automatic way. It is impossible to accomplish the layout
process manually in any design of sufficient complexity.

After place and route, it must be functionally verified that the resultant
physical entity can still achieve the design functionality defined in the RTL
code. This physical entity must also be checked against design rules for
manufacturability. The timing aspect of the design is examined at this stage
as well. The final step is tapeout, in which the design data is generated in a
certain format and sent to a manufacturing facility for fabrication.

34. WHAT IS THE ASIC DESIGN FLOW?

In today’s world of VSLI circuit design and manufacture, as system archi-
tects integrate more and more system functions into one chip, IC design
engineers must confront the difficult challenge of building giant entities of
hundreds of millions of transistors. Two crucial requirements in this chip-
creation process are build it correctly and build it fast. Nowadays, it is
commonly agreed that it will cost millions of dollars to develop a multi-
million-gate ASIC, from concept to silicon. The financial penalty of build-
ing something incorrectly and remaking it all over again is intolerable.
Furthermore, in addition to being built correctly (performing as specified),
it must also be built in a timely fashion. Otherwise, the market window for
the product may be missed. There are too many examples of technically
great products not being able to earn a dollar for their investors, simply
due to the delay in their chip-creation execution. Fortunately, there is
something called design flow, which IC implementation engineers can rely
on in this very demanding business. A well-tuned design flow can help de-
signers go through the chip-creation process relatively smoothly and with
a decent chance of error-free implementation. And, a skillful IC imple-
mentation engineer can use the design flow creatively to shorten the design
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cycle, resulting in a higher likelihood that the product will catch the mar-
ket window.

In principle, a design flow is a sequence of operations that transform the
IC designers’ intention (usually represented in RTL format) into layout
GDSII data. In practice, a design flow is a sequence of executions that per-
form each individual task described previously. In composition, a design
flow is a suite of software programs; they are either commercial CAD point
tools or programs or scripts developed in-house.

A design flow, as a whole, is a wrapper that glues many software pro-
grams together. The execution sequence of these softwares is arranged ac-
cording to the physics of hardware creation. The detailed tasks are:

Logic synthesis

DFT insertion

Electric rules check (ERC) on gate-level netlist
Floorplan

Die size

I/0O structure

Design partition

Macro placement

Power distribution structure

Clocks distribution structure

Preliminary check (IR drop, ESD, and so on)
Place and route

Parasitic extraction and reduction

SDF generation

Various checks

Static timing analysis
Cross talk analysis
IR drop analysis
Electron migration analysis
Gate oxide integrity check
ESD/latch-up check
Efuse check
Antenna check
® Final layout generation
® Manufacturing rule check, LVS check
® Pattern generation
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35. WHAT ARE THE TWO MAJOR ASPECTS OF ASIC
DESIGN FLOW?

Without question, an ASIC design flow is a complicated system that in-
cludes many commercial CAD tools, as well as many tools or scripts devel-
oped in-house. However, no matter how many tools or scripts are integrated
in the flow, an ASIC design flow is yet characterized by two key purposes:
create and check.

The process of creation refers to the activities of creating hardware, such
as RTL coding, logic synthesis, and place and route. Figure 4.1 shows the
major activities of create.

IC implementation is a process of creating hardware. The fundamental el-
ements of an IC chip are CMOS transistors, bipolar transistors, capacitors,
and resistors. In the world of ASIC integration, the basic building blocks are
logic gates, memories, and special function macros. They are composed of
those fundamental elements but at one abstraction level higher. The creation
process has two facets: creating the chip logically and creating the chip
physically. Logically, the design functions defined in the product’s specifi-
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Figure 4.1. The creation process in IC implementation.
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cation must be realized by real logic gates, memories, and special modules.
Then this logic representation of the design is constructed physically so that
a chip is produced to perform its intended functions.

The requirements for this creation process are correctness and prompt-
ness. Structure correctness must be guaranteed by the construction. This is
the most important issue in implementation. This structure correctness de-
pends heavily on the quality of the CAD tools. Promptness can be achieved
by employing the hierarchical design methodology. In other words, the di-
vide-and-conquer approach can simplify the complicated task so that the
amount of design data handled at one time is significantly reduced. Prompt-
ness can also be improved by using more powerful CPUs and larger memo-
ries. Sometimes, promptness can also benefit from allocating more disk
space to the project. In this way, different implementation ideas are tested in
parallel, thus using less time than testing them in sequence. This approach
can be characterized as “trade space with time (schedule).”

During the hardware creation process, extra effort must be taken to en-
sure that the resultant chip can be tested for manufacturing defects so that no
bad parts are accidentally delivered to customers. This is design for testabil-
ity (DFT). It is different than functional testing, which checks for functional
or logic bugs that exist in all of the dies, if they exist. DFT looks for manu-
facturing defects that are introduced in the manufacturing process, not in the
IC implementation process. The defects could exist in all of the dies and
cause all of them to malfunction. But most of time, they only exist in a cer-
tain percentage of dies. In IC implementation, or the creation process, de-
signers must pay extra attention to make their products testable.

As process geometry gets smaller and smaller, design for manufacturing
(DFM) has became a subject that also needs IC implementation engineers’
attention. In the creation process, further effort has to be applied to make the
chip manufacture friendly so that decent yield can be reached and profit
margin can be maximized.

As shown in Figure 4.1, hardware creation starts with logic synthesis,
which translates the design from an RTL description to a gate netlist. Then
this logic entity is transformed from a logic domain to a physical domain by
physical creation. During this physical creation process, the design must go
through three critical stages. In the floorplan, the chip’s I/O structure, mega-
module locations, power distribution structure, and the design’s physical
partition need to be ascertained. The step of place and route finishes the de-
tail work of determining the cells’ legal locations, routing the interconnect-
ing wires, distributing clock signals, and so on. This step works on abstrac-
tion models of the basic building blocks (logic gates, memories, macros,
and so on). In other words, during this stage of physical creation, the under-
lying data are not real layouts, but models.
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This type of work is very algorithm-intensive and requires a huge amount
of computation and a huge amount of memory storage (up to 128 G today).
Using abstraction models can significantly reduce the amount of informa-
tion handled by the tools and thus speed up the process and increase the
manageable design size. The drawback is that the tools do not take into con-
sideration all of the detailed information that is needed to build the chip, and
sometimes mistakes/errors can be result in later stages. The last stage is the
true layout creation, in which the geometries that represent the logic ele-
ments in the design are created and checked against the manufacturing
rules. The IC implementation process usually ends here. The resultant lay-
out is delivered for pattern generation (commonly called PG) or tapeout.

Checking is another significant aspect of IC implementation. The logic
and physical entity created in creation process must be checked against var-
ious criteria. These include the physical check, logic check, timing check,
and design integrity check. Figure 4.2 presents the various checks that a
chip must pass through.

The most important check is the structural correctness check, commonly
called the layout versus schematic (LVS) check. In an ASIC integration do-
main, a schematic is also called a netlist, which is the representation of the
basic building elements and their interconnects. A netlist is usually derived
from RTL code that captures the designers’ intention. Therefore, the error-
free completion of this check is the absolute necessary condition for the chip
to even have a chance to work correctly. The other area of the physical
check is the manufacturing rule or geometry check. This check verifies that
the physical layout of the chip is constructed according to the manufacturing

Schematic/netlist, .
manufacture rules, Design
packaging rules constraints

. /Miming check
Physical check

I CHIP )

Logic check i \ / i Integrity check

Cross talk, EM,
RTL code IR drop, antenna,
GOL ESD, ...

Figure 4.2. The check process in IC implementation.
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rules associated with this process technology node. Complying with these
rules gives the product a better chance of higher yield.

Before being sent to physical implementation, the RTL code and the re-
sultant original netlist have already been verified for functionality. During
the downstream IC implementation stages, the netlist will be modified oc-
casionally for various reasons: clock tree insertion, buffer addition/dele-
tion, or scan chain reordering. After each of such modifications, the new
netlist must be verified against the previous netlist to ensure the logic
equivalence. Preferably, this logic check should be performed after every
step that changes the netlist, so that no major mistake or problem occurs in
the final stage, where it is too late to be fixed. Finding bugs or problems
and fixing them early is always less expensive than doing so later in the
flow.

One of the widely mentioned concerns in SoC integration is timing clo-
sure. This issue is critical since the chip we build must run at the desired
speed. Not only must the chip function at the desired speeds under normal
working condition, but it must also do so in various other working environ-
ments, such as at different operating voltages, temperatures, transistor
speeds. The timing check, or static timing analysis (STA), is the only effi-
cient way of assuring this speed quality.

As process geometries continue to shrink, design integrity issues such as
cross talk noise, electromigration, IR drop, ESD and latch-up, antenna, gate
oxide integrity, and so on must be dealt with before the chip is taped out.
Consequently, a design integrity check of those issues is indispensable in
the chip implementation process. This check ensures that chip can be manu-
factured and assembled safely. It also improves the chance that the chip will
work reliably for its entire lifetime.

36. WHAT ARE THE CHARACTERISTICS OF GOOD
DESIGN FLOW?

Because IC implementation is closely tied to technology nodes that are con-
stantly evolving and various new issues are emerging rapidly, a good design
flow must have the flexibility to deal with those new challenges without ma-
jor overhaul.

In the meantime, to overcome the number of problems presented in to-
day’s SoC implementation arena, the entire EDA industry is working at high
gear. New tools are emerging at an accelerated speed; as a consequence, a
good design flow should have the ability to absorb the latest developments
easily.



37. WHAT IS THE ROLE OF MARKET RESEARCH IN AN ASIC PROJECT? 81

A good design flow is flexible, not rigorous. In other words, the create and
check functions in the flow should be only loosely linked. They should not
hinge on each other. During the development of a complicated multimillion-
gate SoC, there is much exploratory work to do before the final implementa-
tion starts: studying the die size, floorplanning, looking at run times, analyz-
ing CPU and memory resources, allocating appropriate disk space, and so on.
The purpose of these experiments is to uncover any major problems (both de-
sign- and flow-related problems) in advance. During this time, the entities
created by the create function of the flow are not perfect in nature and prob-
lems are expected. Most of them can be safely discarded. Thus, the check
function should not prevent the flow from executing the following operations,
simply due to the fact that there are errors or problems in previous steps.

A decent design flow should also have the capability of handling large,
complicated designs and small, simpler designs differently. The implemen-
tation approaches for large and small designs can be different for various
reasons, such as efficiency, cost of commercial tool licenses, turnaround
time, and design style (full-chip or module-level). In many situations, cer-
tain efforts or steps required for large designs are not necessary for smaller
designs. Therefore, a design flow should have the option of giving control to
its user or be able to configure itself on the fly for different types of designs.

In a good design flow, there should be flexibility to allow some major
steps to be executed on their own or outside of the flow. Major steps such as
place and route, static timing analysis, and logic equivalence check require
detailed tunings for different designs. Sometimes, it is more efficient to run
these operations outside of the flow.

A good design flow should be friendly to engineering change order
(ECO). ECO, which is inevitable in large designs, should require only a
minimum effort from the design flow point of view.

Finally, a good design flow should treat safety as its top priority. For a
design flow that is used widely in an organization, hundreds of projects
could be executed each year through the flow. Therefore, the flow must
guarantee that the projects passed through it have a high possibility of suc-
cess. In other words, the check function of the design flow must be robust,
sometimes even at the expense of efficiency.

37. WHAT IS THE ROLE OF MARKET RESEARCH IN AN
ASIC PROJECT?

A project should never be started without extensive market research. With-
out an understanding of market needs and technical feasibility, the project is
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virtually guaranteed to fail. Good market research should result in a clear
product definition for the targeted market. There are many examples of
technically excellent products that end up as financial disasters simply be-
cause they are either too early or too late to market, or are designed for mar-
kets that cannot support the volume of product required to provide a capital
return. Market research should direct the product definition to the market
needs, at the appropriate time. This research should also verify the value and
the size of the market opportunity.

Good market research is vital for technical and financial success.

Many ASICs are customer specific. In such cases, it is imperative to dis-
cuss the needs directly with the customer. By communicating with the cus-
tomer directly, the design and management team can more readily grasp the
project complexity and market requirements. A secondary approach to be
taken in addition to customer discussions is to study competitors’ products,
datasheets, and other sources of data such as those obtained at trade shows.

It is extremely important that the status of the market and the project be
monitored continually. If market conditions change or an unforeseen tech-
nological difficulty is encountered, it must remain a possibility that the pro-
ject can be terminated. Perhaps the toughest of all decisions that have to be
made during the execution of a project is whether to kill the project if condi-
tions change. Despite the loss of a great deal of work, this must be done dis-
passionately. This is where the expertise of sound, experienced, and unemo-
tional managerial decision making is important. Poor management can
cause more severe losses than would otherwise occur, by allowing continua-
tion of projects that should be killed and potentially causing friction with
customers.

In the IC design business, the market governs everything!

38. WHAT IS THE OPTIMAL SOLUTION OF AN
ASIC PROJECT?

The optimal solution of an ASIC project is producing a chip that fulfills its
full functional requirement using the least amount of resources possible. In
detail, this definition includes the following goals:

® The process technology chosen is just right for the project. It is not too
advanced with difficult integration challenges or a high price tag, nor
is it obsolete with speed degradation or a large silicon area penalty.

® The functional blocks included in the system (chip) are just adequate
for the targeted market. The chip defined should have all of the func-
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tions needed to attract as many potential customers as possible. On the
other hand, no unused functions should exist on the chip that waste re-
sources.

® The silicon area used by the final implementation is precisely what is
needed for the desired operating speed, the design-for-testability re-
quirement, the appropriate power and clock distribution network, a re-
spectable chip reliability margin, and the design-for-manufacturability
requirement. In other words, there should be no empty or unused sili-
con area on the chip.

® The chip is 100% testable for mass production.

® The clock and power distribution networks are neither overdesigned,
with large, unnecessary safety margins nor underdesigned, with the
risk of malfunction or reliability weakness.

® The chip is designed in such a way that while power consumption is
kept at a minimum for all of the benefits of low-power operation, it is
not done so at the expense of its normal functionality and operating
speed.

® The package is designed just right for the chip’s pin-count and power
consumption. The cost should be kept to a minimum.

To reach this optimal solution for a given ASIC project requires a huge
amount of execution effort, which involves engineering resources, hardware
equipment, tool license investments, and execution time. As depicted in
Figure 4.3, the ideal, or optimal, solution is imaginarily represented by a
horizontal line. The dots represent individual design implementations (solu-
tions). The distance between any dot and the optimal solution line repre-
sents the quality of that implementation, measured by the combined quali-
ties of each submeasurement against the above-mentioned criteria: the
greater the distance, the poorer the implementation (solution).

It is usually true that during the first few tries, the quality of the imple-
mentations is far from optimal. Those that follow have a better chance of
approaching the ideal because information about the design accumulates
from previous mistakes and errors. However, to reach the absolute optimal
solution requires a tremendous amount of execution effort, which is usually
beyond reasonableness. For real design projects, especially for products tar-
geting the consumer electronic market, if the project execution time passes a
certain time milestone the product will completely miss the market window
and loss its validity for continuation. Therefore, unlike science or research
projects, it is often unwise to search endlessly for the optimal design imple-
mentation. In most cases, a “good” technical implementation, not necessari-
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ly the optimal one, can turn out to be the best solution if judged according to
overall project profitability.

39. WHAT IS SYSTEM-LEVEL STUDY OF A PROJECT?

After a product is successfully defined from marketing research, it is often
followed by a system-level study. Sometimes this system-level study can
start early during the production definition phase.

The main focus of a system-level study is feasibility analysis. For a typi-
cal SoC application, this study addresses issues in three critical areas: algo-
rithm, architecture, and software integration. Algorithm design is an essen-
tial task in signal processing applications such as wireless telephony,
multimedia codecs, DSL, and cable modems. The optimal algorithms
should meet the design functional requirements with minimum resource
claim. Architecture design is the work of putting together the right proces-
sors, custom logic, on-chip buses, memories, and peripherals in order to
make most effective use of the silicon. It is performed through abstract
modeling of the SoC architecture, which consists of those processors, algo-
rithms, custom logic, buses, memories, and peripherals. The goal is to find
the optimal architecture based on the trade-off between software tasks and
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hardware functions with respect to performance, throughput, and latency.
Software integration addresses the analysis of the interaction between the
hardware and software components of the SoC.

System-level design does not involve implementation detail. It is the ap-
proach of viewing the chip in a big-picture perspective. It abstracts away the
full detail of the design, retaining just enough features to validate that func-
tions embodied by the design can perform the specified design goal and can
satisfy the performance criteria. The aim of this high-level study is to ensure
that the chip is built on a solid foundation, the chip is constructed funda-
mentally correct, and the chip architecture is the optimal solution based on
the trade-off between performance and resources required. Preferably, the
system-level study and modeling should also support the smooth migration
to downstream implementation.

40. WHAT ARE THE APPROACHES FOR VERIFYING DESIGN
AT THE SYSTEM LEVEL?

The approaches used in system-level study can be roughly classified as: al-
gorithmic, modular, cycle-accurate, and RTL.

In an algorithm-level study, only the behavior of the design, not the spe-
cific implementation detail, is specified, whereas in a modular-level study,
the design is partitioned into components that communicate through clearly
specified protocols. A cycle-accurate level study introduces the notion of
the clock and the times at which events occur, but it does not completely
specify the implementation details of the events. An RTL-level study speci-
fies the implementation of the events but without relying on any particular
implementation technology.

System design engineers usually first describe and simulate their systems
in the C/C++ language to study system behavior at the algorithm level. Then
they will move one step further toward implementation by describing and
simulating the system in a hardware description language (HDL) such as
Verilog or VHDL. However, as design size becomes larger and larger and
design complexity reaches higher and higher levels, a new trend of using
electronic system language (ESL) to replace C/C++ and RTL as the system
tool is slowly emerging. The two most promising languages in this field are
systemC and systemVerilog.

ESL is a new approach in the IC design regime. The transition from the
RTL-level to ESL will not be abrupt. It will occur more as an evolution than
a revolution. This transition will be along the lines that software industry
followed as it evolved from the strict use of hand-coded assemblers in the
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1950s to the extensive use of compiler in the 60s of last century. At first,
only the noncritical portions of time-to-market design will be affected by
ESL. Over time, more sophisticated compilers and synthesis algorithms
augmented by increasing hardware functionality will extend the reach of
these ESL automatic techniques until only extremely performance-driven
designs must be implemented at the RTL level.

The benefits of system-level study include the following:

® A higher level of abstraction reduces design time.

® A higher level of abstraction means faster verification.

® Abstraction and encapsulation lead to reuse, creating more gates in
less time.

® A common language for hardware and software promotes hardware—
software codesign.

41. WHAT IS REGISTER-TRANSFER-LEVEL (RTL)
SYSTEM-LEVEL DESCRIPTION?

As addressed in Question 40, after we study the system at the algorithm,
modular, and cycle-accurate levels, we need to move forward in the direc-
tion of hardware implementation. Describing the system at the register-
transfer-level (RTL) will bring us one step closer to this goal.

RTL, or register transfer level, is a method of describing hardware behav-
ior in software using a hardware description language (HDL). In any hard-
ware description language (Verilog or VHDL), there are two different ap-
proaches to describing a hardware block. One method is to describe it by its
behavior only, with no consideration of how to achieve the intended behav-
ior in hardware. The other approach is to describe the system in a structural
way, or to achieve the intended functions with basic building blocks whose
functionalities are already known and well defined. In this approach, a Ver-
ilog or VHDL description of the system is created at a time when hardware
engineers know roughly what gates they want and where they want them.
This is only possible after the cycle-accurate level study is finished and the
block’s clocking structure is finalized. This structural RTL study, also
called synthesizable RTL, does not have to tie to a particular technology li-
brary; it only needs to reach the level of generic logic functions and storage
elements (register, latch, memory).

Describing the system at the RTL is a powerful tool in designing an IC
chip. It is also an absolutely necessary step for ensuring system correctness
since the RTL description can be simulated intensively by many simulators.
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However, RTL is mainly used for capturing digital design and developing
digital IP. It is not a tool targeted for transistor-level design (analog, mixed
signal design). Compared to transistor-level or gate-level simulations,
RTL’s higher abstraction level can produce faster simulations, which is cru-
cial in large-scale digital design.

42. WHAT ARE METHODS OF VERIFYING DESIGN AT THE
REGISTER-TRANSFER-LEVEL?

There are several approaches for verifying the functional correctness of a
RTL-described chip design:

Software-based simulation

[ ]
® Hardware-based simulation acceleration
® FPGA hardware prototyping

[ ]

Formal verification

Simulation is the most commonly used method of verifying RTL code. In
addition to performing simulation, most RTL simulators have the additional
capabilities of lint checking, state machine analysis, assertion checking, and
code coverage analysis. These tools can help RTL designers achieve cleaner
code and better test benches. The major shortcoming of simulation approach
is that it is not a thorough verification. For most of designs, it is impossible
to cover all of the application scenarios.

Simulation speed is a big concern in large designs. Therefore, there are
certain types of hardware dedicated to the purpose of simulation accelera-
tion. Those emulation boxes can read in the RTL code and simulate it at
much higher speeds.

Another approach is to synthesize the RTL code into field programmable
gate array (FPGA) hardware and prototype the design. This alternative can
give the verification task a significant speed boost. The FPGA prototype can
be plugged into the end system for testing in real applications. The circuit
speed of this kind of FPGA prototype is often much slower than that of the
final ASIC, but it can improve the designers’ confidence in the functional
correctness of the RTL code.

Formal property verification is enjoying growing importance as digital
designs get more complex and traditional validation techniques struggle to
keep pace. Formal verification methods include symbolic model checking
(SMC) and theorem proving (TP). In symbolic model checking, the tempo-
ral logic specification is used to check system properties; the system is mod-
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eled as a finite-state machine. For theorem proving, both the system and its
desired properties are expressed as formulas in certain mathematical logic
and the theorem prover will find a proof based on the axioms defined for the
system. Formal methods introduce mathematical rigor in their analysis of
digital designs. Consequently, they can guarantee exhaustive coverage.
Within this framework, compared to the simulation approach, designers can
employ solid design abstraction techniques to manage the complexity.

43. WHAT IS TEST BENCH?

Functional verification is one of the bottlenecks in delivering today’s highly
integrated IC chips. Verification complexity tends to increase exponentially
with design size. The continued advancement in the level of SoC integration
has placed an enormous burden on today’s verification engineers. Despite
the significantly harder verification task, they must continue to ensure that
no bug is missed when the design is delivered for manufacturing.

In an IC design regime, the term bug is used to describe a design error that
is introduced during the design process unintentionally. A bug often results in
unexpected system behavior, which causes functional error, or worst of all,
chip failure. The task of verification is to find all of the bugs in the system. The
tool of choice in this task is the test bench created for simulating the design.

A test bench is an entity constructed in HDL, such as VHDL and Verilog,
or in some other higher-level languages. It stimulates the module (device)
under test and observes its behavior. As shown in Figure 4.4, the test bench
is the driver that provides the stimulus to activate the device. It also captures
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Figure 4.4. Test bench.
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the behavior of this device under this set of stimuli to evaluate its perfor-
mance. If the test result does not agree with what is expected, then there are
potential functional errors, or bugs.

The test bench has become an integral part of the IC design process. Its
aim is to ensure that the HDL module is sufficiently tested, or no known bug
exists, before it can be implemented in hardware. The most challenging part
of the test bench creation process is to produce a set of test benches that can
cover all the application scenarios, or as many as possible.

44. WHAT IS CODE COVERAGE?

Code coverage is closely tied to the concept of the test bench. It is a mea-
surement of the quality of the test bench. Using a particular test bench, the
code coverage of a module constructed in HDL (or other higher-level lan-
guages) records which lines of the RTL source code are executed and which
are not. The premise is that it is impossible to catch any bugs lurking in it if
a line has never been executed by the test bench.

Code coverage analysis is a structural testing technique that compares
test bench behavior against the apparent intention of the source code. It as-
sures the quality of the test bench, not the quality of the actual source code
or the actual module. Code coverage analysis is the process of finding areas
of a source code not exercised by a set of test cases in the test bench. It can
help to create additional test cases to increase the coverage. This analysis
gives a quantitative measure of the coverage, which is an indirect measure
of the quality. It can also identify redundant test cases in the test bench that
do not increase coverage. Ultimately, the result of code coverage analysis of
a particular design will impact a designer’s level of confidence in his or her
RTL code.

45. WHAT IS FUNCTIONAL COVERAGE?

As addressed in Question 44, code coverage analysis is a structural testing
technique. Functional coverage, which contrasts to code coverage, com-
pares test bench behavior to a product specification. Structural testing ex-
amines how the source code works, taking into account possible pitfalls in
the structure and logic. Functional testing examines what the source code
intends to accomplish, without regard to how it works internally. Code cov-
erage analysis could be viewed as glass-box or white-box testing, whereas
functional coverage analysis could be regarded as black-box testing.
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The objective of functional coverage is to maximize the probability of
simulating and detecting functional faults, or bugs. It attempts to achieve
this at minimum cost in terms of time, labor, and computation. It is difficult
to formally create a functional coverage metric and prove that it provides a
good proxy for finding bugs. However, the very fact that functional cover-
age metrics can improve the chance of detecting bugs seems empirically
true based on observations of and experiments involving many SoC pro-
jects.

46. WHAT IS BUG RATE CONVERGENCE?

In the verification process of an IC design project, functional testing (by us-
ing a test bench) helps locate design errors, or bugs. This verification
process has three phases: constructing and bringing up the test bench, veri-
fying the basic test cases, and verifying the corner cases.

During the first two stages, bugs are easily detected and, consequently,
the rate at which bugs are found is relatively high. Then, as the design grad-
ually becomes mature and verification continues into corner-cases testing,
bugs become harder and harder to find, and this rate correspondingly slows
down, as shown in Figure 4.5. Eventually, when verification is almost com-
plete, the bug rate is virtually zero. The metrics of bug detection frequency,
length of simulation after last bug found, and the total number of simulation
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Figure 4.5. Bug rate convergence.
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cycles are the most commonly used methods to measure the confidence lev-
el of the overall verification process.

47. WHAT IS DESIGN PLANNING?

Design planning is the process of defining the chip’s implementation char-
acteristics. It is a task that is carried out before the real implementation work
begins. It includes the following major tasks.

® Selecting the technology and library. Choosing the appropriate tech-
nology node based on process speed, price, IP availability, foundry
availability, and so on. For the chosen technology, selecting the appro-
priate ASIC library based on design requirements, such as high speed
or low power.

® Selecting the IP. Choosing the style of IP: hard or soft; the source of
IP: internal or external. Studying the availability of on-chip memories.
Studying the availability of various special functions on the chosen
technology, such as PLL, DAC, or ADC.

® Selecting the I/O based on speed, drivability, power usage, voltage
interface, and special I/O functions such as DDR, SERDES, and
USB.

® Selecting the package. Consider the number of available pins, the
price, the footprint, the maximum power rating, and the thermal char-
acteristics.

® Estimating die size. Conducting preliminary floorplanning and deter-
mining whether the design is I/O limited, core limited, megamodule
limited, or package limited.

® Partitioning the design. Determining whether the design should be im-
plemented in top-down or bottom-up fashion. And, for large designs
with high gate counts, the design must be divided into subchips or hi-
erarchical modules and implemented in the manner of divide and con-
quer.

A hierarchical approach can enable faster implementation, but often at the
price of nonoptimum result as compared to a flat approach. All of the tools
used nowadays in the implementation process, especially the synthesis tool,
have component limits, due to the constraints of CPU processing power and
memory capacity. With the capability of today’s EDA tools, it is a good idea
to limit the number of components in an ASIC design netlist to less than one
million.



92 CHAPTER 4  CELL-BASED ASIC DESIGN METHODOLOGY

During the design-planning phase, these issues are critical design deci-
sions. Together, they lay down the foundation for the following physical im-
plementation work. Any serious misjudgment will result in a severe conse-
quences, such as a complete reset of the implementation cycle.

48. WHAT ARE HARD MACRO AND SOFT MACRO?

Hard macro and soft macro approaches are the two methodologies by which
IPs are delivered. The hard macro method is used to transfer an [P block that
has not only the logic implementation but also the physical implementation.
In other words, the physical layout of a hard macro IP is finished and fixed
in a particular process technology. Meanwhile, a soft macro IP has only the
logic implementation without the layout.

The biggest advantage of the hard macro approach is optimization. The
hard macro block is timing-guaranteed and layout-optimized. The drawback
is poor portability since it is already tied to a specific process technology. In
contrast, a soft macro IP has excellent portability. It can be synthesized into
any ASIC library if the RTL code and design constraint are available.

Typically, IPs with significant analog content are delivered as hard
macros since analog IPs are very process and layout sensitive. Digital IPs,
on the other hand, can have the flexibility of being “hard” or “soft.” Further-
more, for digital IPs, there is another type referred to as netlist IP. Netlist IP
has only the gate-level netlist but not the RTL code, mainly for security rea-
sons. The netlist [P can be used for the same process or library, or it can be
used for porting and thus mapped into a different process or library. Obvi-
ously, the drawback of the soft macro approach is the extra work of physical
implementation, or layout. Compared to hard macro, the verification of soft
macro also requires more attention.

49. WHAT IS HARDWARE DESCRIPTION LANGUAGE (HDL)?

The design of integrated circuits (ICs) is an art. During a half century of IC
development, it has gradually become clear that there is a need for a com-
puter language to describe the structure and function of integrated circuits,
or for describing an entire electronic system. In the 1980s, the need for such
a hardware description language (HDL) finally drew the attention of the
government, the electronics industry, and universities. As a result, two HDL
languages, Verilog and VHDL, have been standardized and have emerged
as the tools for IC design.
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An HDL is created to meet a number of needs in the IC design process.
First of all, it allows the description of the structure of a hardware system.
An HDL can be used to describe how the system is decomposed into build-
ing blocks and how those building blocks are interconnected. Second, it al-
lows the specification of the system functionality by using the form of fa-
miliar programming language. Third, the design of a system can be
simulated before being manufactured so that designers can quickly compare
alternatives and test for correctness without the delay and expense of hard-
ware prototyping. Fourth, it allows the detailed structure of the design to be
synthesized from a more abstract specification, allowing the designers to
concentrate more on strategic design decisions. This automatic synthesis
process also helps reduce design implementation time.

Overall, the use of HDL can benefit the IC design process in following
aspects: documenting the design, simulating the behavior of the design, and
directly synthesizing the design into real hardware.

50. WHAT IS REGISTER-TRANSFER-LEVEL (RTL) DESCRIPTION
OF HARDWARE?

Using an HDL to describe a hardware system is carried out on three levels:
the gate level, the register-transfer level (RTL), and the behavioral level.

The gate level describes a system in a purely structural fashion, by de-
composing the system into basic building blocks whose functionalities are
well defined and whose structures are fixed. It is not easy to extract the
functional sense by just reading gate-level HDL since it only contains com-
ponents and their interconnections. Gate-level description is primarily used
in the last stage of IC implementation to precisely describe the physical
structure of the design, with little or no attention paid to its functionality. On
the other hand, behavioral-level description does not pay any attention to
the implementation aspects of the design. It simply describes the behavior,
or functionality, of the design by using a higher level of abstraction, with no
information or direction on how the design will be implemented.

The RTL level of description is somewhere in between. It defines the sys-
tem behavior by describing how the data, or information, is transferred and
manipulated inside the system. It implies the system structure by referring
directly to the data storage elements and describing how the data should be
manipulated between those storage elements. However, RTL code does not
go further than this to directly specify implementation details, such as which
sequential cell to use for data storage or what logic cells to use for data ma-
nipulation.
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From RTL code, an experienced designer can extract functionality; a syn-
thesis tool can implement it into a physical entity (netlist) when an ASIC li-
brary is selected. Compared to gate-level description, RTL-level description
describes a design at a higher level of abstraction. It encourages the design-
er to focus on the functionality of the design rather than on its implementa-
tion, while leaving the automatic synthesis tool to realize and optimize the
functionality specified. In other words, RTL allows the designer to describe
“what” the design does, and lets the synthesis tool decide “how” the design
should be implemented in order to create the optimal implementation. As a
matter of fact, the specific HDL coding style required by Synopsys’ synthe-
sis tool (e.g., Design Compiler) is referred to as RTL coding.

Figure 4.6 is an example of RTL code, composed in VHDL language.
This section of RTL code describes a hardware block of a frequency di-
vider. The divide ratio is 10. Figure 4.7 is the symbol of this block, which
shows an input pin /NCLK and an output pin OUTCLK. If a signal of fre-
quency f'is presented at input pin /NCLK, a signal bearing frequency f/10 is
generated at output pin OUTCLK. This behavior is verified by simulation,
as shown in Figure 4.8. There is one cycle of output clock for every ten cy-
cles of input clock.

51. WHAT IS A STANDARD CELL? WHAT ARE THE
DIFFERENCES AMONG STANDARD CELL, GATE-ARRAY, AND
SEA-OF-GATE APPROACHES?

Standard cells are the basic building blocks of cell-based IC design method-
ology. A standard-cell library is one of the foundations upon which the
ASIC design approach is built. A standard cell, from a library, is designed
either to store information or perform a specific logic function (such as in-
verting, a logic AND, or a logic OR). The type of standard cell created to
store data is referred to as a sequential cell. Flip-flops (FF) and latches are
examples of sequential cells, which are indispensable elements of any ASIC
library. The type of standard cell used to perform logic operations on the
signals presented on its inputs is called combinational cell.

Standard cells are built on transistors. They are one abstraction level
higher than transistors. As shown in Figure 4.9, a hardware block can be
represented in four different abstraction levels during the chip implementa-
tion process. The lowest level is the transistor or device level. At this level,
the entire block is described directly by the very basic building elements of
transistors, diodes, capacitors, and resistors. One level up is the cell level, in
which designs are composed of standard cells. One more step up is the mod-
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LIBRARY IEEE;
use IEEE.std logic 1164.all;
use IEEE.Std Logic unsigned.all;

entity DIV10 is
port (INCLK : in std_logic;
OUTCLK : out std_logic
)i

end DIV10;

architecture RTL of DIV10 is
signal counter: std_logic vector(3 downto 0) :="1011";
begin
process
begin
wait until INCLK'event and INCLK ="1";
if ( counter ="1001" ) then
counter <= "0000" ;
else
counter <= counter +'l";
end if;

end process;

process
begin
wait until INCLK'event and INCLK ="1";
if ( counter <="0100" ) then
OUTCLK <="1";
else
OUTCLK <='0';
end if;

end process;

end RTL;

Figure 4.6. The RTL description of a hardware block (frequency divider).



96  CHAPTER 4 CELL-BASED ASIC DESIGN METHODOLOGY

DVDD

DIV10

INCLK = OUTCLK

DVSS

Figure 4.7. The hardware block symbol.
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ule level. At this level, designs are represented by modules such as adder,
multiplier, ALU, and shifter. The highest level is the chip level. At the chip
level, designs are partitioned into subsystems, such as DSP, microcontroller,
MPEG decoder, UART, USB, DMA, ADC, DAC, and PLL. The higher the
abstraction level, the less implementation detail it contains. Levels of stan-
dard cells are created for easy chip implementation, especially for large dig-
ital designs.

During the chip construction process, a designer’s HDL code is trans-
formed to a netlist using synthesis tools. The resultant netlist is composed of
a certain number of standard cells, each one having its specific logic function.
Overall, the intended system functions, initially described by HDL code, are
realized by the combined logical effect of all the standard cells in this netlist.
Down the road of implementation, these standard cells are placed within the
chip’s floorplan by special place and route tool. The interconnections among
these standard cells are also routed and wired by this tool.

Figure 4.10 shows several standard cell examples. The top row has three
combinational cells of an inverter, a two-input OR gate, and a two-input
NAND gate. The bottom row is one sequential cell of D-type flip-flop.
There are many associated views of any standard cell in a library, for vari-
ous purposes. These different cell views are used by different EDA tools for
schematic capture, simulation, timing verification, place and route, power
analysis, and electrical check during the chip implementation process. In
this figure, the three most common cell views are shown: symbol view,
schematic view, and layout view. From this schematic view, it is clear that
different cells have different structure complexity depending on their logic
functions. The simplest cell (the inverter) contains only two transistors. On
the other hand, the D flip-flop has 26 transistors embedded in it as its func-
tionality is much more complicated than that of an inverter. Corresponding-
ly, the size of its layout is much larger than that of an inverter as well.

Figure 4.11 shows more details of the OR gate layout. The cell’s physical
size is defined by cell height and cell width. The cell boundary is an at-
tribute used by a place and route tool to place the cells during the placement
stage. At the top and the bottom of the cell, there are usually wide strips of
metal for the power supply and ground connections (DVDD and DVSS
ports, as shown). The transistors inside the cell are formed by the geome-
tries on the base and metal layers as represented by the different shadings in
the figure (see also Chapter 2, Question 14). The exact shapes and dimen-
sions of those geometries are drawn in the layout view. Typically, only the
metall layer is used inside the cell layout since higher level metals are re-
served for signal routing. In the layout view, there are also geometries that
define the cell’s signal ports (A, B, and Y for this OR gate) that will be used
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1x drive inverter

1x drive two-input OR gate 1x drive two-input NAND gate

1 x drive D type flip-flop

Figure 4.10. Several standard cell examples.

later by the router to make the signal connections. It is critical to complete
each standard cell’s layout with the least amount of silicon area possible.
The reason is that the number of standard cells in a design could be on the
order of millions, and a small amount of overuse of area at the cell level
could add up to a large penalty in area at the chip level. In some cases, the
same logic cell could have different layout versions: for example, small lay-
out footprints for low-performance but compact designs and large layout
footprints for high-performance and expensive projects.

Physically, the standard cells within an ASIC library have a fixed size in
one dimension (usually the height) so that they can be placed and aligned
along the rows of the chip. Figure 4.12 shows two rows of standard cells
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Figure 4.11. The cell layout view in detail.
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Figure 4.12. Two rows of standard cells in a chip layout.
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within a certain portion of a chip layout. Each of those rows is filled with
various standard cells that make up the actual chip. In some special cases,
certain standard cells are designed twice (or even more) as high as regular
cells. But those heights must be multiples of the regular cells so that they
can be placed appropriately in the rows by the place and route tool. As seen
in Figure 4.12, when the cells are placed next to each other in a row, the
DVDD and DVSS geometries abut to form one long metal strip (see also
Question 72). Also, between two adjacent rows, the cells are flipped verti-
cally so that DVDD and DVSS metals are shared among the two rows. As a
result, there is no wasted space existed between the rows. A large chip has a
huge number of rows with power and ground busses running through each
row. In this configuration, the height of the row (which is also the height of
regular cells) is often referred to as row pitch and the smaller the pitch, the
higher the gate density. As process technology continuously shrinks, so
does the size of the standard cells. As a result, more and more logic gates
can be packed into the same silicon area.

The gate-array approach is another implementation methodology for
digital design. A gate-array circuit is a prefabricated silicon chip with no
particular function predefined. In this prefabricated silicon, transistors and
other active devices are placed at regular, predefined positions and manu-
factured on a wafer, called a master slice. Creating a logic gate with a speci-
fied function is accomplished by adding metal interconnect layers to the
chips on the master slice late in the manufacturing process. These logic ele-
ments are then joined by the metal layers to customize the function of the
chip as desired. Typically, the base layers (well, diffusion, and polysilicon)
are fixed and prefabricated. Metal layers are added in later stages to config-
ure (personalize) the chip to specific functions based on user requirement.
Figure 4.13 shows three gate-array cells, two of which are unprogrammed
and one is already personalized by extra metal geometries (a three-input
NAND gate). These gate-array cells may be arrayed in rows as shown at the
bottom. There are routing channels reserved between the rows for cell-to-
cell signal routing tracks.

Figure 4.14 is the sea-of-gate design style, which is a generalization of
the gate-array approach. In this style, continuous rows of n and p diffusion
are run across the master chip. These in turn are arrayed regularly in a verti-
cal direction without routing channels in between. A logic gate is isolated
from neighboring gates by tying the gate terminal of the end transistors to
Vss (NMOS) or Vpp (PMOS). Cell-to-cell signal routing is achieved by
routing across rows of unused transistors. This can produce a much denser
general-purpose array. In this figure, an isolated three-input NAND gate is
programmed.
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The greatest difference between the standard-cell approach and the gate-
array and sea-of-gate approaches is that the masks for all the layers are re-
quired to construct the chip using the standard-cell approach, whereas in the
gate-array or sea-of-gate approaches only the metal layers are required (the
base layers are prefabricated). Gate-array and sea-of-gate master slices are
often prefabricated and stockpiled in large quantities regardless of customer
orders. As a result, the design and fabrication according to the individual
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Figure 4.14. Sea-of-gate design style.

customer specification may be finished in a shorter time compared to stan-
dard-cell design. The gate-array approach can reduce mask costs because
fewer custom masks are required. Additionally, costs and the lead time for
manufacturing test tooling are reduced as well since the same test fixtures
are used for all the gate-array products manufactured on the same die size.
The drawbacks of the gate-array and sea-of-gate approaches are low density
and inferior performance compared to standard-cell design. However, they
are often a viable alternative for low-volume products.

For very high performance digital designs and most analog designs, the
full-custom style is preferred. Figure 4.15 shows one example of a full-cus-
tom layout in which every single transistor is designed and laid out manual-
ly.

In summary, the level of standard cells (gate-array and sea-of-gate) is
created so that the task of chip implementation, especially for large SoC de-
signs, can be carried out efficiently. Although it is very important, the stan-
dard cell is not one of the basic building elements of the silicon chip. The
basic building elements of a CMOS chip are NMOS and PMOS transistors,
diodes, capacitors, resistors, and inductors. During the very last stage of the
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Figure 4.15. Full-custom layout.

chip implementation process, the standard cells are decomposed into
NMOS and PMOS transistors, and the standard cell boundary then disap-
pears. However, without standard cells, every single chip design must start
at the transistor level. This degrades the efficiency of implementation great-
ly or it could make the task impossible.

52. WHAT IS AN ASIC LIBRARY?

An ASIC library is a group of standard cells glued together as a package.
Typically, an ASIC library contains a sufficient number of combinational
cells to perform any logic operation required by commonly used design
styles with decent efficiency. It should also have many types of sequential
cells to meet any storage requirements.

A typical modern ASIC library could have more than several hundred
different standard cells. Those cells are categorized into groups by their
functionality, such as INV, BUF, NAND, NOR, AND, OR, XOR, Boolean
functions, flip-flop, and scan flip-flop. Within each functional group, there
are a certain number of cells with different drivability. For example, in the
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inverter group of INV, there are usually a 1x drive cell INV1; a 3x drive cell
INV3; and INVS5, INV7, and INVO cells. It is also possible to have half-
drive cells in a library targeted for high density. Different drivability cells
within one group provide flexibility to the synthesis tool so that the optimal
result can be achieved. Nowadays, there is also a trend to create the cells
within the same function group with linearly increased drivability. Such a
linear ASIC library can be better utilized by the “logic effort”-driven design
implementation methodology.

An AISC library is often tied to a particular process technology. Some-
times, several ASIC libraries can coexist within the same process technolo-
gy, each targeting a specific purpose such as high speed, low power, or high
density.

Because standard cells are the basic building blocks of ASIC design
methodology, appropriate information must be provided to the CAD tools
when they are used to create a silicon chip: the cell’s physical appearance,
its logic functionality, timing behavior, and electrical characteristics. For
this reason, the cells in the ASIC library are characterized, modeled, and
packed in certain data formats. A complete ASIC library should have fol-
lowing information (which is characterized as a view) available for each cell
for the automatic design tools to use during various design phases: logic
view, timing view, physical view, power view, and electrical view. Togeth-
er, these views provide a complete picture of each cell in the library. Vari-
ous automatic CAD tools used in IC design implementation utilize them to
make their design decisions.

The quality of an ASIC library has a great impact on the quality of the de-
signs that use this library. There are several criteria upon which ASIC li-
braries are studied and judged:

® Efficiency. A library is efficient and high quality if the resultant syn-
thesized and placed-and-routed designs are fast and small, and con-
sume less power.

® Robustness. A library that yields a good balance of area, power, and
performance is of no use if it is not reliable. Issues related to ESD tol-
erance, latch-up prevention, electromigration, GOI, antenna, and noise
sensitivity must be considered.

® Portability. Another aspect of increasing importance in evaluating a li-
brary is its adaptability for multiple foundries. A library with good
adaptability is built around a common set of rules that accommodates
the design rules of several silicon vendors.

® Usability. A great library is useless without design kits. Depending on
the design methodology, the following types of design kits may be re-
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quired: schematic capture, synthesis, simulation, place and route, stat-
ic timing verification, and ATPG.

® Timeliness. The library must be available early in the technology life
cycle. Otherwise, this technology cannot be used to its full potential to
generate revenue.

® Cost. The cost of a library is tricky. The cost of developing a library
internally can be high, both in terms of development tools and time.
However, buying an off-the-shelf library always includes a compro-
mise between what is desired and what is available. Therefore, be-
tween buying and developing, there must be a clear economic advan-
tage for one over another, or vice versa.

53. WHAT IS LOGIC SYNTHESIS?

Logic synthesis is the process of translating an abstract form of desired cir-
cuit behavior (typically in RTL) into a design implementation in terms of
logic gates (standard cells). This process is carried out by automatic synthe-
sis tools with sophisticated algorithms. The outcome of this logic synthesis
is the netlist, which is composed of various standard cells and special macro
cells. The functionality of this netlist should agree with what is described in
the original RTL code. Logic synthesis is one major aspect of electronic de-
sign automation.

During the process of logic synthesis, starting from the RTL description
of a design, the synthesis tool first constructs a corresponding multilevel
Boolean network. Next, this network is optimized by using several tech-
nology-independent techniques. The typical cost function used during
technology-independent optimizations is the total literal count of the fac-
tored representation of the logic function, which correlates well with real
circuit area. Finally, technology-dependent optimization transforms the
technology-independent circuit into a network of gates in a given technol-
ogy (library). The simple cost estimation performed in previous steps is re-
placed by a more concrete, implementation-driven estimation during and
after technology mapping. Mapping is constrained by several factors, such
as the availability of gates (logic functions) in the technology library; the
drivability of each gate in its logic family; and the delay, power, and area
of each gate.

In addition, behavioral synthesis is a method of synthesizing logic from a
circuit specified at the behavioral level by an HDL. This approach trans-
forms a behavioral HDL specification into an RTL specification that is then
used for gate-level logic synthesis. The goal of behavioral synthesis is to in-
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crease the designer’s productivity to meet the challenge of ever-increasing
design size.
It is important that the logic synthesis process be:

® Free of misinterpretation
® Fast in execution
® (Capable of handling large designs

Further, for the resultant netlist to deliver high-quality circuits, the area
must be small, the power consumption needs to be low, and circuit speed
should be high.

The quality of a logic synthesis task is highly depended upon the ASIC li-
brary used, the algorithms embedded in synthesis tools and the CPU, and
the memory configuration of the computer that carries out the synthesis
task.

54. WHAT ARE THE OPTIMIZATION TARGETS OF
LOGIC SYNTHESIS?

The optimization targets of a logic synthesis task are speed, area, and pow-
er. For successful implementation into real circuits or logic gates, a circuit
produced by HDL synthesis must meet certain speed requirements defined
by clock frequency. Otherwise, it is less effective, if not totally useless. An-
other obvious goal of logic synthesis is that the resultant circuit should oc-
cupy as little silicon area as possible to maximize profit margins.

The third concern in logic synthesis is power consumption. Nowadays, as
more and more IC designs are targeted for mobile applications, a chip’s
power usage has become a very sensitive issue. However, as process
geometries keep getting smaller, the leakage current problem becomes more
severe and starts to gradually move from backstage to center stage. In other
words, lower and lower power consumption is desired on one hand, yet
power managment becomes tougher and tougher on the other hand. As a re-
sult, optimizing for power is a more serious and challenging logic synthesis
issue than ever before.

These three optimization targets are not isolated, but related, to each
other. During the optimization process, trade-offs are often made among
these targets. For example, to achieve higher circuit speed, more silicon
area might be required and more power needed. To achieve better power
control, more gating circuitry might be required, which, in turn, requires
more area.
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55. WHAT IS A SCHEMATIC OR NETLIST?

A schematic, or netlist, is the real circuit representation of an electronic de-
sign. It consists of the basic circuit elements (instances), their interconnec-
tions (nets), and certain attributes. Compared to a RTL description or design
specification, which only address the designer’s design intention, a
schematic or netlist is the circuit representation that is one step closer to real
implementation in silicon.

Structurally, a netlist either contains or references the descriptions of the
components (such as logic gates, special macros, etc.) or devices (such as
transistors, capacitors, resistors, etc.) it uses. Each time a component or de-
vice appears in a netlist, it is called an instance. Each instance has a master
which is the definition that lists some of its basic properties and the connec-
tions that may be made to it. These connection points are called ports or
pins.

In large designs, it is common practice to split the design into pieces.
Each piece then becomes a definition that can be used as an instance in a
higher level of the design. This approach of netlisting is called hierarchical
description. A definition that includes no instances is referred to as a primi-
tive or leaf cell, and a definition that includes instances is hierarchical. Flat
designs are those in which only instances of primitives are allowed. Hierar-
chical designs can be exploded or flattened into flat designs via recursive al-
gorithms. The advantage of the hierarchical approach is that it reduces the
redundancy in a netlist, saves disk or memory space, and produces a design
that can be more easily read by both machines and people.

Nets are the wires that connect the components together in the circuit.
Depending on the particular language of the netlisting and the features of
that language, there may or may not be certain special attributes associated
with the nets in a design.

In the analog design environment, the term schematic is often preferred.
In this environment, a schematic is something designers can see and feel in
a graphic user interface (GUI), such as the one shown in Figure 4.16, where
the primitives are transistors. The circuit block presented by this schematic
is an operational amplifier (op-amp for short), which is a high-gain elec-
tronic voltage amplifier with differential inputs and a single output. Op-
amps are among the most widely used electronic blocks in analog circuit de-
signs.

In digital designs or the SoC integration environment, the term netlist is
preferred. This is partly because the design representation is often construct-
ed as a text file, mainly in Verilog netlist format. Figure 4.17 is an example
of a very simple digital circuit in which the primitives are logic gates. This



‘(dwre-do ue) 3o11o So[eue ue JO ONBWAYDS YV *9T'p 3N

S§8AF

L L T Nasd _

..1_ :
1noa p— IH_

-—

WNIA—A (e dN g NaHd
T any

[=

N
7

F| I
B
iy

|AJdAV

108



55. WHAT IS A SCHEMATIC OR NETLIST2 109

module DIV10 (INCLK, OUTCLK );

input INCLK;

output OUTCLK;

wire \counter18[3] , \counter18[2] , \counter18[1], \counter18[0] ,
\counter[3] , \counter[2] , \counter[1] , \counter[0] , \n89[ 1],
\"+"-return87[3] , \"+"-return87[2] , OUTCLK123, n180, n181, n182,
nl83, nl184;

AN310 U33 (.A(\counter[3] ), .B(\counter[0] ), .C(n181), .Y(n180) );

NO211 U34 (. A(\"+"-return87[2] ), .B(n180), .Y(\counter18[2] ) );

DTN12 OUTCLK reg ( .CLK(INCLK), .D(OUTCLK123), .Q(OUTCLK) );
NO210 U35 (.A(\counter[2] ), .B(\counter[1] ), .Y(nl81) );

NA210 U36 ( .A(\counter[1]), .B(\counter[0] ), .Y(n183));

NO211 U37 (.A(\"+"-return87[3] ), .B(n180), .Y (\counter18[3] ) );

NO210 U38 (.A(n183), .B(n182),.Y(n184));

NO210 U39 ( .A(\counter[0] ), .B(n180), .Y (\counter18[0] ) );

NO211 U40 (.A(\n89[1]), .B(n180), .Y(\counter18[1] ) );

IV110 U41 ( .A(\counter[2] ), .Y(n182) );

DTNI12 \counter reg[0] ( .CLK(INCLK), .D(\counter18[0] ), .Q(\counter[0] ));
DTNI12 \counter_reg[1] ( .CLK(INCLK), .D(\counter18[1] ), .Q(\counter[1] ));
DTNI12 \counter reg[2] ( .CLK(INCLK), .D(\counter18[2] ), .Q(\counter[2] ));
DTN12 \counter reg[3] ( .CLK(INCLK), .D(\counter18[3] ), .Q(\counter[3] ));
BFO015 U42 (.Al(\counter[3] ), .B1(\counter[2] ), .C1(\counter[0] ), .C2(\counter[1] ),.Y(OUTCLK123));
EX210 U43 ( .A(\counter[1] ), .B(\counter[0] ), .Y(\n89[1] ) );

EX210 U44 (.A(n182), .B(n183), .Y(\"+"-return87[2] ) );

EX210 U45 ( .A(\counter[3] ), .B(n184), .Y(\"+"-return87[3] ) );

endmodule

Figure 4.17. A netlist of a digital circuit (a frequency divider).

block is designed as a frequency divider of ratio 10. The RTL code of this
block is listed in Figure 4.6. Figure 4.17 shows the resultant netlist after the
RTL code is synthesized through the logic synthesis step.

In some cases, if the size of a netlist is reasonably small, it can also be vi-
sually inspected in a GUI environment. In these cases, this netlist is often
called a schematic as well. Figure 4.18 is the schematic view of the same
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netlist of Figure 4.17. In most cases, however, it is impossible to view a dig-
ital design’s netlist in graphic mode due to its large size.

56. WHAT IS THE GATE COUNT OF A DESIGN?

The term gate count is used to measure the size of a digital design. Within
the netlist of a digital design, there are many circuit elements or primitives
(leaf cells). These circuit elements could be standard cells from an ASIC
library or memory or special macro cells. In an ASIC library, different
cells have different physical sizes. Memory and macro cells have their
unique physical sizes as well. The size of a netlist, or the size of a design,
is the sum of the sizes of its components. To conveniently describe the
size of a digital design, the physical sizes of the library cells, memory
cells, and macro cells are normalized to a base cell, usually a two-input
NAND gate with a minimum of 1x drivability (here referred to as
NAND?2). As a result, the size of any netlist is measured by referencing it
to the size of this base cell. The gate count is an estimate of how many
equivalent base cells are contained in the netlist. As an example, if a de-
sign is a “100 K gates design,” its physical size is equivalent to the size of
one hundred thousand NAND?2 cells.

Do not confuse gate count with the term number of components. In the
previous example, the actual number of components in the design is not
necessarily 100 K since different cells have different sizes. Also, the final
actual layout size of this design is not exactly determined by simply multi-
plying the size of NAND?2 by one hundred thousand times. This is due to the
fact that extra space is needed for the power grid, I/O busses, clock tree, and
routing tracks. In other words, gate count is just an estimate. It is used to
conveniently compare the relative sizes of different designs.

Figure 4.19 shows the schematic, symbol, and layout views of a NAND2
cell from an ASIC library.

57. WHAT IS THE PURPOSE OF TEST INSERTION DURING
LOGIC SYNTHESIS?

As addressed in Chapter 3, Question 20, Design for Testability (DFT) is a
very important issue to be considered when creating a profitable commer-
cial product. To enable the DFT function of making the design testable for
manufacturing defects, extra circuitry is added in the design, and this extra
test circuitry is inserted during the logic synthesis process.



112 CHAPTER 4 CELL-BASED ASIC DESIGN METHODOLOGY

1% drive two-imput NAND gate
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Figure 4.19. Schematic, symbol, and layout views of a NAND2 cell.

If this test circuitry is added in later stages, such as after the place and
route stage, rather than during the logic synthesis stage, then the entire phys-
ical design process could be jeopardized. This is due to the fact that the test
circuitry needs extra silicon area and extra timing budget. Furthermore, the
configuration of DFT circuitry has an impact on clock structure and
chip/block I/0 planning. Thus, test circuitry should be added as early in the
chip implementation process as possible.

Some details involved in the insertion of test circuitry are swapping
scannable flip-flops, partitioning scan chains, stitching scan chains, con-
structing built-in self-test (BIST), constructing memory BIST, analyzing
fault coverage, and generating test patterns.

58. WHAT IS THE MOST COMMONLY USED MODEL IN VLSI
CIRCUIT TESTING?

The most commonly used model in VLSI circuit testing is the stuck at fault
(SAF) model. The SAF model assumes that any node (a net in a netlist)
within a silicon chip has the potential risk of being permanently tied to pow-
er (stuck at one, SAI) or ground (stuck at zero, SA0) due to various manu-
facturing defects. Either SA1 or SAO makes the affected node nonfunctional
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since that node cannot be switched by the circuit for logic operation any
longer. Consequently, the chips that contain such nodes are regarded as bad
chips and cannot be delivered to the customer. Design for test is the art of
inserting some extra testing circuitry inside the chip to search for such SAF
nodes.

An SAF is a particular fault model used by fault simulators and auto-
matic test pattern generation (ATPG) tools to mimic a manufacturing de-
fect within an integrated circuit. It is not the only model for DFT but it is
the simplest and most widely used, especially for digital designs since 0
and 1 are the only concerns in these circuits. However, although very pow-
erful, the SAF model is not a true description of how a node is malmanu-
factured or damaged. It does not provide physical manifestations of the de-
fect (defect mechanism) but only the behavior or effect caused by the
defect. For example, metal shorting through a foreign material between a
node and ground node or the failure of an internal transistor could both
cause an SAQ.

Figure 4.20 shows an example of an SAOQ fault model. In this circuit,
there are seven nodes (or nets): A, B, C, D, E, F, and G. The diagram at the
right shows that an SAO0 fault is presented at physical location y, which be-
longs to node G. In other words, node G is always at ground electric poten-
tial and cannot be switched by its driver Cell X to logic “1,” regardless of
Cell X’s drive strength. Thus, this circuit is not qualified for its intended de-
sign function and should be discarded.

During fault simulation or ATPG, test patterns are generated to stimulate
the circuit and detect the effects of such SAFs. During this process, every
single node in the circuit is assumed to have the potential of being stuck at
either 0 or 1. The aim of a good set of test patterns is to detect all of these
faulting nodes in the circuit using a minimum of resources (CPU time,
memory, disk space, and tester time, for example).

Cell Y Cell Y
A .
E Ko
X y B X Point y, stuck At 0
4
Cell X < Cell_X )
- F F
D
Cell_Z Cell_Z
Fault-free model Stuck at fault model

Figure 4.20. Stuck at fault model.



114  CHAPTER 4 CELL-BASED ASIC DESIGN METHODOLOGY

59. WHAT ARE CONTROLLABILITY AND OBSERVABILITY IN
A DIGITAL CIRCUIT?

As addressed in Question 58, the most common approach to testing a digital
circuit is to toggle every node inside the circuit and observe the correspond-
ing effect. The foundation of this approach is the SAF model. However, in
practice, this is not always easily achieved. In a circuit of combinational
logic, the logic states of the internal nodes can be determined if the circuit’s
inputs are all known. But for a circuit that includes sequential elements,
such as flip-flops and latches, this is not true. Some of the nodes’ logic
states depend on these sequential cells’ previous states. This leads to con-
trollability and observability issues.

In the design for testability regime, for any node in a circuit, controllabil-
ity is defined as the capability of a node being driven to 1 or 0 through a cir-
cuit’s prime inputs. If this node can be driven faithfully to 1 and 0, it is re-
garded as controllable. Observability is defined as the capability of the logic
state of this node being observed at the circuit’s prime outputs. If the logic
state of this node can reliably be observed, this node is regarded as observ-
able. Whether a circuit node is stuck at 1 (or 0) is only testable if that node is
both controllable and observable.

Figure 4.21 demonstrates the controllability and observability concepts.
For a circuit block that has three inputs (A, B, and C) and two outputs (Y and

One part of the block
combinational logic

Input logic cone A Output logic cone Y

Input logic cone B

Control

QOutput logic cone Z

Input logic cone C

Block boundary

Figure 4.21. Controllability and observability.
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Z), node B is controllable when its electrical potential can be brought high or
driven low from the prime inputs of this chip through the input logic cone of
B. It is observable when the consequence of this switching is sensed by the
chip’s prime outputs through the output logic cone of Y and Z.

60. WHAT IS A TESTABLE CIRCUIT?

A testable circuit is defined as a circuit whose internal nodes of interest can
be set to 0 or 1 and in which any change to the desired logic value (the logic
value difference between an SAF circuit and a non-SAF circuit) at the node
of interest, due to a fault, can be observed externally.

From this definition, it is easy to understand that an untestable circuit is
the one that has at least one node that is either noncontrollable or nonob-
servable. There are almost always some noncontrollable or nonobservable
nodes in any real circuit of reasonable complexity. Consequently, some
untestable faults result. Figure 4.22 shows four types of known untestable
faults: the unused fault, tied fault, blocked fault, and redundant fault. These
faults cannot be tested by any test vector.

Note: Apparently, untestable faults cannot cause functional failures.
Therefore, those faults are not included in the fault coverage calculation.

Tied fault
b0 hLD AN RN

Unused fault i SF1 ‘ ‘
~ 1
SF1/SFO0 N

CLR E

Unused fault Tied fault

Redundant fault

Blocked fault

Blocked fault Redundant fault

Figure 4.22. Untestable faults.
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In addition to the untestable faults, there is a group of undetectable faults.
These include the possibly detected fault, oscillatory fault, hypertrophic
fault, uninitialized fault, and undetected fault. Basically, these faults include
the hard-to-detect or undetected faults that cannot be proven untestable. Un-
like untestable faults, which do not have functional impact, undetectable
faults must be taken into account when calculating the chip’s fault coverage.

In reality, the completely 100% testable circuit is difficult to achieve, es-
pecially when inspecting at the chip level.

61. WHAT IS THE AIM OF SCAN INSERTION?

As discussed in Question 60, to create a testable circuit, it is desirable that
every node inside the circuit be controllable and observable. However, for a
circuit consisting of sequential elements (storage elements such as flip-flops
and latches), the controllability and observability cannot be achieved with-
out special care. This is because the logic states of the nodes associated with
these sequential elements not only depend on current inputs but also on their
previously stored states—they have memory. To determinedly set the nodes
to known states, a technique called scan chain is usually employed inside
the chip.

Figure 4.23 shows part of a scan chain. As depicted, a regular D flip-flop,
which has input pins of D and CLK and output pin @, is replaced by a
scannable flip-flop that has an extra input pin of SD. The idea is to use this
SD pin to put the flip-flops in known states. Those scannable flip-flops are
connected in a chain fashion so that the controlled values are transferred to
each flip-flop from the chip’s prime inputs through the chain. Also, the log-
ic values of the internal nodes are transferred out to the chip’s prime output
through the chain.

Figure 4.24 shows an example of using a test vector to detect the SAFs
inside a circuit. As shown, a pattern of 000 is applied at three prime inputs
(Pls). Also, a 0 is driven to the node of interest through a scan chain. At the

—»J SD QG———»(J SDh Q—— (g SDh QL—»
anon g Db abp
ScanFF ScanFF ScanFF
g cLk Jd cLk Jd cLk

Figure 4.23. Part of a scan chain.
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Pattern SAl
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Result
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Figure 4.24. A test vector used to detect SAF.

prime output (PO), a 0 is expected if the circuit is fault free. If, instead, a 1
is received at PO, it can be said that one of the nodes A, B, or C is stuck at 1.

The task of scan insertion is tri-fold: replacing the flip-flops with
scannable flip-flops, partitioning the scan flip-flops into different scan
chains based on certain criteria, and stitching the scannable flip-flops of the
same chain using specific methods. The aim of the scan insertion, or DFT, is
to make every node within the chip controllable and observable. However,
in reality, this is not always achievable. In most design cases, there are some
circuit nodes that cannot be controlled or observed, no matter what you do.

In scan insertion, if all the sequential elements in a design are replaced by
scannable flip-flops, the approach is called full-scan DFT. If only a subset
of the sequential elements is replaced due to various reasons, it is referred as
partial-scan DFT.

In summary, the goal of scan insertion is to improve the circuit’s control-
lability and observability.

62. WHAT IS FAULT COVERAGE? WHAT IS DEFECT PART PER
MILLION (DPPM)?

The term fault coverage is defined as the ratio of detected nodes (found by
test vectors through prime inputs) and the testable nodes inside the circuit.
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It is a measure of the confidence level that designers have on the testabil-
ity of the circuit. If a design bears a fault coverage of 90%, then it simply
means that 90% of its nodes are controllable and observable by the current
test vector set. Fault coverage of commercial products should reach at least
95%.

In the definition of fault coverage, it is worth noting that it is the ratio
between detected nodes and the testable nodes. Thus, in this calculation, it
does not include any structurally “untestable” node. In other words, if
enough effort is spent on generating the test vector, it is possible to
achieve 100% fault coverage. If untestable nodes were also included in the
calculation, then, theoretically, 100% fault coverage would be unreachable.

The term defect part per million (DPPM) describes the number of parts
returned (owing to defects) by customers among one million parts deliv-
ered. It is a significant measure of the financial success of a product: the
lower the DPPM, the higher the profit margin.

Mathematically, there is no direct relationship between fault coverage
and DPPM. However, based on data collected from many products, it has
been found that DPPM has an inverse relationship to fault coverage. In oth-
er words, a high fault coverage can produce a low DPPM. This is due to the
fact that the higher the fault coverage, the more thoroughly the chip can be
tested before being delivered to customer and, as a result, the lower the like-
lihood that the customer will receive bad parts.

Figure 4.25 shows a model between DPPM and fault coverage developed
by Williams and Brown. In this figure, DPPM is represented by defect level
(scaled by a constant). Yield is a major factor in calculating defect level. It is
defined as the number of good dies (passing the wafer-level testing) out of
one hundred dies. Fault coverage tells us how completely we can test the
chip. Yield tells us how many defects occur in the real silicone.

Even if a die passes the production tests, it does not necessarily mean
that it is defect free since almost no design can really reach 100% fault
coverage and, more importantly, SAF is only a model—it does not cover
all of the physical defect mechanisms. Thus, the “good” dies, which pass
all of the tests, may still contain defects. However, compared to “bad”
dies, which do not pass the tests and are being thrown away, it can safely
be said that there is a low possibility that the good dies will contain de-
fects.

A low yield probably means that this manufacturing process is not ma-
ture, or is not fine tuned for this design. Consequently, more defects would
result in the dies. As shown in Figure 4.25, a product bearing high-fault cov-
erage (design-related) but low yield (mainly manufacturing-related) will
still have a relatively high defect level.
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Figure 4.25. DPPM and fault coverage.

63. WHY IS DESIGN FOR TESTABILITY IMPORTANT FOR A
PRODUCT’S FINANCIAL SUCCESS?

Design for testability is important because we do not want to deliver bad or
malfunctioning parts to our customers. Too many bad parts delivered to cus-
tomers means financial disaster. Furthermore, it can damage an organiza-
tion’s reputation and result in missed business opportunities.

Without DFT embedded in the design, the only way to differentiate good
parts from bad parts is for application engineers or customers to test the
chips in the real application environment. In this scenario, the chips are al-
ready incorporated in the PCB board or even in the end system (such as a
TV or a phone set). A malfunctioning chip identified in this case could
mean throwing away the entire system, and the cost associated with that is
significantly higher than throwing away a bad chip.

For example, assume that semiconductor company XYZ produces
100,000 chips and sells them to system company ABC for $10 each. Com-
pany ABC will use these chips to build PC boards at the cost of $200 each.
Eventually, these boards are built into systems that cost $5,000 each. Now
assume also that the chips manufactured by company XYZ bear a DPPM of
5%. Thus, out of the 100,000 chips produced, 5,000 are bad. The cost of
throwing them away at this stage is 5,000 - $10 = $50,000.
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However, if the chips are untested or insufficiently tested and these bad
chips are unintentionally used to build the boards, the financial penalty of
throwing away (or repairing) these boards is 5,000 - $200 = $1,000,000.
Even worse, if these 5,000 bad parts find their way into the final system, the
cost of repairing the problem is an astounding number of 5,000 - $5,000 =
$25,000,000. This is intolerable; the original selling price for these 100,000
chips is only 100,000 - $10 = $1,000,000. Table 4.1 shows the financial cost
of fixing the problem at various stages and different DPPM levels.

As can be seen from this example, the earlier the defective part is identi-
fied, the less the financial damage. The lower the DPPM is, the better the
chance of financial success. Thus, embedding DFT capability inside a chip
and using DFT to test manufacturing defects is crucial for the financial
health of a product. Nowadays, it is not surprising to see a chip’s testing cost
reach more than one-third of the overall chip cost.

64. WHAT IS CHIP POWER USAGE ANALYSIS?

Design for power is a design strategy that addresses the concern of the ever-
increasing power consumption by VLSI chips. As process geometries
shrink, chip designers can pack more stuff inside a single chip. Consequent-
ly, the power consumption by the chip increases correspondingly. To make
things even worse, current chips are operating at much higher frequencies
compared to chips of ten or twenty years ago. And the power they burn is
directly proportional to the operating frequency. Thus, it is not uncommon
to see a chip’s power consumption exceed tens of watts, or even hundreds of
watts. Under these circumstances, a great amount of heat is generated by the
chips and cooling is a serious challenge. On another front, more and more
mobile applications, which operate on batteries, require low-power opera-
tion to achieve longer working hours.

For these reasons, the issue of design for power has moved from back-
stage to front stage. The formidable challenge posted in this frontier is re-

Table 4.1. The financial cost of fixing problems at various stages at different DPPM
levels*

DPPM No. of bad parts Chip PC board System

5% 5000 $50,000 $1,000,000 $25,000,000
1% 1000 $10,000 $200,000 $5,000,000
0.1% 100 $1,000 $20,000 $500,000
0.01% 10 $100 $2,000 $50,000

* Assumptions: 100,000 chips. Chip cost: $10, board cost: $200, and system cost: $5000.
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ducing chip power consumption without significantly degrading chip per-
formance.

One of the key issues in the design for power challenge is the analysis of
chip’s power usage. Power analysis is the process of analyzing chip or block
power consumption based on the circuit topology, the circuit operating
speed, the circuit nodes’ switch pattern, and the physical layout of the cir-
cuit. Ideally, power analysis should be carried out at the transistor level us-
ing a transistor-level simulator such as SPICE or the likes. However, for
most designs, this is not practical due to the capacity limitation of those sim-
ulators. In real design practice, special power analysis tools are available
that base their power analysis calculations on power models of standard
cells and macros. To obtain reliable power analysis, users must provide the
tools with accurate operating frequencies and node switching patterns.

65. WHAT ARE THE MAJOR COMPONENTS OF CMOS
POWER CONSUMPTION?

For CMOS circuits, the major components of power dissipation are switch-
ing power, short-circuit power, and leakage current. Switching power and
short-circuit power are classified as dynamic power, whereas power con-
sumed by leakage current is referred to as static power (see also Chapter 3,
Question 26).

Dynamic power is the power consumed by a circuit when it is active, or
when the circuit is performing its logic operations. When the circuit is in an
idle state, the dynamic power consumption should be nonexistent. On the
other hand, static power is always present even when the circuit is not oper-
ating or when its gates are not switching. These three components are illus-
trated in Figure 4.26.

As can be seen in this figure, when the CMOS circuit (an inverter in this
case) is operating (the waveform at pin IN switching from low to high and
high to low), it charges and discharges its load capacitor. During this
process, the current /,,, dissipates power through parasitic resistors as heat.
Also, from the waveforms at the middle of this figure, it can be seen that
there is a short period during the switching process during which both the p
and n transistors are turned ON. During this brief period, there is a direct
current /. flowing from Vp, to GND through these transistors. The power
associated with this current is called short-circuit power.

The I current in the figure is the leakage current, which is discussed in
Chapter 3, Question 26. Whether the circuit is switching or not, the 7 is al-
ways there. In the past, when the process geometries were significantly larg-
er than what we use today and when the power supply voltages were signif-
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Figure 4.26. The three components of CMOS circuit power consumption.
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icantly higher, the power dissipated by leakage current was not of consider-
able importance and could be safely ignored. Unfortunately, for today’s ad-
vanced processes, this is not the case anymore. Controlling leakage current
has become a serious and difficult challenge for today’s SoC designs.

66. WHAT IS POWER OPTIMIZATION?

Power optimization is a design strategy that aims at reducing the circuit pow-
er consumption without significantly degrading circuit performance. A typi-
cal example of power optimization is placing the part of the circuit that is not
needed at any particular moment into an idle state (the clock gating tech-
nique). Another commonly used power optimization method is to add extra
circuits to control the leakage current, using multiple V' libraries. A third ex-
ample is to always run circuits at low operating frequencies unless it is ab-
solutely necessary to run them at higher speeds (this is more or less a system-
level technique that is especially useful for general purpose CPU chips).

In the past, during the logic synthesis process, the optimization targets
were speed and area. Nowadays, the optimization targets have widened to
speed, area, and power. In some cases, power minimization might even be
the number one priority.

67. WHAT IS VLSI PHYSICAL DESIGN?

To answer this question in a simple sentence, VLSI physical design includes
all the tasks needed to build a silicon chip from design netlist to final GDSII
layout.

Compared to design capture, simulation, and logic synthesis (which are
called front-end activities), physical design is referred to as back-end work.
In other words, physical design covers the tasks necessary to turn the design
from a logic entity into a physical entity. It starts from the netlist, which is
generated from the logic synthesis. However, the physical design can also
include the task of RTL logic synthesis since there is an ever-increasing tie
between the logic synthesis and the physical layout. The term physical syn-
thesis reflects this fact.

The list below shows roughly the major tasks in the physical design do-
main:

® [ogic synthesis
® DFT insertion
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® Electric rules check (ERC) on gate-level netlist
® Floorplan
Die size
I/O structure
Design partition
Macro placement
Power distribution structure
Clock distribution structure
® Preliminary check
IR drop
ESD
EM
Place and route
Parasitic extraction and reduction
SDF generation
Various checks
Static timing analysis
Cross talk analysis
IR drop analysis
Electron migration analysis
Gate oxide integrity check
ESD/latch-up check
Efuse check
Antenna check
Final layout generation
Manufacturing rule check, LVS check

Pattern generation

68. WHAT ARE THE PROBLEMS THAT MAKE VLSI PHYSICAL
DESIGN SO CHALLENGING?

As CMOS technology continually scales down to smaller geometries and
the density of design integration predictably and ruthlessly scales up accord-
ing to Moore’s Law, IC design productivity must increase at the same rate
so that much larger chips are designed within the same man-hours budget.
This increase in design productivity must come from new creative design
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methodologies and advanced EDA tools since the physical structure and
mental capability of the human brain has been virtually unchanged for the
past hundreds of thousands years. Based on historical evidence to date, de-
sign productivity has kept up with technology and design density scaling
very well, especially in the front-end design area. However, there are signs
of slowdown in back-end productivity. Apparently, this evolution is tougher
on physical design than it is on its front-end counterpart.

Besides the design size factor, the difficulties in the physical design
regime are due to the issues related to manufacturing technologies, such as
device and interconnect parasitics, physical and electrical design rules, de-
vice reliability, and process variation. In the practice of real SoC design,
these process-related issues surface as the challenges of timing closure,
cross talk, electromigration, mask optimization, antenna effect, voltage
drop, inductance effect, and chip packaging.

The challenge of timing closure is caused primarily by the parasitic ca-
pacitance of the on-chip metal interconnection. In processes of 0.25 wm and
below, interconnect wire delay starts to dominate the gate delay on chip tim-
ing paths. However, the delay caused by wire parasitics is unknown at the
logic synthesis stage. In the past, this problem was dealt with by the wire
load model, which estimates wire parasitics based on a cell’s fan-out and
design size. Statistically, this model is reasonably accurate, but the devia-
tion in an individual wire could be off by a large amount. Since timing clo-
sure is judged by the worst case of millions timing paths on-chip, this kind
of variation is unacceptable. Recently, the concept of logic effort has been
introduced in design practices to cure this problem. In this approach, during
the logic synthesis process, the gate sizes are not fixed as in the convention-
al approach. Instead, the timing budget, or capacitance load budget, for each
gate is determined and fixed, while the gate sizes float. By following this
method, the gates sizes are adjusted in a later physical design stage based on
real wire parasitics when they are available. This approach provides a better
chance for timing closures with faster turnaround times and smaller overall
chip sizes.

Cross talk emerges as a major threat to design integrity as process tech-
nology continually shrinks. This is due to closer proximities and the taller
aspect ratios of the interconnect wires (see Chapter 2, Question 14). Be-
cause of this, the area in which they are facing each other increases. Conse-
quently, the capacitance of the parasitics increases as well. This leads to two
potential problems: cross-talk noise and cross talk delay. The term cross-
talk noise describes the phenomenon of wrong logic values that are latched
into a flip-flop due to the switching of neighboring aggressor wires. Cross
talk delay, on the other hand, is the additional delay hit caused by neighbor-
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ing wires that switch in opposite directions between the aggressor and vic-
tim. Cross talk problems can be avoided by shielding and spacing. Addition-
ally, proper gate sizing can significantly reduce the number of aggressors
(overdriven nets) and victims (underdriven nets).

When active transistors drive current into wires, the electrons interact
with the lattice imperfection. This electron current can be viewed as elec-
tron wind that slowly moves the atoms. Metal atoms are deposited (as
hillocks) over time in the direction of electron flow. In the opposite direc-
tion, however, voids grow between grain boundaries. In the long term, voids
can reduce wire conductivity, whereas hillocks can introduce mechanical
stress or cause shorts with neighboring wires. This is the electromigration
(EM) problem in IC design. Controlling current density inside of the wires
is the most effective method of harnessing electromigration. Widening the
wires and, hence, reducing the current density, can significantly improve
mean time before failure (MTBF). For this reason, wide wires are common-
ly used for a chip’s power and clock infrastructure in design practice. The
current-handling capability of a via is generally less than that of a metal
wire of the same width. Therefore, routers are tuned to insert more vias at
layer changes for high-current wires.

In current process technologies, transistor feature sizes are already small-
er than the wavelength of light that is used for creating the patterns. As a re-
sult, the actual pattern on the silicon deviates significantly from the original
GDSII mask data. To correct this distortion, a mask feature called optical
proximity correction, or OPC, is added to the mask creation process. Anoth-
er technique of pushing the lithographical barrier is phase shift masking
(PSM), which can help reduce transistor gate length. In the future, using
OPC and PSM will become more pervasive.

The antenna problem is introduced during the IC manufacturing process.
The IC chip is manufactured layer by layer from the substrate up. After the
base layers are finished and the transistors are formed, additional metal lay-
ers are deposited for completing the interconnections. During this process, a
logic net might consist of a number of disconnected metal pieces before the
connection is fully completed by all the needed layers. During this period,
the static charge on a wire connecting to a silicon gate can result in high
voltage and may cause the transistor to break down. This half-assembled
wire at an intermediate stage of metal processing can act as an antenna that
picks up electric charge. The longer the wire, the more charge it could build
up.

A diffusion contact such as a gate output or special-purpose diode could
prevent such charge buildup. In practice, to address this issue, antenna de-
sign rules are formulated. A typical antenna rule puts a maximum on the ra-
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tio between the metal wire length in a layer and the area of the transistor
gate. The simplest way to address the antenna problem is to protect each
gate input with a diode that has a diffusion contact. However, this results in
a large overhead of area and adds parasitic load to the driver. The second
approach is to direct the router to jump to higher metal layers near each gate
input so that the lengths of the half-assembled wires are short. In this way,
the designer avoids the size and load penalties of the diodes.

Voltage drop, or IR drop as it is commonly called, is caused by the resis-
tance of the on-chip network and the electrical current flowing through it.
This problem mostly occurs on power networks due to the large currents
they must carry. In today’s technology, the power supply voltage could be
as low as 1 V. The typical IR drop requirement is within 5% of the supply
voltage on both V), and Vg Assuming that a chip consumes a current of 50
A (50 W of power when Vj,, = 1 V), this will transfer into 1 m{) effective
resistance requirement for the power network. The sheet resistance is deter-
mined by the interconnect material (which will be copper in the foreseeable
future) and the thickness of the layer. The layout design tool controls the re-
sistance by modulating the wire width and the number of vias at the inter-
section of the layer change. In the past, the on-chip power infrastructure was
created according to rule of thumb and was oftentimes significantly overde-
signed. In future designs with even larger on-chip currents, it will be in-
creasingly more difficult to attack the IR drop problem by overdesigning
and not increasing the overall chip size. Therefore, more accurate power
simulation and estimation tools are needed to provide a detailed picture of
the current distribution on the chip.

Another source of voltage drop is the wire’s self-inductance. The slope of
the power supply current introduces the voltage drop by AV = L - (dl/dt).
Reducing this self-inductance (and thus AV) requires the package to have
more power pins all over the die. Apart from reducing this self-inductance,
the current slope can be trimmed by decoupling capacitors, either on-chip,
in the package, or on the board.

The hierarchical approach is a very powerful way to deal with large com-
plicated designs since it scales down the complexity of the problem. It also
enables a group of people and computers to work in parallel, which results
in faster design convergence. This is especially true for system- and logic-
level design, in which there may be many levels of hierarchy. However, this
approach is not very effective in the physical design domain in which design
is often performed in a much flatter fashion, usually with only two levels of
hierarchy. The primary difficulty of using multiple levels of physical hierar-
chy is insufficient automation. Up to now, no feasible block-level, automat-
ic place and route tool exists that can handle blocks of various sizes and
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shapes while meeting timing requirements and other constraints efficiently.
Each hierarchical boundary adds some inefficiency due to the nonideal fit of
the modules and the suboptimal placements and connections. It is also hard-
er to hide the parasitic and physical effects, such as cross talk, the antenna,
and the wide metal spacing rule, behind the hierarchical abstractions.

In conclusion, it is difficult to deny that VLSI physical design is indeed a
very challenging, if not the most challenging, task in the entire chip design
process.

69. WHAT IS FLOORPLANNING?

Floorplanning is the first major step in physical design. The key tasks in
this step include analyzing the die size, selecting the package, placing the
1/Os, placing the macro cells (e.g., memory cells, analog cells, and special-
function cells), planning the distribution of power and the clocks, and parti-
tioning the hierarchy.

Die size estimation often starts from the gate count of the netlist (avail-
able from the logic synthesis process) plus the physical size of the I/Os and
macros. A design can be characterized as I/O limited, core limited, block
limited, or package limited. The die size of an I/O-limited design is deter-
mined by its number of I/Os. The full placement of the prime input and out-
put cells will dominate the physical size of this chip. On the other hand, in a
core-limited design, the size of the chip is governed by the core area or the
number of standard and macro cells used. In this case, there is probably
room to compensate for a few more 1/O signals without increasing the chip
size. In a block-limited design, there usually are a significant number of
large blocks, or subchips, and the chip size is dominated by the sizes of
those blocks. For a package-limited design, the chip size is driven by the
available package.

Package selection is another major issue that affects the physical design.
The selection is based on a number of factors, such as the number of I/Os,
the die size, the chip power consumption, and the price. To compensate for
the slightly different die sizes, there may be several lead frames available
for the same package.

After the package has been fixed, the next crucial step is to arrange the
prime input and output cells. /O configuration has a direct impact on the
quality of physical layout since the placement of the rest of the standard
cells and macros depend on the I/O locations. The routability of the chip is
also closely tied to the I/O configuration. Among many issues, one of the
key issues in I/O configuration is the placement of the power and ground
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pins. These pins, which could amount to up to one-third or more of the total
number of I/Os, are placed carefully to reduce or eliminate any /R drop or
EM problem. Additionally, for complicated SoC chips with many analog
macros, there are various special power supplies other than V,, (for core)
and Vppg (for 1/0). Many of them have to be separated from the main
V! Vs busses for noise immunization. In such cases, chip I/O planning be-
comes an even tougher challenge.

Macros such as memories and analog cells are often placed manually by
designers based on I/O configuration. Designers must reduce overall routing
congestion so as not to create major hurdles for meeting the chip timing tar-
get. The placement of those special cells has a great impact on the overall
chip placement quality and, consequently, can significantly affect the chip’s
overall routability. In most cases, it takes several iterations to find good lo-
cations for those macros.

In a VLSI chip, every single transistor needs power to perform. The re-
quired power is delivered to the transistors through a power distribution net-
work. This network is called the power plan, or power structure, of the chip.
This power network must deliver the appropriate voltage level to the transis-
tors within the chip for their entire lifetime. The two most critical problems
associated with a power network are the IR drop and EM. When the effec-
tive resistance of the power network is beyond a certain level (such as that
caused by narrow metal lines), the voltage drop (/ - R) from the source to the
destination could be higher than what is tolerable. In such cases, the destina-
tion transistors might not function correctly. This is the IR drop problem.

In addition to IR drop, the current flowing through the metal line is con-
stantly pushing and moving the metal atoms. The magnitude of this action is
proportional to the current density. After a lengthy period of such action, the
metal structure can become damaged, and opens or shorts may result. This
is the electromigration (EM) problem. The EM problem will negatively af-
fect a product’s life span.

In today’s chip operation, almost every action inside the chip is operating
on some clock signal. All of the storage elements (flip-flops, latches, and
memories) are switched on and off by various clocks. Undoubtedly, the en-
tire chip operation is coordinated by clocks (see Chapter 3, Question 25).
Delivering the clock signals reliably to the needed elements is a necessity in
physical design. This task is commonly called clock tree synthesis (CTS).
The two basic concerns in CTS are clock skew and clock tree insertion de-
lay. CTS is a very complicated issue since there are many clock domains in
a typical SoC design, and each domain has its own requirement. Sometimes,
the clock trees between different clock domains must be balanced as well.
Furthermore, in the test mode, the cells in various clock domains must be
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working at the same testing clock speed. This puts additional constraints on
the clock structure.

Another influential issue in floorplanning is hierarchy partition. In some
designs, especially large designs, size constraints prevents the entire design
from being handled at once by the tools. In such situations, the divide-and-
conquer strategy is adopted. A good partition can turn an otherwise un-
achievable design into a doable one. It can also help speed up the implemen-
tation process significantly by enabling parallelism. However, the trade-off
is the efficiency of the area and timing. In other words, hierarchical design
is not as efficient as flat design in terms of area and timing since the place
and route tool cannot see the whole picture at once and consequently cannot
perform the optimization as one whole piece.

Figure 4.27 is one floorplan example of a real chip. In this chip, there are
almost 400 I/Os, which are located on the chip periphery. About one-third
of them are power and ground pins. There are five PLLs, one DLL (delay-
locked loop), one high-speed DAC, one large, hard macro on-chip proces-
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Figure 4.27. An example of a floorplan of a chip.
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sor, and more than 80 SRAM memories in this mixed-signal SoC chip. The
central area is reserved for standard cells. As apparent in the figure, there
are two levels of physical hierarchies: the top level and the standard cell and
macro level. As addressed in Question 68, the place and route tool cannot
handle the physical hierarchy very efficiently. Having more than two levels
of physical hierarchies degrades the quality of the implementation signifi-
cantly.

The five on-chip PLLs are placed carefully with plenty of space in be-
tween. This configuration can effectively reduce interference among the
PLLs. The large hard macro is placed in the lower right-hand corner to min-
imize the impact on the chip’s overall routability. The analog DAC is also
located in one corner to achieve maximum isolation from the rest of the dig-
ital blocks. All of the analog blocks (DAC, PLLs, and DLL) have guard
rings embedded in the cell-level layout to minimize noise coupling from the
digital circuitry. Moreover, to further trim noise coupling, each analog cell
has its own ground, which is not metal-connected to the chip’s main digital
ground (substrate).

This floorplan is the starting point for the subsequent place and route
steps.

70. WHAT IS THE PLACEMENT PROCESS?

Placement is a key step in physical design. As the name suggests, placement
is the process of placing the cells, or searching for the appropriate location
within the chip floorplan for each cell in the netlist. It is a crucial task be-
cause poor placement consumes more area. Moreover, it can impair the
chip’s speed performance. Poor placement generally leads to a difficult,
sometimes impossible, routing task.

A more rigorous definition of the term placement follows: given an elec-
trical circuit (a netlist) consisting of a fixed number of components (cells)
and the interconnections that describe the interconnecting terminals on the
periphery of these cells and on the periphery of the circuit itself, construct a
layout indicating the positions of the cells such that the nets are routed and
the total layout area is minimized. A further object of high-performance de-
sign is minimizing the total delay of the circuit by minimizing the wire
length of the critical paths.

The quality of placement work is judged primarily by three factors: the
layout area, the completion of the routing, and the circuit performance (tim-
ing). There are several algorithms targeted for this placement problem: sim-
ulation-based placement algorithms (simulated annealing, simulated evolu-
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tion, and force-directed placement), partitioning-based placement algo-
rithms (Breuer’s algorithm and the terminal propagation algorithm), and
other algorithms (the cluster growth, quadratic assignment, resistive net-
work optimization, and branch-and-bound algorithms).

Figure 4.28 is a placement example. The placement shown in this figure
is a very simple case. There are 129 standard cells and 15 I/O pins in this
small design block. The designer first manually places the 1/O pins based on
his or her understanding of the particular block. Then the placement engine
finds the optimal locations for the rest of the standard cells based on the lo-
cations of these pins and design constraints. The key optimization targets
are meeting timing constraints and minimizing total wire length.

As seen in the figure, the area used for placement is split into horizontal
rows, which are referred as cell rows. The standard cells in a library are of-
ten laid out with the same height, as indicated by the height of the cell row,
so that they are placed and aligned together. The small rectangular-shaped
blocks are various standard cells (of different widths). An example of one of
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Figure 4.28. A placement example.
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those standard cells is a NAND2 gate, as shown in Figure 4.19. The amount
of 62% in the figure is the utilization rate, which is calculated as the ratio of
the area used by standard cells and the total usable cell row area. From the
figure, it seems that the utilization rate should be 100% since there is no
empty space left in the cell row area. The reason that it is actually 62%, not
100%, is due to the filler cells. There is indeed a certain amount of empty
space available after the placement process. However, the empty space is
filled with 55 filler cells (the small, narrow cells in the figure) for better
manufacturability.

The process of placement is very algorithm intensive and involves great
amount of computation work. The amount of computation will increase
with the design size at a rate faster than linear. Figure 4.28 is an example of
an extremely small block in which the placement work can be finished in
less than one minute with any reasonable machine. In contrast, the example
shown in Figure 4.27 is a large design. The placement work takes more than
30 hours with a 2 GHz CPU, 16 G byte machine. The largest block (bottom
right) in Figure 4.27 is an ARM on-chip processor, which comes into the top
level as a layout-finished hard macro. This is the approach of two level
physical hierarchies as mentioned in previous text (Question 69). Without
this hierarchical partition, the placement process will require even more re-
sources (CPU power, memory, etc.). Of course, as also addressed in Ques-
tion 69, the disadvantage of this physical hierarchy is the sub-optimal solu-
tion for the placement, routing, and other physical related issues.

71. WHAT IS THE ROUTING PROCESS?

After the placement step, the exact locations of the cells and their pins are
fixed. The next step is to physically complete the interconnections defined
in the netlist. This implies using wires (metals) to connect the related termi-
nals within each net. The process of finding the geometric layouts for the
nets is called routing. As a requirement, the nets are routed within a con-
fined area. Additionally, nets must not be short-circuited. In other words,
the nets must not electrically intersect each other.

The objective of the routing process depends on the nature of the design.
In general-purpose designs, it is sufficient to minimize the total wire length
while completing the connections. In high-performance designs, it is crucial
to route each net so that it meets its tight timing target. Special-purpose nets,
such as clock, power, and ground nets, require special treatment.

A VLSI chip might contain millions of transistors. As a result, millions of
nets need to be routed to complete the layout. In addition, for each net, there
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may be hundreds of possible routes. Finding the best possible route is very
difficult computationally. The routing task has traditionally been divided
into two phases. The first phase is called global routing, in which a loose
route for each net is generated. It assigns a list of routing regions to each net
without specifying the actual geometric layout of the wires. The second
phase is called detailed routing, in which the actual geometric layout of
each net within the assigned routing regions is found. Unlike global routing,
which examines the layout in the scope of entire chip, detailed routing con-
siders just one region at a time.

Just like the placement process, there are several algorithms to use for
global routing: the maze routing algorithm, line-probe algorithm, shortest-
path-based algorithm, and Steiner tree-based algorithm. A number of algo-
rithms exist for detailed routing as well.

Figure 4.29 shows the global route boxes for the placed design of Figure
4.28. The entire layout area is divided into 100 (10 x 10) small regions that
are called global routing boxes. The global router’s task is to plan the rout-
ing configuration in each region such that each cell’s pins in this region are
assigned a plan for being connected to the appropriate nets. However, the
actual metal routing is not accomplished in this step; it is finished in later
detailed routing. Figure 4.30 shows the finished routing of this small design
block with all of the metal layers shown. Figure 4.31 (page 136) only shows
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Figure 4.29. Global route boxes.
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Figure 4.30. The finished detailed route showing all layers.

metall, metal2, and metal3 for a better view. Figure 4.32 (page 137), which
is the zoom-in view of part of Figure 4.30, shows the six levels of metals in
detail. Metall, metal3, and metal5 are used in the horizontal direction,
whereas metal2, metal4, and metal 6 are for vertical connections. Also visi-
ble are the five layers of vias, vial to via5, for enabling the metal layer
change. Figure 4.33 (page 138) is the detailed route result of a large design
with all of the layers shown. The gray background represents the top level
metal of metal5. The gray covers the majority of the chip since it is the very
top layer. The darker gray is for metal4, which is immediately under metal5
(gray background).

72. WHAT IS A POWER NETWORK?

In order for transistors to perform their assigned tasks, a certain level of
voltage must be presented at the transistors’ Vp,, terminals. At the same
time, the electrical current traveling through the circuit elements must have
a return pass. Thus, the transistors’ Vg, or ground, terminals must also be
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Figure 4.31. A detailed route showing only metall, metal2, and metal3.

connected. A power network is a physical metal structure whose function is
to deliver the necessary power (or current) to all of the transistors on the
chip. It is the bridge between the power supplies provided outside the chip
and the transistors located inside the chip.

A power network is comprised of wide metal lines inside of which cur-
rent can flow without a substantial resistive force. Figure 4.34 (page 139) is
a detailed picture of a power network for the small design in Figures 4.28,
4.29, and 4.30. In this figure, it is seen that the V', and Vg terminals of the
standard cells, which are located on the top and bottom sides of each cell as
shown in Figure 4.11, are connected to their dedicated busses. In adjacent
rows, the cells are placed in a vertically opposite orientation so that they can
share the common V', and Vg bus.

Figure 4.35 (page 140) is the power network of a large chip. As shown, it
is complicated: every macro and memory cell has its own power network,
which must be connected to the main chip power network.

As addressed in Questions 19 (Chapter 3) and 68, the main concerns for a
power network are IR drop and EM problems. The typical IR drop require-
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Figure 4.32. A detailed route, zoom-in view.

ment is within 5%. In a 1.1 V power supply design, therefore, V', cannot fall
below 1.05 V, and Vg ground bounce cannot exceed 0.05 V. If the IR drop
varies outside this range, there is no guarantee that the circuit will operate
properly. The typical method of curing IR drop is to widen the metal lines
since wider metal lines result in less resistance. The drawback is an increase
in area. Tools are available that can do the IR drop and EM analysis on a
power network. Designers must rely on these tools to construct and fine-tune
a design’s power network for meeting the IR drop and EM requirement with-
out increasing the area too much. This process will likely require several iter-
ations.

An EM check is performed with the calculation of current flowing
through each piece of metal on the chip. Then the current densities are
checked against the predetermined limit set by the particular process tech-
nology. The solution for curing EM violations is also the widening of metal
geometry since the current density is reduced when the cross-section area is
increased. Unlike the IR drop problem, which has an immediate negative
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Figure 4.33. A route of a large design.

impact on chip performance, the EM problem is a long-term phenomenon,
which will eventually affect the chip’s life span.

In mixed-signal SoC integration, the power-planning problem becomes
even tougher due to the requirement of separating the analog power supplies
from the main digital chip supply. When there are considerable numbers of
such analog macros present in the chip, the problem can quickly become an
affliction.

Constructing a reliable power network is the most tedious and labor-in-
tensive work in chip physical design. Although there are tools available to
ease this pain, it is still mainly stressful manual work.
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73. WHAT IS CLOCK DISTRIBUTION?

As addressed in Chapter 3, Question 25, the quality of the clock signals is
the most important factor for ensuring a chip’s successful operation. In a de-
sign netlist, there are hundreds of thousands or millions of cells. Those cells
can be classified as two types: combinational cells and sequential cells (in-
cluding memories). The sequential cells are used for storing information
and they must operate on clocks. After the placement stage of the design im-
plementation process, all of the cells, including the sequential cells, are
spread around the entire chip. The task of clock distribution is to distribute
the clock signals to all of these sequential cells. This work is commonly
called clock tree synthesis.

Figure 4.36 (page 141) shows the principle idea of how a clock tree is
constructed. As depicted, a clock network may be constructed in tree fash-
ion. Starting from the clock source, the first level of clock buffers are laid
out, then the second level, then the third level, and so on. In most designs,
there are many clock domains, and each domain has hundreds or thousands
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of sequential cells attached to it. This many cells cannot be driven by a sin-
gle buffer from the clock source, even with the strongest buffer in the li-
brary. A tree structure is used to deal with this problem by letting each
buffer drive only the number of loads that it is allowed to drive. As a result,
the quality of the clock signal, in term of slew rate (the rising and falling
time of the clock edges), is not significantly degraded when it reaches the
leaf sequential cells. Figure 4.37 shows the commonly used clock tree struc-
tures in the clock distribution networks: trunk, branch-tree, mesh, X-tree
and H-tree. Figure 4.38 is an example of how a real clock tree looks in a de-
sign block. In this simple example, there is one level of clock buffers be-
tween the clock root and the leaves.

Another type of clock distribution network is the clock grid. In this
approach, a grid of metal structure, which covers the entire chip, is dedi-
cated to the distribution of clock signals, as graphically shown in Figure
4.39.
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Figure 4.39. The clock grid on a chip.
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A tree structure usually consumes less wiring and thus less capacitance
and less routing resources, which results in lower power and less latency.
However, a tree structure must be carefully tuned and it is very load
(placement) dependent. In contrast, a grid structure uses significantly more
routing resources and thus has large capacitance and large latency, but it
tends to be less load dependent as any leaf cell can always find a nearby
tapping point to connect to directly. As a result, a grid structure clock dis-
tribution network is typically used only for high-end applications, such as
microprocessors, whereas a tree structure is widely used for ASIC-based
designs.

The clock distribution network consumes more than 10% of the total
power used by the chip in large designs. During each clock cycle, the capac-
itance associated with the entire clock structure must be charged to the sup-
ply voltage and subsequently dumped to ground, with the stored energy lost
as heat. To ease this problem, resonant clock distribution has been actively
studied by some groups. In this method, the traditional tree- or grid-driven
clock structure is augmented with on-chip inductors to resonate with the
clock capacitance at the clock’s fundamental frequency. The energy of the
fundamental frequency resonates back and forth between its electric and
magnetic form rather than being dissipated as heat. The clock driver is only
used for adding the energy lost during the operation. This idea is depicted in
Figure 4.40.

74. WHAT ARE THE KEY REQUIREMENTS FOR
CONSTRUCTING A CLOCK TREE?

The key requirements for constructing a clock tree are clock skew and inser-
tion delay. Clock skew is the maximum timing difference among the arrive
times of the leaf cells in a clock domain. In Figure 4.41, the result of a
SPICE analysis of a clock tree is demonstrated. A clock pulse is injected
into the clock tree at time 0 ns with a rise time of 1 ns. After traveling inside
the tree, the clock signal arrives at the leaves (also called clock sinks) at ap-
proximately 3.4 ns. However, it is clear that the arrive times for the leaves
are not the same due to the different physical locations of the leaf cells.
They spread within a range of approximately 1 ns, which is defined as clock
skew. In other words, the existence of skew means that not all of the se-
quential cells in a particular clock domain receive their clock signals at ex-
actly the same moment, as desired.

Clock skew is significant because it eats up the time budget assigned for
logic operations. If skew is over the desired budget, the chip might not func-
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Figure 4.41. Clock skew and insertion delay.
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tion correctly at its designed speed (a setup violation), or might not function
at all (a hold violation).

Clock tree insertion delay is the measure of time difference between the
clock signal started at the source and the clock signal received at the leaf
cells. The concept of insertion delay is also depicted in Figure 4.41. Inser-
tion delay is important because the designer might need to balance clock
tree delays between different clock domains for cross-domain information
exchange. Also, insertion delay impacts I/O timing constraints. These sce-
narios are graphically demonstrated in Figure 4.42 where the insertion de-
lays of CLK1_TREE and CLK2_TREE must be balanced for the proper ex-
change of data between the logic cells of the two domains. For the CLK2
domain, the value of the insertion delay must be known so that the commu-
nication between 1/O cells (DATA_IN, DATA_OUT) and logic cells can be
carried out safely.

75. WHAT IS THE DIFFERENCE BETWEEN TIME SKEW AND
LENGTH SKEW IN A CLOCK TREE?

Clock tree synthesis is a crucial step in a chip’s physical design. The quality
of the clock tree has a great impact on the status of timing closure. One of
the critical metrics in measuring the clock tree quality is the time skew,
which is the maximum arrive time difference among the clock sinks (see

- Logic cells L
CLK1_INg CLK1_TREE \ of domain CLK1

v

Insertion_delay clkl 5 4

Insertion_delay clk2 " A
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DATA_OUT] ._//

CHIP/BLOCK

Figure 4.42. Clock insertion delay.
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Question 74). Physically, the time skew is caused by the different locations
of the clock sinks on the chip. Figure 4.43 is an abstract view of the physical
locations of a clock tree’s leaf cells. Figure 4.44 presents the same informa-
tion in a real layout.

As seen, the clock sinks are spread within a certain region. From the
clock source to various clock sinks, the physical distances are different.
Hence, when connections are completed by metal routing, the wire lengths
are not the same. The maximum wire length difference is referred to as
length skew.

Physically, the clock tree is composed of clock buffers and routing wires.
Therefore, the time delay from the clock source to any clock sink is affected
by two factors: the gate’s delay and the wire’s delay. Since these two types
of delay scale differently among different process, temperature, and voltage
(PTV) conditions, a time-balanced clock tree in one PTV corner might expe-
rience significant time skew in another PTV corner if the clock tree is con-
structed with a considerable amount of length skew. This scenario is wors-
ened when the process geometry becomes smaller because wire delay

- X-Y Layout View of Tree_rec_clk_27M
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Figure 4.43. Abstract view of the physical distribution of a clock sink.
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Figure 4.44. Layout view of the physical distribution of a clock sink.

carries more weight in the total delay equation. Ideally, among different
branches of a clock tree, it is desired to match gate delay with gate delay and
wire delay with wire delay. In other words, time skew should be minimized
by using the approach of minimizing the length skew such that the amount
of time skew is preserved over different PTV conditions. This is especially
helpful for the on-chip variation (OCV) optimization.

Figure 4.45 depicts the relationship between time skew and length skew
for the same clock tree in Figure 4.44. As shown in this space—timing plot,
this clock tree has six levels. Any vertical line in this plot represents a gate
delay since a gate has no length skew but time delay. Wire delays are ex-
pressed by nearly horizontal lines, which have a large length difference but
small time difference. At Level 4 and Level 5, the clock tree starts to grow
different branches. Consequently, the length skew is seen at these levels.
The time skew for this tree is ~30 ps, whereas the length skew is approxi-
mately 250 wm. Figure 4.46 is the same space—time relationship in a three-
dimensional (3D) world. Figure 4.47 is the 3D plot of a very large clock tree
with 23,942 sinks.

The time skew discussed above is called global skew, which is usually
pessimistic. A more specific term, local skew, is defined as the time differ-
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Figure 4.47. A large clock tree of 23,942 sinks.

ence for the clock signals to reach the sinks that have data exchange activi-
ties among them. Local skew is more precise and useful for circuit analysis
but the extraction of necessary information for processing is beyond the ca-
pability of current tools.

76. WHAT IS SCAN CHAIN?

As seen from the answers to Questions 20 and 58-63, design for testability
(DFT) is important for making a chip testable. The scan chain is an essential
part of DFT strategy that improves a chip’s controllability and observabili-
ty. As shown in Figure 4.23, a scan chain consists of scannable flip-flops
stitched together in chain fashion. The intended data is driven into the input
port of the scan chain (start of the chain), and the corresponding result of the
logic operation (logic value) is observed at the output of the chain (end of
the chain). The nodes along the path of the scan chain can be set to an in-
tended value (0 or 1) by the scan chain. The effect of these settings is ob-
served by shifting data out through the chain.
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So a scan chain is a chain of shift registers. The data are moved through
the chain by the scan (or test) clock. Figure 4.48 is an example of one scan
chain in a real design. From the beginning to the end of the chain, several
thousands of scan flip-flops are serially connected, as indicated by the fly-
lines. These flip-flops scatter over a broad area of the chip. Any line in this
picture shows the connection between two logically adjacent scan flip-flops.
The central area is the region occupied by standard cells. The chain shown
in this figure is just one of the several scan chains in the design. There are
many more scan flip-flops in this area that belong to other chains.

The logic values of the internal nodes and, thus, the outputs of a circuit
that is built with combinational logic can be decided when the logic values
of the inputs are set, since combinational logic is deterministic. However,
for a sequential circuit, this is not the case, since sequential cells can store
information. Thus, the logic states of its internal nodes and outputs depend
not only on its inputs but also on the data previously stored in its sequential
elements. Using a scan chain, we can set these sequential cells to predeter-
mined states and observe the consequences. The goal is to check whether
we can toggle each and every single node inside the circuit to detect SAO or
SAT1 nodes inside the circuit. Ideally, all the flip-flops embedded in a design
should be replaced by scannable flip-flops so that all the nodes could be

_Flylines to indict

“~, connections

Start Of the
scan chain

Many scan

Sip-flops
clustered ~ End of the
together scan chain

Figure 4.48. A real example of a scan chain.
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controlled and observed. However, this is not always possible and is one of
the main reasons that test coverage cannot reach 100% in most designs.

77. WHAT IS SCAN CHAIN REORDERING?

As seen in Figure 4.23, a scan chain is a chain of shift registers. In the chain,
the output of the previous scan flip-flop is connected to the scan data input
pin of the next scan flip-flop. This pattern is repeated from the beginning to
the end of the scan chain. Thus, the physical wire connection between any
two adjacent flip-flops depends totally on the logical order of the chain.
However, logically adjacent scan flip-flops might not be physically adja-
cent. As a matter of fact, most of time logical proximity does not match
physical proximity. Originally, the chain order is decided during the logic
synthesis step through a random process or in alphabetical order since the
physical locations of the flip-flops are unknown at that time. As a result, if
the original chain order is used, the physical wire connections, or routing,
are not optimized. A better approach is to disconnect all of the scan chain
connections before placement so that the normal placement process is not
disturbed by the connectivity embedded in scan chains. Then reorder the
chain arrangement after the placement step when all of the physical loca-
tions of the flip-flops are fixed and known. By reordering the scan chain
based on physical information, a much better result is achieved in terms of
total connecting wire length and the overall routability of the chip.

Scan chain reordering is a computation-intensive task. An analogy is the
traveling salesman problem (TSP problem), which to date has no known al-
gorithm for an optimal solution. The problem assumes that a salesman must
visit a certain number of cities to promote his products and that every city
on the list must be visited once and just once. It is also assumed that there
are direct flights between all cities. The question is: What is the best travel-
ing plan that includes all of the cities with a minimum of flight miles?
Heuristics algorithms to attack this problem follow:

® Minimum spanning tree (MST) algorithm.

® All-MST. Applies MST algorithm using all possible vertexes as start-
ing points. The best one is returned.

® Greedy. Always goes to the closest neighbor until all of the nodes are
visited. This is the simplest heuristic.

® Brute force. Performs a brute-force enumeration of all possible tours.
In theory, it can find the optimal solution but, in practice, the compu-
tation burden is intolerable for any reasonably sized problem.
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Figures 4.49 to 4.51 show the results of a one-hundred cities problem
with the three algorithms. The Greedy algorithm gives the best result for
this problem, with a total distance of 4,541 (an arbitrary unit). All-MST
yield 4,972, whereas MST yields 5,217. For a problem in the scale of tens of
thousands of cities, as is very common in real scan chain reordering prac-
tice, the issue will become very computation intensive, as can be appreciat-
ed from these examples.

78. WHAT IS PARASITIC EXTRACTION?

In chip design, the cell instantiations and the logic connectivity are defined in
a design netlist. After the cells are placed, the real electrical connections are
achieved through metal wires. The cells and the wires have resistance and ca-
pacitance that affect the current traveling through them. As a consequence,
they impact the signal propagation timing. Parasitic extraction is the process
of extracting the exact resistance and capacitance values associated with each
metal segment so that their impact on signal delay can be precisely determined.

Figure 4.52 is the photo of real metal and via structures in a chip. These
metal lines and vias have resistance and capacitance associated with them,
and their impact on signal propagation delay must be taken into account in
timing analysis. Figure 4.53 is the wire interconnection layout of a small cir-
cuit with one inverter driving another inverter. As shown, the layout is com-

Figure 4.49. The Greedy algorithm: total distance 4,541.
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Figure 4.50. The all-MST algorithm, total distance 4,972.

posed of many metal segments. After the parasitic extraction process, the
metal connections are represented by an RC network.

In the past, when process geometry was much larger than what we are us-
ing today, the impact of parasitic R and C were not as crucial since the sig-
nal traveling time was primarily dominated by the cells’ delay. However, as

Figure 4.51. The MST algorithm, total distance 5,217.
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%..m..

Figure 4.52. Metal and via structures in a chip.

process geometry continually shrinks, parasitic delay has gradually become
a dominant factor.

Although the extraction process seems simple and straightforward in this
small circuit, full-chip parasitic extraction is very computation intensive and
time-consuming. The number of parasitic components on large chips could
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Figure 4.53. The parasitic extraction process.
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be huge; for large chips, the extraction results are not suitable for being di-
rectly used in timing analysis tools and simulation tools. Therefore, the par-
asitic extraction process is usually followed by a parasitic compression
process to compact the information.

The standard parasitic extraction approach today for most chip design is
two-dimensional extraction. However, there are more cases where the more
accurate three-dimensional extraction is needed, especially for high-perfor-
mance circuits. The resultant RC network from the parasitic extraction
process is represented in the detailed standard parasitic format (DSPF) or
standard parasitic exchange format (SPEF), which can be exchanged seam-
lessly between CAD tools.

79. WHAT IS DELAY CALCULATION?

After the parasitic extraction process, the interconnecting metal wires are
transformed to an RC network. Eventually, the impact of this RC network
on signal propagation delay must be converted to a delay number to deter-
mine the operating speed of the chip. This conversion process is called de-
lay calculation.

Delay calculation has two parts: the calculation of the delay of a logic
gate and the calculation of the delay caused by the wires attached to it.
There are many methods for gate delay calculation. The choice depends pri-
marily on the speed and accuracy required:

® (Circuit simulators such as SPICE, which are the most accurate, but
slowest, method.

® Two-dimensional tables, which are commonly used in applications
such as logic synthesis and place and route. These tables use an output
load and an input slope to generate a circuit delay and output slope.

® A k-factor model is sometimes used, which approximates the delay as
a constant plus k times the load capacitance.

® Logical effort provides a simple delay calculation that accounts for
gate sizing. It is analytically tractable.

Similarly there are several ways to calculate the delay of a wire. In the or-
der of increasing accuracy and decreasing speed, the most common ap-
proaches are:

® Lumped C. The entire wire capacitance is applied to the gate output,
which is accounted for in calculating the gate delay. The delay
through the wire itself is ignored.
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® Elmore delay is a simple approximation that is often used where the de-
lay through the wire cannot be ignored and the speed of calculation is
important. It uses the R and C values of the wire segments in a simple
calculation. The delay of each wire segment is the R of that segment
times the downstream C. Then all delays are summed from the root.

® Padé approximations, also called moment matching, are more com-
plex analytic methods. The oldest of such methods is AWE; PRIMA
and PVL are its more recent and sophisticated variants. These methods
are faster than circuit simulation and more accurate than Elmore.

® SPICE circuit simulation. This is the most accurate, but slowest, method.

Each of the algorithms has its advantages and disadvantages. The main
concerns are accuracy and computation time. The output of the delay calcu-
lation process is the data file in standard delay format (SDF), which can be
used to exchange information among various CAD tools for static timing
analysis (STA).

Also worth mentioning is the fact that in the chip design environment, the
delay also depends on the behavior of the neighboring nets, which is dis-
cussed in Questions 82 and 83.

80. WHAT IS BACK ANNOTATION?

Back annotation is the process of adding the extra delay caused by the para-
sitic components back into the original timing analysis, which only has the
timing from the cells’ delay.

Gate-level simulation and static timing analysis (STA) are the two most
commonly used approaches in verifying a chip’s timing performance. Both
of the methods can verify the chip’s operating speed against the design
specification. In practice, they can be used only with the gate delay informa-
tion (without the parasitics), as is often done by designers in early design
phases. However, in later design stages, when the place and route step is fin-
ished and the physical information is available, simulation and timing
analysis must be carried out by reading the back-annotated SDF file into the
design. Back-annotated static timing analysis is a step that must be per-
formed before the chip can be taped out for manufacturing.

81. WHAT KIND OF SIGNAL INTEGRITY PROBLEMS DO
PLACE AND ROUTE TOOLS HANDLE?

The main function of a place and route (PAR) tool is to do the cell place-
ment and interconnection wire route routing, as the name place and route
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implies. However, during the process of performing these functions, the
place and route tool also must pay attention to some signal integrity prob-
lems, which include cross-talk interference, EM violation, gate oxide in-
tegrity (GOI), IR drop, ESD, latch-up, and antenna.

Among these problems, the place and route tool mostly addresses cross-
talk avoidance. IR drop and EM problems are studied in great detail mainly
during the power network construction step. The IR drop and EM in signal
nets have not become a threat to chip functionality yet. GOI check is the
process of verifying that none of the transistor gates experience significant
voltage overshoot or undershoot for an extended period. If large overshoot
or undershoot occurs on any of the transistor gate terminals, it could destroy
or damage the transistor and make the chip malfunction.

Protection against electrostatic discharge (ESD) is the technique of pro-
tecting those transistors that have direct connection with outside world
(through I/O cells). When a chip’s pin is touched by a human being or by a
device that has static charge on it, the pin could experience a high voltage of
1,000+ V. This high voltage, if not discharged quickly, could destroy the
transistors connected to it. ESD protection techniques use specially de-
signed circuits to prevent the damage from happening. They work by quick-
ly discharging the high voltage and large current through other electric paths
before damage occurs.

If the diffusion structure in the I/O cells is not designed with care, an un-
intentional silicon-controlled rectifier (SCR) structure could result. The
SCR can enter a mode of positive feedback where it is latched on, conduct-
ing a large current between power and ground that could destroy the chip.
This failure mode is called latch-up.

Antenna failure is caused by long metal wires acting as antennas, collect-
ing electric charge during the manufacturing process in half-assembled met-
al connections. If the affected metal wires connect to the gate terminal of a
transistor, the voltage associated with the charge could damage this transis-
tor.

82. WHAT IS CROSS-TALK DELAY?

By definition, cross talk is a phenomenon in which a signal transmitted on
one circuit, or one channel of a transmission system, creates an undesired
effect in another circuit or channel. Electrically, cross talk is caused by un-
desired capacitive, inductive, or conductive coupling from one circuit or
channel to another.

As shown in Figure 4.54, two electric circuits are very close to each other
physically in layout. The metal wires of the two circuits share some com-
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mon silicon area. As a result, the signals traveling through each of the wires
can potentially interfere with each other through the coupling capacitor be-
tween them. In some cases, the impact of the aggressor (the signal that acti-
vates the interference) on the victim (the signal that receives the interfer-
ence) is the delay addition or subtraction in the victim’s signal propagation
time. This is called cross-talk delay. This deviation of delay could potential-
ly cause a timing error.

83. WHAT IS CROSS-TALK NOISE?

Another effect of cross-talk interference is cross-talk noise. Referring to
Figure 4.55, the switching of the aggressor signal could cause a glitch on the
victim. If the level of the glitch exceeds the noise margin of the receiving
gate, the effect of the glitch could pass the gate and result in a logic error
and functional failure. Depending on the switching direction of the aggres-
sor net and the current logic value of the victim net, the waveform of the
victim net could experience high/low overshoot and high/low noise, as
shown in the figure. The high and low noise could potentially cause the log-
ic errors.

Both cross-talk delay and cross-talk noise should be avoided as much as
possible for the sake of design integrity. During the place and route step,
signals’ timing relationships are analyzed. For those signals that have close
timing switch windows, the physical space between them in the layout
should be increased to reduce the interference. In some cases, stronger
buffers can be used in the victim net to boost its signal strength so that less
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timing damage results. In other cases, replacing the stronger buffers with
weaker ones in the aggressor net could achieve the same outcome.

84. WHAT IS IR DROP?

IR drop describes the phenomenon of a drop in voltage potential when a
current flows through a resistor of a certain resistance value. In a VLSI chip,
the interconnections among the cells are accomplished by metal segments of
aluminum or copper. These metal segments are resistors. Thus, the electric
voltage potentials at the beginning and the end of the segments are different
due to this law: V" = IR, as shown in Figure 4.56.

IR drop degrades chip performance due to its negative impact on the sup-
ply voltage that cells receive. The voltages of the power supplies decrease
gradually along the power network as the current flows deeper and deeper
into the chip. If, at some locations inside the chip, the amount of voltage
deprecation is over a certain limit, the cells at those locations could experi-
ence speed degradation, or even worse, stop operating completely.

Figure 4.57 is an example of an /R drop plot in a circuit block. The
power supply voltage of this block is 1.1 V. The power is provided
through the power ports at block’s boundary. At the boundary, the supply
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Figure 4.56. The concept of /R drop.
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Figure 4.57. An IR drop plot of a circuit block.
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voltage is 1.1 V, which is represented by the gray border. Then, gradually
moving into the center of the block, the voltage level decreases corre-
spondingly. Most voltage loss occurs at the center of the block. As indict-
ed in the figure, the /R drop of the V', bus at the center is approximately
57mV or 5% of 1.1 V.

Figure 4.58 is an example of /R drop plot for a real chip. The voltage and
current sources are at the chip boundary. The current comes into the chip
through the power pins that are located at chip’s I/O ring. As the current
gradually moves into the central region of the chip, the voltage potential
drops lower and lower. This is represented by the region of different shades
of gray.

IR drop is a serious problem for power nets. It is not as bad a problem for
signal nets. This is because for CMOS circuits, the destinations for the sig-
nal nets are the gate terminals of transistors, which have high impendence.
Therefore, the currents inside the signal nets are likely to be small in magni-
tude. Consequently, the corresponding /R drop is small and can be ignored.
On the other hand, the power nets DVDD and DVSS connect to the source
and drain terminals of transistors where significant amount of currents are

Figure 4.58. An R drop plot of a chip.



162  CHAPTER 4 CELL-BASED ASIC DESIGN METHODOLOGY

present. Also, unlike signal nets, power nets are on a global scale that con-
nects many cells (all of the cells in many cases). Thus the current inside the
power net is huge, and the /R drop problem cannot be ignored.

85. WHAT ARE THE MAJOR NETLIST FORMATS FOR
DESIGN REPRESENTATION?

Logically, the design of a VLSI chip can be completely represented by its
netlist. The major formats used for netlisting are:

® Verilog
e VHDL
e EDIF
® DEF
* SPICE

Any of these formats can be used to precisely describe the cells instanti-
ated in the design and the interconnections among those cells. Among those,
Verilog is the most popular one.

During project execution, especially for a large SoC project, many tools
from different EDA vendors will be used to achieve individual design ob-
jectives at specific design stages. Between stages and tools, a Verilog netlist
is commonly used for transferring the design information. In the past, it has
been extremely difficult to transport a design from one EDA tool to another
tool from a different EDA vendor since each company has its own approach
to netlisting design. Nowadays, companies seem to standardize their ap-
proaches around Verilog.

86. WHAT IS GATE-LEVEL LOGIC VERIFICATION
BEFORE TAPEOUT?

As can be appreciated from previous discussions, ASIC design is a com-
plex, multistage, time-consuming process. The associated development cost
is so large that it is crucial to have functional silicon at the first attempt.
Verification is the process of checking the design’s functional correctness.
This process can consume over 60% of the total design resource in today’s
large, complicated SoC designs.

Since design complexity has drastically increased, verification at differ-
ent stages of ASIC development has become absolutely essential. The de-
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signer must verify functionality throughout the design implementation
process to minimize the escalated cost of making mistakes at later stages.
Gate-level logic verification is the last verification step before the design is
shipped for manufacturing.

When the design is in its early stages, it is verified by simulation at the
system and RTL levels. After logic synthesis, the design presents itself as
a gate-level netlist. This netlist will be physically implemented in layout
and eventually sent to a manufacturing facility for production. Therefore,
the functional correctness of this netlist is very important since this is the
logic entity that will be turned into silicon chip. A high degree of confi-
dence in the netlist is required before it can be sent to manufacturing.
Gate-level verification is the last chance to check for any functional prob-
lems.

Gate-level verification can be performed by gate-level simulation, prefer-
ably with back-annotated parasitic components. The verification can also be
carried out by emulation, such as a hardware emulation box or a FPGA chip
prototype. Another approach is the equivalence check that compares the
gate-level netlist with the golden netlist or RTL code.

87. WHAT IS EQUIVALENCE CHECK?

Equivalence check is one of the techniques in a very important verification
approach: formal verification. Formal verification is the mathematical
method in logic verification that thoroughly checks the functional properties
of a design. It is an alternative approach to simulation for functional verifi-
cation. The two major types of formal verification are equivalency checking
and formal RTL verification. Equivalence checking is the most successful
and easiest to implement formal technique. It can prove that one RTL or
gate-level design representation is equivalent to another RTL or gate repre-
sentation.

For example, during early design phases of a project, the RTL code has
been intensively simulated. Much effort has been spent on simulating vari-
ous cases through sophisticated test benches. As a result, one can be highly
confident in this RTL code and it becomes the “golden” RTL that is guaran-
teed to meet the design’s functional requirements. After synthesis, the RTL
code is converted to a gate-level netlist. One way of verifying this netlist is
gate-level simulation using the previously proven test benches. However, a
more efficient way to verify that the netlist is functionally correct is by run-
ning an equivalence check. By comparing the logic functionalities of the
RTL code and the netlist, one can quickly spot any problem. This concept is
depicted in Figure 4.59.
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Figure 4.59. Using equivalence check.

As device size and complexity increase, functional simulation becomes
more time-consuming both for writing test benches and executing simula-
tion. In contrast, the equivalence check has a short run time and provides
complete functional coverage. Subsequently, the equivalence check can be
used to compare and verify the design at various levels of abstraction
against the golden design.

Equivalence checking has been used intensively in physical design as well.
The netlist is altered during many steps of physical design, for example, clock
tree synthesis, scan chain reordering, timing optimization, and ECO. Using
equivalence check after these steps ensures that a particular step does not al-
ter design functionality. In other words, the primary use of the equivalence
check is to establish that successive design iterations still adhere to the func-
tionality of the golden RTL. The application of equivalence checking during
physical implementation is demonstrated in Figure 4.59.

Equivalence checking can be performed on the levels of RTL to RTL,
RTL to gate, gate to gate, and gate to transistor. Although the history of this
technique is not very long, it is proving to be a very useful tool for today’s
large chip designs and has increasing appeal in the SoC design environment.

88. WHAT IS TIMING VERIFICATION?

Timing verification is the process of checking that the finished chip layout
can operate up to the speed defined in the product definition. Unlike func-
tional verification, which addresses chip functionality, timing verification
focuses on chip timing or speed. Another difference between the two verifi-
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cations is that timing checks must be performed in all the process, tempera-
ture, and voltage (PTV) corners. A reliable product must run at the designed
speed with weak/strong transistors, high/low metal and via resistance and
capacitance, high/low temperatures, and high/low power supply voltages.
Before the design is sent to manufacturing, the chip’s timing behavior under
all combinations of these conditions needs to be checked against design
constraints.

Timing verification is carried out by either gate-level simulation or static
timing analysis. In both cases, the impact of parasitic components must be
included in the process. For high-performance special circuits that are often
used in SoC integration environments, such as PLL (phase lock loop), DAC
(digital-to-analog converter), ADC (analog-to-digital converter), the perfor-
mance evaluation needs to be carried out in more accurate transistor-level
SPICE simulation.

89. WHAT IS DESIGN CONSTRAINT?

By definition, a constraint is a restriction on the feasible solutions to an op-
timization problem. It is any factor that limits the performance of a system
with respect to its goal. Designing and manufacturing an IC chip is a multi-
ple-variable-process challenge with various design-related, cost-related, re-
source-related, and market-related constraints. A technically and financially
successful IC project is the production of a good solution within these con-
straints.

The term design constraint refers to the timing requirements imposed on
the design by the chip designers. It is used to direct the various steps in
VLSI chip implementation, such as logic synthesis, clock tree synthesis,
place and route, and static timing analysis. The standard design constraint
(SDC) format is the standard method of exchanging the design timing re-
quirements among different tools.

For any chip design, design constraint includes three major types of tim-
ing requirements: clock definitions, chip/block boundary conditions (input
drive strength, input delay, output load, and output delay), and exceptions
(false paths and multiple paths). A simple example of a design constraint
file is shown in Figure 4.60.

90. WHAT IS STATIC TIMING ANALYSIS (STA)?

Static timing analysis (STA) is a method of computing the expected timing
of signals inside a digital circuit without using simulation.
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------- Define clock
create_clock -period 27.5 -waveform {0 13.75} [get ports {clkA}]
create_clock -period 13.75 -waveform {0 6.875} [get ports {clkB}]
create_clock -period 5.5 -waveform {0 2.75} [get ports {pclk}]
set_clock uncertainty 0 -setup [get clocks {clkA}]

set_clock uncertainty 0.06 -hold [get clocks {clkA}]

set_clock uncertainty 0 -setup [get clocks {pclk}]

set_clock uncertainty 0.06 -hold [get clocks {pclk}]

set_input_delay 2.5 -clock "clkB" [get ports {pixel tol 27M[1]}]
set_input_delay 2.5 -clock "pclk" [get ports {vs_ timing bypass}]
set_output_delay 3.5 -clock "clkA" [get ports {vspoldet}]

set_max_delay 1 -from [get ports {resetb}]

set max_fanout 20 [current design]

set load -pin_load 0 [get ports {clkA}]

set_driving_cell -lib_cell NA210 -library ABC.db -pin Y [get ports {resetb}]

set_max_capacitance 24 [get ports {resetb}]

------ Define exceptions

set false path -from [get ports {resetb}]

set false path -from [get ports {actvsovr}] -to [get ports {vsout}]

Figure 4.60. A simple example of design constraint.

Digital circuits can be characterized by the clock frequency at which they
operate. To gauge the ability of a circuit to operate at the specified speed, a
designer must measure its delay at numerous development steps, such as at
logic synthesis and place and route. Although theoretically such timing
measurements can be taken using rigorous circuit simulation, such an ap-
proach is too slow to be practical. Static timing analysis plays a vital role in
facilitating the quick and reasonably accurate measurement of circuit tim-
ing. In static timing analysis, the word static alludes to the fact that this tim-
ing analysis is carried out in an input-independent manner. It locates the
worst-case delay of the circuit over all possible input combinations. Com-
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pared to simulation, the gain in analysis speed is due to simplified delay
models. The drawback is the inability to consider the effects of logical inter-
actions between signals.

The STA method is not designed for verifying the design’s functional
correctness, but to check its timing validity. There are huge numbers of log-
ic paths inside a chip of complex design. The advantage of STA is that it
performs timing analysis on all possible paths. In other words, unlike simu-
lation, which only checks timing on given paths, STA is a complete timing
check that covers all of the paths, whether they are real or potential false
paths. However, it is worth noting that STA is not suitable for all design
styles. It has proven efficient only for fully synchronous designs. Since the
majority of chip design is synchronous, it has become a mainstay of chip de-
sign over the last few decades.

There are several key concepts in STA method: timing path, arrive time,
required time, slack and critical path. As shown in Figure 4.61, a timing
path starts with either a chip prime input or an output pin of a sequential cell
(flip-flop, latch, memory). It ends with either a chip output, or the data input
pin of a sequential cell. In between, there is logical connectivity such that
data can be moved from one point to another. Data is launched either from a
chip input or from an output pin of a sequential cell and received at sequen-
tial cell’s input or chip prime output.

The arrive time is the time difference between the moment of launching
and the moment the data reaches its destination. It is calculated by summing
up the delay amount of each cell along the path. Required time is the latest
time at which data can arrive without making the clock cycle longer than de-
sired. The computation of the required time proceeds as follows. At each
primary output or sequential cell’s input, the required times for rise/fall are
set according to the specifications (for example, clock frequency, or period
T) provided to the circuit. Next, a backward topological traverse is carried

Start of the path P
0 " — 13

_._...___j_/og% End of the path
ey, \

Setupcheck: t1+t2+t3+t4+t5+t6+t7 +18<T

Figure 4.61. A timing path.
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out, processing each gate when the required times at its fan-outs are known.
The slack associated with each connection is the difference between the re-
quired time and the arrival time. A positive slack of amount A at a node im-
plies that the arrival time at that node may be increased by A without affect-
ing the overall delay of the circuit. Conversely, negative slack implies that a
path is too slow, and must be sped up if the whole circuit is to work at the
desired speed. The critical path is defined as the path with the worse nega-
tive slack.

In STA analysis, based on the concepts presented above, the two checks
performed are set-up check and hold check. Set-up check establishes that the
path is fast enough for the desired clock frequency, whereas hold check en-
sures that the path is not too fast so that data is not passed through. Figure
4.62 demonstrates the set-up and hold concepts. Within a small timing win-
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Figure 4.62. Set-up and hold concepts.
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dow of active clock edge (circled gray box), the data presented at the flip-
flop’s data input pin cannot change. Otherwise, the flip-flop will not func-
tion as desired. This window is the flip-flop’s set-up and hold requirements.
This implies that the data lunched from the launching flip-flop must reach
the receiving flip-flop before its set-up limit. However, the logic path cannot
be constructed too fast. If it is too fast, then within the hold limit of the ac-
tive edge, the data at the data input pin is already changed. This is the pass
through, which is functionally undesired.

The quality of an STA fully depends on the completeness of the design
constraints. Figure 4.63 is a sample STA report. In this report, the set-up
check on one timing path is shown. The starting point of this logic path is an
input pin called “vs_hs_shift_f2[7].” The path ends at the D pins of a flip-
flop named “timing_top_inst/inst3/vsout_reg.” The clock signal for the set-
up check is the signal presented at the flip-flop clock pin
“timing_top_inst/inst3/vsout_reg/CLK.” This information is given in the
first three lines of the report. This particular path meets the required timing
constraint with a positive slack of 64 ps, as shown in the fourth line of the
report.

The second paragraph of the report lists the components in the clock
path. The clock frequency is 182 MHz (5,500 ps) and the reference arrival
time (clock tree delay) is 277 ps. The library setup requirement is 115 ps.
The margin of on-chip variation (OCV) is 46 ps. The last two items eat up
time from the clock cycle. Thus, they are presented as negative numbers.

The third paragraph shows that the incoming data will arrive at the D pin
of “timing_top_inst/inst3/vsout_reg/D” at the time of 5552 ps. The fourth
paragraph shows that the clock signal for this path is “pclk” and the time
check’s reference point is the rising edge of this clock. The detailed struc-
ture of the data path and its individual component delays are shown in the
fifth paragraph. The last paragraph is the detailed description of the clock
tree structure.

Every path inside the design has a similar report as long as the path is
time constrained. Furthermore, the corresponding hold check report is also
needed for each path. These reports are valuable during the timing closure
debug process.

91. WHAT IS SIMULATION APPROACH ON
TIMING VERIFICATION?

As addressed intensively in Questions 42, 43, 44, 45, and 46, simulation is
one of the most important methods for chip functional verification. Simula-
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timing top inst/inst3/vsout reg/D
timing top inst/inst3/vsout reg/CLK

Start vs_hs_shift f2[7]
End
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Reference arrival time
+ Cycle adjust
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Clock path
pin name

clock:pclk

Data path

pin name

vs_hs shift £2[7]

Ul9/A

Ul9/Yy

BW1 BUF219/A

BW1l BUF219/Y
#top_inst/inst3/U465 C1/A
#top inst/inst3/U465 Cl/Y
#top inst/inst3/U131 C1/B
#top inst/inst3/U131 Cl/Y
#p_inst/inst3/U672_C4_1/B
#p_inst/inst3/U672_C4_1/Y
#ng top inst/inst3/Ul 0/A
#g_top_inst/inst3/U1_0/CO
# top_inst/inst3/Ul1_16/CI
#_top_inst/inst3/U1_16/CO
# top inst/inst3/Ul 26/CI
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Figure 4.63. A sample STA report.
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#g top inst/inst3/Ul 9/CO
# top inst/inst3/Ul 10/CI
# top inst/inst3/Ul1 10/CO
#nst/inst3/U1_111 C17_1/B
#nst/inst3/U1 111 C17_1/Y
# inst/inst3/U500 C4 1/A2
#p_inst/inst3/U500_C4_1/Y
#g top inst/inst3/U5 C1/B
#g top inst/inst3/U5 Cl/Y
# inst/inst3/U466 C7 7/B3
#p_inst/inst3/U466 C7_7/Y
# inst/inst3/U466 C7 10/C
# inst/inst3/U466_C7_10/Y
#st/inst3/BWl_INV_H6805/A
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Figure 4.63 (continued).
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tion is also a very powerful technique in verifying a chip’s timing character-

istics.

During chip development, simulations are carried out at different stages,
such as at the component level (standard cell design, analog cell design, and
memory design), system level, RTL level, gate level, and postlayout gate
level. Accordingly, simulators are divided into the following simulation
modes: behavioral simulation, functional simulation, static timing analysis,
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gate-level simulation, switch-level simulation, transistor-level, or circuit-
level simulation. Going from high level to low level, simulations progres-
sively become more accurate, but they also emerge as more complex and
take longer to run. While it might be possible to perform a behavioral-level
simulation of a complete system, it would not be possible to perform a cir-
cuit-level simulation of more than a few thousands transistors.

There are several ways to create an imaginary simulation model of a sys-
tem. One method models the subcomponents of a system as black boxes
with inputs and outputs. This type of simulation is called behavioral simula-
tion (often using C, VHDL, or Verilog to model). Functional simulation ig-
nores timing. It includes unit delay during simulation, which sets delays of
the components to a fixed value (for example, 1 ns). Once a behavioral or
functional simulation predicts that a system can work correctly, the next
step is to check the timing performance.

At this point, the system might already be turned into a netlist or even a
layout. One class of timing simulators analyze logic in a static manner and
compute the delay time for each path (see Question 90). This is called static
timing analysis because it does not require the creation of stimulus vectors,
which is an enormous job for large SoC chips. This type of timing analysis
works best with synchronous systems whose maximum operating frequency
is determined by the longest path delay between successive flip-flops.

Gate-level simulation is also used to check the timing performance of an
ASIC. In a gate-level simulator, a logic gate (NAND, NOR, and so on) is
treated as a black box modeled by a function whose variables are the input
signals. This function may also model the delay through the logic cell. Fur-
thermore, it can include the impact of the parasitic components by reading
in the back-annotated SDF file. Gate-level simulation is mostly used in
postsynthesis or postlayout netlists. It is especially useful for verifying
asynchronous timing paths since they cannot be handled efficiently by static
timing analysis.

If the timing simulation provided by the black-box model of a logic gate is
not accurate enough, the next more detailed level of simulation is switch-level
simulation, which models transistors as on or off switches. Switch-level sim-
ulation can provide more accurate timing predictions than gate-level simula-
tion, but the flexibility of logic cells being used as abstraction models is lost.
The most accurate, but also the most complex and time-consuming, form of
simulation is transistor-level simulation. A transistor-level simulator models
the transistors, describing their nonlinear voltage and current characteristics.

Simulation is used at many stages during chip design. Initial prelayout
simulations include logic-cell delays but no interconnect delays. Estimates
of capacitance may be included after completing logic synthesis, but only
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after physical design is it possible to perform an accurate postlayout, gate-
level simulation.

Each type of simulation uses a different software tool. A mixed-mode
simulator permits different parts of an ASIC simulation to use different sim-
ulation modes. For example, a critical part of an ASIC can be simulated at
the transistor level while another part is simulated at the functional level.
The mixed analog/digital simulators, however, are mixed-level simulators
that treat the voltage level of a signal as a variable, not just as 0 and 1 as
most simulators do.

92. WHAT IS THE LOGICAL-EFFORT-BASED TIMING
CLOSURE APPROACH?

The most critical and challenging issue in SoC implementation is timing
closure. The difficulty in timing closure is due to this well-known fact: in-
stead of logic gate delay, the path delay depends more on interconnect delay
in current and future process technologies. Traditionally, after logic imple-
mentation (from RTL to netlist) the gate sizes in each timing path are deter-
mined and fixed before the physical implementation information is avail-
able, such as cell locations, interconnect wire length, and so on. As a result,
during physical implementation, the synthesis tool will inevitably need to
change the sizes of the cells, or even worse, change the configurations of the
paths, to compensate for the more dominant interconnect wire delays. Then,
after these modifications are made, the new path delays are evaluated and, if
necessary, the path configuration is adjusted again. This approach to timing
closure requires several iterations to achieve its final timing goal, if it can be
achieved at all.

Another not so widely mentioned shortcoming of the current circuit opti-
mization method is that it is not a systematic approach. It is more or less a
trial-and-error approach. A simple logic function w=!( (!x +y) & z ) can be
implemented in a variety of logic configurations, such as the three shown in
Figure 4.64. For each logic gate (INV, NAND, and OR), there are a certain
number of selections available in a specific ASIC library. Even with a very
simple library, the number of combinations of different timing configura-
tions for this simple function can be well above thousands. These different
configurations must be thoroughly evaluated by the synthesis tool. This tri-
al-and-error approach requires a lot of memory and powerful CPU. For in-
creasingly larger SoC designs, this will be a bigger problem down the road.
A consequence of this pseudorandom optimization process is that closure in
timing needs a certain degree of luck.
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Figure 4.64. Three configurationsof w=!((!x+y)&z).

These two major drawbacks have become the bottleneck of the current
timing closure struggle. For higher-level SoC integration and smaller fea-
ture size, a more quantifiable logic optimization approach that reduces or
eliminates the randomness in the process is definitely desired.

Designing a circuit of a certain logic function to achieve the greatest speed
or to meet delay constraints presents an intricate array of choices. For such
typical logic synthesis problems, the following questions have to be an-
swered:

® Which of the several circuit topologies, which produce the same logic
function, is the fastest?

® What logic gates’ transistor sizes achieve the least delay?
® What is the best number of stages to use for obtaining the least delay?

One approach to answering these questions is trial and error, as men-
tioned, which is straightforward and well suited for being implemented in
simple computer algorithms. The other more systematic approach is real-
ized by the concept of logic effort. In their book Logical Effort—Designing
Fast CMOS Circuits,* Sutherland, Sproull, and Harris introduce two key
concepts: logic effort and electrical effort. The concept of logic effort is
created to quantitatively describe the effort needed to perform a logic func-
tion.

The logic effort approach quantitatively measures the effort required for
a cell to drive an electrical load. In this approach, logic effort is a measure of
how much real estate resource is needed inside a logic gate to perform a spe-

*Logical Effort—Designing Fast CMOS Circuits, by 1. Sutherland, B. Sproull, and D. Harris, Morgan
Kaufman Publishers, 1999.
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cific logic function. For example, inverting is the simplest logic operation.
So it requires the least amount of resources or silicon area. A NAND func-
tion is slightly more complicated than inverting. Thus, it requires more sili-
con resources or a bigger logic effort. Similarly, driving a bigger electrical
load requires greater current, which in turn requires more silicon resources.
This fact is gauged by electrical effort.

“Nothing is free” is true everywhere and also applies to logic optimiza-
tion. Faster and more complicated circuit implementation costs more. The
concepts of logic and electric efforts were invented to help people to quanti-
tatively measure how much each circuit implementation costs so that differ-
ent circuit implementations can be compared by using such costs. Ultimate-
ly, quick and precise decisions can be made in the selection process of the
best-fit circuit configuration for a specific design constraint. This can help
to eliminate randomness and uncertainty in the process of logic optimiza-
tion. Furthermore, it enables designers to develop more intelligent computer
algorithms to attack the problems.

In the logic-effort-based circuit optimization approach, there are several
key concepts defined for a logic path and for a logic stage.

The key concepts for a given logic stage (a logic gate in a logic path) are:

® [ ogical effort g

® Electrical effort h=C,,/Ci,
® Stage effort f=g-h

® Parasitic (fixed) delay p

® Stage delay d=f+p

® Delay unit T

The key concepts for a given logic path that composed of n logic stages:

e Path effort F= 1;[ f

® Path delay D= %‘, Ji

® Path parasitic delay pP= Z P;
® Path total delay D= g +P

The logic effort g captures the logic complexity of a given logic gate. It is
independent of the sizes of the transistors inside this gate. The logic effort g,
which is a unitless number, compares how much worse a logic gate is at
producing output current when each of its inputs use the same amount of sil-
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icon resource (represented by Cj,) as that of an inverter. As shown in Figure
4.65, assuming that N mobility is twice that of P, three units of area must be
active (to be driven) for an inverter, four units (for any one of the a or b in-
puts) for a NAND, and five units for an OR to produce one unit of output
current. The logic effort g is created to reflect this fact that

g(INV)=3/3=1
¢ (NAND) = 4/3 = 1.33
¢(OR)=5/3=1.67

For any given logic gate, logic complexity is achieved at the expense of
silicon resources. This fact is quantified by the introduction of logic effort g.
There are also a few theorems using the logic-effort approach:

1. Stage delay =f+ p =g - h + p in unit of 7. This is a very significant
observation. It is the foundation of quantitative analysis in logic opti-
mization. What is said in this equation is that any given logic gate’s
delay depends on four contributing factors:
® The complexity of the gate function g
® The electrical load that this stage drives, 4

Two units of silicon

One unit of silicon #
area of P material

area of N material One unit of current

Eﬁ) b —|=@ —g{@ﬁq?

Y
5

Figure 4.65. The logic effort g.
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® An intrinsic delay p that is largely independent of the sizes of the
transistors in the logic gate
® The process parameter 7 that represents the speed of the process

2. For a given path with fixed number of stages, the path delay is mini-
mized, or the fastest circuit is achieved, when the stages’ stage efforts
f=g - h along the path are the same, /= F'/V,

3. For a given path to achieve the optimal number of stages, the stage ef-
fort of each stage shall be f'= g - & = 3.6. And the number of stages
shall be M = log, F. This configuration yields the least path delay or
fastest circuit.

These theorems are the tools designers can use in logic optimization.
Armed with logic effort g and electric effort 4, designers can quickly com-
pute the path delays for the three configurations in Figure 4.64 and deter-
mine the best circuit topology for the logic function, without exhaustive
analyses and evaluations of all possibilities. Furthermore, since the logic
gate delay can be expressed in a linear equation of d = g - & + p, analysis
and comparison can be carried out without knowing the circuit detail. This
improvement in efficiency is enormous for large SoC designs with hundreds
of thousands of delay paths.

Logic effort is academic research whose focus is using the least amount
of silicon resources to achieve the fastest circuit implementation for a given
logic function. SoC timing closure is the real-world practice of designing a
chip to meet speed specifications. Timing closure usually starts with design
constraints, such as clock speed, input delay, and output delay. Those design
constraints are timing budgets for all logic paths in the design. To use the
fruit of the logic effort in timing closure, a bridge is needed. The bridge is
this brilliant idea: fix the delay budget before the real implementation. This
revolutionary idea is only feasible based on the foundation of logic effort.

Using the concepts of logic effort and electric effort, the delay of each
logic stage can be quantitatively expressed as f = g - & + p. So the timing
closure can be planned by analysis before the physical design even starts.
Before the physical implementation, the analysis for each path based on log-
ic effort g and electric effort % is already a good indicator of whether the de-
sign can be implemented or not, which helps avoid costly mistakes. In the
downstream implementation, the task is to simply select the actual cell for
each stage based on its g and 4. This is the “fix time first, vary size later”
philosophy. The traditional approach is characterized as “fix cell first, then
evaluate timing, then fix cell again, then evaluate timing again. . ..” This
approach indicates the inevitable need for iterations between logic imple-
mentation and physical implementation. The logic effort approach avoids
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this iteration by its nature since timing closure’s ultimate goal is timing clo-
sure, not size closure.

In summary, the key advantages of this revolutionary logic-effort-based
timing closure methodology are:

® Quantified analysis has been brought into the process of logic opti-
mization, which makes more intelligent computer algorithms possible,
which in turn makes the process less CPU and memory intensive com-
pared to “trial-and-error” approach.

® Decent analysis can be performed before the actual implementation,
which can help reduce the possibility of costly mistakes.

® [n theory, using this approach, it is possible to implement designs just
as needed. Overdesign, in term of area and power, can be avoided.

® By its nature, no iteration between logic implementation and physical
implementation is needed.

93. WHAT IS PHYSICAL VERIFICATION?

Physical verification is the process of checking that the finished layout com-
plies with the manufacturing rules associated with this process and agrees
with the schematic/netlist.

Physical verification, as its name suggests, focuses on the physical as-
pects of the design. This verification process has nothing to do with the tim-
ing or logic aspects of the design. The logic aspects of the design are veri-
fied by simulation or hardware emulation. The timing aspect of the design is
guaranteed by gate-level simulation with back-annotated parasitic delay or
by static timing analysis.

In physical verification, a set of design rules check the design’s manu-
facturability. If design rules are violated, the design may not function.
Design rules are a series of parameters provided by semiconductor manu-
facturers that enable the designer to verify the physical correctness of the
design. Design rules are specific to a particular semiconductor manufac-
turing process. A design rule set specifies certain geometric and connec-
tivity restrictions to ensure sufficient margins to account for variability in
semiconductor manufacturing processes, so as to ensure that most of the
parts operate correctly.

Academic design rules are often specified in terms of a scalable parame-
ter, A, so the geometric tolerances in a design may be defined as integer
multiples of A. This simplifies the migration of existing chip layouts to new-
er processes. In contrast, industrial rules are highly optimized, and only ap-
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proximate uniform scaling. Design rule sets have become increasingly more
complex with each subsequent generation of the semiconductor process.

The main objective of physical verification is to achieve a high overall
yield and reliability for the design. To improve die yields, physical verifica-
tion has evolved from simple measurement and Boolean checks to more in-
volved rules that modify existing features, insert new features, and check
the entire design for process limitations such as layer density, antenna viola-
tion, and via overhang. Nowadays, a completed layout consists not only of
the geometric representation of the design, but also the data that provide
support for manufacturing the design. Although design rule checks do not
validate that the design will operate correctly, they are constructed to verify
that the structure meets the process constraints for a given design type and
process technology.

Physical verification software takes a layout in the GDSII standard for-
mat as input and produces a report of design rule violations that the designer
may or may not choose to correct. Design rules are sometimes carefully
stretched or waived to increase performance and boost component density at
the expense of yield. In some cases, the waiving of certain rule violations is
simply due to schedule pressure. However, in these cases, the consequence
must be understood and taken into account in the financial management of
the project.

Physical verification is a computationally intense task. Unlike in some of
the previous implementation steps, at this stage all the detailed information
is included in the design database since this is the final layout that will be
sent to fabrication. If a large verification job is run on a single CPU, engi-
neers may have to wait up to a week before the result returns from a check
run. In most designs, the check must be run several times prior to complet-
ing the design. Therefore, parallelism with the capability of using multiple
CPUs is usually incorporated in the physical verification software.

94. WHAT ARE DESIGN RULE CHECK (DRC), DESIGN
VERIFICATION (DV), AND GEOMETRY VERIFICATION (GV)?

Physical verification has two parts: DRC check and schematic verification.
DRC stands for design rules check. The term DV stands for design rule ver-
ification and GV stands for geometry verification. All the three terms point
to the same process of checking that the layout is compliant with manufac-
ture rules.

The basic circuit components such as P and N transistors, capacitors, and
resistors are built using various process steps: oxidation, diffusion, ion im-
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plantation, chemical vapor deposition, metallization, and plasma etch. The
size of the components is controlled by how the designers draw these layers
in a layout, which is a representation of the actual process steps. Just as
manufacturing must follow certain rules when the components are built us-
ing these process steps, so must the layout designers honor them. For exam-
ple, the following rules apply to almost all CMOS processes:

® Active-to-active spacing

Well-to-well spacing

Minimum channel length of the transistor
Minimum metal width

Metal-to-metal spacing

Metal fill density

Figure 4.66 is the complete picture of metall rules for a particular
process. As shown, there are many checks in just this one metal layer. Rules
A and B specify the metal width, Rule K is for metal spacing, whereas Rule
O is for wide metal spacing. In modern process technology, the complete

Wide metal
‘Wide metal

Figure 4.66. A complete rule set for metall.
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design rule set contains many more checks for layers similar to this. Some
are more complicated than the example shown here and some are simpler.
During the lifetime of a process, the design rule set is constantly updated as
the process gradually matures. Requiring a DRC-clean layout helps ensure
that the chip being manufactured has a high possibility of success. If a de-
sign does not bear 100% DRC-clean stamp, it does not necessarily mean
that all the chips will fail functionally, but that the design does have a high
risk of yield loss.

95. WHAT IS SCHEMATIC VERIFICATION (SV) OR LAYOUT
VERSUS SCHEMATIC (LVS)?

The other part of physical verification is the schematic/netlist check. It is re-
ferred to as schematic verification (SV) or layout versus schematic (LVS).
Both terms describe the process of validating that the layout matches the
netlist/schematic.

A chip layout consists of millions of geometries of many layers. Certain
types of extraction tools are needed to extract the circuit components from
these pure geometries. These extraction tools depend solely on specific
rules to compose the circuit components from those polygons. Those rules
instruct the extraction tool on how to recognize P and N transistors, capaci-
tors, and resistors from the geometries’ configuration. SV or LVS are these
extraction processes, and they ensure that the circuit resulting from the lay-
out agrees with the netlist/schematic.

For example, Figure 4.67 is a schematic. This small circuit block cleans
up the lock-detect signal from a PLL. Figure 4.68 shows the layout of this
block. Based on the given rules, the extraction software extracts a circuit
from the layout, which should match the circuit in Figure 4.67.

lockingB———

clke

VSS®
vDD®

j—.

lockout

Figure 4.67. A circuit schematic.
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Figure 4.68. A circuit layout.

SV errors (in which the schematic/netlist does not match the layout) can
be very difficult to debug. This is especially true for large SoC designs in
which there are millions of components on board. It is extremely important
for each component used in the SoC to be SV clean at the cell level. Other-
wise, the top-level SV task would become a disaster.

Unlike the DRC check, which might allow some unresolved violations,
being SV or LVS clean (free of violations) is an absolutely necessary condi-
tion before a design can be sent to manufacturing.

96. WHAT IS AUTOMATIC TEST PATTERN
GENERATION (ATPG)?

From Question 58, it is seen that a fault model is a hypothesis of how a cir-
cuit may fail during the manufacturing process. A fault is said to be detected
by a test pattern if, when applying the pattern to the circuit through primary
inputs, different logic values between the original circuit and the faulty cir-
cuit are observed in the circuit’s primary outputs. Automatic test pattern
generation (ATPG) is an automated process that attempts to find an input
sequence (test pattern) enabling the tester to distinguish between the correct
circuit behavior and the faulty circuit behavior caused by a particular fault.
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ATPG consists of two phases for a given target fault: fault activation and
fault propagation. Through primary inputs at the fault site, fault activation
establishes a signal value opposite to that produced by the fault. Fault prop-
agation propagates the fault effect forward by sensitizing a path from the
fault site to the primary outputs.

The most popular fault model used in practice is the single stuck-at-
fault model (see Question 58). In this model, at a given moment, it is as-
sumed that one of the nodes in a circuit is stuck at a fixed logic value, re-
gardless of what inputs are supplied to the circuit. The stuck-at-fault model
is a logical fault model since no timing information is associated with the
fault definition. In contrast to intermittent and transient faults that only ap-
pear randomly through time, the stuck-at-fault model is also called a per-
manent fault model because it is assumed that the faulty effect is perma-
nent.

A pattern set with 100% stuck-at-fault coverage must consist of test
vectors that can detect every possible stuck at fault in a circuit. However,
a 100% stuck-at-fault coverage does not necessarily guarantee high test
quality since many other kinds of faults (such as bridging faults or opens)
often occur as well, which cannot be modeled by this simple stuck at be-
havior.

Several algorithms have been used during the evolution of ATPG tech-
nology: the D algorithm, path-oriented decision-making (PODEM) algo-
rithm, fan-out oriented (FAN) algorithm, and so on. The D algorithm was
the first practical test generation algorithm in terms of memory require-
ments. The D notation introduced in the D algorithm is continually used in
later, more advanced ATPG algorithms. The path-oriented decision-making
(PODEM) algorithm is an improvement over the D algorithm. It was creat-
ed in 1981 when shortcomings in the D algorithm made it evident that de-
sign innovations had resulted in circuits that could not be handled by the D
algorithm. The fan-out oriented (FAN) algorithm is an improvement over
the PODEM algorithm. It limits the ATPG search space to reduce computa-
tion time and accelerates backtracking. Methods based on “satisfiability”
are sometimes used to generate test vectors as well. Pseudorandom test gen-
eration is the simplest method of creating tests. It uses a pseudorandom
number generator to generate test vectors.

ATPG efficiency is another important consideration. The effectiveness of
ATPG is measured by the fault coverage achieved for the fault model and
the number of vectors needed, which is directly proportional to the chip’s
test time or test cost. ATPG efficiency is influenced by several factors, such
as the fault model under consideration, the type of circuit under test (full
scan, synchronous sequential, or asynchronous sequential), and the level of
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abstraction used to represent the circuit under test (gate, transistor, or
switch).

97. WHAT IS TAPEOUT?

Tapeout is the final step of chip design. It is the time at which the design is
fully qualified and ready for manufacturing. After the physical design is fin-
ished, the functionality of the netlist is verified, and the timing analysis is
satisfied, the final layout, usually in GDSII format, is sent to mask shop to
generate photomask reticles. The resultant masks will be used to direct the
manufacture of this chip.

The term tapeout originally referred to the action of writing the final data
file that describes the circuit layout onto magnetic tape. This term is still used
today even though magnetic tapes are now rarely used for this process. More
precisely, this process should be called pattern generation (PG). As we know,
semiconductor device fabrication is a multiple-step sequence of photograph-
ic and chemical processing in which electronic circuits are gradually created
on a wafer made of pure semiconductor material. Each of the steps require
photomasks, which are created during the pattern generation process, to
guide the operation. In this regard, PG is a more appropriate term.

Tapeout is a major milestone during a product’s development. It is often
succeeded by a celebration among the people who worked on the project,
followed by eager anticipation of the actual product returning from the man-
ufacturing facility.

98. WHAT IS YIELD?

After being fabricated, the semiconductor devices are subjected to a variety
of electrical tests to determine if they can function properly. In general, the
fraction of devices that are capable of performing properly is referred to as
the yield.

In detail, there are three types of yield:

® Process yield (Yp). The percentage of wafers that survive the manufac-
turing process.

® Test yield (Y7). The percentage of dies that pass the electrical test.

® Assembly yield (Y,). The percentage of devices that pass the packag-
ing assembly line.

The overall yield is given by Y = Yp - Y1« V4.
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There are other slightly different yield terms that basically express the
same concept:

® Line yield. The fraction of wafers that are not discarded before reach-
ing the wafer electrical test.

® Die yield. The fraction of dies on a yielding wafer that are not discard-
ed before reaching the assembly line.

® Final test yield. The fraction of devices built with yielding dies that
are acceptable for shipment.

The overall yield is the product of these three terms. Manufacturing facili-
ties have direct control over line yield and die yield. However, they only
have influence on the final test yield.

Yield loss is also classified as functional yield loss and parametric yield
loss. Functional yield loss consists of dies that do not function, whereas
parametric yield loss refers to the dies that do function, but not according to
the specification (they may have lower frequency, incompatible voltage
range, etc.).

The sources of yield loss are categorized as the result of either random or
nonrandom defects. Random defects are typically induced by particles that
create pinholes in the resist or in material to be deposited or removed, or by
particles that block exposure of the resist. Nonrandom defects include
scratches, wipeout, global misalignment, overetching, large-area disloca-
tion, and line-width variations across the chip. In the early stages of a
process, nonrandom systematic defects are prevalent. As the process gradu-
ally matures, these defects are rapidly eliminated or minimized, and random
defects become dominant.

The sources causing defects are classified into four groups: human, envi-
ronment, equipment, and process. In modern processes, equipment and
process are the main sources of random defects. Figure 4.69 shows some ex-

Conductor
— Open Conductor
\ yd Insulator
Insulator [ Short

Conductor

Figure 4.69. Examples of defects in the manufacturing process.
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amples of defects that occur during the manufacturing process. The left and
middle cases are defects occurring on one layer. The left case shows a short
between two conductors (metal pieces) by an extra piece of foreign material
lodged between them. The middle case is an open caused by missing mater-
ial. The case on the right is also a short caused by a foreign material, but it
occurs between two different layers.

The ability to predict yield before a chip’s full production is highly desir-
able since it enables engineers to take corrective actions in the manufactur-
ing process. The advantages of defect-mechanism study and yield modeling
include identifying the causes of defect types for a particular chip or a range
of chips, showing which defect types cause the most yield loss, identifying
when a fabrication process is not performing as expected, determining the
extent of parametric problems (design and process), monitoring the fabrica-
tion process, identifying chip design problems that result in yield loss, dri-
ving layout modifications to enhance yield, and identifying the best design
practice for a particular process.

An accurate yield model requires both the chip’s critical areas and the
process defect data. The critical area is defined as the area of die that will
kill the functionality of the die if a defect of given size lands on it. The pro-
cedure typically involved in a yield prediction study is: (1) calculating the
critical area, (2) modeling the defect size distribution, and (3) combining
this information to estimate yield loss. The most widely used yield model is
the Poisson model:

k
— —Aj
YTotal - YOH e’
=

where Y, is a factor that acts as an adjustment for any nonrandom defects
and A, is the average number of faults of type ;.

This learning process based on yield model and defect data is critical in
cutting the time from development to market and reducing production cost.
Typically, the yield curve follows the pattern as illustrated in Figure 4.70.

During the first stage, initial flaws in the design and manufacturing
process are identified and corrective actions are implemented, primarily to
eliminate the systematic yield detractors. During the second stage, rapid
yield learning results in reducing both random and nonrandom defect den-
sity; yield improvement occurs quickly in this stage. During the third
stage, the remaining random defects become the dominant yield detractors
and the rate of improvement decreases significantly.

Overall, yield is a very important factor in determining the chip’s final
selling price or profit margin: the higher the yield, the greater the profit mar-
gin.
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Figure 4.70. Typical progression of yield learning.

99. WHAT ARE THE QUALITIES OF A GOOD IC
IMPLEMENTATION DESIGNER?

This book is entitled VLSI Circuit Methodology Demystified. It primarily
addresses the group of engineers whose job responsibility is chip integra-
tion. The focus point of chip integration is the implementation, not the cir-
cuit design. Unlike transistor-level circuit designers who spend most of their
time on the architecture, analysis, optimization, and simulation of small cir-
cuit components, chip integration engineers (or implementation engineers)
mostly work on the task of turning a large chip design from a logic entity
(RTL description or netlist) into a physical entity. The spirit embedded in
this activity is “put everything together and make it work,” not “create/in-
vent something from scratch.”

Due to the nature of chip integration, the characteristics of a good IC im-
plementation engineer are:

® Be widely knowledgeable in the areas of semiconductor processing,
RTL coding, simulation, logic synthesis, place and route, custom lay-
out, and VLSI circuit testing. The key descriptor for the knowledge
base is “wide,” not necessarily “deep.”

® Be familiar (have hands-on experience) with the EDA tools in at least
three areas: simulation, synthesis, and place and route.

® Be familiar (have hands-on experience) with some type of ASIC de-
sign flow.
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® Be skilled in programming. Be familiar with the script languages, such
as “tcl,” “perl,” and “awk,” that are used widely in the chip integration
environment.

® Be good at solving problems, instead of focusing on just being a tool
expert. S/he also must establish an “engineer sense,” that is, knowing
“what is important at what time.” The work of IC implementation, just
like any other engineering practice, is full of trade-offs. The ability to
spot the important issue among many issues is crucial. However, it is
not easy to learn how to ignore what is not important. This takes time.

In summary, working as an IC implementation engineer requires unique
knowledge and skills.



Conclusion

The most important lesson that I have learned during my career as an ASIC
chip integration engineer is this: it takes a solid understanding of key con-
cepts, such as those addressed in this text, to stand out as a top-of-the-line
engineer. | have seen engineers with many years’ experience unable to com-
pete against relatively new engineers. I have also seen the results of weak
technical leadership: important projects delayed and, consequently, market
opportunities lost. Moreover, | have seen engineers who, while mastering
specific tools, cannot make bigger, more significant contributions to pro-
jects. All of these problems can be traced back to one source: a lack of cor-
rect understanding of the concepts.

On the other hand, engineers with a solid understandings of the concepts
can:

® [earn new tools with great ease
® Work with greater efficiency, and, most importantly
® Avoid making mistakes

In most cases, avoiding mistakes is the best way to compete; it is the best
way to achieve something before the competitors do. A good ASIC engineer
should be a “problem-driven” worker, not “tool-driven” worker. In this in-
formation age, nobody has the capability of knowing every command of
every tool, especially in the SoC integration arena where new tools are sur-
facing at unforeseen speed. Only by mastering the underlying basic con-
cepts can he/she become the master of the tools, not be mastered by the
tools.

189



Acronyms

ADC Analog-to-Digital Converter

ARC Argonaut RISC Core

ARM Advanced RISC Machine

ATE Automated Test Equipment

ATPG Automatic Test Pattern Generation

ASIC Application-Specific Integrated Circuit
BIST Built-in Self-Test

CAD Computer-Aided Design

CMOS Complementary Metal Oxide Semiconductor
CPU Central Processing Unit

CTS Clock Tree Synthesis

DAC Digital-to-Analog Converter

DDFT Dynamically Deactivated Fast Transistors
DDR Double Data Rate

DEF Design Exchange Format

DFM Design for Manufacturability

DFT Design for Testability

DLL Delay Lock Loop

DPPM Defect Part Per Million

DRAM Dynamic Random Access Memory

DRC Design Rule Check

DSP Digital Signal Processing

DSPF Detailed Standard Parasitic Format

DV Design Verification

ECO Engineering Change Order

EDA Electronic Design Automation

EDIF Electronic Design Interchange Format
EEPROM Electronically Erasable Programmable Read-Only Memory
EM Electromigration

ERC Electric Rule Check

ESD Electrostatic Discharge
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ESL Electronic System Language

FPGA Field Programmable Gate Array

GALS Globally Asynchronous Locally Synchronous
GDSII Gerber Data Stream Information Interchange
GOI Gate Oxide Integrity

GsAs Gallium Arsenide

GUI Graphic User Interface

GV Geometry Verification

HCS Hot Carrier Stress

HDL Hardware Description Language

IC Integrated Circuit

/O Input/Output

IP Intellectual Property

ITRS International Technology Roadmap for Semiconductors
LVS Layout Versus Schematic

nm nanometer, 1 X 10° m

MCM Multichip Module

MIPS Microprocessor without Interlocked Pipeline Stages
MOSFET Metal Oxide Semiconductor Field Effect Transistor
MTBF Mean Time Between Failures

NBTI Negative Bias Temperature Instability

NOC Network on Chip

NRE Nonrecurring Engineering

ocv On-Chip Variation

OopPC Optical Proximity Correction

P&R Place and Route

PCB Printed Circuit Board

PG Pattern Generation

PLL Phase Lock Loop

PSM Phase Shift Mask

PTV Process, Temperature, Voltage

RADHARD  Radiation Hardened

RAM Random Access Memory

RF Radio Frequency

ROI Return on Investment

ROM Read-Only Memory

RTL Register Transfer Level

SAF Stuck at Fault

SDC Standard Design Constraint

SDF Standard Delay Format

SERDES SERializer/DESerializer



SIP
SOC
SOI
SPEF
SPICE
SRAM
SSST
STA
SV
TSP
pm
USB
VDSM
VHDL
VHSIC
VLSI

ACRONYMS

System in Package

System on Chip

Silicon on Insulator

Standard Parasitic Exchange Format
Simulation Program with Integrated Circuit Emphasis
Static Random Access Memory
Statically Selected Slow Transistors
Static Timing Analysis

Schematic Verification

Traveling Salesman Problem
Micrometer, 1 x 10°°m

Universal Serial Bus

Very Deep Submicron

VHSIC Hardware Description Language
Very High-Speed Integrated Circuit
Very Large Scale Integration
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