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Preface

In the late 1980s silicon bipolar technologies were reaching maturity,
with values of cut-off frequency fT around 30 GHz and ECL gate delays
between 20 and 30 ps. The 1990s saw remarkable developments as
the silicon-germanium heterojunction bipolar transistor (HBT) emerged
from research labs around the world and entered production in main-
stream radio frequency BiCMOS technologies. These developments have
had a dramatic impact on the performance on bipolar transistors and
have led to values of fT approaching 400 GHz and ECL gate delays below
5 ps. SiGe BiCMOS technology is seriously challenging III/V and II/VI
technologies in high-frequency electronics applications, such as mobile
communications and optical fibre communications. Furthermore, the
success of silicon-germanium in bipolar technologies has paved the way
for the use of silicon-germanium in CMOS technologies. A similar
revolution is now underway in the design of MOS transistors as silicon-
germanium is used to give improved channel mobility in a number of
different types of heterojunction MOSFET.

The purpose of this book is to bring together in a single text all
aspects of the physics and technology of silicon bipolar transistors and
silicon-germanium heterojunction bipolar transistors. The book cov-
ers the basic DC and AC transistor operation, as well as important
second-order effects that influence transistor performance. A number of
relevant materials topics are covered, including the diffusion of boron
and arsenic in silicon, the properties of silicon-germanium and polysil-
icon, strain effects in silicon-germanium, and the epitaxial growth of
silicon and silicon-germanium. The fabrication of silicon bipolar tran-
sistors and SiGe HBTs is covered in detail and self-aligned schemes for
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the fabrication of both types of device are presented. Accurate circuit
simulation is crucially important to the successful design of bipolar
and BiCMOS circuits, and hence compact models of bipolar transistors
are explained in detail and related to the physical transistor operation.
The book concludes with coverage of overall bipolar technology opti-
mization, which allows the transistor design, technology specification
and circuit design to be optimized to give minimum ECL and CML
gate delay. The book is intended primarily for practising engineers and
scientists and for students at the masters and postgraduate level.

In the first chapter the reader is given an overview of silicon and SiGe
heterojunction bipolar technologies and is introduced to the operating
principles of the bipolar transistor. A more rigorous and quantitative
description of the DC bipolar transistor operation is then given in
the succeeding two chapters. Chapter 2 deals with the basic physics
of the bipolar transistor and takes the reader through the derivation
of an expression for the current gain. Heavy doping effects have a
strong effect on the current gain and are covered in detail in Chapter 3.
Chapter 4 describes second-order effects that influence bipolar transistor
operation at the extremes of currents and voltages. The high-frequency
performance of the bipolar transistor is described in Chapter 5, including
descriptions of the cut-off frequency fT and the maximum oscillation
frequency fmax, and physical explanations of the Kirk effect, quasi-
saturation and current crowding.

Chapters 6, 7 and 8 deal with more recent developments that have
had a strong impact on bipolar transistor performance. Chapter 6 cov-
ers polysilicon emitters from both the technological and device physics
points of view. A simple expression for the base current of a polysili-
con emitter is derived and the practical design of polysilicon emitters
is covered in detail. Chapter 7 summarizes the materials and physical
properties of silicon-germanium and the epitaxial growth of both sili-
con and silicon-germanium. Silicon-germanium HBTs are discussed in
Chapter 8 and it is shown that the device operation can be understood
using simple developments of the theory in Chapters 2 to 5. The perfor-
mance of SiGe HBTs is limited by the diffusion of boron in the base and
so the mechanisms involved in boron diffusion are described. The use
of carbon doping in the silicon-germanium to reduce boron diffusion
is explained.

Chapters 9 and 10 deal with silicon bipolar and silicon-germanium
heterojunction bipolar technologies. The key processing steps required
to fabricate a bipolar transistor are identified and discussed in detail
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in Chapter 9. These include buried layer, epitaxy, isolation, selective-
implanted-collector, base and emitter. Examples are then given of
four types of bipolar process: double polysilicon self-aligned bipo-
lar, single polysilicon bipolar, complementary bipolar and BiCMOS.
Silicon-germanium heterojunction bipolar technology is introduced in
Chapter 10 and the two approaches of differential epitaxy and selec-
tive epitaxy are outlined. Silicon-germanium-carbon HBT processes and
germanium implanted HBT processes are also described. The main appli-
cation of SiGe HBT technologies is in radio frequency circuits and so
integrated circuit passives are described, including resistors, capacitors,
inductors, and varactor diodes.

Chapters 11 and 12 describe the use of bipolar transistors and SiGe
HBTs in circuits. Chapter 11 describes compact bipolar transistor mod-
els, beginning with the Ebers-Moll model and building towards the
Gummel-Poon model in easy-to-understand stages. The well known
SPICE2G bipolar transistor model is described in detail and the chapter
concludes with consideration of the VBIC95 and Mextram bipolar
transistor models. In Chapter 12 optimization of the overall process,
transistor and circuit design is discussed using a quasi-analytical expres-
sion for the gate delay of an ECL logic gate in terms of all the time
constants of the circuit. The application of the gate delay expression
is demonstrated by case studies for the double polysilicon self-aligned
bipolar technology and the SiGe HBT technology.

Many people have contributed directly and indirectly to the writing of
this book, and it would be impossible to find the space to thank them all.
Nevertheless, I would like to identify a number of colleagues who have
made particularly large contributions to this project. First, acknowl-
edgements should go to my colleagues in the Microelectronics Group
at Southampton University, with whom I have had numerous stimulat-
ing discussions about device physics. These include Henri Kemhadjian,
Greg Parker, Arthur Brunnschweiler, Alan Evans, Kees de Groot and
Darren Bagnall. A debt of gratitude is also owed to my past and present
research students, who have contributed greatly to my understanding
of device physics in general and bipolar transistors in particular. These
include Bus Soerowirdjo, Alan Cuthbertson, Eng Fong Chor, Graham
Wolstenholme, Nasser Siabi-Shahrivar, Ian Post, Alan Shafi, Wen Fang,
Nick Moiseiwitsch, Jochen Schiz, Iain Anteney, Michele Mitchell, Huda
El Mubarek, Dominik Kunz and Enrico Gili. Particular thanks are due
to Kees de Groot for checking the first draft of my book.

Finally, no list of acknowledgements would be complete without
mention of my wife and family for their support during the execution of
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this seemingly endless task. I will therefore finish by acknowledging the
patience and support of my wife Ann, and children Jennifer and Susan.

Peter Ashburn
Southampton, England

April 2003



Physical Constants
and Properties of Silicon
and Silicon-Germanium

PHYSICAL CONSTANTS

Quantity Value

Boltzmann’s constant (k) 1.38 × 10−23 JK−1

Electronic charge (q) 1.602 × 10−19 C
Permittivity of free space (ε0) 8.85 × 10−12 C2/Nm
Planck’s constant (h) 6.626 × 10−34 Js
Free electron mass (mo) 9.108 × 10−31 kg
Electron-volt (eV) 1.602 × 10−19 J

PROPERTIES OF SILICON AND SILICON-GERMANIUM

Value Silicon Silicon-germanium

Lattice constant (nm) 0.543 aSiGe = 0.543 +
x(0.566 − 0.543)

Bandgap (eV) 1.170 EG(x) = 1.17 − 0.96x +
0.43x2 − 0.17x3

Dielectric constant 11.9 ε(x) = 11.9(1 + 0.35x)

Density NC of states in the
conduction band at
300 K (cm−3)

2.8 × 1019 2.8 × 1019



xviii PHYSICAL CONSTANTS AND PROPERTIES OF SILICON AND SiGe

Value Silicon Silicon-germanium

Density NV of states in
the valence band at
300 K (cm−3)

1.04 × 1019 Figure 7.8

Apparent bandgap
narrowing in the base

Figure 3.7 Figure 7.9

Apparent bandgap
narrowing in the
emitter

Figure 3.6 –

Critical thickness – Figure 7.3
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bb Width of the extrinsic base region of a bipolar transistor
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CDC Collector diffusion capacitance
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DB Diffusion coefficient of boron
Dn Diffusion coefficient of electrons
Dp Diffusion coefficient of holes
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E Electric field
Ecrit Critical electric field for avalanche breakdown
EF Fermi level
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h Planck’s constant
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Irb Recombination current in the base
Irg Recombination current in the emitter/base depletion region
Igen Generation current in a reverse biased depletion region



xxii LIST OF SYMBOLS

Jn Electron current density
Jp Hole current density

k Boltzmann’s constant
kS Surface reaction rate constant

Ln Electron diffusion length
Lp Hole diffusion length
Lnb Electron diffusion length in the base
Lpe Hole diffusion length in the emitter
lb Length of the extrinsic base region of a bipolar

transistor
lc Length of the buried layer of a bipolar transistor
le Length of the emitter of a bipolar transistor

M Avalanche breakdown multiplication factor
m Base current ideality factor
m∗

e Electron effective mass
m∗

h Hole effective mass
µn Electron mobility
µp Hole mobility

Na Acceptor concentration
Nd Donor concentration
Nab Acceptor concentration in the base
Ndc Donor concentration in the collector
Nde Donor concentration in the emitter
Ndeff Effective doping concentration, including the effects of

bandgap narrowing
NC Effective density of states in the conduction band
NV Effective density of states in the valence band
Nt Density of deep levels
NF Number of atoms incorporated into a unit volume of a

growing film
n Electron concentration
nb Electron concentration in the base
nbo Equilibrium electron concentration in the base
ni Intrinsic carrier concentration
nio Intrinsic carrier concentration in a lightly doped

semiconductor
nie Intrinsic carrier concentration in a heavily doped emitter
nib Intrinsic carrier concentration in a heavily doped base



LIST OF SYMBOLS xxiii

p Hole concentration
pe Hole concentration in the emitter
peo Equilibrium hole concentration in the emitter

Q Stored charge
Qb Charge stored in the base
Qe Charge stored in the emitter
q Charge on an electron

Re Reynolds number
RB Base resistance
RBI Intrinsic base resistance
RBX Extrinsic base resistance
RC Collector resistance
RE Emitter resistance
REF Emitter follower resistor in an ECL circuit
RL Load resistor in an ECL or CML circuit
RSBI Sheet resistance of the intrinsic base
RSBX Sheet resistance of the extrinsic base
RSBL Sheet resistance of the buried layer
RCON Contact resistance
ρG Density of a gas

SM Surface recombination velocity of a metal contact
SP Effective recombination velocity at the edge of the polysilicon

layer in a polysilicon emitter
SEFF Effective recombination velocity for a complete polysilicon

emitter
SI Effective recombination velocity due to recombination at

traps at the polysilicon/silicon interface

σn Capture cross-section for electrons
σp Capture cross-section for holes

T Temperature
τn Electron lifetime
τp Hole lifetime
τnb Electron lifetime in the base
τpe Hole lifetime in the emitter
τA Auger lifetime
τF Forward transit time
τR Reverse transit time



xxiv LIST OF SYMBOLS

τE Emitter delay
τEBD Emitter/base depletion region delay
τB Base transit time
τCBD Collector/base depletion region transit time
τRE Delay due to the emitter/base and collector/base depletion

capacitances

τD Propagation delay
U Recombination rate
Un Electron recombination rate
Up Hole recombination rate

V Vacancy
VBE Base/emitter voltage
VBC Base/collector voltage
VCE Collector/emitter voltage
VAF Forward Early voltage
VAR Reverse Early voltage
Vbi Built-in voltage of a p-n junction
VJE Built-in voltage of E/B junction
νth Thermal velocity
vscl Scattering limited velocity
visc Viscosity of a gas

WB Basewidth
WE Depth of the emitter
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1
Introduction

1.1 EVOLUTION OF SILICON BIPOLAR
TECHNOLOGY

The bipolar transistor was invented by a team of researchers at the
Bell Laboratories, USA, in 1948 [1]. The original transistor was a
germanium point contact device, but in 1949 Shockley published a
paper on pn junctions and junction transistors [2]. These two papers
laid the foundations for the modern bipolar transistor, and made possible
today’s multi-million dollar microelectronics industry.

A large number of innovations and breakthroughs were required to
convert the original concept into a practical technology for fabricating
VLSI circuits. Among these, diffusion was an important first step, since it
allowed thin bases and emitters to be fabricated by diffusing impurities
from the vapour phase [3]. The use of epitaxy [4] to produce a thin
single-crystal layer on top of a heavily doped buried layer was also a big
step forward, and led to a substantial reduction in the collector series
resistance. Faster switching speeds and improved high-frequency gain
were the main consequences of this innovation.

The next stage in the evolution of bipolar technology was the devel-
opment of the planar process [5], which allowed bipolar transistors and
other components, such as resistors, to be fabricated simultaneously.
This is clearly necessary if circuits are to be produced on a single sil-
icon chip (i.e. integrated circuits). Figure 1.1 shows the main features
of a basic planar bipolar process. Electrical isolation between adjacent
components is provided by a p-type isolation region, which is diffused

SiGe Heterojunction Bipolar Transistors Peter Ashburn
 2003 John Wiley & Sons, Ltd ISBN: 0-470-84838-3
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n+
p

n+
p+ p+

n+

n

emitter base
collector
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regionp-substrate

epitaxial
layer

buried
layer

Figure 1.1 Cross-sectional view of a basic, planar, integrated circuit, bipolar
transistor

from the surface to intersect the p-substrate. For the isolation to be effec-
tive, the diffusion must completely surround the device, and the isolation
junction must be reverse biased by connecting the p-substrate to the most
negative voltage in the circuit. The n+ diffusion underneath the collector
contact is needed to give a low-resistance ohmic contact. This type of
transistor typically had a cut-off frequency fT of around 500 MHz, and
was used to produce the early TTL circuits and operational amplifiers.

In the 1970s and 1980s major innovations in silicon technology were
introduced that led to considerable improvements in bipolar transistor
performance. Ion implantation was used to improve the uniformity
and reproducibility of the base [6] and emitter [7] regions, and also to
produce devices with narrower basewidths [8]. Furthermore, the use
of polysilicon emitters [9] and self-aligned processing techniques [10]
revolutionized the design of silicon bipolar transistors and led to the
development of the self-aligned double polysilicon bipolar transistor.

Figure 1.2 shows a cross-section of a typical double polysilicon bipolar
transistor. It can be seen that it bears little resemblance to the more tradi-
tional transistor in Figure 1.1. Contact to the emitter is made via an n+
polysilicon emitter and to the base via a p+ polysilicon layer. The emitter
and extrinsic base regions are separated by an oxide spacer on the side-
wall of the p+ polysilicon, which allows the emitter to be self-aligned to
the extrinsic base. The junction isolation of Figure 1.1 has been replaced
by a combination of oxide isolation and deep trench isolation. The base
region is butted against the oxide isolation region, and hence gives a
much lower parasitic collector/base capacitance. An n+ collector sink is
used to contact the buried layer to further reduce the collector resistance.
The double polysilicon bipolar transistor is a high-frequency bipolar
transistor with a cut-off frequency fT of around 30 GHz, and is typi-
cally used in emitter coupled logic circuits and high-frequency analogue
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Figure 1.2 Cross-sectional view of a self-aligned double polysilicon bipolar process

circuits. ECL gate delays approaching 10 ps [11] have been achieved in
circuits incorporating double polysilicon bipolar transistors.

For many applications, there are many benefits to be obtained by
combining bipolar and MOS transistors on a single chip [12]. The main
motivation in digital circuits for moving from CMOS to BiCMOS tech-
nology is that bipolar transistors can sink a larger current per unit device
area than MOS transistors. They are therefore more effective in driving
the large on-chip capacitances that are commonly encountered in digi-
tal VLSI systems [13]. BiCMOS processes also allow high-speed digital
circuits to be combined on the same chip as high-performance analogue
circuits [14], thereby producing a technology capable of integrating a
wide variety of mixed signal systems.

1.2 EVOLUTION OF SILICON-GERMANIUM
HBT TECHNOLOGY

In the 1990s a further revolution in bipolar transistor design occurred
with the emergence of SiGe Heterojunction Bipolar Transistors (HBTs).
Previously, heterojunction bipolar transistors had only been available
in compound semiconductor technologies, such as AlGaAs/GaAs [15],
because effective heterojunction formation requires two semiconductors
with similar lattice spacing, as is the situation for AlGaAs and GaAs.
The lattice mismatch between Si and Ge is relatively large at 4.2%,
and hence it is very difficult to form a heterojunction between Si and
SiGe without the generation of misfit dislocations at the interface.
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However, materials research carried out in the 1980s showed that a
good heterojunction could be obtained if the SiGe layer was thin and
the Ge content relatively low (below 30%). In these circumstances,
the SiGe layer grows under strain so that it fits perfectly onto the
silicon lattice without the generation of misfit dislocations. The epitaxial
growth of reproducible strained, or pseudomorphic, SiGe layers was the
vital technology breakthrough that led to the emergence of the SiGe
HBT [16–19].

Figure 1.3 shows a cross-section of a typical SiGe heterojunction
bipolar transistor [20]. The p+ SiGe base layer is grown after oxide
isolation formation and is followed in the same growth step by the
growth of a p-type Si cap. Single-crystal material is formed where the
silicon collector is exposed and polycrystalline material over the oxide
isolation. The boundary between these two types of material is shown
by the dotted lines in Figure 1.3. The polycrystalline material is heavily
p+ doped using an extrinsic base implant and then used to contact the
base in a similar way to that employed in the double polysilicon bipolar
transistor in Figure 1.2. The emitter is formed by diffusing arsenic from
the polysilicon emitter to over-dope the Si cap n-type.

SiGe HBTs have been produced with values of fT and fmax of over
300 GHz, and with extremely low values of noise figure. Their main
applications are in wireless communication systems and optical fibre
communication systems. SiGe HBTs are generally integrated with MOS
transistors in a BiCMOS technology, so that the HBTs are used in the RF

n+
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n

emitter

base

collector

p-substrate

base

polysilicon emitter

deep trench
isolation

p+ SiGe

n+
p+ p+ p+ polyp+ poly

Figure 1.3 Cross-sectional view of a silicon-germanium heterojunction bipolar
transistor
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circuits and the MOS transistors in the digital CMOS circuits. BiCMOS
technologies incorporating SiGe HBTs are therefore ideally suited for
producing RF systems on a single chip.

1.3 OPERATING PRINCIPLES OF THE
BIPOLAR TRANSISTOR

For the purposes of understanding the operation of the bipolar transistor,
the structures in Figures 1.1–1.3 can be considered as essentially one-
dimensional, as illustrated in Figure 1.4(a). Although this is clearly
an approximation, it is valid over a remarkable range of operating
conditions. In practice, it only begins to break down at very high current
levels when the series resistances of the transistor and high current effects
become important. In the first instance, an idealized bipolar transistor
will be assumed in which the doping profiles are uniform, as illustrated
in Figure 1.4(b). In practice, this is a good approximation for Si/SiGe
heterojunction bipolar transistors, but in silicon transistors the profiles
are generally Gaussian. The implications of this deviation from ideality
will be considered in Section 3.6.

The band diagram for our idealized, silicon bipolar transistor is shown
in Figure 1.4(c). In the absence of any applied bias, the Fermi level EF

is constant throughout the device. The Fermi level EF and the intrinsic
Fermi level Ei are related to the carrier concentrations in the emitter,
base and collector through the following equations [21]:

n = NC exp
[
−EC − EF

kT

]
= ni exp

[
EF − Ei

kT

]
(1.1)

p = NV exp
[
−EF − EV

kT

]
= ni exp

[
Ei − EF

kT

]
(1.2)

where NC and NV are the conduction band and valence band density of
states. From equations (1.1) and (1.2), it can be seen that the product of
the electron and hole concentration in a given region of the transistor is
a constant, given by:

pn = n2
i (1.3)

The relationship between the doping profiles in Figure 1.4(b) and the
band diagram in Figure 1.4(c) is now clear. In particular, the electron
and hole concentrations given in equations (1.1) and (1.2) are directly
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Figure 1.4 (a) One-dimensional representation of an npn bipolar transistor;
(b) doping profiles for the case of abrupt pn junctions; (c) band diagram for a
transistor with no applied bias

related to the separation between the Fermi level and the intrinsic Fermi
level, as drawn in Figure 1.4(c).

In order to use a bipolar transistor in practical circuits, external bias
must be applied to the emitter/base and collector/base junctions. These
two junctions provide four possible bias configurations, as illustrated in
Figure 1.5. The forward active mode of operation is the most useful,
because in this configuration the gain of the transistor can be exploited
to produce current amplification. A forward bias of approximately
0.6 V is applied to the base/emitter junction and a reverse bias to the
collector/base junction.

The band diagram for the forward active region of operation is shown
in Figure 1.6. The applied bias leads to a separation of the Fermi levels
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Figure 1.5 The four regions of operation of a bipolar transistor
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Figure 1.6 Band diagram for a bipolar transistor biased in the forward active region

in the emitter, base and collector, with the separation being equal to the
applied bias. The forward bias across the emitter/base junction leads to
a decrease in the potential barrier between the emitter and base, whereas
the reverse bias across the collector/base junction leads to an increase in
the potential barrier between the base and collector.

The other bias configurations in Figure 1.5 are also often encoun-
tered in practical circuits. In the inverse (or reverse) active mode, the
emitter/base junction is reverse biased and the collector/base forward
biased. This arrangement is less useful than the forward active mode
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because the inverse gain of the transistor is very low, though it is used in
I2L circuits [22]. In the cut-off mode both junctions are reverse biased,
and hence no current can flow between emitter and collector. The tran-
sistor is therefore off, and behaves like an open switch. Conversely, in
the saturation mode both junctions are forward biased, which enables a
large current to flow between emitter and collector. In this configuration
the transistor can be viewed as a closed switch.

The electrical properties of a bipolar transistor can be characterized
by a number of electrical parameters, the most important of which is the
common emitter current gain β. This is the ratio of collector current to
base current, and is given by:

β = IC

IB
(1.4)

In a typical commercial transistor the collector current is approximately
one hundred times larger than the base current, giving a current gain
of around 100. In order to understand how this important property of
the bipolar transistor arises we must consider how it functions when
external bias is applied.

In the forward active mode, the forward biasing of the emitter/base
junction causes a large number of electrons to be injected from the emit-
ter into the base. A concentration gradient is therefore established in the
base, which encourages the electrons to diffuse towards the collector.
If the base of the transistor were very wide all the injected electrons
would recombine before reaching the collector, and the transistor would
merely behave like two back-to-back diodes. However, the essence of
the bipolar transistor is that the base is sufficiently narrow that the
majority of electrons reach the collector/base junction, where they are
swept across into the collector by the large electric field across the reverse
biased junction. This is achieved by making the basewidth comparable
with, or smaller than, the diffusion length of electrons in the base. The
base current is determined by the number of holes injected from the base
into the emitter. The base current can be made much smaller than the
emitter current by doping the emitter much more heavily than the base.

A related electrical parameter to the common emitter current gain
is the common base current gain α, which is the ratio of the collector
current to the emitter current:

α = IC

IE
(1.5)
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The emitter current is given by the sum of the collector and base currents:

IE = IB + IC (1.6)

It is therefore apparent that α and β are related by:

α = β

1 + β
(1.7)

The common emitter and common base current gains can be measured
by biasing the transistor into the forward active region and taking
readings of base, emitter and collector current. Three alternative circuit
configurations are possible, depending upon which terminal is common
between the input and output. These are illustrated in Figure 1.7, and
are termed the common emitter, common base and common collector
circuit configurations.

The common emitter current gain β is obtained by connecting
the transistor in the common emitter configuration, as illustrated in
Figure 1.7(a), and plotting the collector current as a function of collec-
tor/emitter voltage, with the base current as a parameter. The resulting
characteristic is illustrated in Figure 1.8. The common emitter current
gain is obtained by reading off the value of collector current obtained
for one of the values of base current and taking the ratio.

The common base current gain α can be measured by connecting the
transistor in the common base configuration illustrated in Figure 1.7(b),
and plotting the collector current as a function of collector/base voltage,
with the emitter current as a parameter. The resulting characteristic
is shown in Figure 1.9. The common base current gain is obtained by
reading off the value of collector current obtained for one of the values
of emitter current and taking the ratio.
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Figure 1.7 The three circuit configurations of a bipolar transistor; (a) common
emitter; (b) common base; (c) common collector
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Figure 1.8 Output characteristic for a bipolar transistor connected in common
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Figure 1.9 Output characteristic for a bipolar transistor connected in common
base configuration
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2
Basic Bipolar Transistor
Theory

2.1 INTRODUCTION

In this chapter a quantitative theory for the DC characteristics of a
bipolar transistor is developed. The approach taken is to initially derive
an approximate analytical expression for the common emitter current
gain, using a simplified description of the bipolar transistor. This will
allow the physical principles of the device operation to be clearly
explained without resorting to undue mathematical complexity.

2.2 COMPONENTS OF BASE CURRENT

In this section the various components of base current are described.
Figure 2.1 shows a schematic illustration of a bipolar transistor operating
in the forward active region, that is, with the emitter/base junction
forward biased and the collector/base reverse biased. This is the most
common way of biasing a bipolar transistor. The forward biasing of the
emitter/base junction causes electrons to be injected into the base and
likewise holes into the emitter. Considering the electron current first, as
electrons leave the emitter some inevitably recombine with holes in the
emitter/base depletion layer. This gives rise to a recombination current
Irg. The remaining electrons reach the edge of the emitter/base depletion
region where they become minority carriers. A concentration gradient
of electrons is established in the base, which encourages them to diffuse

SiGe Heterojunction Bipolar Transistors Peter Ashburn
 2003 John Wiley & Sons, Ltd ISBN: 0-470-84838-3
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Figure 2.1 Current components in an npn bipolar transistor operating in the
forward active mode

towards the collector. The electron diffusion current at the left-hand edge
of the neutral base region is defined as Ine. Further electrons recombine
with holes in the base, so that the electron diffusion current at the right-
hand edge of the base Inc is smaller than Ine. The difference between
these two currents is the recombination current in the base Irb. Negligible
recombination occurs in the collector/base depletion region because of
the high electric field across this reverse-biased junction. Similarly, once
the electrons reach the n-type collector they become majority carriers,
and hence no further recombination occurs.

The hole current injected from the base into the emitter is also shown
in Figure 2.1. As with the electron current, a small fraction of the injected
holes recombine in the emitter/base depletion region, giving rise to the
recombination current Irg. The remaining holes progress to the emitter
where they become minority carriers, and are able to diffuse towards
the emitter contact. The hole diffusion current at the left edge of the
emitter/base depletion region is defined as lpe. At this point two situations
can arise, depending upon the thickness of the emitter WE with respect
to the hole diffusion length. If the emitter is very thick, all injected holes
recombine with electrons before reaching the metal contact. In this case,
the metal contact has no effect on the hole diffusion current and hence
on the gain. This is the situation illustrated in Figure 2.1. Alternatively,
if the emitter is very thin, the majority of the holes reach the contact
without recombining. In this case, recombination occurs at the contact,
and the properties of the contact have a strong influence on Ipe. The
latter situation will be considered in the subsequent sections, since it
commonly occurs in all high-speed bipolar transistors. A simple set of
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equations results that provide good physical insight into the physics of
a bipolar transistor. In later sections, the more general situation will
be considered.

By inspection of Figure 2.1 we can write the components of the
emitter, collector and base currents:

IE = Ine + Irg + Ipe (2.1)

IC = Inc (2.2)

IB = IE − IC = Ipe + Irg + Irb (2.3)

Strictly speaking, an additional current component can arise from the
leakage current of the reverse-biased collector/base junction. However,
in practical devices this current is of the order of 1 nA/cm2 and hence
can be neglected.

At this point we are in a position to define two additional param-
eters of the bipolar transistor. The emitter efficiency γ is defined as
the ratio of the electron current injected into the base to the total
emitter current:

γ = Ine

Ine + Irg + Ipe
(2.4)

From this equation we can see that an efficient emitter is one in which
Irg and Ipe are much smaller than Ine. Intuitively, we would expect Ipe to
be smaller than Ine only if the number of holes in the device was smaller
than the number of electrons. This reasoning is correct, and leads to the
design criterion that the emitter doping must be much larger than the
base doping in order to produce an efficient emitter.

The efficiency of the base is defined by the transport factor αT, which
is the ratio of the electron current reaching the collector to that injected
from the emitter:

αT = Inc

Ine
(2.5)

An efficient base is obtained when Inc is nearly equal to Ine, a situation
that arises when the base is very narrow.

Finally, from equations (2.1)–(2.5) it can be seen that the common
base current gain is given by:

α = γ αT (2.6)
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2.3 FUNDAMENTAL EQUATIONS

The general equations for describing electron and hole transport in a
semiconductor under nonequilibrium conditions are the electron and
hole continuity equations:

∂n
∂t

= Gn − Un + 1
q

∇Jn (2.7)

∂p
∂t

= Gp − Up − 1
q

∇Jp (2.8)

where Jn and Jp are the electron and hole current densities, Gn and Gp the
electron and hole generation rates (m−3s−1) due to external excitation
and Un and Up the electron and hole recombination rates.

The solutions of these equations under appropriate boundary condi-
tions give the electron and hole concentrations as a function of space and
time. In order to arrive at an explicit solution, expressions for the current
densities Jn and Jp in terms of the electron and hole concentrations are
needed. These equations can readily be derived by expressing the current
as the sum of a diffusion and drift term:

Jn = qDn∇n + qnµnE (2.9)

Jp = −qDp∇p + qpµpE (2.10)

Here the diffusion current is proportional to the gradient of the carrier
concentration, indicating that carriers flow from a region of high con-
centration to one of low concentration. The constants Dn and Dp are
the diffusion coefficients or diffusivities, and are related to the mobilities
µn and µp through the Einstein relations:

Dn = µn
kT
q

(2.11)

Dp = µp
kT
q

(2.12)

In general, a further equation is needed in order to specify the electric
field E. Poisson’s equation provides this expression, and relates the
electric field to the charge density per unit volume ρ:

∇E = ρ

ε0εr
(2.13)
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where ε0 is the permittivity of free space and εr the relative permittivity
or dielectric constant. For specific problems, the charge density ρ can
be expressed in terms of the electron and hole concentration, thereby
providing a complete set of equations for solution.

2.3.1 Assumptions

The above equations allow a complete three-dimensional solution to be
obtained for the gain of a bipolar transistor. Fortunately, however, such
a rigorous analysis is not necessary, since the electrical characteristics of
most practical bipolar transistors can be reasonably accurately described
by a one-dimensional solution. Furthermore, a considerable simplifica-
tion of the mathematics can be obtained if a number of assumptions
are made.

(1) Steady-state conditions prevail, i.e.

∂n
∂t

= ∂p
∂t

= 0 (2.14)

(2) There is no external generation of carriers, i.e.

Gn = Gp = 0 (2.15)

(3) All regions of the device are uniformly doped, as shown in
Figure 2.2(b). This implies that there is no built-in electric field.

(4) The conductivities in the bulk semiconductor regions are high
enough to ensure that all the applied voltage is dropped across
the depletion regions. This assumption, when taken together with
assumption 3, indicates that carriers in the bulk regions of the
device move under the influence of diffusion only. This pro-
vides a considerable simplification of the mathematics, since the
electric field in equations (2.9) and (2.10) can be set to zero,
thereby eliminating the requirement for a solution of Pois-
son’s equation.

(5) No generation or recombination of carriers occurs in the depletion
regions of the device. This assumption is required in order that
simple boundary conditions can be established for the continuity
equations. It is a reasonable approximation in most circumstances,
but problems can arise in some types of device, as will be discussed
in Section 4.2.
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Figure 2.2 (a) One-dimensional representation of an npn bipolar transistor;
(b) doping profiles for the case of abrupt pn junctions; (c) minority carrier
distributions in the emitter and base for operation in the forward active region

(6) Low-level injection conditions prevail. That is, the number of
electrons injected from the emitter into the base is small compared
with the doping concentration in the base. This assumption is
valid at low collector currents, but is violated at high currents, as
will be considered in Section 4.3.

(7) The emitter is very shallow, i.e. the emitter depth WE is less than
the hole diffusion length in the emitter. The majority of minority
carriers therefore diffuse across the emitter without recombining.
In this case, the minority carrier distribution in the emitter is
linear, as shown in Figure 2.2(c) and the properties of the emitter
contact have a big influence on the current gain.

For the bipolar transistor in Figure 2.2, application of the above
approximations yields simplified expressions for the electron and hole



BASE CURRENT 19

diffusion current densities:

Jn = qDnb
dnb

dx
(2.16)

Jp = −qDpe
dpe

dx
(2.17)

Here the subscripts b and e refer to base and emitter, respectively.
The negative sign in equation (2.17) takes account of the fact that hole
diffusion current flows in the direction of decreasing hole concentration.
A similar procedure can also be used to simplify the continuity equations:

Dnb
d2nb

dx2
− (nb − nbo)

τnb
= 0 (2.18)

Dpe
d2pe

dx2
− (pe − peo)

τpe
= 0 (2.19)

In equations (2.18) and (2.19) the recombination rates Un and Up have
been represented by:

Un = (nb − nbo)

τnb
(2.20)

Up = (pe − peo)

τpe
(2.21)

where τnb and τpe are the minority carrier lifetimes in the base and
emitter, and nbo and peo the thermal equilibrium values of the minority
carrier concentrations in the base and emitter. The terms (nb − nbo) and
(pe − peo) therefore represent the excess minority carrier concentrations.

2.4 BASE CURRENT

The most important component of the base current in the major-
ity of bipolar transistors is the hole diffusion current Ipe. This can
be calculated by solving equations (2.17) and (2.19) under appropriate
boundary conditions. However, for a high-speed bipolar transistor with
a thin emitter, a simpler intuitive approach can be used, which only
requires equation (2.17) to be solved.
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2.4.1 Base Current in Shallow Emitters

If the emitter is very thin, the hole distribution in the emitter approaches
a linear distribution, as illustrated in Figure 2.2. This occurs because
there is little or no recombination in the bulk of the emitter when
the emitter is thin, i.e. when the emitter depth WE is much smaller
than the hole diffusion length in the emitter. All holes injected from
the base into the emitter recombine at the emitter contact, pinning the
hole concentration at the contact to the equilibrium value i.e. peo. At
the edge of the emitter/base depletion region, the hole concentration is
determined by the bias across the emitter/base junction.

pe(0) = peo exp
qVBE

kT
(2.22)

In the case where all the applied voltage is dropped across the depletion
region (approximation 4 in Section 2.3.1), the base current is entirely
diffusion current. Equation (2.17) can then be written as:

Jp = −qDpe(gradient of pe) (2.23)

The gradient of the hole distribution can be calculated from Figure 2.2

gradient = dpe

dx
= −

peo exp
qVBE

kT
− peo

WE

∴ Jp = −qDpe
dpe

dx
= qDpepeo

WE

(
exp

qVBE

kT
− 1

)
(2.24)

A more useful form of this equation can be obtained by using:

peoneo = n2
i

peoNde = n2
i

peo = n2
i

Nde
(2.25)

Substituting equation (2.25) into equation (2.24) gives:

IB = qADpen
2
i

WENde
exp

qVBE

kT
(2.26)
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where it has been assumed that VBE � kT/q (VBE � 25 mV at room
temperature). Equation (2.26) gives some useful insight into transistor
design options, since it shows that the base current for a shallow emitter
is inversely proportional to the product of the emitter depth WE and the
emitter doping Nde.

2.4.2 Base Current in Deep Emitters

For a deep emitter, we assume that the emitter depth is much greater
than the hole diffusion length in the emitter, i.e. WE � Lpe. In this
case, all holes injected from the base into the emitter will recombine
before they reach the emitter contact. To calculate the base current, we
first have to solve equation (2.19) to determine the hole distribution in
the emitter. Assuming that the emitter is infinitely thick, the boundary
condition at the emitter contact is:

pe(∞) = peo (2.27)

When this equation is used in conjunction with equation (2.22),
equation (2.19) can be solved to give the following hole distribution
in the emitter:

pe − peo = peo exp
qVBE

kT
exp

−x
Lpe

(2.28)

where Lpe is the hole diffusion length in the emitter and is given by
Lpe = (Dpeτpe)

1/2. Here Dpe is the diffusivity of holes in the emitter
and τpe is the lifetime of holes in the emitter. This equation shows
that the hole concentration decreases exponentially with distance in
the emitter.

Combining equations (2.28) and (2.19) and solving gives:

IB ≈ qADpen
2
i

LpeNde
exp

qVBE

kT
(2.29)

This equation is identical to equation (2.26) except for the replacement
of WE by Lpe. Equation (2.29) shows that for a deep emitter, the
base current does not depend on the emitter depth WE. This is as
expected, since in a deep emitter all carriers recombine before reaching
the emitter contact.



22 BASIC BIPOLAR TRANSISTOR THEORY

2.4.3 Recombination Current in the Neutral Base

As discussed in Section 2.2, in a transistor with a relatively wide base,
there can be considerable recombination of electrons in the neutral
base. This gives rise to a base recombination current. In this section, an
equation for the base recombination current will be calculated. If you
are reading this book for the first time, or interested purely in high-speed
bipolar transistors, you can skip this section.

The recombination current in the base Irb can be calculated by solv-
ing equations (2.16) and (2.18) under appropriate boundary conditions.
At the base edge of the emitter/base depletion region the electron
concentration is given by an equation analogous to equation (2.22):

nb(0) = nbo exp
qVBE

kT
(2.30)

The second boundary condition defines the electron concentration at the
base edge of the collector/base depletion region, and is given by:

nb(WB) = nbo exp −qVCB

kT
≈ 0 (2.31)

This equation indicates that all minority carrier electrons in the vicinity
of the reverse-biased collector/base junction are swept into the collector
by the high electric field.

The solution of equation (2.18) with the boundary conditions in
equations (2.30) and (2.31) is:

nb =
nbo exp

qVBE

kT
sinh

WB − x
Lnb

sinh
WB

Lnb

(2.32)

where Lnb = (Dnbτnb)
1/2, Dnb is the electron diffusivity in the base and

τnb is the lifetime in the base. In deriving equation (2.32), it has been
assumed that VBE � kT/q.

The base recombination current is given by the difference between the
electron current injected into the base from the emitter and the electron
current reaching the collector:

Irb = Ine − Inc (2.33)
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The electron diffusion current at the edge of the emitter/base depletion
region Ine can be calculated from equations (2.16) and (2.32):

Ine = qADnb

(
dnb

dx

)
x=0

= −qADnbnbo

Lnb
coth

WB

Lnb
exp

qVBE

kT
(2.34)

Similarly, the electron diffusion current at the edge of the collector/base
depletion region Inc can be calculated:

Inc = qADnb

(
dnb

dx

)
x=WB

= − qADnbnbo

Lnb sinh(WB/Lnb)
exp

qVBE

kT
(2.35)

The recombination current in the neutral base is then given by:

Irb = − qADnbnbo

Lnb sinh(WB/Lnb)

(
cosh

WB

Lnb
− 1

)
exp

qVBE

kT
(2.36)

As might be expected, this equation indicates that the base recombination
current is a function of the basewidth WB of the transistor.

2.5 COLLECTOR CURRENT

In high-speed bipolar transistors, the basewidth needs to be as small as
possible (typically less than 0.1 µm) so that electrons can rapidly traverse
the base. The typical practical basewidth of less than 0.1 µm compares
with a typical electron diffusion length in the base of 10 µm. It is clear
that in this case WB � Lnb and hence that the electron distribution in the
base must be linear, as shown in Figure 2.2. The collector current can
therefore be calculated in a manner analogous to that used to calculate
the base current in Section 2.4.1.

The electron concentration at the edge of the emitter/base depletion
region is given by an equation analogous to equation (2.22):

nb(0) = nbo exp
qVBE

kT
(2.37)

The electron concentration at the edge of the collector/base depletion
region is given by:

nb(WB) = nbo exp −qVCB

kT
≈ 0 (2.38)
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For practical values of collector/base reverse bias the electron concen-
tration at the edge of the collector/base depletion region is close to
zero. For a linear electron distribution across the base, the diffusion
equation (2.17) can then be written as:

Jn = qDnb(gradient of nb) = qDnb




nbo exp
qVBE

kT
WB


 (2.39)

= qDnbnbo

WB
exp

qVBE

kT
(2.40)

A more useful form of this equation can be obtained by using:

pbonbo = n2
i

Nabnbo = n2
i

nbo = n2
i

Nab
(2.41)

Substituting equation (2.41) into equation (2.40) gives the collec-
tor current

IC = qADnbn2
i

WBNab
exp

qVBE

kT
(2.42)

This equation gives some useful insight into transistor design options,
since it shows that the collector current for a shallow emitter is inversely
proportional to the product of the basewidth WB and the base dop-
ing Nab.

2.6 CURRENT GAIN

The common emitter current gain of a bipolar transistor is given
by the ratio of the collector current to the base current. From
equations (2.42) and (2.29) the common emitter current gain of a
bipolar transistor with a shallow emitter and a thin base is given by:

β = DnbWENde

DpeWBNab
(2.43)
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This simple equation illustrates the main design principles of a bipolar
transistor. In particular, it is immediately apparent that the gain depends
strongly on the ratio of the doping concentrations in the emitter and
base Nde/Nab. In order to obtain a high gain the doping concentration
in the emitter should be as high as possible. Similar reasoning also
suggests that the doping concentration in the base should be as low as
possible. However, in practice, it is necessary to take other important
electrical parameters into account. As will be explained in later chapters,
the base resistance is critical in determining the switching speed of
bipolar circuits, and hence it is desirable to maintain its value as low as
possible. This clearly conflicts with the requirement for a high gain, and
in practice an engineering compromise is arrived at, in which a gain of
approximately 100 is chosen.

Equation (2.43) indicates that the common emitter current gain
decreases as the emitter depth WE decreases. This degradation of the
current gain imposes a practical limit to the extent that the emitter/base
junction depth can be reduced. It will be shown in later chapters that
shallow emitter/base junctions are desirable in small geometry bipolar
transistors in order to minimize the peripheral emitter/base capacitance.
This gain degradation is therefore a serious problem in the scaling of
high-speed bipolar transistors. Polysilicon emitters and heterojunction
emitters, which will be discussed in Chapters 6 and 8, provide two
solutions to this problem.

2.7 GUMMEL NUMBERS

The terms in equation (2.43) that relate to the base are often grouped
together and called the base Gummel number:

Gb = WBNab

Dnb
(2.44)

Similarly the terms that relate to the emitter can be grouped together to
give the emitter Gummel number:

Ge = WENde

Dpe
(2.45)

The current gain can then be written as the ratio of the emitter Gummel
number to the base Gummel number:

β = Ge

Gb
(2.46)



3
Heavy Doping Effects

3.1 INTRODUCTION

The basic theory discussed in Chapter 2 laid the foundation for under-
standing the theory of operation of a bipolar transistor. However there
are a number of deficiencies in the basic theory that need to be described
before the theory can be applied to practical bipolar transistors. In this
chapter the deficiencies of the basic theory are outlined, and a more
rigorous description of the transistor behaviour produced. This requires
the incorporation of additional physical mechanisms, which together
are described as heavy doping effects. Heavy doping effects are difficult
to model analytically, and hence as the chapter progresses increasing
use will be made of empirical data that is frequently used in device
simulation. This approach is entirely appropriate for the modern pro-
cess and device engineer, since device simulation is an essential part of
device design. The basic theory in Chapter 2 assumed uniform doping
profiles for simplicity. However, in practical bipolar transistors, the
profiles are rarely uniform, and hence it is necessary to consider ways of
dealing with non-uniform profiles. This topic is addressed at the end of
this chapter.

The simple analysis in Chapter 2 clearly indicates the desirability
of using a very high doping concentration in the emitter of a bipo-
lar transistor. Unfortunately, in reality the promised advantages of a
highly doped emitter do not fully materialize. For example, the gain is
significantly smaller than predicted by equation (2.43) [1], and is also
strongly temperature-dependent [2]. These discrepancies between the-
ory and experiment can be accounted for by heavy doping effects which

SiGe Heterojunction Bipolar Transistors Peter Ashburn
 2003 John Wiley & Sons, Ltd ISBN: 0-470-84838-3
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have not been taken into account in the simple theory. For convenience,
they can be characterized by three separate but related mechanisms,
namely mobility degradation at high doping concentrations [3], bandgap
narrowing [4] and Auger recombination [5].

There have been many attempts to measure heavy doping effects
in silicon bipolar transistors, and a number of different models have
been developed. One of the difficulties in measuring heavy doping
effects is that the mechanisms are interrelated. This makes it difficult
to obtain unambiguous values for the model parameters. However,
from the point of view of bipolar transistor modelling, provided that
a consistent set of heavy doping parameters are used, the transistor
characteristics can be accurately modelled. In this chapter, we will use a
simple set of empirical equations for the heavy doping effects based on
the work of del Alamo et al. [6–8]. These equations can easily be used
to calculate the transistor parameters analytically and are reasonably
accurate. For device simulation, a comprehensive physics-based model
has been developed by Klaassen et al. [9–11], in which the bandgap
narrowing and mobility models are unified.

3.2 MAJORITY AND MINORITY CARRIER MOBILITY

Mobility is a measure of the time interval between collisions for a
carrier moving through a semiconductor lattice. The two most important
collision mechanisms in bipolar transistors are lattice and impurity
scattering, and the total mobility is given by the sum of the probabilities
of collisions due to these individual mechanisms:

1
µ

= 1
µI

+ 1
µL

(3.1)

Lattice scattering is caused by collisions between carriers and the atoms
of the semiconductor lattice. These lattice atoms are displaced from their
lattice sites by thermal vibration, which has the effect of disrupting the
perfect periodicity of the semiconductor lattice. Since thermal motion
increases with temperature it is not surprising to discover that µL

decreases with temperature. In fact it can be shown [12] that µL varies
as T−3/2.

Impurity scattering is caused by collisions between carriers and impu-
rity atoms in the semiconductor lattice. As will be discussed in the
following section, impurity or dopant atoms have the effect of disrupting
the perfect periodicity of the semiconductor lattice, and the amount of
disruption increases with impurity concentration. The mobility due
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to impurity scattering µI therefore decreases with increasing impurity
concentration.

Experimental values of electron and hole mobility in silicon are shown
in Figure 3.1 as a function of impurity concentration [13–15]. It can
be seen that the mobility is highest at low impurity concentrations
where lattice scattering is the dominant mechanism. At higher impurity
concentrations both electron and hole mobilities continuously decrease
with increasing dopant concentration. For silicon at impurity concentra-
tions above 1019 cm−3 the mobilities of arsenic and phosphorus doped
material are significantly different [15], as illustrated in Figure 3.2. This
indicates that lower sheet resistances can be achieved with phosphorus
than arsenic.

In minority carrier devices such as bipolar transistors it is the minority
carrier mobility that controls the electrical characteristics of the device.
In the absence of information to the contrary it has usually been assumed
that the minority and majority carrier mobilities are the same. However.
recent measurements of minority carrier mobility suggest that this is not
the case.

A number of researchers have made measurements of minority
carrier hole mobility (hole mobility in n-type semiconductor) in
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Figure 3.1 Measured values of majority carrier mobility as a function of impurity
concentration for silicon (reprinted with permission from [13])
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Figure 3.2 Measured values of majority carrier mobility as a function of impurity
concentration in heavily doped silicon (reprinted with permission from [15])

silicon [6,8,16–18]. Figure 3.3 shows the best fit to these measured
results, obtained using the following empirical equation [6]:

µp(min) = 130 + 370

1 +
(

ND

8 × 1017

)1.25 cm2/Vs (3.2)

In the doping range 1017 to 1020 cm−3 the minority carrier mobility is
over a factor of two higher than the equivalent majority carrier mobility.
These experimental results are supported by theoretical calculations
which predict that the minority carrier mobility is 2.8 times higher [19]
at a doping concentration of around 5 × 1019 cm−3.

Very few measurements of minority carrier electron mobility (electron
mobility in p-type semiconductor) in silicon have been made, largely
because pnp transistors are of less practical interest than npn. Figure 3.4
shows the best fit to this measured data [7] [16], obtained using the
following empirical equation [7]:

µn(min) = 232 + 1180

1 +
(

NA

8 × 1016

)0.9 cm2/Vs (3.3)
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Figure 3.3 Minority carrier and majority carrier hole mobility as a function of
impurity concentration in heavily doped silicon (reprinted with permission from [6])
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In the doping range 1018 to 1020 cm−3 the minority carrier electron
mobility decreases less strongly than the majority carrier mobility, and
is a factor of more than two larger in heavily doped silicon.

3.3 BANDGAP NARROWING

In lightly doped semiconductors the dopant atoms are sufficiently widely
spaced in the semiconductor lattice that the wave functions associated
with the dopant atoms’ electrons do not overlap. The energy levels of
the dopant atoms are therefore discrete. Furthermore, it is reasonable
to assume that the widely spaced dopant atoms have no effect on the
perfect periodicity of the semiconductor lattice, and hence the edges of
the conduction and valence bands are sharply defined. This situation is
illustrated in the energy versus density of states diagram in Figure 3.5(a).

In heavily doped semiconductors the dopant atoms are close enough
together that the wave functions of their associated electrons overlap.
This causes the discrete impurity level in Figure 3.5(a) to split and form
an impurity band, as shown in Figure 3.5(b). In addition, the large
concentration of dopant atoms disrupts the perfect periodicity of the
silicon lattice, giving rise to a band tail instead of a sharply defined band
edge. Figure 3.5(b) shows the energy versus density of states diagram for
the case of a heavily doped, n-type semiconductor. It can be seen that the
overall effect of the high dopant concentration is to reduce the bandgap

EC

ED

EV

E
ne

rg
y

Density of states

Ego Ege

impurity
band

band
tail

E
ne

rg
y

Density of states

Figure 3.5 Energy versus density of states diagrams showing the effects of heavy
doping on the bandgap in n-type silicon; (a) lightly doped silicon; (b) heavily
doped silicon
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from Ego to Ege. A similar situation arises for a heavily doped p-type
semiconductor, although in this case the bandgap narrowing occurs at
the valence band edge.

At high doping concentrations, the Fermi level approaches the band
edge and can even move above the band edge. In these circumstances, the
Boltzmann statistics used in Chapter 2 are inaccurate and it is necessary
to use Fermi-Dirac statistics to calculate the position of the Fermi level.
To model heavy doping effects in the emitter of a bipolar transistor, it
is necessary to combine the effects of bandgap narrowing and Fermi-
Dirac statistics. For ease of modelling, these effects are rolled into a
single parameter called the apparent bandgap narrowing or the doping-
induced bandgap narrowing in the emitter �Ege, which is defined by the
following equation:

peoneo = n2
ie = n2

io exp
�Ege

kT
(3.4)

where �Ege = Ego − Ege, nie is the intrinsic carrier concentration in the
emitter, and nio is the intrinsic carrier concentration for lightly doped
silicon. As the name implies, the apparent bandgap narrowing is not the
same as the bandgap narrowing obtained from optical measurements,
because it includes the effects of Fermi-Dirac statistics. However, it can
be used in combination with the equations in Chapter 2 to accurately
model the electrical characteristics of a bipolar transistor.

A simple way of modelling bandgap narrowing in the emitter is
through an effective doping concentration in the emitter Ndeff :

Ndeff = Nde
n2

io

n2
ie

= Nde exp −�Ege

kT
(3.5)

This equation clearly indicates that bandgap narrowing has the effect
of reducing the effective doping concentration in the emitter, and hence
also the gain of the bipolar transistor. The gain can be calculated using
equation (2.43) if the doping concentration in the emitter Nde is replaced
by the effective doping concentration Ndeff .

For heavily doped, n-type silicon, the model developed by del
Alamo [6–8] gives a reasonably accurate description of the apparent
bandgap narrowing. In this model, the apparent bandgap narrowing in
the emitter �Ege is described by the following empirical equation:

�Ege = 18.7 ln
Nde(cm−3)

7 × 1017
meV (3.6)
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Figure 3.6 Apparent bandgap narrowing, or doping induced bandgap narrowing,
as a function of donor concentration in n-type Si (reprinted with permission from [6])

The solid line in Figure 3.6 shows a plot of this equation. At a typical
emitter doping concentration of 1 × 1020 cm−3, the apparent bandgap
narrowing is 93 meV.

In general, bandgap narrowing can also occur in a heavily doped base,
or indeed in the emitter of a pnp transistor. This can be dealt with in an
analogous way by writing the pn product as:

nbopbo = n2
ib = n2

io exp
�Egb

kT
(3.7)

where �Egb is the apparent bandgap narrowing in the base.
There have been very few measurements of apparent bandgap nar-

rowing in p-type silicon, and there is some dispute about the magnitude
of the effect. Swirhun et al. [7] proposed that the bandgap narrowing in
p-type silicon could be described by an empirical expression originally
proposed by Slotboom and de Graaff [20]:

�Egb = 9(F +
√

F2 + 0.5) meV (3.8)
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where

F = ln
Nab(cm−3)

1017
meV (3.9)

The solid line in Figure 3.7 shows a plot of this equation. However,
later work by Popp et al. [21] on the modelling of DC and AC electrical
characteristics of bipolar transistors showed that equation (3.8) over-
estimated the bandgap narrowing and that an equation analogous to
equation (3.6) gave a better fit to the measured results:

�Egb = 18.7 ln
Nab(cm−3)

7 × 1017
meV (3.10)

The dotted line in Figure 3.7 shows a plot of equation (3.10). Hence
for the consistent modelling of AC and DC bipolar transistor character-
istics, equation (3.10) is recommended. A comprehensive physics-based
model has been developed by Klaassen et al. [9–11], which unifies the
bandgap narrowing and mobility models, and this is recommended for
device simulation.
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Figure 3.7 Apparent bandgap narrowing, or doping-induced bandgap narrow-
ing [7,20,21], as a function of acceptor concentration in p-type silicon



36 HEAVY DOPING EFFECTS

Actual doping concentration, cm−3

1018 1019 1020

E
ffe

ct
iv

e 
do

pi
ng

 c
on

ce
nt

ra
tio

n,
 c

m
−3

1017

1018

1019

Figure 3.8 Effective doping concentration in n-type silicon, Ndeff , and p-type
silicon, Naeff , as a function of actual doping concentration (after [8] and [21])

The effects of bandgap narrowing in the base can be simply modelled
using an effective doping concentration in the base Naeff given by:

Naeff = Nab
n2

io

n2
ib

= Nab exp −�Egb

kT
(3.11)

The gain can then be calculated using equation (2.43) if the doping
concentration in the emitter Nde and in the base Nab are replaced
by the effective doping concentrations Ndeff and Naeff , respectively.
The curve in Figure 3.8 shows a plot of both the effective doping
concentrations Ndeff and Naeff in the emitter and base as a function of
the actual doping concentration. It can be seen that the effective doping
concentration is much lower than the actual doping concentration for
doping concentrations above 1 × 1018 cm−3.

3.4 MINORITY CARRIER LIFETIME

Experiments have shown [7,8] that the lifetime in heavily doped silicon is
a strong function of doping concentration. These results can be explained
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by the presence of an additional recombination mechanism that is
important at high doping concentrations. Auger recombination [22] has
been proposed as this mechanism. This is a three-particle, band-to-band
recombination mechanism, in which the energy and momentum released
by the recombination of an electron-hole pair is transferred to a free
electron or hole. The Auger lifetime τA is given by:

τA = 1
CNN2

(3.12)

where CN is a constant known as the Auger coefficient and N is the
doping concentration. The lifetime is therefore inversely proportional to
the square of the doping concentration.

Experimental values of hole lifetime in n-type silicon can be fitted to
an empirical equation of the form [8]:

1
τp

= 7.8 × 10−13N + 1.8 × 10−31N2 s−1 (3.13)

From equation (3.13) the Auger coefficient for holes has a value of
1.8 × 10−31 cm6 s−1. This is in good agreement with measured values
from the literature [22–24], which generally lie between 0.5 and 4.0 ×
10−31 cm6 s−1. Experimental values of electron lifetime in p-type silicon
can be fitted to the following empirical equation [7]:

1
τn

= 3.45 × 10−12N + 0.96 × 10−31N2 s−1 (3.14)

The Auger coefficient for electrons therefore takes a value of 0.95 ×
10−31 cm6 s−1. Figure 3.9 shows graphs of hole and electron lifetimes as
functions of doping concentration, calculated using equations (3.13) and
(3.14). It can be seen that the lifetime decreases more strongly at high
doping concentrations due to Auger recombination.

The hole diffusion length in the emitter Lp can be calculated from the
minority carrier hole mobility µp in Figure 3.3 and the hole lifetime τp

in Figure 3.9 using the following equation:

Lp =
√

Dpτp (3.15)
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Figure 3.9 Electron lifetime τn in p-type silicon and hole lifetime τp in n-type silicon
as functions of doping concentration (reprinted with permission from [6] and [7])

where Dp is the hole diffusivity given by the Einstein equation:

Dp = µp
kT
q

(3.16)

Similarly, the electron diffusion length in the base can be calculated from
the minority carrier electron mobility µn in Figure 3.4 and the electron
lifetime τn in Figure 3.9 using the following equation:

Ln =
√

Dnτn (3.17)

Figure 3.10 shows a graph of hole and electron diffusion length as a
function of doping concentration, calculated using equations (3.15) and
(3.17). For a typical emitter doping concentration of 1 × 1020 cm−3 the
hole diffusion length is around 0.4 µm, and for a typical base doping
concentration of 1 × 1018 cm−3 the electron diffusion length is around
16 µm.
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Figure 3.10 Electron diffusion length Ln in p-type silicon and hole diffusion length
Lp in n-type silicon as a function of doping concentration

3.5 GAIN AND HEAVY DOPING EFFECTS

It is very simple to modify the equations for base current, collector
current and gain to incorporate heavy doping effects. This is done
by replacing actual doping concentrations by effective doping concen-
trations. The equations for base current, collector current and gain
therefore become:

IB = qADpen
2
io

WENdeff
exp

qVBE

kT
(3.18)

IC = qADnbn2
io

WBNaeff
exp

qVBE

kT
(3.19)

β = DnbWENdeff

DpeWBNaeff
(3.20)

It should be noted that the intrinsic carrier concentration nio used in
equations (3.18) and (3.19) is the value for low-doped silicon, and Dnb

and Dpe should be calculated using values of minority carrier mobility.
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3.6 NON-UNIFORM DOPING PROFILES

In practical bipolar transistors, the doping concentration generally varies
with depth into the silicon. In this case all the parameters, such as
lifetime, mobility and bandgap narrowing, vary with depth, which
makes it difficult to derive general analytical equations for the base
and collector current. Device simulation is one way of dealing with this
situation, which delivers accurate values of base and collector current.
However, although device simulation is very effective, it does not always
provide insight into the physics of the device behaviour. In this section
we will therefore look for specific types of transistor where meaningful
analytical solutions for the base and collector current are possible.

In the bases of bipolar transistors the doping concentration is generally
relatively low (typically 2 × 1018 cm−3), and hence Auger recombination
can be ignored. The spatial variation of doping concentration, bandgap
narrowing and mobility can then be incorporated with only minor
alterations into the basic equations. First, equation (2.44) for the base
Gummel number can be modified to take into account the non-uniform
doping in the base:

Gb =
∫ WB

0

Naeff (x)

Dnb(x)
dx (3.21)

The equation for the collector current can then be written as:

IC = qAn2
io

Gb
exp

qVBE

kT
(3.22)

In the emitter of the bipolar transistor the situation is more com-
plicated, because the doping concentration is high enough for Auger
recombination to be important. Furthermore, in many cases the emitter
doping is sufficiently high that the majority carriers are degenerate. In this
case, Fermi-Dirac statistics must be used. These two additional factors
mean that the basic theory is no longer valid, and hence a more rigorous
analysis is required. Unfortunately, there is no simple means of obtaining
a general analytical solution to the semiconductor equations under these
conditions. However, simple and reasonably accurate solutions can be
obtained in some specific types of emitter.

One group of emitters for which an analytical solution is available is
shallow emitters. In these emitters, the emitter depth is small with respect
to the minority carrier diffusion length, so that negligible recombination
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occurs in the emitter. The base current for this case has been derived by
Shibib et al. [25]:

IB = qAn2
io∫ WE

0

Ndeff (x)

Dpe(x)
dx + Ndeff (WE)

SM

exp
qVBE

kT
(3.23)

where Ndeff (WE) is the value of the effective doping concentration at
the surface of the emitter and SM is the surface recombination velocity.
For a shallow emitter with a metal contact the recombination velocity is
large, and equation (3.23) can be simplified to:

IB = qAn2
io

Ge(WE)
exp

qVBE

kT
(3.24)

Ge(WE) =
∫ WE

0

Ndeff (x)

Dpe(x)
dx (3.25)

where Ge(WE) is the emitter Gummel number of the transistor,
which is defined in a way analogous to the base Gummel number in
equation (3.21). The only unknown in equation (3.24) is the emitter
doping profile Nde(x), which can be measured using techniques
such as secondary ion mass spectroscopy (SIMS). The diffusion
coefficient Dpe and the bandgap narrowing �Ege can be obtained
from Figures 3.3 and 3.6. The base current for this type of emitter
can therefore be calculated from equation (3.24) using simple numerical
integration routines.

Equations (3.23)–(3.25) are valid provided that the emitter is shallow
enough that the majority of recombination occurs at the surface. As the
emitter depth is increased, however, an increasing fraction of minority
carriers recombine in the bulk emitter, and these equations become pro-
gressively more inaccurate. A first-order correction for recombination in
the emitter can be derived by modifying equation (3.23) as follows [26]:

IB = qAn2
io

Ge(WE) + Ndeff (WE)

SM

[
1 +

∫ WE

0

[Ge(WE) − Ge(x)] dx
τpe(x)Ndeff (x)

+ Ndeff (WE)

SM

∫ WE

0

dx
τpe(x)Ndeff (x)

]
exp

qVBE

kT
(3.26)
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where τpe(x) represents the spatial variation of the lifetime through
the emitter and the term in square brackets is the correction for
recombination in the emitter. This quasi-empirical equation for the
base current can be solved using numerical integration routines, and is
reasonably accurate for emitter/base junction depths of less than about
0.3 µm. The majority of high-speed bipolar transistors have emitter/base
junction depths of less than this value and hence equation (3.26) is
applicable to this type of device.
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4
Second-Order Effects

4.1 INTRODUCTION

In Chapter 2, a first-order theory of bipolar transistor DC operation
was described. Although this theory is valid under most circumstances,
additional mechanisms come into play at the extremes of current and
voltage. In this chapter, a number of second order mechanisms are
described that influence the behaviour of both silicon bipolar transistors
and SiGe HBTs.

The basic theory in Chapter 2 predicts that both the collector and base
currents vary as exp (qVBE/kT), and hence that the gain is constant. In
practice however, the gain of a bipolar transistor is not constant, but
varies with current, decreasing at both low and high currents, as shown
in Figure 4.1(a). At low currents Figure 4.1(b) shows that the decrease
in gain is due to a higher base current than expected, whereas at high
currents the decrease in gain is due to a lower collector current than
expected. The behaviour at low current is due to recombination in the
emitter/base depletion region and at high current to high level injection.
Series resistance also contributes to the behaviour at high currents.
Physical explanations are given for these mechanisms and corrections
to the basic equations presented. The basic theory does not predict any
voltage limitation for bipolar transistor operation. In practice however,
junction breakdown occurs at high voltages, which severely limits the
maximum operating voltage. The physical mechanisms responsible for
junction breakdown are described, along with the trade-offs involved in
designing bipolar transistors for operation at a given supply voltage.

SiGe Heterojunction Bipolar Transistors Peter Ashburn
 2003 John Wiley & Sons, Ltd ISBN: 0-470-84838-3
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Figure 4.1 (a) Variation of common emitter current gain with collector current;
(b) Gummel plot showing the origin of the variation in gain with collector current

4.2 LOW CURRENT GAIN

The decrease in gain at low currents is due to a nonideal base cur-
rent, which exhibits an exp (qVBE/mkT) dependence, as shown in
Figure 4.1(b). The parameter m is referred to as the ideality factor, and
has a value between 1 and 2. In this section it will be shown that this
behaviour can be explained by recombination in the emitter/base deple-
tion region [1], which was ignored in the basic theory (see Section 2.3.1).
We will begin by considering the physics of the recombination process,
and proceed to show how the simple theory can be modified to take into
account recombination in the depletion region.

4.2.1 Recombination via Deep Levels

Recombination in wide bandgap semiconductors such as silicon gener-
ally occurs via deep levels located close to the centre of the bandgap.
These deep levels or recombination centres arise from imperfections and
impurities, and have the effect of disrupting the perfect periodicity of
the semiconductor lattice. They thereby give rise to discrete energy levels
in the bandgap in a similar way to donor and acceptor levels. This
type of recombination is very efficient, because the deep levels act as
‘stepping stones’, aiding the transition of electrons and holes between
the conduction and valence bands.

Figure 4.2 shows the four transitions that can occur when recom-
bination occurs via a single deep level. The first transition is electron
capture, where an electron drops from the conduction band into the
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Figure 4.2 Generation/recombination processes via a deep level in the bandgap

deep level. The rate of electron capture rnc is proportional to the number
of electrons in the conduction band n and the number of deep levels
which are not occupied by electrons pt:

rnc = cnnpt (4.1)

The proportionality constant can be written as cn = vthσn, where vth is
the thermal velocity:

vth =
√

3kT
m∗ (4.2)

The quantity σn is the capture cross-section for electrons and is a
measure of how close the electron must come to the deep level to be
captured.

The second transition in Figure 4.2 is electron emission from the
deep level into the conduction band. The rate of electron emission
rne is proportional to the number of deep levels that are occupied by
electrons nt:

rne = ennt (4.3)

The proportionality constant en is the electron emission probability,
which can be calculated from the equilibrium case, where the net
recombination (rnc − rne) is equal to zero. In equilibrium, the electron
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concentration is given by equation (1.1), and the number of deep levels
occupied by electrons can be written as [2]:

nt = Nt

1 + exp (Et − EF)/kT
(4.4)

where Nt is the total number of deep levels and Et its energy level in
the bandgap. The emission probability can therefore be calculated from
equations (4.1)–(4.4):

en = vthσnni exp
Et − Ei

kT
(4.5)

This equation shows that the emission probability increases exponen-
tially as the energy level Et moves away from the centre of the bandgap
towards conduction band. This is intuitively what we would expect,
since levels close to the conduction band have a high probability of
being empty of electrons.

An analogous set of equations can also be derived for hole capture
and emission, namely:

rpc = vthσppnt (4.6)

rpe = ptvthσpni exp
Ei − Et

kT
(4.7)

Under steady-state non-equilibrium conditions, such as are found in a
forward-biased emitter/base junction, the rate at which electrons enter
the conduction band must equal the rate at which they leave. Similarly,
the rate at which holes enter the valence band must equal that at
which they leave, and the net generation rate G must equal the net
recombination rate U. We can then write:

U = rnc − rne = rpc − rpe (4.8)

giving:

U = σnσpvthNt(pn − n2
i )

σn

(
n + ni exp

Et − Ei

kT

)
+ σp

(
p + ni exp

Et − Ei

kT

) (4.9)
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4.2.2 Recombination Current in the Forward Biased
Emitter/Base Depletion Region

The Gummel plot in Figure 4.1 shows that there are two distinct regions
to the base characteristic, which are identified by slopes of q/kT and
q/mkT. The q/kT slope at high currents indicates that the basic theory
of Section 2.4 applies. The base current is determined by the diffusion
of holes in the emitter, and for this reason is termed diffusion current.
The q/mkT slope at low currents indicates that the base current is not
determined by diffusion current, and hence we need to look for a new
mechanism to explain this base characteristic. We will show in this
section that recombination in the emitter/base depletion region gives rise
to a slope of q/mkT at low base currents.

The results in Figure 4.1 suggest that the recombination current in the
emitter/base depletion region can be treated as an independent compo-
nent of base current and added to the diffusion current to give the total
base current. Numerical simulations [3] confirm that this assumption is
correct, and indicate that the base current can be accurately described
by an equation of the form:

IB = Ipe + Irg = I1 exp
qVBE

kT
+ I2 exp

qVBE

mkT
(4.10)

The first term models the diffusion current given by equation (3.18)
and the second term the recombination current in the emitter/base
depletion region.

In a forward-biased emitter/base junction the electrons lost by recom-
bination in the depletion region give rise to a recombination current:

Irg = qA
∫ WD

0
U dx (4.11)

where WD is the emitter/base depletion width. Unfortunately, this
equation is very difficult to solve analytically in forward bias, because
the recombination rate U is a function of the electron and hole con-
centrations, which vary with distance across the depletion region. In
this section we will take the approach of simplifying the equation for
the recombination rate, and hence derive an approximate analytical
equation for the recombination current.

As explained in Section 4.2.1, the most effective recombination centres
lie at the centre of the bandgap. It will therefore be assumed that all
the recombination centres lie at the centre of the bandgap, i.e. have
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an energy of Et = Ei, where Ei is the intrinsic Fermi level. This is the
condition for maximum recombination, and hence can be considered as
the worst case. A considerable simplification of equation (4.9) results if
it is also assumed that σn = σp = σ , so that:

U = σvthNt
pn − n2

i

n + p + 2ni
(4.12)

To derive an equation for the recombination current in the emit-
ter/base depletion region, we need to obtain an expression for the
pn product in equation (4.12). Equations for the electron and hole
concentrations can be written in terms of the Fermi level, as shown in
equations (1.1) and (1.2). However, in a forward biased pn junction, the
Fermi level splits into two quasi-Fermi levels, EFn and EFp, as illustrated
in Figure 2.3. In this situation, the electron and hole concentrations are
given by:

n = ni exp
EFn − Ei

kT
(4.13)

p = ni exp
Ei − EFp

kT
(4.14)

Considerable simplifications to the mathematics arise if it is assumed
that the quasi Fermi levels, EFn and EFp, are constant across the forward
biased emitter/base depletion region, as illustrated in Figure 4.3. This is
known as the quasi-equilibrium assumption. While this is a reasonable
approximation, it is not strictly accurate in all cases. If an accurate
expression for the recombination current in the emitter/base depletion

EC

EF

EV

EFn

EFp

EFn − EFp = qVBE

EF

Figure 4.3 Band diagram showing the quasi-Fermi levels for an emitter/base junc-
tion under forward bias
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region is needed, numerical simulation should be used [3]. The pn
product can then be derived from equations (4.13) and (4.14):

pn = n2
i exp

qVBE

kT
(4.15)

The recombination rate U is then given by:

U = σvthNtn2
i

n + p + 2ni

(
exp

qVBE

kT
− 1

)
(4.16)

The recombination rate U is a maximum when the sum of the carrier
concentrations (n + p) is a minimum. It can easily be shown that the
condition for a minimum is n = p, which occurs at the point in the
depletion region where the intrinsic Fermi level is mid-way between the
electron quasi-Fermi level and the hole quasi-Fermi level, as illustrated
in Figure 4.4. Equations (4.13) and (4.14) can then be written as:

n = p = ni exp
qVBE

2kT
(4.17)

Substituting into equation (4.16) then gives the maximum recombina-
tion rate:

Umax ≈ 1
2

σvthNtni exp
qVBE

2kT
(4.18)

where it has been assumed that VBE � KT/q.
An estimate for the recombination current in the emitter/base depletion

region can be obtained if it is assumed that the recombination rate U

EC

EF

EV

EFn

EFp

EF

Ei

Figure 4.4 Band diagram for an emitter/base junction under forward bias showing
the point in the depletion region where the intrinsic Fermi level is mid-way between
the electron and hole quasi-Fermi levels
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is equal its maximum value Umax throughout the depletion region.
Evaluation of the integral in equation (4.11) is then straightforward:

Irg = 1
2

qAWDσvthNtni exp
qVBE

2kT
(4.19)

This equation essentially gives the recombination current for the
worst case of strong recombination, and predicts an exp (qVBE/2kT)

dependence. In practical silicon bipolar transistors recombination in
the emitter/base depletion region is much weaker than predicted by
equation (4.19). In this case, the recombination current Irg usually
follows a slightly different dependence of exp (qVBE/mkT), where m is
the ideality factor, which takes a value between 1 and 2. Exact numerical
solutions of equation (4.11) have been reported in the literature [3] and
show exactly the behaviour seen in practice. This theoretical work has
shown that the precise value of m depends on the physical properties of
the deep level, such as its position in the bandgap, its values of electron
and hole capture cross-section and the total concentration of deep levels.

4.2.3 Generation Current in a Reverse Biased pn Junction

The analysis in Section 4.2.2 has shown that recombination via deep
levels can occur in the depletion region when a pn junction is forward
biased. An analogous mechanism, generation via deep levels, can also
occur when a junction is reverse biased. In a reverse biased pn junction
there are very few electrons or holes, so n and p in equation (4.9) can be
set to zero, giving:

U = σvthNtni

exp
Et − Ei

kT
+ exp

Ei − Et

kT

(4.20)

= ni

τ0
(4.21)

where τ0 is a constant that depends only on the physical properties of
the deep level.

The generation current in a reverse biased pn junction will depend on
the width of the depletion region WD and the generation rate U, and
can be written as:

Igen = qUWDA (4.22)

= q
ni

τ0
WDA (4.23)
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This equation shows that the generation current is proportional to
the depletion width WD. For an abrupt pn junction the depletion width
varies as V1/2 and for a linearly graded junction as V1/3 [4]. If deep levels
are present in the depletion region, we would expect generation current
to dominate the reverse leakage current and hence the reverse leakage
current should vary with applied voltage with a dependence between
V1/2 and V1/3, as shown in Figure 4.5. In contrast, if no deep levels
are present, diffusion current should dominate, and the reverse leakage
current should be constant [4]. In practical silicon bipolar transistors
and SiGe HBTs, the reverse leakage current is almost always dominated
by generation in the depletion region.

4.2.4 Origins of Deep Levels in Bipolar Transistors

Generation and recombination current in bipolar transistors arises from
the presence of deep levels in the silicon bandgap. One source of deep
levels is the presence of impurities in the silicon. Impurities such as
boron, phosphorus and arsenic in silicon introduce energy levels in the
bandgap. Because these impurities are similar to silicon, the energy levels
are shallow and they act as acceptor or donor atoms. Other impurities
introduce energy levels that lie closer to the centre of the bandgap
and hence can act as very efficient generation/recombination centres.
A classic example of a deep level impurity in silicon is gold [2]. Other
metals also give rise to deep levels close to the centre of the bandgap, for
example copper, iron, cobalt and zinc [4]. Many of these metals have
very high diffusion coefficients in silicon, and hence are able to diffuse all
the way through a silicon wafer during the high-temperature processing
steps required to produce a bipolar transistor. It is clear therefore that
high-purity silicon wafers must be used to fabricate bipolar transistors
and contact with metals avoided during transistor fabrication.

Another method by which deep levels can be introduced into the sili-
con bandgap is by imperfections in the silicon lattice. Ion implantation is

Reverse
leakage
current

Voltage

generation current

diffusion current

Figure 4.5 Reverse current/voltage characteristics for pn junctions in which gener-
ation current and diffusion current dominate
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commonly used in bipolar technology, which uses high energies to place
dopant atoms below the surface of the silicon. These high energy atoms
introduce radiation damage into the silicon in the form of displaced
atoms from their normal lattice sites. Vacancies (missing silicon atoms)
and interstitials (silicon atoms on non-lattice sites) are the commonest
form of radiation damage, but many more complex lattice defects also
form during ion implantation. If these implantation defects are not fully
removed during high-temperature annealing, deep levels will be present
in the silicon that give rise to generation and recombination current.
The trend in silicon technology to shallower junctions means that lower
thermal budget processing will be increasingly used in bipolar transistor
fabrication. Techniques such as rapid thermal annealing, which allow
high-temperature anneals to be carried out for very short times, allow
efficient annealing of implantation damage are very desirable in these
circumstances.

The surface of the silicon wafer is another source of imperfections
in the silicon lattice. These surface imperfections at the oxide/silicon
interface are called surface states and have a similar effect as radiation
damage in introducing deep levels into the bandgap. In bipolar tran-
sistors, the emitter/base depletion region intersects the silicon surface,
where the emitter/base junction bends up to the surface at the perimeter
of the emitter, as shown in Figure 4.6. It would therefore be expected
that the oxide/silicon interface gives rise to generation and recombina-
tion currents in the emitter/base depletion region. The severity of the
surface recombination depends on the density of surface states, which
in turn depends on the quality of the oxide. High quality oxides, such
as thermally grown oxides, have fewer surface states than low quality
oxides, such as deposited oxides.

High-energy radiation, as is found in environments such as space, will
clearly have a similar effect as ion implantation in introducing radiation
damage. Generation and recombination current is one of the common

n+

p
depletion region

oxide surface
recombination

Figure 4.6 Schematic illustration of surface recombination in the emitter/base
depletion region of a bipolar transistor
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failure mechanisms in irradiated semiconductor devices. This failure
mechanism is partly due to surface states generated at the oxide/silicon
interface and partly to radiation damage in the depletion region located
within the silicon.

Line and area defects, such as dislocations and stacking faults, also
represent imperfections in the silicon lattice, and hence are another
source of deep levels in silicon. Such defects are generally localized
and hence only give rise to generation and recombination current when
they intersect a depletion region. Examples of situations where line
and area defects can be generated in a bipolar transistor include very
heavily phosphorus-doped regions [5,6], oxidations carried out after ion
implantation [7,8], and epitaxy [9]. As well as causing generation and
recombination current in the depletion region, such defects also give rise
to emitter-collector pipes [10,11]. Pipes are conducting paths between
the emitter and collector caused by enhanced dopant diffusion along
a defect that penetrates through the base, as illustrated in Figure 4.7.
In SiGe HBTs, misfit dislocations can occur when relaxation of the
SiGe base occurs. Such defects run parallel to the interface between
the Si and the SiGe and hence are located in both the emitter/base
and collector/base depletion regions, as illustrated in Figure 4.8. Misfit

n+

p

n

dislocationpipe

Figure 4.7 Schematic illustration of an emitter/collector pipe in a bipolar transistor,
caused by enhanced diffusion along a dislocation

n-Si

p-SiGe

n-Si

misfit
dislocations

Figure 4.8 Schematic illustration showing the location of misfit dislocations in a
SiGe HBT
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dislocations generate deep levels in the bandgap and would be a source
of generation and recombination current in the depletion regions.

4.3 HIGH CURRENT GAIN

In the simple theory of Section 2.7 it was assumed that the number
of electrons injected from the emitter into the base was small with
respect to the doping concentration in the base. This assumption is
reasonable at moderate current levels, but at high currents the injected
electron concentration may become much greater than the base doping
concentration. When this occurs the hole concentration in the base must
increase by the same amount as the electron concentration to maintain
charge neutrality. This regime of transistor operation is referred to
as conductivity modulation or high-level injection, and is illustrated
in Figure 4.9. It can be seen that the electron concentration in the
base, adjacent to the emitter/base depletion region, is higher than the
base doping concentration. Hence the hole concentration is similarly
increased above the base doping concentration to ensure overall charge
neutrality. This increased hole concentration reduces both the gain and
the base resistance of a bipolar transistor at high currents.

The effect of high-level injection on the Gummel plot can be physically
understood by noting that the base effectively becomes more heavily
doped as the injection level increases because of the extra holes that are
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Figure 4.9 Minority carrier profiles in a bipolar transistor when the base is in the
high-level injection or conductivity modulation region of operation
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generated in the base to satisfy charge neutrality. Since equation (2.42)
shows that the collector current is inversely proportional to the base
doping concentration, high-level injection has the effect of reducing the
rate of increase of the collector current with base/emitter voltage. A
rigorous analysis [12] shows that the collector current varies as:

IC = ICM exp
qVBE

2kT
(4.24)

Figure 4.10 shows the predicted behaviour, from which it can be seen
that slope of the collector characteristic changes from q/kT to q/2kT
on entering high level injection. This leads to a decrease in gain at
high currents. The extrapolation of the high-level injection part of the
characteristic to zero base/emitter voltage gives an intercept of ICM.

High-level injection is particularly important in devices in which the
base doping is very low. For example, power devices such as PIN
diodes or thyristors exhibit a clearly defined high-level injection region,
beginning at forward voltages as low as 0.4 V [13]. In most bipolar
transistors, however, the base doping is relatively high and a clearly
defined transition from low- to high-level injection is hard to discern.
As will be discussed later in this chapter, series resistance also causes
the collector characteristic to turn over at high currents, so it is often
difficult to separate these two effects in practice.

ln IC

IC

IB

VBE

slope
= q/2kT

ln ICM

Figure 4.10 Gummel plot showing the effect of high-level injection
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4.4 BASEWIDTH MODULATION

The simple theory in Section 2.4 gives no indication of how the current
gain is affected by the collector/base voltage. The function of the collec-
tor/base junction in a bipolar transistor is merely to gather the minority
carriers injected from the emitter into the base. We would therefore
expect the collector/base voltage to have very little effect on the gain,
provided, of course, that the junction does not become forward biased.
Although this reasoning is broadly speaking correct, it fails to take
into account the fact that increased collector/base bias gives increased
penetration of the collector/base depletion region into the base. This,
of course, has the effect of decreasing width of the neutral base, as
illustrated in Figure 4.11.

Figure 4.11 illustrates the effect of an increase in the collector/base
reverse bias on the depletion width and the minority carrier electron
distribution in the base. A higher collector/base reverse bias gives a wider
depletion width and hence to a narrowing of the neutral basewidth. The
gradient of the injected minority carrier electron distribution in the
base therefore becomes steeper. Equation (2.16) shows that the electron
diffusion current is proportional to this gradient, and hence it is clear that
an increase in collector/base reverse bias leads directly to an increase in
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Figure 4.11 Minority carrier distribution in the base for two different values of
collector/base reverse voltage
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IC

VCEEarly
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Figure 4.12 Bipolar transistor output characteristic showing the effect of basewidth
modulation

collector current. This mechanism is referred to as basewidth modulation
or the Early effect, and is at its strongest in transistors with a thin, lightly
doped base.

Basewidth modulation influences the bipolar transistor output char-
acteristic, as illustrated in Figure 4.12. The increase in collector current
with collector/base reverse voltage is seen as a finite slope on the output
characteristic. This is equivalent to a conductance at the output of the
transistor, and is undesirable in many circuit applications. It is also
interesting to note that if the individual characteristics in Figure 4.12 are
extrapolated back along the voltage axis, they originate from a single
point. This extrapolated voltage is known as the Early voltage VAF, and
is used as a model parameter in compact models of bipolar transistors
for use in circuit simulators, as will be discussed in Chapter 11.

4.5 SERIES RESISTANCE

In practical bipolar transistors, the silicon that is used to create the
emitter, base and collector of the bipolar transistor has some series
resistance. We would therefore expect series emitter resistance, base
resistance and collector resistance to limit the current that the bipolar
transistor can deliver. In a silicon bipolar transistor, the emitter is
generally heavily doped, the base moderately doped and the collector
lightly doped. We would therefore expect collector resistance to be
very high, base resistance moderately high and emitter resistance small.
This is indeed the case in practice, as will be described in Chapter 5.
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Collector resistance is a particular problem, and special processing
techniques (buried layer and epitaxy) have been developed to reduce the
collector resistance, as will be described in Chapter 9. Minimization of
base resistance is also vitally important, since it has a strong influence
on the switching speed of bipolar circuits, as will be discussed in
Chapter 12.

The influence of series resistance on the transistor currents can be
understood from the circuit diagram in Figure 4.13. The external con-
nections to the transistor are the terminals C, B and E, whereas the
internal terminals of the ideal transistor that we have been discussing
so far are the terminals C′, B′ and E′. Of course there is no way of
gaining access to these internal terminals of the transistor in practice.
The relationship between the internal and external base/emitter voltages
can be found using Kirchoff’s voltage law:

VB′E′ = VBE − IBRB − IERE

= VBE − IBRB − (IC + IB)RE

= VBE − IBRB − IBRE(1 + β) (4.25)

The collector current is then given by:

IC = IS exp
qVB′E′

kT
= IS exp

q (VBE − IBRB − IBRE(1 + β))

kT
(4.26)

Equation (4.26) shows that at low currents, the external and internal
base/emitter voltages will be approximately the same, so the collector
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Figure 4.13 Circuit diagram showing internal collector, base and emitter series
resistances
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Figure 4.14 Gummel plot showing the effect of series resistance at high current

current will be given by the basic theory; i.e. equation (3.19). However,
at high currents, the voltage drop across the base and emitter resistance
will cause the internal base/emitter voltage to be smaller than the external
base/emitter voltage, with the result that the collector current will be
smaller than predicted by the basic theory. The net result is that the
collector characteristic will turn over at high currents, as illustrated
in Figure 4.14. Similar behaviour is seen at high currents in the base
characteristic. It should be noted that, although the emitter resistance is
generally very small, it is multiplied by the gain of the bipolar transistor
in equation (4.26). Minimization of emitter resistance, as well as base
and collector resistance, is therefore important in the design of bipolar
transistors. Further information on the origin of base, collector and
emitter resistance is given in Chapter 5.

4.6 JUNCTION BREAKDOWN

There is a limit to the reverse voltage that can be applied to the collector
of a bipolar transistor. At high reverse voltages, the junction breaks
down and a high current flows between the emitter and collector. The
voltage at which this occurs is known as the breakdown voltage. No
transistor action is obtained above the breakdown voltage, and hence
this imposes an upper limit on the supply voltage of the circuit in which
the transistor is used.
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It is also interesting to note that a lower breakdown voltage is obtained
when the transistor is connected in the common emitter mode than the
common base mode. At first sight, this is somewhat surprising, since
in both cases it is the collector/base junction that is breaking down. In
Section 4.6.5 we will explain how the current gain of the transistor is
responsible for this difference.

Several physical mechanisms can give rise to excessive current at high
collector voltages, the most important of which are punch-through,
Zener breakdown and avalanche breakdown. The first two mechanisms
can usually be avoided by careful transistor design, but avalanche
breakdown imposes a fundamental limit on the operating voltage of
bipolar transistors.

4.6.1 Punch-through

In Section 4.4 it was shown how the application of a reverse bias
to the collector caused the collector/base depletion region to extend
into the base and hence modulate the basewidth. In the limit, the
application of a reverse bias to the collector could cause the depletion
region to extend across the whole width of the base and join up
with the emitter/base depletion region. The emitter and collector are
then connected together by a single depletion region, as illustrated in
Figure 4.15. This is known as punch-through, and when it occurs a large
current flows between emitter and collector. Its electrical effect is similar
to junction breakdown, although, of course, the physical mechanism is
completely different.

State-of-the-art, silicon bipolar transistors typically have basewidths
of much less than 0.1 µm, and consequently often operate close to
the punch-through limit. Careful transistor and process design is there-
fore required in order to ensure that punch-through does not occur.

n + n

depletion region

p

Figure 4.15 Schematic illustration of a bipolar transistor operating in
punch-through
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From these considerations it is also clear that punch-through imposes a
fundamental limit to the scaling of the basewidth of a bipolar transistor.

4.6.2 Zener Breakdown

Zener breakdown is a tunnelling mechanism in which large numbers of
carriers penetrate through the energy barrier imposed by the bandgap of
the semiconductor. This is illustrated schematically in Figure 4.16 for a
reverse-biased pn junction. For tunnelling to occur, the barrier presented
to the tunnelling carriers must be very thin. This situation only arises
at electric fields above approximately 106 V/cm. In general, such high
electric fields only occur when both the n and p regions are very heavily
doped. In practical transistors, tunnelling is therefore most likely to be
seen in the reverse emitter/base diode characteristics [14,15].

The tunnelling mechanism illustrated in Figure 4.16 is referred to as
band-to-band tunnelling, since carriers tunnel from one band directly to
another. Band-to-band tunnelling can be described by an equation of
the form [15,16]:

Jbbt = cbbtVbiF
3/2
m exp

(
− F0

Fm

)
(4.27)

cbbt = cq (4.28)

where Vbi is the built-in junction voltage, Fm is the maximum electric
field and the other parameters are constants with the following values:

F0 = 1.93 × 109 V/m

c = 5 × 1015 cm−1/2 V−5/2 s−1 (best case) to

4 × 1017 cm−1/2 V−5/2 s−1 (worst case)

EF
EV

EC

Figure 4.16 Band diagram illustrating the mechanism of Zener breakdown
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Tunnelling can also occur via traps. In this case, it is referred to as
trap-assisted tunnelling, and can be described by an equation of the
form [15,17]:

Jtat = √
3π

qni

2τg
W

γ

F

[
exp

(
F
γ

)2

− exp
(

FW0

γ W

)2
]

(4.29)

γ =
√

24m∗(kT)3

qh̄
(4.30)

where τg is the generation lifetime, W is the depletion width, W0 is the
zero bias depletion width, and F is the electric field.

4.6.3 Avalanche Breakdown

Avalanche multiplication or impact ionization is by far the most common
breakdown mechanism in practical bipolar transistors. In a reverse-
biased pn junction, electron–hole pairs are continually being generated
by thermal agitation. At low reverse voltages this gives rise to a leakage
generation current, which can be calculated from equation (4.23). At
high reverse voltages, however, the generated carriers gain sufficient
kinetic energy between collisions with the silicon lattice for them to be
able to shatter the silicon-silicon bond. This mechanism is referred to
as impact ionization, and leads to the generation of an electron–hole
pair. The original carrier and the electron and hole generated are then
accelerated in opposite directions by the electric field, and in turn
are able to produce further electron–hole pairs by impact ionization.
This process, known as avalanche multiplication, rapidly leads to the
generation of large numbers of carriers and hence to a large current.

For avalanche multiplication to occur, a critical electric field Ecrit must
be established across the reverse-biased junction. Since the depletion
width depends upon the doping concentration it is clear that the break-
down voltage BV will also depend on the doping concentration. For a
one-sided step junction the breakdown voltage is given by [4]:

BV = ε0εrE2
crit

2qNL
(4.31)

where NL is the doping concentration on the lightly doped side of
the junction. If Ecrit was a constant, equation (4.31) would indicate
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that the breakdown voltage was inversely proportional to the doping
concentration. In practice, however, Ecrit varies slightly with doping
concentration [4], taking values between 3 × 105 and 1 × 106 V/cm [19].

4.6.4 Junction Breakdown in Practice

In practical reverse-biased emitter/base diode characteristics, a mixture
of mechanisms is generally seen, with different mechanisms dominating
different parts of the reverse characteristic, as illustrated in Figure 4.17.
Avalanche breakdown dominates at high reverse-bias, band-to-band
tunnelling (equation (4.27)) just prior to avalanche breakdown and
a mixture of generation via deep levels (equation (4.22)) and trap-
assisted tunnelling (equation (4.29)) at low bias. An effective method
of distinguishing between Zener breakdown and avalanche breakdown
is by measuring the temperature dependence of the breakdown volt-
age. If Zener breakdown is the dominant mechanism, the breakdown
voltage decreases with increasing temperature, whereas for avalanche
breakdown it increases with temperature [18].

4.6.5 Common Base and Common Emitter
Breakdown Voltages

In bipolar transistors, the breakdown voltage depends on the way
that the bipolar transistor is connected in the circuit. In common
base connection, the breakdown voltage obtained is the same as that
predicted by equation (4.31), whereas in common emitter connection the

ln
 I 

avalanche
breakdown

band-to-band
tunnelling

generation via deep levels
& trap-assisted tunnelling

reverse voltage

Figure 4.17 Schematic illustration of a reverse emitter/base diode characteristic
showing the mechanisms dominating the different parts of the characteristic
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Figure 4.18 Output characteristics and breakdown voltages of a bipolar transistor
connected in common base (top) and common emitter (bottom) configurations

breakdown voltage is considerably lower, as illustrated in Figure 4.18. In
practice, the breakdown voltage in bipolar transistors is measured with
the base open circuit, and hence in common base mode the breakdown
voltage is referred to as BVCBO (breakdown voltage in common base
connection with the base open circuit). In the common emitter mode
the breakdown voltage is referred to as BVCEO (breakdown voltage in
common emitter connection with the base open circuit).

The lower breakdown voltage in common emitter connection can be
understood by considering the currents flowing in the transistor when
it is connected in common emitter configuration. With reference to
Figure 4.19, if the current flowing across the emitter/base junction is
IF, a fraction of this current is collected at the collector/base junction,
given by αIF, where α is the common base current gain, as described
in Chapter 1. In addition, there will be a component of current at the
collector due to the leakage current of the collector/base junction ICBO.
In this case, we can write:

IE = IF (4.32)

IC = αIF + ICBO (4.33)



JUNCTION BREAKDOWN 67

IF aIF + ICBO

n+ p n

IB

IE IC

Figure 4.19 Schematic illustration showing the components of current flowing
across the emitter/base and collector/base junctions

When the collector/base junction is breaking down, the current across
the junction is multiplied by the electron–hole pairs created by avalanche
breakdown. This junction breakdown can be modelled using an empiri-
cal expression for the multiplication factor M [20]:

M = 1

1 −
(

VCB

BVCBO

)n (4.34)

where n takes a value between 3 and 6. In this case, the current at the
collector/base junction is multiplied by M:

IC = M(αIF + ICBO) (4.35)

If the base is open circuit, the emitter current must equal the collector
current, and therefore equations (4.32) and (4.35) can be equated:

IC = IE = ICEO = M(αICEO + ICBO)

∴ ICEO = MICBO

1 − αM
(4.36)

where ICEO is the current flowing between emitter and collector when
the base is open circuit. Equation (4.36) shows that the collector/emitter
current begins to increase very rapidly when αM approaches unity. In
contrast, in the common base mode the collector/base leakage current
only begins to increase when αM approaches infinity. This explains why
the breakdown voltage in the common emitter mode BVCEO is lower
than that in the common base mode BVCBO.
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The value of BVCEO can be calculated by noting that when breakdown
occurs, αM = 1 and VCB is equal to BVCEO. Using equation (4.34) gives:

α

1 −
(

BVCEO

BVCBO

)n = 1

∴ BVCEO = BVCBO(1 − α)1/n

= BVCBO

β1/n
(4.37)

where equation (1.7) has been used.

4.6.6 Trade-off between Gain and BVCEO

Equation (4.37) shows that the common emitter breakdown voltage
BVCEO is inversely proportional to the common emitter current gain of
the transistor. There is therefore a trade-off between gain and breakdown
voltage. Clearly a high gain and a high breakdown voltage cannot be
obtained simultaneously, so a compromise must be reached between
reasonable values of gain and breakdown voltage. Figure 4.20 shows a
plot of equation (4.37), where n = 5 and BVCBO = 7 V have been used.
It can be seen that a gain of 100 gives a common emitter breakdown
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Figure 4.20 Graph showing the trade-off between common emitter current gain β

and common emitter breakdown voltage BVCEO
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voltage BVCEO of 2.8 V, which is considerably lower than the common
base breakdown voltage BVCBO of 7 V.
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5
High-frequency Performance

5.1 INTRODUCTION

The high-frequency performance of bipolar transistors is determined
by the minority carrier charge stored in the different regions of the
transistor. This charge has to be removed from the transistor before
it can turn off and hence it determines the maximum frequency at
which the transistor is capable of operating. A transit time can be
defined that is given by the ratio of the stored charge and the col-
lector current. In forward active operation, this transit time is known
as the forward transit time τF and represents a fundamental limit
for the switching speed and maximum frequency of operation of a
bipolar transistor. In this chapter, an expression will be derived for
the forward transit time in terms of the physical parameters of the
transistor.

In analogue circuits, the maximum frequency of operation of a bipolar
transistor is of vital interest. The parameter most commonly used to
define this frequency is the cut-off frequency fT of the bipolar transistor.
This is the frequency at which the common emitter, small-signal current
gain drops to zero under conditions of a short-circuit load. An expression
for the cut-off frequency will be derived and related to the forward
transit time.

In practice parasitic capacitance and resistance will slow down
the switching of digital bipolar circuits and limit the frequency of
operation of analogue bipolar circuits. The origins of parasitic resis-
tances and capacitances will be described, along with their effect on
the high-frequency transistor performance. It will be shown that the

SiGe Heterojunction Bipolar Transistors Peter Ashburn
 2003 John Wiley & Sons, Ltd ISBN: 0-470-84838-3
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maximum oscillation frequency fmax is a good predictor of transis-
tor performance, since it includes base resistance and collector/base
capacitance, two of the most important parasitics associated with a
bipolar transistor.

5.2 FORWARD TRANSIT TIME τF

The forward transit time models the excess charge stored in the transistor
when its emitter/base junction is forward biased and its collector/base
junction zero biased. This is an extremely important parameter, since
it provides a fundamental physical limit to the switching speed and
maximum frequency of operation of a bipolar transistor. In this section
we will therefore consider this parameter in more detail, beginning with
a study of the components of τF and moving on to derive its relationship
to the cut-off frequency fT .

5.2.1 Components of τF

The forward transit time τF can be written as the sum of the individual
delay times in the various regions of the transistor:

τF = τE + τEBD + τB + τCBD (5.1)

where τE, τEBD, τB and τCBD are associated with the excess minority
carrier charge in the neutral emitter, the emitter/base depletion region,
the base and the collector/base depletion region respectively. The emitter
delay τE and the emitter/base depletion region delay τEBD are generally
small compared with the other terms in equation (5.1), although in high-
speed bipolar transistors they can contribute significantly to the total
forward transit time [1]. τB is associated with the excess minority carrier
charge in the base and is referred to as the base delay, or more frequently
the base transit time. τCBD is the collector/base depletion layer delay,
and in high-speed bipolar transistors it is often of a similar magnitude
to the base transit time.

5.2.2 Base Transit Time

The base transit time τB can be calculated from the minority carrier
profile in the base, as shown in Figure 5.1. The charge in the base Qb is
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Figure 5.1 Minority carrier distributions in the base and emitter of a bipolar
transistor

related to the area of the triangle created by the electron distribution in
the base:

Qb = qA (area of triangle)

= qA
1
2

WBnb(0) = qA
1
2

WBnbo exp
qVBE

kT
(5.2)

where equation (2.30) has been used for nb(0). The base transit time
is defined as the ratio of the charge stored in the base to the collec-
tor current:

τB = Qb

IC
(5.3)

Using equation (2.40) for IC gives:

τB = W2
B

2Dnb
(5.4)

Equation (5.4) shows that the base transit time is proportional to the
square of the basewidth. In the design of high-speed bipolar transistors
there is therefore a strong incentive to produce transistors with as small
a basewidth as is practical.

Equation (5.4) is valid for bipolar transistors with a uniformly doped
base. If the base is non-uniformly doped, as in the case of a bipolar
transistor with an ion implanted base, then the variation in doping
gives rise to a built-in electric field across the neutral base region.
This is illustrated in Figure 5.2, which shows the band diagram for a
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Figure 5.2 Band diagram of a bipolar transistor, illustrating how a decrease in base
doping from emitter to collector gives rise to an accelerating built-in electric field

bipolar transistor in which the base doping decreases on moving from
the emitter side of the base to the collector side. This gives rise to a
downward slope on the conduction and valence bands on moving from
emitter to collector. Minority carrier electrons in the base would see this
slope as a built-in accelerating field that would aid electron transport
across the base and hence reduce the base transit time. This situation can
be taken into account by writing the equation for the base transit time as:

τB = W2
B

ηDnb
(5.5)

where η is a constant that has a value between 2 and 4 when an
accelerating built-in field is present. Of course it is also possible to have
a retarding field in the base if the base doping increases on moving from
the emitter to collector. In this case, η would take a value between 1
and 2. When designing ion implanted bipolar transistors it is clearly
important to maximize the accelerating built-in field.

5.2.3 Emitter Delay

The charge in the emitter Qe can be calculated from the area of the
triangle created by the minority carrier hole distribution in the emitter,
as shown in Figure 5.1:

Qe = qA (area of triangle)

≈ qA
1
2

WEpe(0) = qA
1
2

WEpeo exp
qVBE

kT
(5.6)

The emitter delay τE is defined as the ratio of the charge in the emitter
to the collector current:

τE = Qe

IC
(5.7)
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Using equation (3.19) for IC gives:

τE = WE

2Ndeff

WBNaeff

Dnb
(5.8)

where the effects of doping induced bandgap narrowing have been
included. When designing high-speed bipolar transistors, this equation
shows that the emitter depth WE should be as small as is practically
possible and the emitter doping as high as possible.

5.2.4 Collector/Base Depletion Region Transit Time

The collector/base depletion layer delay τCBD is determined by the time
required for electrons to traverse the base/collector depletion region.
Electrons travel across the collector/base depletion region by drift, and
hence this current can be written as:

In = qAµnnE = qAnvn (5.9)

where n is the electron concentration in the collector/base depletion
region and vn is the drift velocity. The electric field across the collec-
tor/base depletion region is very high and hence the electrons reach
their saturated velocity relatively quickly. Equation (5.9) can then be
written as:

In = qAnvsat (5.10)

where the saturation velocity vsat has a value of 1 × 107 cms−1 at room
temperature.

At first sight, it would be expected that τCBD would be given by
WCBD/vsat, where WCBD is the collector/base depletion width. How-
ever, the situation is a little more complicated than this because
the electron concentration in the depletion region changes when the
depletion width changes. A rigorous analysis [2] shows that τCBD is
given by:

τCBD = WCBD

2vsat
(5.11)

From equation (5.11) it can be seen that the collector/base depletion layer
delay can be reduced by decreasing the width of the collector/base deple-
tion region. This can be achieved by increasing the doping concentration
in the collector.
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5.2.5 Emitter/Base Depletion Region Delay

The emitter/base depletion region delay is very small and to a first order
can be neglected when calculating the forward transit time. For the pur-
poses of compact transistor modelling where more accuracy is required,
the small delay associated with the emitter/base depletion region can be
modelled using a second-order correction to the emitter/base depletion
capacitance or to the base transit time [3].

5.3 CUT-OFF FREQUENCY fT

The most important high-frequency parameter for a bipolar transistor is
the frequency at which the gain of the bipolar transistor drops to unity,
otherwise known as the cut-off frequency fT , as illustrated in Figure 5.3.
Beyond this frequency the gain of the transistor is less than unity, so
it is no longer useful as either an amplifying or a switching device.
In practice, it becomes increasingly difficult to design circuits as the
required circuit operating frequency approaches the cut-off frequency
of the transistor. The rule of thumb used by many circuit designers
is that circuit operation up to a factor of about ten below the cut-off
frequency can be expected. Thus a bipolar transistor with an fT of
50 GHz is suitable for use in circuits that operate up to around 5 GHz.
Circuit operation at frequencies closer to the cut-off frequency of the
bipolar transistor can be achieved with careful circuit design. If you are
reading this book for the first time, or merely interested in the final
result, you may wish to skip the following derivation and move on to
equation (5.19).

The cut-off frequency of a bipolar transistor is defined as the frequency
at which the extrapolated common emitter, small-signal current gain

1

log f

lo
g 

(b
)

fT

bF

Figure 5.3 Variation of gain with frequency and the definition of the cut-off
frequency fT
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drops to unity under conditions of a short-circuit load. Since fT is
defined for small-signal conditions, a small-signal circuit model, such as
the hybrid-π model, can be used to derive an expression for fT . Circuit
models of bipolar transistors will be discussed in Chapter 11, but for
the time being, the hybrid-π model is illustrated in Figure 5.4, with a
short-circuit applied to the load. From this circuit, the collector and base
currents can be written as:

ic = gmvbe − jωCµvbe (5.12)

ib = vbe(gπ + jωCπ + jωCµ) (5.13)

where gπ = 1/rπ and ω = 2πf . The common emitter current gain can
therefore be written as:

β = ic
ib

= gm − jωCµ

gπ + jωCπ + jωCµ

(5.14)

At most frequencies of practical interest, gm � jωCµ and hence
equation (5.14) can be simplified to:

β = βF

1 + jωrπ (Cπ + Cµ)
(5.15)

where we have used equations (11.23) and (11.25) to define βF as:

βF = gmrπ (5.16)

It can be seen from equation (5.15) that the common emitter current
gain has a value of βF at low frequencies, as illustrated in Figure 5.3. At

Cp
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Figure 5.4 Use of the small-signal hybrid-π model for the calculation of the
cut-off frequency
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high frequencies the second term in the denominator of equation (5.15)
is large with respect to unity, and β can be approximated by:

|β| = βF

ωrπ (Cπ + Cµ)
(5.17)

The common emitter current gain falls to unity when:

1 = βF

2πfrπ (Cπ + Cµ)
(5.18)

Rearranging and using equations (11.23) and (11.28) gives the following
expression for the cut-off frequency:

fT = 1

2π

(
τF + kT

qIC
(CJE + CJC)

) (5.19)

where CJE and CJC are the emitter/base and base/collector depletion
capacitances and τF is given by equation (5.1).

For completeness, an additional term should be included in
equation (5.19) to account for the RC delay due to the series collector
resistance and the collector/base capacitance [2,6]. The complete
equation for the cut-off frequency then becomes:

fT = 1

2π

(
τF + RCCJC + kT

qIC
(CJE + CJC)

) (5.20)

The dependence of fT on collector current is illustrated in Figure 5.5.
At low currents the depletion capacitance term in equation (5.20) is
much larger than the other two terms, and hence fT increases with IC. At
medium currents the depletion capacitance term becomes smaller than
τF, and hence fT ceases to rise with collector current. In this part of the
characteristic fT is equal to fTMAX, and is given by:

fTMAX = 1
2πτF

(5.21)

At high collector currents the cut-off frequency decreases markedly due
to high current effects, which will be described in Section 5.5. In many
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Figure 5.5 Variation of the cut-off frequency fT with collector current

1/IC

1/fI

1/
f T

Figure 5.6 Method of measuring the τF of a bipolar transistor

transistors a clearly defined region of constant-fT is not discernable.
However, in this case the forward transit time can be obtained from
a graph of l/fT versus l/IC, as illustrated in Figure 5.6. The intercept
of the extrapolated straight line with the vertical axis can be used to
calculate τF:

τF = 1
2πfI

− RCCJC (5.22)

5.4 MAXIMUM OSCILLATION FREQUENCY fmax

Another important high-frequency parameter for a bipolar transistor is
the maximum oscillation frequency fmax. This is defined as the frequency
at which the power gain of a bipolar transistor drops to unity. An
approach similar to that in Section 5.3 [2] can be used to derive an
expression for the fmax of a bipolar transistor:

fmax =
√

fT

8πCJCRB
(5.23)
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This equation shows that the fmax of a bipolar transistor is determined
not only by the fT but also by collector/base capacitance CJC and the
base resistance RB. These two parasitics have a strong influence on the
performance of bipolar circuits, and hence the fmax is a better predictor
of circuit performance than the fT . Bipolar transistor design requires a
compromise between fT , CJC and RB.

5.5 KIRK EFFECT

The analysis in Section 5.2 suggests that the forward transit time should
be constant and independent of current. Although this is true at low cur-
rents, at high currents τF increases markedly with collector current [4,5].
The reason for this is an increase in the effective basewidth of the tran-
sistor [4] at high currents due to a current-dependent build-up of the
minority carrier charge in the collector/base depletion region. This occurs
when the mobile charge in the collector/base depletion region becomes
greater than the fixed ionized charge, and this leads to the spreading of
the neutral base region into the collector at high current densities. This
effect is known as base widening or the Kirk effect [4]. Two-dimensional
spreading effects [5] can also contribute to this degradation of τF at high
collector currents.

The base-widening effect can be best understood by considering Pois-
son’s equation (2.13) as applied to the collector/base depletion region:

dE
dx

= ρ

ε0εr
= q

ε0εr
(p − n + Ndc) (5.24)

where p and n represent the mobile charge and Ndc the fixed ionized
charge in the depletion region. In an npn transistor the current is carried
predominantly by electrons, and hence p ≈ 0 in equation (5.24). As
discussed above, in the collector/base depletion region the electrons
are transported by drift, and hence the electron concentration in the
collector/base depletion region can be obtained from equation (5.10).
Combining equations (5.24) and (5.10) gives:

dE
dx

= 1
ε0εr

(
qNdc − Jn

vsat

)
(5.25)

In the simple theory in Section 5.2, it was implicitly assumed that the
mobile charge in the depletion region Jn/vsat was much smaller than the
fixed charge qNdc. However, it can be seen from equation (5.25) that
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this is only true if Jn � qNdcvsat. For a collector doping concentration
of 1 × 1016 cm−3 this is equivalent to an electron current density of
1.6 × 104 Acm−2. In practice, many bipolar transistors operate at or
above this current, and hence it is clear that base widening effects are
very important.

Base widening can be understood physically by considering Figure 5.7.
At low current densities, charge density and field distributions are
as shown in Figure 5.7(a). The mobile electron concentration in the
collector/base depletion region is small with respect to the doping
concentration in the collector epitaxial layer Ndc and hence it has
no effect on the depletion width. The fixed positive donor charge in
the n-type collector is balanced by the fixed negative acceptor charge
in the base and the electric field is a maximum at the metallurgical
collector/base junction.

As the collector current density increases, the mobile electron con-
centration in the collector/base depletion region increases. Eventually a
point is reached where the mobile electron concentration is high enough
to begin compensating the fixed positive donor charge. Since the charge
at either side of the collector/base depletion region must exactly bal-
ance, the depletion width in the collector must increase to bring the
net positive charge into balance with the fixed negative acceptor charge.
This situation is illustrated in Figure 5.7(b), where the mobile electron
concentration in the collector/base depletion region is assumed to be half
of the collector doping concentration Ndc. Consequently the depletion
region width needs to double to bring the net positive charge in the
collector side of the depletion region into balance with the fixed negative
acceptor charge at the base side.

As the collector current density further increases, the collector/base
depletion region extends deeper into the collector until it reaches the
buried layer, as illustrated in Figure 5.7(c). At this point the epitaxial
collector is completely depleted, and the electric field is constant across
the epitaxial layer. The depletion region extends into the buried layer
and the fixed positive donor charge in the buried layer balances the fixed
negative acceptor charge in the base.

When the collector current density increases above the point shown
in Figure 5.7(c), the mobile electron concentration in the collector/base
depletion region becomes greater than the fixed positive donor charge.
At this point, the gradient of the electric field in the epitaxial collector
reverses, as shown in Figure 5.7(d). The field distribution can best be
understood by starting in the buried layer, where the field is zero. As
we approach the epitaxial collector, the field rises from zero to reach a
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Figure 5.7 Charge and field distributions in the collector/base depletion region at
different current densities
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maximum just inside the buried layer. Moving beyond this point, the
only possible solution to the equations that gives a reversed electric field
gradient is for the electric field to decrease to zero somewhere in the
epitaxial collector. This is illustrated in Figure 5.7(d), and from the field
distribution it can be seen that the neutral base has widened and pushed
into the epitaxial collector. This widening occurs by the accumulation
of mobile holes in the epitaxial collector.

It is clear from the complex set of field and charge distributions in
Figure 5.7 that the quantification of the Kirk effect requires numerical
simulation. However, the effects of the Kirk effect on the transistor
performance can be qualitatively inferred from Figure 5.7. The widening
of the collector/base depletion region seen in Figure 5.7(b) will lead
to an increase in the collector/base depletion region delay as can be
seen from equation (5.11). This in turn will lead to an increase in τF

(equation (5.1)) and a decrease in fT . The spreading of the base into the
collector shown in Figure 5.7(d) will lead to an increase in base transit
time (equation (5.5)), which again will lead to an increase in τF and a
decrease in fT . Furthermore, the spreading of the base into the epitaxial
collector will increase the effective basewidth and hence cause a decrease
in the gain, as can be seen from equation (3.20).

The current at which the onset of the Kirk effect occurs can be
determined from equation (5.25), and occurs when the two terms in
brackets are comparable in magnitude. The two terms are equal at a
current density of:

Jn = qNdcνsat (5.26)

For a collector doping of 1 × 1016 cm−3 this is equivalent to a current
density of 16 kA/cm2

In order to give a better understanding of the behaviour of a bipolar
transistor at high currents, Table 5.1 gives a breakdown of the compo-
nents of fT at different collector current densities. The figures shown are
for a silicon high-speed bipolar transistor, and the results were com-
puted using the BIPOLE device simulation program [7]. The delay τRE

represents the depletion capacitance term in equation (5.20), and the
other delays are the components of τF. At low collector currents it can
be seen that τRE is by far the dominant component of fT , as expected
from equation (5.20). However, at collector currents around the peak
fT all the terms contribute significantly to the total delay, though τRE,
τCBD and τB are the largest. The decrease in fT at high collector currents
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Table 5.1 Breakdown of components of fT at different values of collector current
density

Collector Delay components of fT , ps fT , Effective
current density, GHz basewidth,
A/cm2 τE τEBD τB τCBD τRE µm

2.9 × 102 0.23 2.2 0.53 3.0 45 3.1 0.043
1.1 × 103 0.25 1.4 0.59 3.0 14 8.3 0.043
3.6 × 103 0.32 1.0 0.86 3.0 5.9 14.4 0.043
1.3 × 104 0.43 0.70 1.40 3.0 3.1 18.4 0.049
2.4 × 104 0.58 0.53 1.80 4.4 2.7 15.9 0.057

is due to the Kirk effect, as can be seen from the increase in the values of
τCBD and τB at high currents. Base spreading into the epitaxial collector
can be inferred from the increase in effective basewidth at high currents.

5.6 BASE, COLLECTOR AND EMITTER RESISTANCE

As discussed in Section 4.5, the series resistance of the silicon in the base,
collector and emitter gives rise to base, collector and emitter resistance.
These series resistances influence the high-frequency performance of the
bipolar transistor when they combine with parasitic capacitances to give
RC time constants. Equation (5.20) shows that the collector resistance
in combination with the collector/base capacitance influences the value
of fT and equation (5.23) shows that the base resistance in combination
with the collector/base capacitance influences the value of fmax. Similarly,
these series resistances influence the performance of bipolar circuits, as
will be seen in Chapter 12. The emitter resistance is generally very small
because the contact to the emitter is made directly above the emitter. The
one exception to this statement is polysilicon emitters, where additional
emitter resistance arises from the polysilicon/silicon interface, as will be
seen in Chapter 6.

5.6.1 Base Resistance

Base resistance is one of the most important electrical parameters of a
bipolar transistor. It limits the rate at which the input capacitance can
be charged and is therefore one reason why bipolar transistors do not
operate at the frequencies predicted by the values of forward transit
time. The base resistance can be partitioned into two parts, the intrinsic
and extrinsic base resistances, as illustrated in Figure 5.8. The total base
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Figure 5.8 Schematic plan and cross-section views of a basic bipolar transistor.
The plan view shows collector sink, base, emitter and contact window masks. The
buried layer mask is not shown. The cross-section view shows the components of
base and collector resistance

resistance is then given by the sum of these two components. Similarly
the collector resistance has three components due to the resistances of
the epitaxial collector, buried layer and collector sink.

The extrinsic base resistance RBX is the resistance between the edge of
the active transistor area and the base contact, and can be estimated from
the transistor geometry and the extrinsic base sheet resistance RSBX:

RBX =
RSBX

bb

lb
+ RCON

nB
(5.27)

where RCON is the contact resistance and nB is the number of base
contacts. The intrinsic base resistance is the resistance of the active
base region, which is the region located beneath the emitter. It can
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be estimated from the transistor geometry and the intrinsic base
sheet resistance:

RBI = C
RSBI

be

le
n2

b

(5.28)

where C is a constant that takes a value of 1/3 at low currents [2].
The explanation for the n2

B term in equation (5.28) is as follows. If
the transistor has only one base contact, the base current enters from
only one side of the emitter and hence the path length for the current
flow is the complete emitter width. If the transistor has two base
contacts, the base current enters from both sides of the emitter, so the
path length for the current flow is halved. A further halving of the
intrinsic base resistance arises because the two base contacts are in
parallel. Equations (5.27) and (5.28) both show that the base resistance
is reduced if two base contacts are used. However, this benefit is obtained
at the expense of increased collector/base capacitance, because extra area
is needed for the second base contact.

5.6.2 Collector Resistance

Collector resistance arises because of the planar structure of the bipolar
transistor, as shown in Figure 5.8. Contact to the collector is made to
one side of the base and the collector current must flow through the
collector and up to the surface to reach the collector contact. Since the
collector is relatively lowly doped, the collector resistance could be very
large. To address this problem, a heavily doped buried layer is included
below the base, which gives a low resistance path in parallel with the
high resistance of the epitaxial collector. Furthermore, a heavily doped
collector sink region is included below the collector contact to reduce
the resistance from the buried layer to the collector contact. If these
two features are included in the bipolar transistor fabrication process,
the collector resistance is dramatically reduced and limited primarily
by the resistance of the epitaxial collector beneath the base. Clearly
in this situation, reducing the thickness of the epitaxial layer will lead
directly to a reduction in collector resistance. Further information on
the fabrication of the collector is given in Chapter 9.

The collector resistance can be estimated from the transistor geometry
and the sheet resistances of the epitaxial collector RSC and the buried
layer RSBL:

RC = RSBL
bbl

lbl
+ RSC

W2
C

bclc
+ RCC (5.29)
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where lbl (bbl) is the length (width) of the buried layer, lc (bc) the
length (width) of the collector region, and RCC is the collector contact
resistance, which includes a small contribution from the collector sink.
Other parameters are shown in Figure 5.8. The parameters lc and bc

are determined by the bounds of the isolation region, which is not
shown in Figure 5.8. As will be discussed in Chapter 9, in many bipolar
technologies oxide isolation is used to exactly align the isolation to the
base. In this case, lc would be the same as lb and bc the same as bb.

5.7 EMITTER/BASE AND COLLECTOR/BASE
DEPLETION CAPACITANCE

The fixed charges in the depletion regions of the emitter/base and collec-
tor/base junctions give rise to capacitances, denoted by the emitter/base
junction capacitance CJE and the collector/base junction capacitance
CJC. Collector/base capacitance is often partitioned into intrinsic and
extrinsic components in the same way as base resistance, as illustrated in
Figure 5.9. The intrinsic collector/base capacitance is determined by the
emitter size and the extrinsic collector/base capacitance is determined by
the space required to make a contact to the base. It will be shown in
Chapter 9 that special fabrication techniques can be used to dramatically
reduce the extrinsic collector/base capacitance.

The emitter/base and collector/base depletion capacitances are given
by the standard textbook expressions for depletion capacitance. For
example the emitter/base depletion capacitance is given by:

CJE = CJE0(
1 − VBE

VJE

)MJE
(5.30)

CJE

CJCICJCX

n+

p

n

intrinsic
region

extrinsic
region

p

Figure 5.9 Schematic illustration of emitter/base and collector/base depletion capac-
itances in a bipolar transistor
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where CJE0 is the value of emitter/base capacitance at zero bias, VJE is
the junction built-in voltage and MJE is a factor that is determined by the
gradient of the emitter profile. For an abrupt profile MJE has a value of
1/2, whereas for a linearly graded profile it has a value of 1/3. A similar
equation is used for the collector/base depletion capacitance.

CJC = CJC0(
1 − VBC

VJC

)MJC
(5.31)

5.8 QUASI-SATURATION

Quasi-saturation is an effect that occurs at high currents due to the
internal collector resistance of the bipolar transistor. It occurs when the
voltage drop across the collector resistance is large enough to forward
bias the collector/base junction.

Figure 5.10 shows the circuit diagram of a bipolar transistor including
the internal collector resistance RC. The internal collector/base voltage
VC′B′ is given by:

VC′B′ = VCB − ICRC (5.32)

If the external collector/base voltage VCB is fixed and the collector
current increased, equation (5.32) shows that the internal collector/base
voltage VC′B′ will become negative at high values of collector current.
In other words, the collector/base junction will become forward biased,
injecting charge into both the base and the collector. When this forward
bias exceeds about 0.5 V, the injected charge will have the effect of
decreasing the current gain.

VC'B'

RC
VCB

C

C '

IC

B'

Figure 5.10 Circuit diagram showing the internal collector resistance due to the
series resistance of the epitaxial layer and buried layer



QUASI-SATURATION 89

ln IC
ln IB

VBE

quasi
saturation

Figure 5.11 Gummel plot showing the effect of quasi-saturation

Quasi-saturation is most likely to be seen in configurations where
the external collector/base voltage is small. This is the situation when
Gummel plots are measured, since the external collector/base bias is
maintained at 0 V. Quasi-saturation is therefore often seen in Gummel
plots at high currents, as illustrated in Figure 5.11. The kink in the
base characteristics indicates the onset of quasi-saturation, and beyond
this point the gain decreases. A simple test for quasi-saturation is to
increase the collector/base reverse bias. If quasi-saturation is respon-
sible for the kink in the base characteristic, then an increase in the
collector/base reverse bias should cause the kink to move to higher
base/emitter voltages.

Quasi-saturation can also be seen in the output characteristics of
bipolar transistors at high currents, as illustrated in Figure 5.12. The
quasi-saturation region can be seen at low values of collector/emitter
voltage, where the forward biasing of the collector/base junction can
occur. The quasi-saturation is seen as a soft transition into the saturation
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Figure 5.12 Output characteristic showing the effect of quasi-saturation
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region of the output characteristic. Its effect is greater at higher collector
currents, because the voltage drop across the internal collector resistor
is larger.

5.9 CURRENT CROWDING

At high currents there can be a significant voltage drop across the
intrinsic base resistance of a bipolar transistor due to the lateral flow
of base current from the base contact. This situation is illustrated in
Figure 5.13. As a result of this voltage drop across the intrinsic base
resistance, the potential in the base close to the base contact is higher
than that away from the base contact. Consequently the emitter/base
junction is more forward biased at the edge of the emitter that is closest
to the base contact. Equations (3.18) and (3.19) show that both the
base current and collector current will be higher at this point. This
effect is known as current crowding since the current crowds to the
edge of the emitter that is closest to the base contact. In transistors
with two base contacts, the current crowds to the perimeter of the
emitter. If a bipolar transistor is required to deliver a high current, it
is therefore necessary to maximize the emitter perimeter for a given
emitter area. This can be done by partitioning the emitter into separate
emitter fingers.

Current crowding has a strong effect on the base resistance of the bipo-
lar transistor. At low currents, the voltage drop across the intrinsic base
resistance is small, so the current is evenly distributed across the emitter.
In this case the total base resistance is given by the sum of the extrinsic
and intrinsic base resistances, as given in equations (5.27) and (5.28). At
high currents, the current crowds towards the perimeter of the emitter, so
the current does not see all of the intrinsic base resistance. The net result
is that the total base resistance decreases with increasing current and
approaches the value for the extrinsic base resistance. Current crowding

IB

n+

p

n

B E

Figure 5.13 Schematic cross-section of a bipolar transistor showing the flow of
hole current from the base contact
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is beneficial for the performance of bipolar transistors at high frequency,
since the decrease in base resistance reduces the delay associated with
the base resistance time constants.
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6
Polysilicon Emitters

6.1 INTRODUCTION

Scaling of bipolar transistors, like the scaling of MOS transistors,
requires that the junction depth be reduced when the minimum feature
size is reduced [1–3]. The primary reason for this requirement is that
the emitter/base capacitance does not scale properly unless the emit-
ter/base junction depth is scaled in proportion. This can be understood
from Table 6.1, which shows calculated values of emitter/base junction
capacitance. The capacitance has been partitioned into a peripheral
component due to the junction sidewalls and a plane component due to
the bottom junction. For the purposes of this comparison the peripheral
capacitances have been calculated assuming a cylindrical shape for the
lateral diffusion. At an emitter geometry of 1.5 × 1.5 µm and a junction
depth of 0.2 µm the peripheral capacitance contributes nearly 50% of
the total capacitance. If the emitter size is reduced to 0.5 × 0.5 µm and
the emitter/base junction depth maintained at 0.2 µm, the plane capaci-
tance scales by a factor of 9, but peripheral capacitance only scales by a
factor of 3. The net result is that the peripheral capacitance contributes
nearly 70% to the total emitter/base capacitance. To obtain the full
benefits of scaling, the emitter/base junction depth must be scaled in the
same proportion as the emitter size.

There are problems in scaling the emitter/base junction depth WE

of a bipolar transistor because the gain reduces when WE is reduced,
as can be seen from equation (3.20). This difficulty in scaling posed a
serious problem for bipolar technology until the emergence of polysil-
icon emitters provided a solution. It will be shown that polysilicon

SiGe Heterojunction Bipolar Transistors Peter Ashburn
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Table 6.1 Comparison of plane and peripheral components of emit-
ter/base capacitance

Emitter size,
µm

Emitter/base
junction depth,

µm

Plane
capacitance,

fF

Peripheral
capacitance,

fF

1.5 × 1.5 0.2 4.1 3.0
1.5 × 1.5 0.1 4.1 1.6
1.5 × 1.5 0.02 4.1 0.4
0.5 × 0.5 0.2 0.46 0.99
0.5 × 0.5 0.1 0.46 0.55
0.5 × 0.5 0.02 0.46 0.14

emitters allow the emitter/base junction depth to be scaled without a
degradation of gain [4]. Another big advantage of polysilicon emitters
is their compatibility with self-aligned fabrication techniques [5]. These
techniques will be described in detail in Chapter 9, but in essence they
allow the parasitic resistances and capacitances of a bipolar transistor
to be minimized, with the result that a considerable improvement in
circuit performance is obtained. In this chapter, the theory and practice
of polysilicon emitters will be described in detail.

6.2 BASIC FABRICATION AND OPERATION
OF POLYSILICON EMITTERS

Polysilicon emitters are formed using polycrystalline silicon, which is a
form of silicon part-way between perfectly ordered single-crystal silicon
and totally unordered amorphous silicon. It consists of small, randomly
oriented grains of single-crystal silicon, separated by disordered regions
known as grain boundaries, as illustrated schematically in Figure 6.1.
Polysilicon is a technologically important material because it is widely
used in MOS processes to form the gate electrode of the MOS transistor.
It is particularly useful for polysilicon emitters because of its low
deposition temperature (≈600◦C) and its ability to withstand the high
temperatures routinely used in the fabrication of integrated circuits
(900–1050◦C). It also has useful electrical properties, since in many
respects it behaves in away similar to single-crystal silicon. Thus it can be
doped to produce n- or p-type layers, and at high doping concentrations,
reasonably low sheet resistances can be achieved (≈50 �/sq).

The use of polysilicon emitters to give shallow emitter/base junctions
can be understood from the fabrication sequence illustrated in Figure 6.2.
After the opening of an emitter window, an undoped polysilicon layer
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Figure 6.1 Schematic illustration of the structure of polysilicon
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Figure 6.2 Fabrication sequence for a polysilicon emitter

is deposited onto the wafer, as shown in Figure 6.2(a). Arsenic is then
implanted into the polysilicon at an energy that places the arsenic in
the polysilicon layer, without giving any penetration into the underlying
single-crystal silicon (Figure 6.2(b)). An anneal is carried out to diffuse
the arsenic from the polysilicon into the underlying single-crystal silicon.
The peripheral emitter/base capacitance is determined by the amount of
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arsenic penetration into the single-crystal silicon. This can be extremely
shallow (down to ≈20 nm) because the heavily doped polysilicon layer
acts as an ideal diffusion source. The polysilicon emitter is completed by
defining and etching the polysilicon, as shown in Figure 6.2(c).

The factors influencing the gain of a polysilicon emitter can be under-
stood from the minority carrier distribution. Figure 6.3(a) shows the
situation for a conventional silicon emitter. It is assumed that the emitter
is shallow, so the minority carrier hole distribution in the emitter is
linear, as was shown in Figure 2.2. The base current is proportional to
the gradient of the minority carrier distribution, as shown previously in
equation (2.23). Figure 6.3(b) shows the situation when the emitter/base
junction depth is scaled. It is clear that the slope of the minority carrier
hole distribution is steeper than that in Figure 6.3(a), so the base current
will be higher and the gain lower. Figure 6.3(c) shows the situation for
a polysilicon emitter, where it has been assumed that the polysilicon
behaves in the same way as single-crystal silicon. The minority carrier
distribution is identical to that in Figure 6.3(a), even though the emit-
ter/base junction depth is considerably shallower, so the base current
and hence the gain will be the same. This qualitative analysis shows that
the peripheral component of the emitter/base depletion capacitance is
determined by the single-crystal emitter depth, while the base current
(and gain) is determined by the sum of the single-crystal emitter depth
and the polysilicon thickness. This allows low values of emitter/base
capacitance to be achieved at the same time as high values of gain.

6.3 DIFFUSION IN POLYSILICON EMITTERS

The formation of the single-crystal part of the polysilicon emitter depends
critically on the diffusion of the emitter dopant in the polysilicon.
Arsenic is generally the preferred emitter dopant because it has been
used for many years in both bipolar and MOS technologies and hence
its behaviour is well understood. However, phosphorus can also be
used [6], and has advantages where a low thermal budget is required
because of its higher diffusion coefficient than arsenic. Both arsenic and
phosphorus diffusion in polysilicon emitters occur in two distinct ways.
The first is rapid diffusion down the grain boundaries, and the second is
slower diffusion into the bulk of the grains and, at the same time, into the
single-crystal emitter. Both arsenic and phosphorus segregate to grain
boundaries [7], which has the advantage of giving a large concentration
of dopant on the grain boundaries, which is then able to diffuse down the
grain boundary to the polysilicon/silicon interface. The disadvantage is
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Figure 6.3 Minority carrier hole distributions in (a) a conventional silicon emitter,
(b) a scaled, conventional silicon emitter and (c) a polysilicon emitter
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that the grain boundaries have to be saturated with dopant to satisfy the
segregation coefficient before significant dopant is available to diffuse
into the grain interiors.

The mechanism of arsenic diffusion in polysilicon emitters is illustrated
in Figure 6.4. After implant, the top part of the polysilicon emitter is
doped with arsenic whereas the bottom part is undoped. The diffusion
coefficient of arsenic down grain boundaries is a factor of 104 times
higher [8] than that in bulk silicon, and hence the arsenic diffuses very
rapidly down the grain boundaries and reaches the polysilicon/silicon
interface after the first few seconds of the anneal. At this point in time,
in the bottom part of the layer almost all of the arsenic is segregated
at the grain boundaries and the centres of the grains are undoped.
In the remainder of the anneal the arsenic slowly diffuses from the
grain boundaries into the grain interiors and from the polysilicon/silicon
interface into the single-crystal emitter. The diffusion into the single-
crystal emitter is much slower than the grain boundary diffusion, and
hence it is possible to accurately control the depth of the emitter/base
junction by choosing an appropriate anneal temperature and time.

Figure 6.5 illustrates the typical sequence of doping profiles obtained
at different times during an emitter anneal at 1025◦C. Diffusion of
arsenic down grain boundaries is extremely fast, and hence after the first
few seconds of the anneal, the arsenic will reach the polysilicon/silicon
interface. A small peak in the arsenic concentration will be present at the
polysilicon/silicon interface due to arsenic segregation. This segregation
peak occurs because the interface behaves like a large grain boundary.

graingrain boundary

arsenic
implanted

grain boundary diffusion

grain interior
diffusion

Figure 6.4 Schematic illustration of arsenic diffusion in polysilicon emitters
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Figure 6.5 Schematic illustration of the sequence of doping profiles obtained at
different times during the anneal of a polysilicon emitter. A logarithmic concentration
scale is assumed so that full details of the profiles can be seen

After around 10 seconds, the arsenic concentration in the polysilicon will
be approximately uniform because of the high grain boundary diffusion
coefficient of arsenic. It should be noted that arsenic segregated at grain
boundaries is not electrically active, so only a fraction of the arsenic in the
polysilicon will be electrically active, typically between 25 and 50% [9].
After about thirty seconds, dopant penetration into the single-crystal
silicon will be seen. The majority of the arsenic in the single-crystal silicon
will be electrically active, so the arsenic concentration at the single-crystal
side of the interface will be lower than that at the polysilicon side, as
illustrated in Figure 6.5. This difference in concentrations gives a guide
to the fraction of electrically active arsenic in the polysilicon.

Grain growth generally occurs during high temperature annealing of
polysilicon. This leads to a decrease in the density of grain bound-
aries with anneal time, release of segregated dopant from the grain
boundaries and a consequent decrease in polysilicon sheet resistance
with time. Grain growth will also influence the dopant diffusion in
the polysilicon, since there will be fewer grain boundaries to provide
rapid dopant diffusion paths to the interface. Models have been devel-
oped [10] that incorporate all of the above mechanisms and allow the
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simulation of dopant diffusion in polysilicon in software packages such
as SUPREM.

6.4 INFLUENCE OF THE POLYSILICON/SILICON
INTERFACE

A further complication in the behaviour of polysilicon emitters is the
polysilicon/silicon interface. Silicon oxidizes very readily in oxygen, and
a thin native oxide layer forms on the surface of silicon wafers even
at room temperature. This means that a thin oxide layer is invariably
present at the polysilicon/silicon interface in polysilicon emitters. The
thickness of this interfacial oxide layer depends on the ex situ surface
cleans used prior to wafer insertion in the polysilicon deposition furnace,
on the type of deposition system used and on any in situ cleans done
inside the deposition system prior to deposition. For the case of an ex
situ hydrofluoric acid (HF) etch and polysilicon deposition in a Low
Pressure Chemical Vapour Deposition (LPCVD) furnace, the interfacial
oxide thickness is typically 0.4 nm [11], and for an RCA clean is typically
1.4 nm [11]. While these might be considered to be negligibly thin oxide
layers, they nevertheless have a strong influence on the base current of
transistors with polysilicon emitters.

The electrical effect of an interfacial oxide is illustrated in Figure 6.6,
which compares Gummel plots for transistors with polysilicon emitters
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Figure 6.6 Gummel plots illustrating the influence of the surface clean, and hence
interfacial layer thickness, on the base current of transistors with polysilicon emitters
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created using an HF etch and an RCA clean. The thicker interfacial
layer created by the RCA clean leads to a suppression of the base cur-
rent, and consequently a much higher gain. Experimental measurements
have shown that polysilicon emitters produced using an HF etch have
gains enhanced by a factor of 2 or 3 compared with similar transis-
tors with ion implanted emitters [4,11]. Polysilicon emitters produced
using an RCA clean have gain enhancements of a factor of 10 or
more [4,11].

The effect of the interfacial oxide layer on the base current of polysili-
con emitter bipolar transistors can be explained by the band diagram in
Figure 6.7. The presence of the interfacial oxide layer creates a potential
barrier χh for holes injected from the base into the emitter. The primary
mechanism by which holes traverse this barrier to reach the emitter
contact is tunnelling [2,4,12]. The hole current, and hence the base
current, is therefore determined by the tunnelling properties of the
interfacial oxide, in particular by the interfacial layer thickness and
the effective barrier height for holes χh. Since the tunnelling current
decreases exponentially with the interfacial oxide thickness, it is clear
that the base current will depend strongly on the physical properties of
the polysilicon/silicon interface.

6.5 BASE CURRENT IN POLYSILICON EMITTERS

As discussed above, the presence of an interfacial oxide layer gives rise
to a lower value of base current than would be expected and hence
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Figure 6.8 Hole distribution in a polysilicon emitter with an interfacial layer, and
for comparison the hole distribution in a single-crystal emitter

a higher value of gain. The effect of the interfacial layer on the hole
distribution in the emitter is illustrated in Figure 6.8. The gradient of
the hole distribution in the single-crystal emitter is smaller than that
for the equivalent single-crystal emitter because of the suppression of
hole transport across the polysilicon/silicon interface by the interfacial
layer. In the polysilicon part of the emitter, the hole distribution will
depend on the structure of the polysilicon layer. The grain boundaries
in the polysilicon contain trapping states and hence would be expected
to decrease the diffusion length compared with single-crystal silicon. In
this case, the hole concentration would drop sharply on entering the
polysilicon, as illustrated in Figure 6.8.

The base current can be easily derived by treating the polysilicon layer
as a metal contact, but with a lower value of surface recombination
velocity. For a metal contact, the surface recombination is very high
(1 × 106 cm s−1), so all holes recombine at the metal contact. The
hole concentration adjacent to the metal contact is then equal to the
equilibrium hole concentration peo. For a polysilicon emitter, Figure 6.8
shows that the hole concentration at the polysilicon/silicon interface is
considerably higher than the equilibrium value peo. This is equivalent to
saying that the effective recombination velocity at the polysilicon/silicon
interface is much lower than would be obtained if the polysilicon layer
was replaced by a metal contact. It is therefore possible to model the
polysilicon emitter using an effective surface recombination velocity
at the polysilicon/silicon interface SEFF, as illustrated in Figure 6.9. In
this case, the effective surface recombination velocity SEFF is defined
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Figure 6.9 Effective surface recombination velocity SEFF for a polysilicon emitter

as follows:

Jp(WE) = qSEFF(pe(WE) − peo) (6.1)

where JP(WE) and pe(WE) are the hole current density and hole
concentration at the polysilicon/silicon interface.

The hole concentration at the polysilicon/silicon interface can be
written in terms of SEFF as:

pe(WE) = Jp(WE) + qSEFFpeo

qSEFF
(6.2)

If we assume that the single-crystal emitter is shallow, there will be little
recombination in the single-crystal emitter and the hole distribution will
be linear, as shown in Figure 6.9 and Jp(WE) = Jp(0) = Jp. The gradient
of the hole distribution is then:

gradient = −pe(0) − pe(WE)

WE

= −
peo exp

qVBE

kT
− pe(WE)

WE
(6.3)

The hole current density is a diffusion current, which is given by:

Jp = −qDpe
dpe

kT
= −qDpe × gradient (6.4)
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Substituting for the gradient from equation (6.3) and pe(WE) from
equation (6.2) gives:

Jp = qpeo

WE

Dpe
+ 1

SEFF

(
exp

qVBE

kT
− 1

)
(6.5)

Substituting for peo using equation (2.25) and including heavy dop-
ing effects leads to the following equation for the base current of a
polysilicon emitter:

IB = qAn2
io

Ndeff WE

Dpe
+ Ndeff

SEFF

exp
qVBE

kT
(6.6)

where it has been assumed that VBE � kT/q. When SEFF is large (thin
interfacial oxide layer), the second term in the denominator can be
neglected and equation (6.6) reduces to the standard equation for the
base current of a bipolar transistor, as given in equation (3.18). When
SEFF is small (thick interfacial oxide layer), the first term in the denomi-
nator can be neglected and in this case, the base current is proportional
to SEFF.

6.6 EFFECTIVE SURFACE RECOMBINATION
VELOCITY

Theoretical models have been derived for the effective recombination
velocity at the polysilicon/silicon interface, SEFF, which incorporate all
the physical mechanisms occurring in the polysilicon emitter [13]. In gen-
eral, SEFF can be expressed as a combination of effective recombination
velocities [13]:

SEFF = SI + 1
1
TI

+ 1
SI + SP

(6.7)

where TI models hole tunnelling through the interfacial oxide layer,
SI models recombination at the interface between the interfacial layer
and the single-crystal emitter and between the interfacial layer and
the polysilicon, and SP models hole transport through the polysilicon
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layer. The tunnelling term TI has a strong effect on SEFF and is given
by [13]:

TI =
√

kT
2πm∗

h

exp (−bh)

(1 − chkT)
(6.8)

ch = 2πδ

h

√
2m∗

h

χh
(6.9)

bh = 4πδ

h

√
2m∗

hχh (6.10)

where δ is the thickness of the interfacial oxide layer, and m∗
h is the

effective mass for holes. A full derivation of equations (6.7)–(6.10) is
given in [13] and [14].

SP depends on the grain size in the polysilicon, and typically varies
between about 2100 ms−1 for a single grain in the polysilicon layer and
1500 ms−1 for three grains or more [13]. SI depends on the structure
and quality of the interfacial oxide layer and typically has a value of
15 ms−1 [13]. The parameter that has the biggest effect on the value of
SEFF is χh; modelling of the Gummel plots of npn polysilicon emitter bipo-
lar transistors has shown that good agreement between measured and
modelled values of base current can be obtained when χh ≈ 1.1 eV [15].

The variation of SEFF with interfacial oxide thickness is schematically
plotted in Figure 6.10, where it has been assumed that SI = 15 ms−1,
SP = 1500 ms−1, χh = 1.1 eV [15], T = 300 K and m∗

h = mo, the free
electron mass. For thick interfacial oxide layers, hole transport through
the interfacial oxide is strongly suppressed, so TI is small and in this case
equation (6.7) shows that SEFF ≈ SI. In this part of the characteristic, SEFF

is therefore limited by recombination at the interface between the single-
crystal emitter and the interfacial oxide. This recombination occurs
at dangling bonds at the interfacial oxide/silicon interface, and limits
the achievable gain in polysilicon emitters with a thick interfacial oxide.
Research has shown that fluorine implanted into the polysilicon emitter is
very effective in passivating the dangling bonds at the polysilicon/silicon
interface, and hence in reducing recombination [16]. A fluorine implant
into the polysilicon emitter therefore provides a way of improving the
gain when the interfacial oxide is thick.

For intermediate values of interfacial oxide thickness (between about
0.3 and 0.7 nm), hole transport through the interfacial oxide is not so
strongly suppressed, so SEFF becomes very sensitive to the interfacial
layer thickness. In this region of the characteristic in Figure 6.10 SEFF is
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Figure 6.10 Variation of effective surface recombination velocity SEFF with inter-
facial oxide thickness (reproduced with permission from the American Institute of
Physics [11])

dominated by tunnelling through the interfacial oxide layer and hence
the base current is very sensitive to the interfacial layer thickness. This
situation is very undesirable in a production transistor because it is very
difficult to control the gain of the transistor both across a wafer and
from wafer to wafer.

For thin interfacial oxide layers (less than 0.3 nm), tunnelling through
the interfacial layer becomes increasingly less important as the interfa-
cial oxide thickness is decreased and the value of SEFF approaches SP. In
this case, transport in the polysilicon layer dominates, and parameters
like the thickness of the polysilicon layer, the grain size and the grain
structure influence the value of SEFF. Grain boundaries are present in
the polysilicon layer and also at the interface between the polysilicon
and interfacial oxide layer, which can be considered as a large pseudo-
grain boundary. Grain boundaries contain a high density of defects and
dangling bonds, and hence can act as recombination centres for the
minority carrier holes. It has been shown experimentally that arsenic
segregation at grain boundaries passivates the dangling bonds at the
grain boundary, and hence decreases the base current [17]. A decrease
in base current by approximately 40% was obtained in polysilicon emit-
ters when arsenic was deliberately segregated to the grain boundaries.
It has also been experimentally demonstrated that segregation at the
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pseudo-grain boundary at the polysilicon/silicon interface also decreases
the base current [18].

In practice, it is generally not necessary to calculate the effective surface
recombination velocity SEFF using equations (6.7)–(6.10) because SEFF is
generally used as a fitting parameter to model the measured base current.
Nevertheless, these equations are useful in providing insight into the
factors that influence the gain of a polysilicon emitter bipolar transistor.

6.7 EMITTER RESISTANCE

The band diagram in Figure 6.7 indicates that the interfacial layer gives
rise to a potential barrier in the conduction band as well as the valence
band. We have already seen that the potential barrier in the valence
band has the effect of suppressing hole transport through the interfacial
oxide because the holes have to tunnel through the barrier to reach the
emitter contact. Holes are minority carriers in the emitter and hence
the electrical effect of the potential barrier in the valence band is to
decrease the base current, as shown in Figure 6.6. Electrons are majority
carriers in the emitter and hence we would expect the electrical effect
of the potential barrier in the conduction band on electron flow to
be different than that seen for holes. This is indeed the case, and as
might be imagined, the potential barrier in the conduction band has
the effect of increasing the series resistance of the emitter. Polysilicon
emitters containing an interfacial oxide layer therefore have increased
emitter resistance.

The emitter resistance is determined by tunnelling through the inter-
facial oxide layer, and can be approximated by [14,15]:

RE = (1 − cekT)

qAceT2Ae
exp be exp

EC − EF

kT
(6.11)

where ce and be are given by equations analogous to equa-
tions (6.9) and (6.10) and Ae is the Richardson constant given by:

Ae = 4πqm∗
ek2

h3
(6.12)

Equation (6.12) shows that the emitter resistance increases strongly
with interfacial layer thickness, δ and electron effective barrier height χe

through the term be. Modelling of the Gummel plots of npn polysilicon
emitter bipolar transistors has shown that good agreement between



108 POLYSILICON EMITTERS

the measured emitter resistance and the model can be obtained when
χe ≈ 0.4 eV [15].

Emitter resistance is undesirable in practical bipolar transistors because
it degrades both the current carrying capability of the bipolar transistor
and the transconductance, as given by:

gm = dIC

dVBE
(6.13)

Since the collector current varies exponentially with base/emitter voltage,
as shown in equation (3.19), the bipolar transistor should have a very
high transconductance. However, if emitter resistance is present, a linear
dependence of collector current on base/emitter voltage is obtained
that drastically degrades the transconductance. In polysilicon emitters,
there is therefore a trade-off between current gain and emitter resistance.
Transistors with thick interfacial oxide layers have the advantage of very
high gains, but the disadvantage of very high values of emitter resistance.
Transistors with thin interfacial oxide layers have the advantage of low
values of emitter resistance, but the disadvantage of lower values of
current gain. As is the case for many engineering situations, it is therefore
necessary to strike a balance between the value of emitter resistance and
current gain.

6.8 DESIGN OF PRACTICAL POLYSILICON EMITTERS

6.8.1 Break-up of the Interfacial Oxide Layer
and Epitaxial Regrowth

The band diagram in Figure 6.7 is somewhat idealized in that it assumes
that the interfacial oxide layer is uniform in thickness across the emitter
of the transistor. While this is the case immediately after deposition of
the polysilicon layer, high temperature anneals have a strong influence
on the interfacial oxide layer, and in practice can lead to the break-up
of the interfacial oxide.

Figure 6.11 shows a schematic illustration of the break-up of the
interfacial oxide layer interface during high-temperature anneal. After
deposition, the interfacial oxide layer is uniform in thickness and contin-
uous [11], as illustrated in Figure 6.11(a). The thickness of the interfacial
oxide depends on the ex situ clean carried out prior to insertion of the
wafers in the polysilicon deposition system, and also on the type of
deposition system [6]. For an ex situ HF etch and deposition in a furnace
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Figure 6.11 Schematic illustration of interfacial oxide break-up during high tem-
perature anneal of a polysilicon emitter (after [11])

LPCVD system, the interfacial oxide layer is typically around 0.4 nm
thick, whereas for an RCA clean and deposition in a furnace LPCVD
deposition system the interfacial oxide is typically 1.4 nm thick [11].
For deposition in cluster tools, thinner interfacial oxide layers are
obtained [6] because of the better vacuum conditions during wafer
insertion into the system and during growth.

A high-temperature anneal (≥950◦C) causes a degradation in the
uniformity of the interfacial layer, with some parts of the layer becoming
thicker and others thinner, as illustrated in Figure 6.11(b). Annealing
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for longer times (or at higher temperatures) causes further stressing
of the interfacial oxide until holes appear in the interfacial oxide as
shown in Figure 6.11(c). At this point, local epitaxial regrowth of the
polysilicon occurs through the holes in the interfacial oxide layer. The
epitaxial regrowth tends to occur at points where grain boundaries
intersect the interfacial oxide layer. Research has shown [17] that a
high concentration of arsenic in the polysilicon emitter aids break-up of
the interfacial oxide. This suggests that the diffusion of arsenic down
grain boundaries to the interfacial oxide is one of the mechanisms that
drives the break-up of the interfacial oxide. Research has also shown
that fluorine implanted into the polysilicon emitter also aids break-up of
the interfacial oxide layer [19]. Grain growth also occurs during high-
temperature anneal, and there is a tendency for grains to become more
columnar in shape, as illustrated in Figure 6.11(c), particularly when the
doping concentration in the polysilicon is high.

Anneals at very high temperatures (≥1000◦C) lead to balling of the
interfacial oxide and the complete epitaxial regrowth of the polysilicon,
as illustrated in Figure 6.11(d). One of the driving forces for the break-
up of the interfacial layer is believed to be minimization of the energy
associated with the polysilicon/silicon interface [11]. In general, the
energy of the interface is minimized when the surface area of the
interfacial oxide is minimized. This condition is, of course, met when
the oxide forms itself into spherical balls at the interface.

Table 6.2 illustrates how the interfacial oxide break-up influences the
base current of transistors with polysilicon emitters. The devices were
subjected to a short, high-temperature interface anneal at a temperature
in the range 800–1100◦C after polysilicon deposition but prior to the
emitter implant [11]. This interface anneal causes the interfacial layer
to break up, with the extent of the break-up being determined by the

Table 6.2 Effect of anneal temperature on base current and interfacial oxide
break-up in polysilicon emitters (data taken from [11] reproduced with permission
from the American Institute of Physics)

Interface anneal Base saturation current, A × 10−20 Interfacial oxide break-up, %
Temperature,◦C

RCA clean HF etch RCA clean HF etch

none 3 30 0 20
800 3 30 0 20
900 4 40 0 20
950 18 85 30 –

1000 84 170 70 oxide balls
1100 300 – oxide balls –
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anneal temperature. The results in Table 6.2 show very little change
in base current until a temperature of 950◦C, at which point the base
current increases dramatically. For devices given an ex situ RCA clean
prior to polysilicon deposition, the base current increases by a factor
of 6 as the interfacial oxide break-up increases from zero to 30%. For
devices given an HF etch the increase in base current is by a factor of 2.8.
In transistors given an RCA clean, balling of the interfacial oxide occurs
after anneal at 1100◦C, at which point the base current has increased by
a factor of 100 compared with the control transistor given no interface
anneal. In transistors given an HF etch, balling occurs after an interface
anneal at 1000◦C, and this corresponds to a base current increase by a
factor of 5.7 compared with the control transistor.

The above results clearly indicate that the polysilicon/silicon interface
can be engineered to give different combinations of emitter resistance
and current gain. For example, if high gains are of paramount impor-
tance then the process should include an RCA treatment, the polysilicon
should not be too heavily doped and the emitter drive-in should be car-
ried out at a temperature of 900◦C or lower. Under these circumstances
a continuous and uniform interfacial layer will result, and tunnelling of
holes through the interfacial oxide will lead to suppression of the base
current and hence the required high gains. In general, low values of
emitter resistance are of paramount importance because of the degrada-
tion in circuit performance that is obtained if the emitter resistance is
too high, so some method of reducing the emitter resistance is needed.

6.8.2 Epitaxially Regrown Emitters

Extremely low values of emitter resistance can be achieved if the polysili-
con is epitaxially regrown during the emitter anneal. Epitaxially regrown
polysilicon emitters are electrically identical to conventional single-
crystal emitters. The base current and gain are given by equations
analogous to equations (3.15) and (3.17):

IB = qADpen
2
io

(WE + WPOL)Ndeff
exp

qVBE

kT
(6.14)

β = Dnb(WE + WPOL)Ndeff

DpeWBNaeff
(6.15)

where the emitter width is given by the sum of the penetration into
the single-crystal silicon emitter WE and the polysilicon layer thick-
ness WPOL.
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Epitaxial regrowth of the polysilicon has advantages for production,
since the base current is not controlled by the interfacial oxide thickness,
but by the polysilicon thickness and the arsenic penetration depth
into the single-crystal emitter. Good control and reproducibility of the
base current and current gain can therefore be achieved. To ensure
epitaxial regrowth of the polysilicon, an HF etch should be used prior to
polysilicon deposition and the arsenic concentration in the polysilicon
layer should be high to encourage interfacial oxide break-up. Table 6.2
shows that interfacial oxide break-up occurs more readily when the
emitter anneal is performed at a high temperature, so a short rapid
thermal anneal at a temperature above 1000◦C should be used in
preference to a longer furnace anneal at a lower temperature. One
disadvantage of epitaxially regrown polysilicon emitters is that the
high temperature needed to break up the interfacial oxide layer and
epitaxially regrow the polysilicon is not compatible with ultra-shallow
emitter/base junctions.

In n-type polysilicon layers, epitaxial regrowth is accompanied by a
decrease in the sheet resistance of the polysilicon-on-silicon layer [20].
This behaviour is related to the segregation of arsenic and phosphorus
to grain boundaries. The segregated arsenic is electrically inactive and
hence does not contribute to the sheet resistance of the polysilicon layer.
When epitaxial regrowth occurs, the arsenic is released from the grain
boundaries and hence is able to diffuse to find substitutional lattice
sites, where it becomes electrically active. In practice epitaxial regrowth
leads to a decrease in polysilicon-on-silicon sheet resistance by a factor
of approximately two [20]. This phenomenon is very useful for process
control, since the presence of epitaxial regrowth can be detected from
a simple measurement of the sheet resistance of polysilicon-on-silicon
process monitor structures.

6.8.3 Trade-off between Emitter Resistance and Current Gain
in Polysilicon Emitters

If ultra-shallow emitter/base junctions are required, low emitter anneal
temperatures have to be used, which make it difficult to epitaxially
regrow the polysilicon layer. In this situation, the trade-off between the
emitter resistance and the current gain is of critical importance. Research
has shown that the emitter resistance decreases much more quickly with
interfacial oxide break-up than the base current increases [21]. This
situation is illustrated schematically in Figure 6.12. The majority of
the drop in emitter resistance occurs in the early stages of interfacial



DESIGN OF PRACTICAL POLYSILICON EMITTERS 113

5

10

15

20

25

100

200

300

400

500

B
as

e 
sa

tu
ra

tio
n 

cu
rr

en
t, 

A
 ×

 1
0−1

9

S
pe

ci
fic

 e
m

itt
er

 r
es

is
tiv

ity
, Ω

.µ
m

2

20 40 60 80 1000

Percentage of interface with oxide, %

Figure 6.12 Trade-off between emitter resistance and base current in a polysilicon
emitter (reprinted with permission from [21])

oxide break-up when the first holes form in the interfacial oxide. In
Figure 6.12, this is represented by the large fall in emitter resistance
when the fraction of the interface covered with oxide decreases from
100% to 80%. The physical explanation for this result is illustrated
in Figure 6.13. When gaps in the interfacial occur, the majority carrier
electron current is diverted laterally to find the path of least resistance
through the gaps in the interfacial oxide. The most favourable situation
is when there are a large number of very small gaps, so that the lateral
diversion of current is small and hence the lateral series resistance small.
This is precisely the situation that occurs in a polysilicon emitter during
the initial stages of interfacial oxide break-up, since the break-up tends
to occur at the points where grain boundaries intersect the interfacial
oxide layer.

The increase in base current with increasing interfacial oxide break-up
is relatively slow, as illustrated in Figure 6.12. The physical explanation
for this result is again demonstrated in Figure 6.13. The minority carrier
hole flow in the single-crystal part of the emitter is by diffusion, and
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electron current
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Figure 6.13 Schematic illustration showing the electron and hole current flow
through gaps in the interfacial oxide layer

transport across the interfacial oxide layer by tunnelling, and hence
there is little lateral flow of holes. In the early stages of interfacial
oxide break-up, the minority carrier hole current is therefore primarily
determined by the thickness of the interfacial layer, rather than the gaps
in the interfacial oxide. Since thinning of the interfacial oxide occurs
slowly in the initial stages of interfacial oxide break-up, the increase in
base current is also slow. In the later stages of interfacial oxide break-up,
when less than 50% of the interface is covered with oxide, the gaps
in the oxide increasingly dominate the hole current and hence the base
current increases sharply, as shown in Figure 6.12.

To produce polysilicon emitters in which the polysilicon remains
polycrystalline it is necessary to tightly control the structure of the
interfacial oxide. The polysilicon/silicon interface needs to be broken-up
sufficiently to give low values of emitter resistance but not so much that
the benefits of higher gain are lost. Polysilicon deposition in a cluster tool
offers better control of the interfacial oxide than deposition in an LPCVD
furnace, because of the cleaner growth environment [6,22,23]. An ex
situ HF interface treatment is therefore generally used in combination
with deposition in a cluster tool.

A number of process variables influence the polysilicon structure,
including deposition temperature, emitter implant dose, and emitter
anneal conditions. When the deposition temperature is 580◦C or below,
the polysilicon is deposited in the form of amorphous silicon, whereas
temperatures above 580◦C give polycrystalline silicon. The amorphous
silicon is converted to polycrystalline form during subsequent high-
temperature treatments, but the end result is a larger grain size [24]. The
advantages of a larger grain size are lower resistances and films with a
high degree of surface smoothness. In addition, a larger grain size gives
fewer grain boundaries, less dopant diffusion to the interface and hence
less interfacial oxide break-up. Emitter implant dose determines the
dopant concentration in the polysilicon and high dopant concentrations
enhance grain growth [25] and interfacial oxide break-up. Similarly high
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emitter anneal temperatures also increase grain growth and interfacial
oxide break-up. If the polysilicon layer is to remain polycrystalline, very
high emitter implant doses and high emitter anneal temperatures should
be avoided.

6.8.4 Emitter Plug Effect and in situ Doped Polysilicon Emitters

In practice, polysilicon emitters are formed in emitter windows in oxide
layers covering the surface of the silicon wafer. Polysilicon deposition
is very conformal, which means that the polysilicon layer will follow
the contour of the layers onto which it is deposited, as shown in
Figure 6.14(a). In this situation, the polysilicon layer at the perimeter (P)
of the emitter is thicker than that in the centre (C). If the emitter is
doped by ion implantation, the dopant will have further to diffuse to
reach the interface at the perimeter of the emitter than in the centre.
Consequently, the emitter/base junction depth will be shallower at the
perimeter of the emitter than in the centre. This phenomenon is known
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Figure 6.14 Schematic illustration of the emitter plug effect for a large (a), inter-
mediate (b) and small (c) emitter window
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as the emitter plug effect, and it causes problems in controlling the
emitter/base junction depth. If the emitter/base junction depth is very
shallow, as will be the case in very high-speed devices, the emitter/base
depletion region may penetrate to the polysilicon/silicon interface at the
perimeter of the emitter. The large number of trapping states at the
interface between the interfacial oxide and the single-crystal emitter will
give rise to recombination in the emitter/base depletion region and hence
non-ideal base characteristics, as shown in Figure 4.1.

The emitter plug effect also makes it difficult to scale the emitter/base
junction depth, as illustrated in Figures 6.14(b) and (c). As the emitter
window size is reduced, the thicker polysilicon layer at the emitter
perimeter takes up an increasing fraction of the emitter window until
eventually it is completely plugged, as illustrated in Figure 6.14(c). The
severity of the emitter plug effect depends on the thickness of the
oxide layer at the perimeter of the emitter window. As will be seen in
Chapter 9, in double polysilicon bipolar processes the thickness of this
oxide can approach 1 µm, and in this case the emitter plug effect is
very severe.

The problems caused by the emitter plug effect can be solved by doping
the polysilicon during deposition instead of using ion implantation [26].
If the polysilicon is in situ doped, the dopant concentration adjacent
to the polysilicon/silicon interface is uniform across the whole of the
emitter window. The in situ doped polysilicon layer therefore acts as a
very ideal diffusion source, and hence the emitter/base junction depth is
uniform across the emitter window. The use of in situ doped polysilicon
is highly advisable when the emitter window size is smaller than twice
the polysilicon thickness.

6.9 pnp POLYSILICON EMITTERS

As will be discussed in Chapter 9, pnp polysilicon emitters are used
in complementary bipolar processes, and in this case arsenic is used
as the base dopant and boron as the emitter dopant. Boron diffusion
in polysilicon is a little different to arsenic and phosphorus diffusion
because boron diffusion down grain boundaries is slower. For arsenic,
grain boundary diffusion is a factor of approximately 104 times higher
than bulk diffusion, whereas for boron this factor is only 100 [27].
For short anneals, the flat profiles that are characteristic of arsenic
diffusion (Figure 6.6) are not seen. The slower grain boundary diffusion
of boron leads to a decrease in boron concentration as the interface
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Figure 6.15 Schematic illustration of boron diffusion in polysilicon for pnp polysil-
icon emitters

is approached, as illustrated in Figure 6.15. The boron concentration
at the polysilicon/silicon interface is therefore lower than would be
obtained for arsenic for the same emitter/base junction depth. This is a
disadvantage for shallow emitter/base junction formation because there
is more penetration of the emitter/base depletion width into the single-
crystal emitter if the doping is lower. The boron concentration at the
polysilicon/silicon interface can be increased by annealing for longer or
at a higher temperature, but in this case a much deeper emitter/base
junction is obtained, as illustrated in Figure 6.15. Furthermore, boron
does not segregate to grain boundaries like arsenic and phosphorus, so
no peak is observed in the boron concentration at the polysilicon/silicon
interface. The epitaxial regrowth of boron doped polysilicon is therefore
not accompanied by a decrease in sheet resistance, as is the case for
arsenic and phosphorus.

The band diagram in Figure 6.7 suggests that the electrical behaviour
of pnp polysilicon emitters would be different to that of npn. In npn
transistors, χh is bigger than χe and hence a big decrease in base current
is obtained with a small increase in emitter resistance. If this band
diagram was directly applicable to pnp transistors, we would expect
to see a small decrease in base current with a large increase in emitter
resistance. Fortunately, in practice this behaviour is not seen and the
electrical performance of pnp polysilicon emitters is very similar to that
of npn transistors, with a large suppression of current gain and a small
increase in emitter resistance [28,29]. A model has been proposed for
this behaviour which assumes that the interfacial oxide layer behaves
like a wide bandgap semiconductor rather than an insulator [28,29].
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7
Properties and Growth
of Silicon-Germanium

7.1 INTRODUCTION

Silicon and germanium are completely miscible over the full range
of compositions and hence can be combined to form Si1−xGex alloys
with the germanium content x ranging from 0 to 1 (0–100%). The
property of Si1−xGex that is of interest for bipolar transistors is the
bandgap, which is smaller than that of silicon and controllable by
varying the germanium content. Bandgap engineering concepts that
were previously only possible in compound semiconductor technologies,
have now become viable in silicon technology. These concepts have
introduced a new degree of freedom in the design of the base that have
allowed the base doping to be increased and the basewidth to be reduced,
while at the same time maintaining a reasonable value of gain. In this
way, much higher values of fT and fmax have been achieved.

While Si1−xGex alloys have been researched since the late 1950s [1],
it is only in the past ten years or so that these layers have been
applied to bipolar technology [2,3]. This has been made possible by
the development of new growth techniques, such as Molecular Beam
Epitaxy (MBE), Low Pressure Chemical Vapour Deposition (LPCVD)
and Ultra-High Vacuum Chemical Vapour Deposition (UHV-CVD).
The key feature of these techniques that has led to the development
of SiGe Heterojunction Bipolar Transistors (HBTs), is the growth of
epitaxial layers at low temperatures (300–800◦C). This allows very
narrow bases to be grown with sharp doping profiles and also Si1−xGex

SiGe Heterojunction Bipolar Transistors Peter Ashburn
 2003 John Wiley & Sons, Ltd ISBN: 0-470-84838-3
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layers to be grown on a silicon substrate, even though there is a lattice
mismatch between silicon and germanium of 4.2%. In this chapter, the
materials properties of silicon-germanium will first be outlined, and then
the methods used for growing Si1−xGex layers will be described. The
theory of SiGe HBTs will be described in Chapter 8 and SiGe HBT
technology will be covered in Chapter 10.

7.2 MATERIALS PROPERTIES
OF SILICON-GERMANIUM

7.2.1 Pseudomorphic Silicon-Germanium

Si1−xGex has a diamond-like lattice structure and the lattice constant is
given by Vegard’s rule:

aSi1−xGex = aSi + x(aGe − aSi) (7.1)

where x is the germanium fraction and a is the lattice constant. The lattice
constant of silicon aSi is 0.543 nm, the lattice constant of germanium aGe

is 0.566 nm and the lattice mismatch is 4.2%.
When a Si1−xGex layer is grown on a silicon substrate, the lattice

mismatch at the interface between the Si1−xGex and the silicon has
to be accommodated. This can either be done by compression of the
Si1−xGex layer so that it fits to the silicon lattice or by the creation of
misfit dislocations at the interface. These two possibilities are illustrated
schematically in Figure 7.1. In the former case, the Si1−xGex layer
adopts the silicon lattice spacing in the plane of the growth and hence
the normally cubic Si1−xGex crystal is distorted. When Si1−xGex growth

silicon substrate

unstrained Si1−xGex

pseudomorphic misfit dislocation

Figure 7.1 Schematic illustration of pseudomorphic Si1−xGex growth and misfit
dislocation formation
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occurs in this way, the Si1−xGex layer is under compressive strain
and the layer is described as pseudomorphic. In the latter case, the
Si1−xGex layer is unstrained, or relaxed, and the lattice mismatch at
the interface is accommodated by the formation of misfit dislocations.
These misfit dislocations generally lie in the plane of the interface, as
shown in Figure 7.1, but dislocations can also thread vertically through
the Si1−xGex layer.

7.2.2 Critical Thickness

As might be expected, there is a maximum thickness of Si1−xGex that
can be grown before relaxation of the strain occurs through the for-
mation of misfit dislocations. This is known as the critical thickness of
the Si1−xGex layer, and depends strongly on the germanium content,
as shown in Figure 7.2. The original calculations of critical layer thick-
ness were made by Matthews and Blakeslee [4,5] on the basis of the
mechanical equilibrium of an existing threading dislocation. However,
measurements of dislocation densities in Si1−xGex showed, in many
cases, no evidence of misfit dislocations for Si1−xGex layers consid-
erably thicker than the Matthews–Blakeslee limit. These results were
explained by People and Bean [6] who calculated the critical thickness
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on the assumption that misfit dislocation generation was determined
solely by energy balance. The discrepancy between these two types of
calculation can be explained by the observation that strain relaxation
in Si1−xGex layers occurs gradually. Layers above the People–Bean
curve can be considered to be completely relaxed, whereas layers below
the Matthews–Blakeslee curve can be considered to be fully strained.
These fully strained layers are termed stable and will not relax dur-
ing any subsequent high-temperature processing. Layers lying between
the two curves are termed metastable; these layers may be free of dis-
locations after growth, but are susceptible to relaxation during later
high-temperature processing.

In practice, a number of additional factors influence the critical
thickness of a Si1−xGex layer. Of particular importance to Si1−xGex

HBTs is the effect of a silicon cap layer, which has been shown to
increase the critical thickness of the underlying Si1−xGex layer. Figure 7.3
shows a comparison of the calculated critical thickness as a function
of germanium percentage for stable Si1−xGex layers with and without a
silicon cap. It can be seen that the critical thickness is more than doubled
by the presence of the silicon cap.

The presence of misfit dislocations in Si1−xGex HBTs is highly
undesirable, since they create generation/recombination centres, which
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degrade the low-current gain, as discussed in Section 4.2.4. Threading
dislocations also highly undesirable, as they can lead to the formation of
emitter/collector pipes. When designing the base of a Si1−xGex HBT, it is
important that the Si1−xGex thickness is chosen to give a stable base, so
that dislocation formation is avoided. A base thickness below the silicon
cap curve in Figure 7.3 will ensure a stable base, which will withstand
ion implantation and high-temperature annealing without encountering
problems of relaxation and misfit dislocation generation.

Considerable research has been done on the oxidation of Si1−xGex

[8,9], and it has been found that the germanium in the Si1−xGex layer
does not oxidize, but piles up at the oxide/Si1−xGex interface. This pile-
up of germanium makes it difficult to achieve low values of interface
state density in oxidized Si1−xGex layers. It is therefore advisable to avoid
direct oxidation of the Si1−xGex layer in Si1−xGex HBT technologies.
This is generally easy to achieve if the Si1−xGex base is buried below a
silicon cap layer.

7.2.3 Band Structure of Silicon-Germanium

Si1−xGex alloys have a smaller bandgap than silicon partly because of
the larger lattice constant and partly because of the strain. Figure 7.4
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shows the variation of bandgap with germanium percentage for strained
and unstrained Si1−xGex. It can be seen that the strain has a dramatic
effect on the bandgap of Si1−xGex. For 10% germanium, the reduction
in bandgap compared with silicon is 92 meV for strained Si1−xGex, com-
pared with 50 meV for unstrained Si1−xGex. The variation of bandgap
with germanium content for strained Si1−xGex can be described by the
following empirical equation:

EG(x) = 1.17 − 0.96x + 0.43x2 − 0.17x3 (7.2)

The band alignment for compressively strained Si1−xGex on unstrained
silicon is illustrated schematically in Figure 7.5. This band alignment is
referred to as type I, and the majority of the band offset at the hetero-
junction interface occurs in the valence band, with only a small offset
in the conduction band. Different band alignments can be obtained by
engineering the strain in the substrate and the grown layer in different
ways. For example, type II band alignments can be obtained by growing
tensilely strained silicon on top of unstrained Si1−xGex. This arrange-
ment gives large conduction and valence band offsets and is used in
strained silicon heterojunction MOSFETs.

Figure 7.6 shows the variation of valence band offset �EV , conduction
band offset �EC, and bandgap difference �EG, with germanium content.
It can be seen that the majority of the band offset occurs in the
valence band. For example for 10% germanium, the valence band
offset is 0.073 eV, compared with 0.019 eV for the conduction band
offset. The conduction band offset can therefore be neglected for most
practical purposes.

EC

EV

unstrained
silicon

compressively
strained Si1−xGex

Figure 7.5 Illustration of the band alignment obtained for a compressively strained
Si1−xGex layer grown on an unstrained silicon substrate
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7.3 PHYSICAL PROPERTIES OF SILICON-GERMANIUM

7.3.1 Dielectric Constant

The dielectric constant of Si1−xGex can be obtained by linear interpo-
lation between the known values for silicon and germanium [11] using
the following equation:

ε(x) = 11.9(1 + 0.35x) (7.3)

7.3.2 Density of States

Although, the density of states in the conduction band in Si1−xGex is
generally assumed to be the same as that in silicon, there is some evidence
in the literature to suggest that the density of states in the valence band
is considerably smaller. Manku and Nathan [12,13] have calculated an
E − k diagram for strained Si1−xGex and shown that the density of states
hole mass is significantly lower, by a factor of approximately three at
30% germanium. There is some experimental evidence to support this
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calculation. For example, freeze-out of holes in p-type Si1−xGex has been
reported to occur at higher temperatures than in p-type silicon [14] and
enhancements in the majority carrier hole mobility have been reported
for p-type Si1−xGex [15].

Using the calculated values of hole density of states of Manku and
Nathan [12,13], the hole concentration can be calculated as a function of
Fermi level position. These results are shown in Figure 7.7 for Si1−xGex

with four different germanium contents. It can be seen that the Fermi
level moves deeper in the valence band as the germanium concentration
increases. Figure 7.8 shows the ratio of the calculated density of states
in the valence band for Si1−xGex to that for silicon as a function
of germanium content. It is clear that the density of states in the
valence band for Si1−xGex is significantly lower than that for silicon at
germanium contents of practical interest.

7.3.3 Apparent Bandgap Narrowing

In practical Si1−xGex HBTs, there will be two sources of bandgap nar-
rowing in the base, one due to the strained Si1−xGex and one due to the
heavy doping as discussed in Section 3.3. Unfortunately very little work
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has been published on this subject and hence a consensus has not fully
emerged. In this section, the theoretical approach of [11] is followed,
which has been shown to be in reasonable agreement with experiment.
Figure 7.9 shows the apparent bandgap narrowing in Si1−xGex as a
function of acceptor concentration for three values of germanium con-
tent. At low acceptor concentrations, the apparent bandgap narrowing
in Si1−xGex is slightly higher than that in silicon, but at acceptor concen-
trations in the range 1–2 × 1019 cm−3 the apparent bandgap narrowing
is approximately the same. This latter doping range is the base doping
range that is of practical interest for Si1−xGex HBTs.

7.3.4 Minority Carrier Hole Mobility

Unfortunately very few measurements of minority carrier hole mobility
have been made in Si1−xGex. Poortmans [14] inferred values of minority
carrier hole mobility from measurements on Si1−xGex HBTs and found
an enhancement in mobility compared with silicon by a factor of 1.2–1.4
for base doping concentrations in the range 5 × 1018 –5 × 1019 cm−3.
Given the scarcity of measured data on minority carrier mobility and
density of states in Si1−xGex, the most reliable way of calculating the
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Figure 7.9 Apparent bandgap narrowing as a function of acceptor concentra-
tion for Si1−xGex with three different germanium concentrations (reprinted with
permission from [11])

expected gain improvement in a Si1−xGex HBT is to use data directly
obtained from measurements on Si1−xGex HBTs. As will be shown in
Section 8.3, the gain enhancement in a Si1−xGex HBT is determined by
the ratio of the product NCNVDnb in Si1−xGex and Si, together with the
bandgap narrowing due to the strained Si1−xGex. Figure 7.10 shows a
graph of this NCNVDnb ratio as a function of acceptor concentration for
three values of germanium content. It can be seen that for germanium
contents of practical interest, in the range 11–16%, this ratio has a
value of around 0.25.

7.4 BASIC EPITAXY THEORY

In this section a simple model will be described that explains the essential
features of epitaxial Si1−xGex growth. The model is given in Figure 7.11
and shows the distribution of the reactant species in the gas. The
concentration of the reactant in the bulk of the gas is given by CG and
the concentration at the surface of the film is represented by CS. The
epitaxial growth occurs by the transport of the reactant species from the
bulk of the gas to the surface of the film and the chemical reaction of
the reactant with the film at the surface.
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gas film
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Figure 7.11 Simple model of the epitaxial growth process

The flux of reactant from the bulk of the gas to the film surface can
be represented by the following simple linear distribution:

F1 = hG(CG − CS) (7.4)
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Figure 7.12 Schematic illustration of the temperature dependence of the growth
rate, showing the mass transport limited and surface reaction limited regimes

where hG is the gas phase mass transport coefficient. The flux consumed
by the chemical reaction at the surface of the growing film can be
approximated by:

F2 = kSCS (7.5)

where kS is the surface reaction rate constant. In steady state, F1 =
F2, giving:

CS = hG

hG + kS
CG (7.6)

The growth rate of the film is given by:

GR = F2

NF
= kShG

hG + kS

CG

NF
(7.7)

where NF is the number of silicon atoms incorporated into a unit volume
of the film. In general, there may be more than one species in the gas,
in which case CG in equation (7.7) is replaced by γMCT, where γM is
the mole fraction of the reactant species and CT is the total number of
molecules per unit volume in the gas.

These equations predict the basic behaviour seen in the growth of
epitaxial films. Equation (7.6) shows that the surface concentration
approaches zero if kS � hG. This growth regime is referred to as the mass
transport limited regime. Similarly the surface concentration approaches
CG when hG � kS. This growth regime is referred to as the surface
reaction limited regime. The growth rates for these two limiting cases
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are given by:

Surface reaction controlled GR = CG

NF
kS (7.8)

Mass transport controlled GR = CG

NF
hG (7.9)

Chemical reaction rates normally vary exponentially with tempera-
ture, so in the surface reaction limited regime the growth rate varies
strongly with temperature. Alternatively, the mass transport coefficient
hG is relatively insensitive to temperature, so in the mass transport
limited regime, the growth rate varies very little with temperature.
These two limiting growth regimes are illustrated schematically in
Figure 7.12.

7.4.1 Boundary Layer Model

To estimate the mass transport coefficient, a model for the gas flow
adjacent to the wafer is needed. In the bulk of the gas, the flow of gas
will be uniform with a velocity VG, whereas adjacent to the substrate the
flow of gas must be zero. The boundary layer adjacent to the substrate
will therefore have the form shown in Figure 7.13, where the thickness
of the boundary layer tb varies with horizontal distance x, and the gas
velocity in the boundary layer vG varies with vertical distance y.

The force resisting the flow of the gas adjacent to the substrate is the
friction F, which is given by:

F = visc
∂vG

∂y
(7.10)

L

boundary
layer

x

y tb(x)

VG

vG

n

Figure 7.13 Boundary layer model for epitaxial growth
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where visc is the viscosity of the gas. Using Newton’s second law,
we have:

F = ma = m
dvG

dt
= m

dvG

dx
dx
dt

= m
dvG

dx
vG (7.11)

where m is the mass of an element of gas, which is given by ρGtb(x)dx,
where ρG is the density of the gas. Combining equations (7.10) and (7.11)
and replacing the differentials by their respective differences gives:

visc
VG

tb(x)
= ρGtb(x)VG

VG

x
(7.12)

This equation can be rearranged to give the variation of the thickness of
the boundary layer with distance x:

tb(x) =
√

viscx
ρGVG

(7.13)

The average boundary layer thickness can be obtained by integrating
along the length L of the substrate to give:

tb = 2
3

L

√
viscL
ρGVG

= 2
3

L√
Re

(7.14)

where Re is the Reynolds number for the gas. The Reynolds number is
an extremely important dimensionless quantity in fluid dynamics and
it determines the characteristics of the gas flow. For small values of
Reynolds number (<2000) the flow is laminar, whereas for large values
of Reynolds number the flow is turbulent. From equation (7.14), it can
be seen that the Reynolds number is given by:

Re = ρGVGL
visc

(7.15)

In the boundary region model, the mass transport coefficient hG is
given by the ratio of the diffusion coefficient of the reactant species DG

divided by the average boundary layer thickness:

hG = DG

tb
= 3

2
DG

L

√
Re (7.16)
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This equation, together with equation (7.9), shows that in the mass
transport limited regime the growth rate is proportional to the square
root of the gas velocity VG. In real epitaxial reactors, the boundary
layers at the reactor walls also have to be taken into account. These
considerations indicate that in practice the geometry of the susceptor on
which the wafers sit and the geometry of the reactor will influence the
growth rate.

7.4.2 Growth Modes

When the growth is considered at the atomistic level, other factors can
be seen to influence the epitaxial growth. When the reactant species
arrive at the surface of the film, adsorption of the molecules at the
surface occurs. These adatoms are usually weakly bonded to the film
surface and thus are able to diffuse across the surface to find a nucleation
site. These nucleation sites could be steps in the growth plane, islands
of growth or impurity atoms. The final stage is desorption of volatile
reaction biproducts from the film surface. The structure of the resulting
film is a strong function of the adsorption and surface diffusion rates.
If the surface diffusion is slow compared with the rate of arrival of
the reactant species, amorphous films are produced. Conversely, if the
surface diffusion is fast relative to the incoming flux, single-crystal
growth occurs. Amorphous films are produced at low temperatures,
single-crystal films at high temperatures, and polycrystalline films at
intermediate temperatures.

Figure 7.14 illustrates the nucleation and growth modes that have
been observed in the practical growth of epitaxial films. Layer-by-layer
growth occurs when atoms are equally or less strongly bonded to each
other than to the substrate, and is the usual mode observed in the
growth of epitaxial Si1−xGex films. The presence of contamination, such
as carbon or oxygen, on the substrate surface prior to growth can disrupt
layer-by-layer growth and lead to 3D island growth. 3D island growth
occurs when arriving atoms are more strongly bonded to each other
than to the substrate, and it leads to the nucleation of small clusters
on the substrate surface. This is the case for Si or Si1−xGex growth
on silicon dioxide. Layer-plus-island, or Stranski-Krastanov, growth
is a combination of the previous two growth mechanisms. It usually
occurs after the layer-by-layer growth of one or two monolayers of
the film, after which layer-by-layer growth becomes unfavourable and
islands form on top of the initial layers. Although 3D island growth
is undesirable for Si1−xGex HBTs, it is widely used for the growth of
quantum dots.
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Figure 7.14 Growth modes obtainable in epitaxial films

7.5 LOW-TEMPERATURE EPITAXY

Over the past ten years and more there have been rapid developments
in techniques for the growth of Si1−xGex epitaxial layers at low tem-
peratures. This has been made possible by a number of changes in the
design of epitaxy equipment and by improvements to growth processes.
There are two main prerequisites for the growth of epitaxial layers at
low temperature: establishment of a clean surface prior to growth, and
growth in an ultra-clean environment.

The removal of oxygen and carbon is the main problem in establishing
a clean surface prior to growth. A clean silicon surface is highly reactive
and oxidizes in air even at room temperature. The secret of low-
temperature epitaxial growth is therefore the removal of this native
oxide layer and the maintenance of a clean surface until epitaxy can
begin. Two alternative approaches to pre-epitaxy surface cleaning have
been developed, as described below.

7.5.1 In situ Hydrogen Bake

The concept that underlies this surface clean is the controlled growth of
a thin surface oxide layer, followed by its removal in the epitaxy reactor
using a hydrogen bake. The controlled growth of the surface oxide layer
is generally achieved using an RCA clean or a variant. The RCA clean
is a two-stage clean that is widely used in the silicon industry to clean
wafers prior to oxidation or anneal. The first stage, RCA1, comprises
a 10 minute soak in a hot solution of hydrogen peroxide, ammonium
hydroxide and water, in the volume ratio of 1:1:5. The purpose of
RCA1 is to remove carbon contamination from organic chemicals,
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such as photoresist, used in lithography. RCA1 can sometimes lead to
surface roughening, which can be eliminated by reducing the ammonia
content [16]. Depending on the cleanliness of the chemicals used, RCA1
can leave some trace metal contamination. This is removed in RCA2,
which comprises a ten minute soak in a hot solution of hydrogen
peroxide, hydrochloric acid and water, in the volume ratio 1:1:5. The
RCA clean produces a hydrophilic surface with an oxide thickness of
around 1.5 nm.

The oxide created by the RCA clean is removed in the reactor using
an in situ bake in hydrogen for around 15 minutes at a temperature in
the range 900–950◦C. The temperature required to remove the native
oxide depends on the thickness of the oxide, which is determined by
the severity of the surface clean. Special pre-epitaxy cleans have been
developed that allow surface oxide removal at lower temperatures. For
example, the Shiraki clean [17] enables the surface oxide to be removed
using a 15 minute hydrogen bake at 750◦C. The Shiraki clean uses
essentially the same chemicals as the RCA clean, but in the last step
the amount of hydrochloric acid in the solution is increased to give a
volume ratio of 1:3:1 of H2O2:HCl:H2O. The increased amount of HCl
is reported to create a surface oxide that is more easily removed due to
the presence of SiOxHy− compounds in the oxide that protect against
carbon contamination.

7.5.2 Hydrogen Passivation

An alternative approach to pre-epitaxy cleaning is to create an oxide-
free surface using an ex situ clean and then move quickly to epitaxial
growth before the native oxide can grow. The aim of the ex situ clean
is to produce a surface that is passivated by hydrogen atoms bonded to
dangling bonds from silicon atoms on the surface. When the wafers are
transferred in the epitaxy reactor, the hydrogen can be released from
the surface of the silicon very quickly using a low-temperature bake or
even in the early stages of epitaxy without any bake. Meyerson [18] has
reported that hydrogen desorbs at 600◦C at a rate of a few monolayers
per second, so the hydrogen passivation approach allows epitaxial
layers to be grown at low temperatures without the need for a high-
temperature bake.

The ex situ cleaning cycle begins with an RCA clean to remove
surface contamination and is followed by a 30 second dip etch in dilute
hydrofluoric acid (typically 2–5%). The wafers are then blow-dried or
spin-dried to maintain the hydrogen passivated surface. The hydrogen
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passivation is stable for typically 30 minutes after completion of the ex
situ cleaning [19]. It is important that the wafers should not be given
lengthy rinses in water after removal from the hydrofluoric acid because
this can destroy the hydrogen passivation and lead to the introduction
of contaminants such as oxygen and carbon.

7.5.3 Ultra-clean Epitaxy Systems

Having produced a clean, hydrogen passivated silicon surface, it is clearly
important to maintain the state of this surface in the epitaxy system.
This necessitates the use of low-pressure epitaxy systems if epitaxial
growth at low temperatures is required. Figure 7.15 summarizes the
partial pressures of oxygen and water vapour that need to be achieved
in an epitaxy system if an oxide-free surface is to be maintained at a
given temperature [20,21]. This figure shows that epitaxial growth at
low temperature requires low partial pressures of oxygen and water
vapour, which of course can be achieved by reducing the pressure in the
epitaxy system. Research [22] has shown that a pressure below 30 Torr
is needed to achieve silicon epitaxial growth below 900◦C.
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Figure 7.15 Conditions for oxide formation in an epitaxy system. Note that
1 atm = 1.113 bar = 760 Torr = 1.113 × 105 Pa (reprinted with permission from
the Electrochemical Society [20,21])
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Figure 7.15 implies that the following requirements need to be met in
an epitaxy system to achieve epitaxial growth at low temperature:

• purification of all inlet gases;

• use of a loadlock to prevent contamination during wafer loading;

• use of hydrocarbon-free pumping systems (e.g. turbo-molecular or
cryo-pumping);

• operation at reduced pressure to reduce the partial pressure of
oxygen and water vapour.

7.6 COMPARISON OF SILICON AND
SILICON-GERMANIUM EPITAXY

Epitaxial growth of silicon can be achieved over a wide range of temper-
atures using Low-Pressure Chemical Vapour Deposition (LPCVD) [22].
Figure 7.16 shows the growth rate as a function of reciprocal tem-
perature for three different growth gases. For temperatures above
800–850◦C, the growth rate varies very little with temperature, indi-
cating that growth is mass transport limited. For temperatures below
800◦C, the growth rate varies strongly with temperature, indicating that
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Figure 7.16 Silicon growth rate as a function of reciprocal temperature for three
different growth gases: 40 sccm of silane (SiH4), 80 sccm of dichlorosilane (SiH2Cl2)
and 20 sccm of SiH4 with 2 sccm of HCl. The hydrogen flow was 2 slm (reprinted
with permission from American Institute of Physics [22])
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growth is surface reaction limited. These results indicate that growth at
low temperatures requires growth in the surface reaction limited regime
whereas growth at high temperatures is done in the mass transport
limited regime. For growth using dichlorosilane and silane plus HCl,
reasonable growth rates can be obtained down to a temperature of
around 650◦C, while for silane reasonable growth rates can be obtained
at even lower temperatures. With growth using LPCVD, the process
pressure is typically around 1 Torr. Dopants are incorporated using
diborane B2H6, arsine AsH3 and phosphine PH3.

Growth at even lower temperatures can be achieved using Ultra-
High Vacuum, Chemical Vapour Deposition (UHV-CVD) [23,24]. With
UHV-CVD, the system is designed to deliver a very low base pressure of
around 10−9 Torr to reduce the partial pressures of oxygen and water
vapour in the system. This allows a lower pressure regime to be used for
the growth of around 10−3 Torr. Growth rates of 0.5–10 nm/min can
be achieved at growth temperatures down to 550◦C.

The growth of Si1−xGex epitaxial layers is done using the same equip-
ment and the same growth methods as the low-temperature growth of
silicon. The gas used to introduce the germanium into the layers is ger-
mane GeH4. The influence of germanium on the growth rate is complex,
as illustrated in Figure 7.17. At temperatures in the range 577–650◦C, a
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Figure 7.17 Growth rate of Si1−xGex as a function of germanium percentage
for temperatures in the range 577–750◦C (reproduced with permission from the
American Institute of Physics [25])
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peak in the growth rate is seen. At low germanium contents, the growth
rate increases with germanium content, whereas at high germanium
content, the growth rate decreases with germanium content. In the low-
temperature regime it has been proposed that hydrogen desorption from
the surface is the rate-limiting step. In Si1−xGex this occurs more easily at
germanium sites than at silicon sites and hence the growth rate increases
with germanium content [26]. As the germanium content increases, the
surface contains more and more germanium and less and less hydrogen.
The rate limiting step then becomes the adsorption of germane or silane.
Robbins [27] proposed that the sticking coefficient for germane or silane
was lower at germanium sites. This would slow the adsorption rate as
the germanium content increased and hence slow the growth rate.

7.7 SELECTIVE EPITAXY

Selective epitaxy is the growth of a single-crystal layer in a window,
with complete suppression of growth elsewhere, and it can be achieved
in a number of different ways. The most common method of achieving
both selective Si and Si1−xGex epitaxy is by introducing chlorine or HCl
into the growth chamber. This can either be done by adding chlorine or
HCl as a separate gas or by using a growth gas that contains chlorine,
for example dichlorosilane, SiH2Cl2. With chlorine chemistry, selective
growth of silicon and Si1−xGex can be achieved to both silicon dioxide
and silicon nitride.

Chlorine is reported to have two effects that lead to selective growth.
First it increases the surface mobility of silicon and germanium atoms,
so that atoms deposited on the oxide or nitride layer are able to diffuse
across the surface to the window where the growth is occurring. Second
it acts as an etch [22] and hence can remove silicon or germanium
atoms deposited on the oxide or nitride. The strength of the etching
action increases with chlorine content, and if the chlorine content
is too high etching of the substrate will occur instead of epitaxial
growth.

A typical growth process for selective silicon epitaxy would use silane
and a few percent of HCl [22]. The growth rate for this process is shown
in Figure 7.16, and compared with the growth rate for dichlorosilane
and silane epitaxy. It can be seen that the activation energy for the silane
plus HCl process is very similar to that for the dichlorosilane process,
indicating that the growth mechanisms are similar. One disadvantage
of chlorine-based growth processes over the silane process is a lower
growth rate at low temperatures, as can clearly be seen in Figure 7.16.
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It is also possible to grow silicon selectively using dichlorosilane and
HCl [28].

Si1−xGex can be selectively grown using very similar growth processes
to those used for selective silicon epitaxy. In fact the growth of selective
Si1−xGex is generally easier to achieve than the growth of selective silicon,
as illustrated in Figure 7.18 [29] for Si1−xGex growth using germane and
dichlorosilane. It can be seen that the growth moves from non-selective
to selective as the proportion of germane in the gas flow increases.

Arrhenius plots for Si1−xGex growth using germane and dichlorosilane
are shown in Figure 7.19 for Si1−xGex layers grown using germane and
dichlorosilane and for two different HCl flows. It can be seen that the
growth rate decreases and the activation energy increases with increasing
HCl flow. The explanation proposed for this behaviour is that the
limiting growth mechanism changes from hydrogen desorption from the
growing surface to chlorine or HCl desorption from the surface [30].
This decrease in growth rate at high HCl flows is a disadvantage for the
production of Si1−xGex HBTs because it leads to increased growth times.
High HCl flows can also cause surface roughening when the Si1−xGex
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Figure 7.19 Arrhenius plots for Si1−xGex growth at two different HCl flow rates.
The dichlorosilane and germane flow rates were fixed at 100 and 8 ml/min respec-
tively (reprinted with permission from [30])

layer is heavily boron doped [30]. These considerations demonstrate
that the HCl flow should be chosen to be to the smallest value that is
consistent with good selective epitaxy.

Silane can be used for selective silicon epitaxy if the growth is per-
formed at a high temperature. This approach relies on the fact that
nucleation of growth on oxide is more difficult than that on silicon. This
incubation time for growth on an oxide layer is relatively long at high
temperatures but much shorter for growth at low temperatures. Selective
silicon layers 1 µm thick can be grown using silane at a temperature of
960◦C [31], but the achievable layer thickness decreases with decreasing
temperature. At 800◦C the maximum selective silicon layer thickness is
around 130 nm, at 700◦C it is around 60 nm and at 620◦C it is around
40 nm. Selective growth to silicon dioxide can be achieved using silane
only, but not to silicon nitride.

7.7.1 Faceting and Loading Effects

Selective epitaxy has two process control problems that make it difficult
to implement in production technologies, namely faceting and loading
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Figure 7.20 Schematic view of a selectively grown layer, showing the formation of
facets at the periphery of the growth window

effects. Faceting gives a non-planar surface after growth, as illustrated in
Figure 7.20. On a (100) substrate, with windows aligned along the usual
(110) direction, the facets form an angle of about 23◦ with the (100)
surface and hence have been assigned as (311) facets. Facet formation
is less severe when windows are aligned along the (100) direction (45◦

to the flat on a (100) wafer). The explanation for facet formation is
different growth rates on different wafer orientations. Facet formation
can be minimized by optimizing the temperature, pressure and HCl
content of the selective growth in the following way:

• reducing the growth rate by growing at a lower temperature;

• reducing the growth rate by growing at a lower pressure;

• increasing the surface mobility by adding chlorine to the source gas;

• increasing the surface mobility by adding HCl.

Loading effects are commonly seen in selective epitaxy, and comprise
different layer thicknesses in different window sizes and a dependence of
layer thickness on the fraction of the surface covered by oxide. Loading
effects arise because of the way that selective epitaxy is achieved through
the use of a high surface mobility for deposited atoms. This inevitably
leads to a dependence of the layer thickness on the amount of oxide or
nitride surrounding the growth window. Loading effects can either lead
to an enhancement or retardation of the growth rate in small windows.
In silicon selective epitaxy, the growth rate tends to be retarded in
small windows whereas in selective Si1−xGex epitaxy it tends to be
enhanced. HCl tends to worsen loading effects because it enhances the
surface mobility of silicon and germanium atoms. Fortunately, loading
effects tend to saturate in very small windows, so loading effects can
be controlled, provided the growth process is developed on wafers
containing a wide range of different window sizes.
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8
Silicon-Germanium
Heterojunction Bipolar
Transistors

8.1 INTRODUCTION

The design of bipolar transistors requires trade-offs between a number
of competing mechanisms. To achieve a fast base transit time, and
hence a high value of cut-off frequency, the basewidth needs to be
very small, as shown in equation (5.4). The mechanism that limits
the extent that the basewidth can be reduced is punch-through of the
base, which occurs when the emitter/base depletion region intersects the
collector/base depletion region in the base, as discussed in Section 4.6.1.
Thinner depletion regions can be achieved by increasing the base doping
concentration, and hence one strategy for improving the performance
of silicon bipolar transistors would be to increase the base doping
concentration, so that narrower basewidths could be achieved without
encountering punch-through. The problem with this strategy is that
increasing the base doping, degrades the gain, as can be seen from
equation (2.43). This trade-off between gain and base transit time is
the main issue that limits the maximum achievable cut-off frequency of
a silicon bipolar transistor. In practice, it is technologically difficult to
obtain cut-off frequencies much higher than 50 GHz in silicon bipolar
transistors.

As discussed in Chapter 7, SiGe has a lower bandgap than Si, and
hence if a bipolar transistor could be created with SiGe in the base and

SiGe Heterojunction Bipolar Transistors Peter Ashburn
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Si in the emitter, the theory in Section 3.3 indicates that much higher
values of gain would be achieved. This bandgap engineering introduces
a new degree of freedom in the design of bipolar transistors that makes
it possible to increase the base doping and reduce the basewidth, while
at the same time achieving a reasonable value of gain. In this way,
much higher values of cut-off frequency can be achieved with silicon
germanium heterojunction bipolar transistors (SiGe HBTs) than Si bipo-
lar junction transistors (Si BJTs). SiGe HBTs have been produced with
a cut-off frequency fT as high as 350 GHz and a maximum oscillation
frequency fmax as high as 260 GHz [1].

In this chapter, the bandgap engineering of SiGe HBTs will be
explained and design equations for SiGe HBTs derived. Fortunately,
the theory of silicon bipolar transistors in Chapters 2–5 is directly appli-
cable, and hence only minor modifications to this theory are needed to
describe the behaviour of SiGe HBTs. The use of carbon to suppress
boron diffusion in SiGe is discussed in the second part of this chapter.

8.2 BANDGAP ENGINEERING

A SiGe HBT is produced by sandwiching a SiGe base between a Si
collector and a Si emitter. To understand the physical behaviour of SiGe
HBTs, the band diagrams of a SiGe HBT and a Si BJT are compared
in Figure 8.1. The band diagram of the SiGe HBT is indicated by the
solid line and that for the Si BJT by the dashed line. In the valence band,
the bandgap difference is seen as discontinuities at the emitter/base
and collector/base heterojunctions, while in the conduction band it is
seen as spikes. As discussed in Chapter 7, the majority of the bandgap
difference between SiGe and Si occurs in the valence band, so the
valence band discontinuity is much bigger than the conduction band
spike. In Figure 8.1, the size of the conduction band spike has been
exaggerated for clarity, but for most practical purposes the conduction
band spike is so small that it has little effect on the electrical behaviour
of SiGe HBTs.

A comparison of the band diagrams in Figure 8.1 shows that the
barrier height to electron flow from emitter to base Eb (conduction band
barrier) is much smaller in the SiGe HBT than the Si BJT. This means
that the collector current at a given base/emitter voltage will be bigger
in a SiGe HBT than in a Si BJT. The barrier height to hole flow from the
base to the emitter (valence band barrier) is approximately the same in
the SiGe HBT and the Si BJT, which means that the base currents of the
two types of device will be approximately the same. The Gummel plots
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Figure 8.1 Comparison of the band diagrams of a SiGe HBT (solid line) and a Si
bipolar transistor (dashed line)
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Figure 8.2 Comparison of Gummel plots of a SiGe HBT and a Si bipolar transistor
showing the lower VBE for the SiGe HBT

of a comparable SiGe HBT and Si BJT are shown in Figure 8.2. It can
be seen that the gain of the HBT is much higher than that of the BJT
and that this increased gain is due to an increased collector current. The
increased collector current of a SiGe HBT can be thought of in another
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way. When HBTs are used in circuits, the circuits are usually designed
to operate at a given current. If a SiGe HBT and Si BJT are compared at
a given current, the HBT has a lower VBE, as illustrated in Figure 8.2.
This lower VBE in SiGe HBT circuits is very valuable, since it leads to
lower power consumption.

8.3 COLLECTOR CURRENT, BASE CURRENT
AND GAIN ENHANCEMENT

Since the conduction band spike in a SiGe HBT is very small, the theory
in Section 2.5 can be directly applied to calculate the collector current
of a SiGe HBT. By including the effects of doping-induced bandgap
narrowing, an equation analogous to equation (3.19) can be derived for
the collector current of a SiGe HBT:

IC = qA(Dnb)SiGe(n2
i )SiGe

WBNaeff
exp

qVBE

kT
(8.1)

where it has been assumed that Naeff is the same in SiGe and Si, as
discussed in Section 7.3.3. The intrinsic carrier concentration for SiGe
can be written as:

(n2
i )SiGe = n2

io exp
�EG

kT

[
(NCNV)SiGe

(NCNV)Si

]
(8.2)

In this equation, the germanium-induced bandgap narrowing has been
treated in the same way as the doping-induced bandgap narrowing
considered in Section 3.3. The term in square brackets corrects for the
difference in density of states in SiGe and Si, as discussed in Section 7.3.2.
Substituting equation (8.2) into equation (8.1) gives:

IC = qADnbn2
io

WBNab
exp

�Egb

kT
exp

qVBE

kT

[
(NCNVDnb)SiGe

(NCNVDnb)Si
exp

�EG

kT

]

(8.3)

where the terms outside the square brackets represent the collector
current for a Si BJT, and the terms in square brackets define the
correction factor required for a SiGe HBT.

As discussed in Section 8.2, the base current of a SiGe HBT is the
same as that for a Si bipolar transistor, and hence the gain enhancement
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obtainable from a SiGe HBT can be obtained by taking the ratio of
collector currents:

βSiGe

βSi
= (NCNVDnb)SiGe

(NCNVDnb)Si
exp

�EG

kT
(8.4)

8.4 CUT-OFF FREQUENCY

The cut-off frequency of a SiGe HBT is given by the same equation as
for a Si BJT, namely equation (5.20). However, there are some small
modifications to the equations for the components of the forward transit
time τF.

The base transit time τB for a SiGe HBT can be calculated using
the method in Section 5.2.2. For a uniform base doping profile and a
uniform germanium concentration across the base, this method gives an
equation analogous to equation (5.4):

τB = W2
B

2(Dnb)SiGe
= (τB)Si

[
(Dnb)Si

(Dnb)SiGe

]
(8.5)

where the term in square brackets defines the correction that needs to be
applied to account for the difference in mobility between SiGe and Si.
In practice, this term has a value between 0.83 and 0.71, as discussed in
Section 7.3.4.

The emitter delay of a SiGe HBT can be calculated using the method
in Section 5.2.3. The charge in the emitter Qe can be calculated from
Figure 5.1 as:

Qe ≈ qA
1
2

WEpeo exp
qVBE

kT
(8.6)

The emitter delay τE is then defined as:

τE = Qe

IC
= qA

1
2

WEpeo exp
qVBE

kT
1
IC

(8.7)

Since the collector current IC for a SiGe HBT is much larger than that
of a Si BJT, equation (8.7) shows that the emitter delay of a SiGe HBT
should be much smaller than that of an equivalent Si BJT. Equation (8.7)
can be simplified by substituting equation (8.3) into (8.7):

τE = WE

2Ndeff

WBNaeff

Dnb

[
(NCNVDnb)SiGe

(NCNVDnb)Si
exp

�EG

kT

] (8.8)
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In this equation, the terms outside the square bracket represent the
emitter delay of a Si BJT as given in equation (5.8), and the terms
inside the square bracket represent the correction factor required for a
SiGe HBT.

8.5 DEVICE DESIGN TRADE-OFFS IN A SiGe HBT

The SiGe base gives new degrees of freedom for the design of SiGe
HBTs and allows much higher values of fT to be achieved than in
conventional silicon BJTs. A very high gain is not very useful for most
circuit applications, so the approach taken is to trade-off the increased
gain of a SiGe HBT for increased base doping. This allows the basewidth
to be dramatically reduced without encountering problems of punch-
through. To maximize the value of fT , the boron profile in the SiGe base
should be made as thin as possible. To maximize the value of fmax, the
base resistance and collector/base capacitance also have to be minimized,
as can be seen from equation (5.23). The extrinsic components of base
resistance and collector/base capacitance can be minimized by using
self-aligned fabrication techniques, as will be discussed in Chapters 9
and 10. However, there remains a trade-off between basewidth and
intrinsic base resistance. To minimize the base resistance, and hence
maximize the value of fmax, the doping in the base needs to be as high
as possible. To simultaneously maximize the values of fT and fmax, it
is clear that the boron profile in the base should be as thin and highly
doped as possible. The overall optimization of SiGe HBT technology
performance will be considered in more detail in Chapter 12.

When combining a highly doped base with a highly doped emitter,
it is necessary to consider emitter/base tunnelling leakage [2], which
occurs when the doping concentrations on both sides of a pn junction
are very high. In this situation the depletion region becomes sufficiently
narrow for tunnelling to occur, which results in excess leakage cur-
rent in reverse bias and non-ideal base characteristics in forward bias.
Research has shown that tunnelling leakage occurs when the doping
concentration on the low doped side of the junction is greater than
about 5 × 1018 cm−3 [2]. One method of producing an HBT with a very
heavily doped base is therefore to reduce the doping in the emitter to a
level at or below 5 × 1018 cm−3 [3], as illustrated in Figure 8.3(a). This
low doped emitter allows a very heavily doped base to be produced
without encountering any problems with emitter/base tunnelling leak-
age. The low doped emitter must be relatively thin to avoid unwanted
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Figure 8.3 Doping profile options for creating a heavily doped base without the
problem of emitter/base tunnelling leakage; (a) a low doped emitter; (b) a tailored
base profile

stored charge and an increase in the emitter delay, as predicted by
equation (8.8). A second approach is to tailor the base profile so that
the base doping adjacent to the emitter/base depletion region is less
than 5 × 1018 cm−3, while that deeper in the base is much higher, as
illustrated in Figure 8.3(b). The aim here is to give a wide enough emit-
ter/base depletion region to avoid tunnelling, while at the same time
minimizing the overall basewidth.

8.6 GRADED GERMANIUM PROFILES

An additional bandgap engineering concept can be applied to further
reduce the base transit time and increase the fT . If the Ge profile is graded
across the base, as illustrated in Figure 8.4, the bandgap at the collector
is lower than that at the emitter. This gives a gradient on the conduction
band, which acts as a built-in electric field, accelerating electrons as they
move from the emitter to the collector.
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Figure 8.4 Profiles and band diagram of a SiGe HBT with a graded germa-
nium profile

8.6.1 Design Equations for a Graded Germanium Profile

Assuming uniform doping profiles and a linearly graded germanium
profile across the base, the equation for the collector current of a
graded-base SiGe HBT can be derived as [4]:

IC = qADnbn2
io

WBNAB
exp

qVBE

kT
exp

�Egb

kT

(
(NCNVDnb)SiGe

(NCNVDnb)Si

)

× �EG(grade)

kT
exp (�EG(0)/kT)

1 − exp −(�EG(grade))/kT
(8.9)

where �EG(0) is the germanium-induced bandgap narrowing at the
emitter end of the base, �EG(WB) is the germanium-induced bandgap
narrowing at the collector end of the base, and �EG(grade) = �EG(WB) −
�EG(0) is the grading of the Ge across the base. Dnb is the average
diffusivity of electrons in the graded SiGe base. The gain enhancement
in a SiGe HBT with a graded base is then given by:

βSiGe

βSi
=

(NCNVDnb)SiGe

(NCNVDnb)Si

�EG(grade)

kT
exp

�EG(0)

kT

1 − exp
−�EG(grade)

kT

(8.10)

This equation indicates that the gain enhancement varies exponentially
with the germanium concentration at the emitter end of the base �EG(0),
whereas it varies linearly with the grading �EG(grade). This means that
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if the germanium content is graded from 0% at the emitter end of the
base, a relatively small gain enhancement will be obtained. If a large
gain enhancement is required, a trapezoidal germanium profile is better
than a triangular profile, as shown in Figure 8.5.

The base transit time for a graded-base SiGe HBT can be derived
as [4]:

τB = W2
B

Dnb

kT
�EG(grade)

×
[
1 − kT

�EG(grade)

(
1 − exp −

(
�EG(grade)

kT

))]

(8.11)

The ratio of base transit times for a graded-base SiGe HBT compared
with an equivalent silicon BJT is then given by:

τBSiGe

τBSi
= 2kT

�EG(grade)

(Dnb)Si

(Dnb)SiGe

[
1 − kT

�EG(grade)

(
exp −�EG(grade)

kT

)]

(8.12)

This equation shows that, for a finite germanium grading, this ratio is less
than unity, and hence that the grading of the germanium across the base
decreases the base transit time and increases the fT . For a germanium
grading across the base of 100 meV, equation (8.12) predicts that the
base transit time of a graded-base SiGe HBT is approximately half that
of a silicon BJT.

The emitter delay will also be influenced by the grading of the
germanium across the base. Equation (8.7) shows that the emitter
delay is inversely proportional to the collector current. Substituting
equation (8.9) in equation (8.7) gives the following equation for the
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Figure 8.5 Options for germanium profiles in SiGe HBTs with graded germanium



158 SILICON-GERMANIUM HETEROJUNCTION BIPOLAR TRANSISTORS

emitter delay of a graded-base SiGe HBT:

τE = WE

2Ndeff

× WBNaeff

Dnb

(
(NCNVDnb)SiGe

(NCNVDnb)Si

)
× �EG(grade)

kT
exp (�EG(0)/kT)

1 − exp −(�EG(grade))/kT

(8.13)
The ratio of emitter delays for a graded-base SiGe HBT compared with
an equivalent silicon BJT is then given by:

τESiGe

τESi
=

1 − exp
−�EG(grade)

kT
(NCNVDnb)SiGe

(NCNVDnb)Si

�EG(grade)

kT
exp

�EG(0)

kT

(8.14)

This equation indicates that this ratio decreases exponentially with the
germanium concentration at the emitter end of the base �EG(0) but
linearly with the grading �EG(grade). This means that if the germanium
content is graded from 0% at the emitter end of the base, a relatively
small suppression of the emitter delay is obtained. A trapezoidal germa-
nium profile is therefore desirable to maximize the suppression of the
emitter delay.

8.7 BORON DIFFUSION IN SiGe HBTs

As discussed in Section 8.5, to achieve high values of fT and fmax a very
thin, heavily doped base is needed. To realize such a base in practice,
diffusion of boron must be minimized, both during layer growth and
during subsequent high-temperature anneals. In this section, problems
associated with boron diffusion in SiGe HBTs are discussed, together
with methods for minimizing the diffusion.

8.7.1 Parasitic Energy Barriers

The main criterion that needs to be met for the boron profile in a SiGe
HBT is that the boron must be kept within the SiGe layer to achieve full
heterojunction action. If the boron penetrates outside the SiGe layer,
the metallurgical junction is formed in silicon, rather than SiGe, leading
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Figure 8.6 Parasitic energy barrier formation due to out-diffusion of boron from a
SiGe base

to the formation of parasitic energy barriers [5–9]. This situation is
illustrated in the band diagram in Figure 8.6 for an extreme case where a
large amount of boron diffusion has occurred into both the emitter and
the collector. The metallurgical emitter/base and collector/base junctions
are formed in silicon and hence the silicon bandgap is obtained at these
junctions. On moving into the SiGe layer, a decrease in bandgap is
obtained, which leads to the formation of parasitic energy barriers
at both the emitter/base and collector/base junctions. Even very small
amounts (a few nanometers) of boron out-diffusion from the SiGe layer
dramatically degrade the collector current and hence the gain [7]. The
fT of the HBT is also degraded, since the potential well formed by the
parasitic energy barriers traps charge in the base.

A number of useful electrical measurements can be made to detect
the presence of parasitic energy barriers in a SiGe HBT. The simplest
is to measure the Gummel plots at different values of collector/base
reverse bias. If a small amount of boron out-diffusion from the SiGe
base is present, increasing the collector/base reverse bias will modulate
the parasitic energy barrier at the collector/base junction, reducing
the barrier height and giving increased collector current. Measurement
of the temperature dependence of the collector current [10] provides
an extremely sensitive method of monitoring small amounts of boron
out-diffusion from the SiGe. Equation (8.3) shows that the collector
current is proportional to the exponential of the bandgap narrowing
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due to the presence of both heavy boron doping and germanium. An
appropriate plot of the temperature dependence of the collector current
should therefore give the total bandgap narrowing in the base [10]. If
there is some boron out-diffusion from the base, the effective bandgap
narrowing due to the germanium will be reduced, thereby reducing the
variation of collector current with temperature. This effect is particularly
strong when the collector current is measured at low temperatures.

8.7.2 Factors Influencing Boron Diffusion in Si and SiGe

At low doping concentrations, the diffusion coefficient Di of boron in
silicon is constant and is referred to as the intrinsic diffusion coefficient.
It can be described by the following simple equation:

Di = D0 exp − E
kT

(8.15)

where the pre-exponential factor D0 has a value around 0.76 cm2/s and
the activation energy E a value of 3.46 eV [11].

In doped silicon, diffusion is more complex, since the diffusion coeffi-
cient is not constant, but increases with the doping concentration [11].
The explanation for this effect is related to the detailed atomistic diffu-
sion mechanism, which occurs via point defects, such as vacancies and
interstitials [12]. The concentration dependence of the diffusion coeffi-
cient arises because the point defect concentrations increase with doping
concentration. The precise form of this dependence is determined by the
nature of the point defect. In general, point defects can lose an electron
and become positively charged (donor type) or gain an electron and
become negatively charged (acceptor type). The point defects can also
be singly or multiply charged. Taking all these possibilities into account,
the diffusion coefficient in doped p-type silicon can be generalized as:

D = Di + D−
(

p
ni

)
+ D=

(
p
ni

)2

+ D+
(

p
ni

)
+ · · · (8.16)

where Di represents the intrinsic diffusion coefficient for dopant diffu-
sion with a neutral point defect, D− the intrinsic diffusion coefficient
for dopant diffusion with a singly charged acceptor point defect, D+ the
intrinsic diffusion coefficient for dopant diffusion with a singly charged
donor point defect, and D= the intrinsic diffusion coefficient for dopant
diffusion with a doubly charged acceptor point defect, etc. The doping
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dependence of the diffusion coefficient is determined by the terms con-
taining the doping concentration and the intrinsic carrier concentration,
which are calculated at the diffusion temperature.

While the full details of atomistic dopant diffusion are not completely
understood, it is generally accepted that boron diffusion is primarily
determined by an interstitial mechanism and arsenic and antimony dif-
fusion by a vacancy mechanism. Phosphorus diffusion is determined by
a mixture of interstitial and vacancy mechanisms, though the interstitial
mechanism dominates in most circumstances. Boron diffusion in silicon
is thought to involve both neutral and negatively charged dopant-defect
pairs [13]. The following dopant-defect interactions are involved:

B−
s + I ⇐⇒ (BI)− ≡ B−

i (8.17)

B−
s + I+ ⇐⇒ (BI) ≡ B0

i (8.18)

where B−
s is a substitutional boron atom, I is a neutral silicon self-

interstitial and B−
i is a negatively charged boron-interstitial pair. This first

process is termed a kick-out substitutional-interstitial exchange mech-
anism. Similarly I+ is a single positively charged silicon self-interstitial
and B0

i is a neutral boron-interstitial pair.
It would be expected that any process step that influences the inter-

stitial concentration would also have a strong effect on boron diffusion.
Ion implantation is an energetic process and hence creates large numbers
of point defects as the implanted ion comes to rest in the silicon wafer.
Needless to say, the interstitials introduced during ion implantation dra-
matically increase boron diffusion during high-temperature annealing.
For long anneal times, this enhancement of diffusion coefficient is not
significant because the interstitials are annealed during the early stages
of the anneal. However, for rapid thermal annealing, anneal times of
a few seconds are common and in this case a large enhancement of
boron diffusion coefficient is obtained. This effect is termed transient
enhanced diffusion [14–16] because the enhanced diffusion only occurs
in the initial stage of the anneal while the interstitials persist. To model
transient enhanced diffusion, the evolution of the spatial point defect
concentrations with time must be known, which requires the use of a
process simulator. In a SiGe HBT, ion implantation is often used for the
selective implanted collector (see Chapter 9) and the extrinsic base [9],
and both these process steps can lead to transient enhanced diffusion of
boron during later annealing. The polysilicon emitter, though also often
doped using ion implantation, does not give rise to transient enhanced
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diffusion because the implant is made into the polysilicon layer and
hence the underlying Si cap and SiGe base remain undamaged.

Diffusion of boron in SiGe has been extensively studied [17–20] and
it has been found that boron diffusion is much slower in SiGe than in Si.
This is a big advantage for SiGe HBTs, since it is much easier to control
boron diffusion in SiGe than it is in Si. The diffusion coefficient of
boron has been found to depend almost exponentially on the Ge content
of the SiGe layer, and can be described using the simple empirical
relation [19,20]:

DBSiGe(x) = DBSi exp −EBx
kT

(8.19)

where DBSiGe and DBSi are the boron diffusion coefficients in SiGe and
Si respectively, x is the Ge content and the coefficient EB has a value of
0.7 eV. This equation shows that the boron diffusion coefficient in SiGe
decreases with increasing Ge content and that the decrease is a factor of
two for an anneal temperature of 1000◦C and 11% Ge.

8.7.3 SiGe:C – Reduction of Boron Diffusion by Carbon
Doping

Several authors [20–23] have experimentally demonstrated that the
introduction of substitutional carbon into Si and SiGe significantly
decreases the boron diffusion coefficient. The carbon can be introduced
into the base of a SiGe HBT at the same time as the germanium, by using
an appropriate gaseous carbon source such as methylsilane. A carbon
concentration of around 2 × 1019 cm−3 has been reported to decrease
the boron diffusion coefficient in SiGe by a factor of three over a range
of temperatures from 750 to 900◦C [24].

The effect of the carbon on boron diffusion is due to the coupled
diffusion of carbon and point defects. Carbon diffusion in Si and SiGe
occurs by a substitutional-interstitial exchange mechanism in which
immobile substitutional carbon atoms Cs are transformed into mobile
interstitial carbon atoms Ci via a kick-out mechanism with silicon
self-interstitials [20]:

Cs + I ⇐⇒ Ci (8.20)

Furthermore, interstitial carbon can be formed by the Frank-Turnbull
dissociative reaction:

Cs ⇐⇒ Ci + V (8.21)
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These mechanisms tend to lead to a supersaturation of vacancies
and an undersaturation of self-interstitials. The undersaturation of
self-interstitials suppresses boron (and phosphorus) diffusion, since
the interstitials are not available to contribute to the mechanisms in
equations (8.17) and (8.18). Incidentally the supersaturation of vacan-
cies means that carbon enhances the diffusion of arsenic (and antimony)
in Si and SiGe [25].

The mechanisms in equations (8.20) and (8.21) are also responsible
for the suppression of transient enhanced diffusion that is obtained
when carbon is introduced into Si and SiGe [21,25]. A substitutional
carbon doping of around 1 × 1020 cm−3 is sufficient to suppress transient
enhanced diffusion resulting from a phosphorus implant for the selective
implanted collector [25].

8.8 STRAIN RELAXATION AND STRAIN
COMPENSATED Si1−x−yGexCy

As discussed in Chapter 7, SiGe is a strained, or pseudomorphic, mate-
rial. It is essential therefore that this strain is maintained during device
processing, because if relaxation of the strain occurs, misfit disloca-
tions are generated at the heterojunction interfaces. In a SiGe HBT,
these heterojunction interfaces are, of course, located in the emitter/base
and collector/base depletion regions. Any relaxation of the strain will
therefore lead to generation/recombination in the depletion regions and
degradations will be obtained in the base current ideality, the low
current gain and the junction leakages, as discussed in Section 4.2.4.
When designing the base of a SiGe HBT it is therefore essential that the
basewidth and germanium content are chosen so that the basewidth is
below the critical thickness of the SiGe layer, as discussed in Chapter 7.
If this is done, the SiGe layer will be stable and will not relax during
subsequent high-temperature processing. Fortunately this requirement is
easy to meet in most SiGe HBTs because a narrow base is needed for
other reasons, in particular to achieve a high value of fT .

An alternative method of managing the strain in a SiGe HBT is
to introduce a small percentage of carbon into the SiGe to create a
Si1−x−yGexCy alloy layer. Carbon atoms are smaller than both silicon
and germanium atoms and hence substitutional carbon can be used to
compensate the strain in a Si1−xGex layer [26]. Full compensation of
the strain can be achieved if 1% of substitutional carbon is introduced
for every 10% of Ge. This concentration of carbon is approximately
ten times higher than is needed for boron diffusion suppression. Strain
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compensated Si1−x−yGexCy would have the advantage of removing
any possibility of strain relaxation, and hence the wafers could be
processed at very high temperatures without fear of strain relaxation.
This approach might be attractive for power bipolar transistors where a
wider base is needed for reasons of breakdown voltage.
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B.S. Meyerson and T. Tice, ‘Si/SiGe epitaxial base transistors- part I:
materials, physics and circuits’, IEEE Trans. Electron. Devices, 42, 455
(1995).

[5] E.J. Prinz, P.M. Garone, P.V. Schwartz, X. Xiao and J.C. Sturm, ‘The
effect of base dopant out-diffusion and undoped SiGe junction spacer
layers in SiGe heterojunction bipolar transistors’, IEEE Electron. Device
Lett., 12, 42 (1991).

[6] J.W. Slotboom and G. Streutker, A. Pruijmboom and D.J. Gravesteijn,
‘Parasitic energy barriers in SiGe HBTs’, IEEE Electron. Device Lett., 12,
486 (1991).

[7] Z.A. Shafi, P. Ashburn, I.R.C. Post, D.J. Robbins, W.Y. Leong,
C.J. Gibbings and S. Nigrin, ‘Analysis and modelling of the base currents
of Si/SiGe heterojunction bipolar transistors fabricated in high and low
oxygen content material’, Jnl Appl. Phys., 78, 2823 (1995).

[8] B. LeTron, Md. R.Hashim, P.Ashburn, M.Mouis, A.Chantre and
G.Vincent, ‘Determination of bandgap narrowing and parasitic energy
barriers in SiGe HBTs integrated in a bipolar technology’, IEEE Trans.
Electron. Devices, 44, 715 (1997).

[9] Md. R.Hashim, R.F.Lever and P.Ashburn, ‘2D simulation of the effects of
transient enhanced boron out-diffusion from base of SiGe HBT due to an
extrinsic base implant, Solid State Electronics, 43, 131 (1999).

[10] P. Ashburn, H. Boussetta, Md. R.Hashim, A.Chantre, M.Mouis,
G.J.Parker and G.Vincent, ‘Measurement of the bandgap narrowing in
the base of Si homojunction and SiGe heterojunction bipolar transistors
from the temperature dependence of the collector current’, IEEE Trans.
Electron. Devices, 43, 774 (1996).

[11] R.B. Fair, ‘Concentration profiles of diffused dopants in silicon’, in Impu-
rity Doping Processes in Silicon, Chapter 7, Ed. F.F.Y. Wang, North
Holland, New York (1981).



REFERENCES 165

[12] P.M. Fahey, P.B. Griffin and J.D. Plummer, ‘Point defects and dopant
diffusion in silicon’, Rev. Modern Phys., 61, 289 (1989).

[13] F.F. Morehead and R.F. Lever, ‘Enhanced tail diffusion of phosphorus and
boron in silicon: self-interstitial phenomenon’, Appl. Phys. Lett., 48, 151
(1986).

[14] S. Solmi, F. Baruffaldi and R. Canteri, ‘Diffusion of boron in silicon during
post-implantation annealing’, Jnl Appl. Phys., 69, 2135 (1991).

[15] Y.M. Kim, G.Q. Lo, H. Konoshita and D.L. Kwong, ‘Roles of extended
defect evolution on the anomalous diffusion of boron in silicon during
rapid thermal annealing’, Jnl Electrochem. Soc., 138, 1122 (1991).

[16] R.B. Fair, ‘Junction formation in silicon by rapid thermal annealing’,
in Rapid Thermal Processing: Science and Technology, Ed. R.B. Fair,
Academic Press (1993).

[17] P. Kuo, J.L. Hoyt, J.F. Gibbons, J.E. Turner, R.D. Jacowitz and
T.I. Kamins, ‘Comparison of boron diffusion in Si and strained SiGe
epitaxial layers’, Appl. Phys. Lett., 62, 612 (1993).

[18] N. Moriya, L.C. Feldman, H.S. Luftman, C.A. King, J. Bevk and B. Freer,
‘Boron diffusion in strained SiGe epitaxial layers’, Phys. Rev. Lett., 71,
883 (1993).

[19] N.E.B. Cowern, P.C. Zalm, P. van der Sluis, D.J. Gravensteijn and W.B. de
Boer, ‘Diffusion in strained SiGe’, Phys. Rev. Lett., 72, 2585 (1994).
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9
Silicon Bipolar Technology

9.1 INTRODUCTION

The design of bipolar transistors is intimately interwoven with the meth-
ods used for their fabrication. Any study of bipolar transistors would
therefore be incomplete without consideration of the limitations imposed
by the fabrication technology. Furthermore, bipolar transistors are gen-
erally incorporated into integrated circuits, and hence the technology
must take into account the constraints imposed by the circuit configura-
tion. For high-speed digital circuits and high-frequency analogue circuits,
the main requirement is to minimize all parasitic resistances and capaci-
tances. As will be discussed in Chapter 12, the most important parasitics
in a bipolar transistor are collector/base capacitance, emitter/base capac-
itance and base resistance. Self-aligned processing techniques, analogous
to those used in CMOS, have been developed to minimize these para-
sitic resistances and capacitances. These developments have led to the
creation of the self-aligned, double-polysilicon bipolar process.

Breakdown voltage is another important parameter that has a strong
influence on the design of bipolar transistors. High breakdown voltages
imply the use of a thick, lowly doped epitaxial layer in order to
give a wide collector/base depletion region. These requirements run
counter to those for speed, where shallow junctions are needed to
minimize peripheral capacitance and a thin heavily doped epitaxial
layer to suppress the Kirk effect, as discussed in Section 5.5. It is
therefore difficult to simultaneously achieve high-frequency performance
and a high breakdown voltage. The breakdown voltage is primarily
determined by the front-end processing, particularly the epitaxy and

SiGe Heterojunction Bipolar Transistors Peter Ashburn
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collector fabrication. The processing of the buried layer and epitaxy will
therefore be described in detail, together with the selective implanted
collector, which is a method of optimizing both the high-frequency
performance and the trade-off with the breakdown voltage.

Bipolar transistors are often combined with MOS transistors in BiC-
MOS technologies, which has the advantage of allowing MOS and
bipolar circuits to be mixed on a single chip. The main advantages of
MOS transistors are low power consumption, high packing density and
ease of design of ULSI digital systems. However, MOS transistors also
have a number of disadvantages, foremost among which are a poor
transconductance, a poor drive capability and a limited high frequency
performance. Bipolar transistors and SiGe HBTs, on the other hand,
have a high transconductance, a large current drive per unit silicon area,
a high cut-off frequency and a low 1/f noise. Optimization of the overall
system design is therefore often easier in a BiCMOS technology, where
the separate strengths of MOS and bipolar transistors can be com-
bined to give improved system design. A typical BiCMOS technology
will be described and the alternative approaches for overall technology
optimization discussed.

The key features of a bipolar process are illustrated in Figure 9.1,
which shows a cross-section through a basic integrated circuit transistor.
Emitter and base regions are clearly needed for the transistor itself
as well as a p+ extrinsic base region to decrease the extrinsic base
resistance. The emitter normally comprises a polysilicon emitter, so that
a shallow emitter/base junction can be realized with a low peripheral
emitter/base capacitance. Some form of electrical isolation must be
included to prevent unwanted conduction between adjacent transistors.

emitter
base collector

deep trench
isolation

p+ n+

shallow trench or
oxide isolation

n+ buried layer

n epitaxial layer

p− substrate

n+
p

n+

Figure 9.1 Cross-section of a basic, silicon bipolar technology
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This is generally achieved by a combination of deep trench isolation
and either shallow trench isolation or oxide isolation. A buried layer is
desirable to reduce the collector resistance, and this necessitates the use
of an epitaxial layer. These are the key elements of any bipolar process,
and will be considered in more detail in the following sections.

9.2 BURIED LAYER AND EPITAXY

The relatively low doping concentration in the collector of a bipolar
transistor (typically 1 × 1017 cm−3) introduces a large series collector
series resistance. This can seriously degrade the electrical performance
of the transistor, giving rise to a serious reduction in the current-carrying
capability of the transistor and an increase in the saturation voltage. For
these reasons, a buried n+ layer is incorporated below the active device
region, as shown in Figure 9.1. This provides a low-resistance path to the
collector contact, thereby short-circuiting the highly resistive epitaxial
collector. In some cases, an n+ collector sink diffusion, connecting the
collector contact and the buried layer, is also included to further reduce
the collector resistance.

The process sequence for buried layer and epitaxy is shown in
Figure 9.2. The buried layer is fabricated by implanting arsenic or
antimony and then heating at a high temperature to diffuse the dopant
into the substrate. These dopants are chosen over phosphorus because
of their very low diffusion coefficient in silicon. An oxidation is often
included as part of the buried layer drive-in to produce a step in the
silicon surface, as illustrated in Figure 9.2(b). This step should be large
enough to be visible through the epitaxial layer, so that subsequent layers
can be aligned to the buried layer (e.g. collector sink and base). The step
arises because the oxidation rate of heavily doped n+ silicon is much
greater than that of lightly doped silicon [1]. The buried layer junction
depth is determined by the requirement for a low sheet resistance (typ-
ically 10 �/sq) to minimize collector resistance, and by the need for a
low surface concentration to avoid autodoping [2–4] during epitaxy,
as will be discussed shortly. Sheet resistances lower than about 10 �/sq
are difficult to achieve because of defect generation during drive-in and
epitaxial growth [5,6].

Epitaxy [1] is the term applied to the growth of a single-crystal layer
of semiconductor on a single-crystal substrate. The crystalline substrate
serves as a seed for the epitaxial growth, and allows the process to
take place at a temperature well below the melting point of silicon.
A wide range of temperatures can be used for epitaxy (500–1200◦C),
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As

n+

p

(a)

p

(b)

p

(c)

n+ buried layer

n+ buried layer

surface step

n− epitaxy

Figure 9.2 Buried layer and epitaxy formation in a bipolar transistor

with lower temperatures being advantageous for thin epitaxial layers
and higher temperatures for thick epitaxial layers. The epitaxial process
proceeds by the reduction of a gaseous silicon compound such as silane
(SiH4), dichlorosilane (SiH2Cl2) or silicon tetrachloride (SiCl4). Dopants
can be incorporated into the growing epitaxial layer by mixing the
silicon source gas with a gaseous hydride (AsH3, PH3 or B2H6). As
discussed in Chapter 7, the selection of the optimum conditions for
epitaxial growth is a very complex decision, based on factors such
as reactor configuration, deposition temperature, growth rate, surface
cleanliness, etc. The crystalline quality of epitaxial layers is of paramount
importance, and defect generation during epitaxy must be avoided.
Defects in the substrate, such as dislocations, are able to propagate
into the growing epitaxial film, and additional defects such as epitaxial
stacking faults [6] can be nucleated at impurities or damage on the
substrate surface.

Epitaxial layer thickness can be controlled over a wide range of
values. Layers of several hundred microns can be grown for power
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device applications [7], and layers of less than a micron for high-speed
bipolar transistors [8]. In sub-micron epitaxial layers autodoping and
out-diffusion of the buried layer are the main factors that constrain
the extent that the thickness can be reduced. These mechanisms are
illustrated in Figure 9.3, where it can be seen that autodoping is man-
ifested as a tail on the diffusion profile of the buried layer dopant up
into the epitaxial layer. Autodoping [2–4] of epitaxial layers occurs
through diffusion and evaporation of dopant from the substrate. The
dopant is then incorporated into the growing epitaxial layer through
the gas phase. This is a particular problem in bipolar processes because
of the presence of the heavily doped buried layer. Autodoping can be
minimized by ensuring that the buried layer surface concentration is low
and by growing the epitaxial layer at a low temperature.

Pattern shift, pattern distortion and pattern washout [9–11] can
also often observed in epitaxy processes. Pattern shift is illustrated
in Figure 9.4(a), where it can be seen that the depression introduced
into the substrate surface during the buried layer drive-in has shifted
during epitaxy. Pattern distortion is shown in Figure 9.4(b) and is an
effect in which the shape of the depression is distorted during epitaxy.
Washout is shown in Figure 9.4(c) and is an effect where the depression
is smeared during epitaxy. Experiments have also shown that these
effects are significantly reduced if the epitaxy is carried out at a low
pressure [12].
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Figure 9.3 Illustration of autodoping and out-diffusion from the buried layer into
the epitaxial layer
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9.3 ISOLATION

Isolation is needed in integrated circuit processes to ensure that transis-
tors are electrically isolated from other transistors and components in
the circuit. The simplest method of isolation for bipolar circuits is junc-
tion isolation, as illustrated in Figure 1.1. Electrical isolation between
transistors or components in adjacent n-epitaxial islands is achieved
by reverse biasing the collector/isolation pn junction. Since negligible
current flows through a reverse-biased pn junction, transistors and com-
ponents in adjacent wells are effectively isolated. The reverse bias is
applied by connecting the substrate or isolation regions to the most neg-
ative voltage in the circuit. Although this technique is entirely effective,
it suffers from the disadvantage of consuming a large amount of silicon
area because of the lateral diffusion of the isolation regions. The large
parasitic capacitance associated with the collector/isolation pn junction
also makes it unsuitable for realizing high-speed circuits.

Oxide isolation [13] or shallow trench isolation [14] are commonly
used in CMOS technologies to produce the field oxide layer. Both
these techniques rely on the use of a recessed silicon dioxide layer to

(a)

epitaxial layer

substrate

(c)

epitaxial layer

substrate

(b)

epitaxial layer

substrate

Figure 9.4 Illustration of pattern shift (a), pattern distortion (b) and pattern
washout (c)
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simultaneously provide a thick silicon dioxide layer and a planar sur-
face. In CMOS processes, a thick field oxide is used in conjunction with
a field threshold implant to ensure that parasitic transistors, formed
when interconnections pass over the field oxide, do not turn on dur-
ing circuit operation. Oxide isolation and shallow trench isolation are
also used in bipolar technologies, as illustrated in Figures 1.2 and 9.1.
However, in bipolar technologies, oxide isolation and shallow trench
isolation do not generally provide electrical isolation because the oxide
layer is not thick enough to penetrate all the way through the epitax-
ial layer and buried layer (several microns). In bipolar technologies,
oxide isolation and shallow trench isolation are used to improve pack-
ing density and reduce parasitic capacitance. The base region can be
butted against the recessed oxide layer, as shown in Figure 9.1, which
eliminates the sidewall component of the collector/base capacitance and
also gives an improvement in packing density. The emitter region can,
in principle, also be butted against the recessed oxide to produce a
so-called walled emitter, as shown in Figure 9.5. This gives reduced
emitter/base capacitance, but unfortunately suffers from yield problems
due to the formation of emitter/collector pipes (short circuits between
emitter and collector) at defects generated at the vertical oxide/silicon
interface [15].

The vast majority of bipolar and BiCMOS technologies use deep
trench isolation [16] to provide electrical isolation of bipolar transistors
in integrated circuits. Deep trench isolation comprises a deep and narrow
trench etched into the silicon, which is filled with an insulator, as
illustrated in Figure 9.1. The trench needs to be deep enough to penetrate
through both the epitaxial layer and the buried layer. If this is done, no
separation is required between adjacent buried layers and hence a big
improvement in packing density is obtained. Deep trench isolation can
also be used in CMOS technologies [17].

n+ emitter

n

p− base

shallow trench or
oxide isolation

walled emitter

Figure 9.5 Bipolar transistor with a walled emitter
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Deep trench fabrication is a three-part process involving trench etch-
ing, refilling and planarization, and is illustrated in Figure 9.6. The
process sequence starts (Figure 9.6(a)) with the deposition of pad oxide,
silicon nitride and a thick masking layer such as photoresist or a
deposited silicon dioxide layer. The silicon nitride layer is needed as an
etch stop during planarization, and the pad oxide relieves the stress at
the nitride/silicon interface. Following photolithography, a deep narrow
trench is etched using reactive ion etching (Figure 9.6(b)). The main
requirement for the trench is for vertical walls, a criterion that can be
easily met when the trench opening is wide but which becomes more
difficult to meet as the trench width decreases [18]. A channel-stop
implant is generally introduced at this stage of the process to prevent the
formation of an n-type inversion layer in the underlying lightly doped
p-type silicon.

Trench refilling can accomplished in a variety of different ways [19,20],
but deposition of polysilicon is the most common. The first stage of the
refill procedure is generally a thermal oxidation to grow a thin silicon
dioxide layer, as shown in Figure 9.6(c). The trench is then refilled by
depositing a thick layer of undoped polysilicon. The main criterion that
must be met by the refill procedure is the avoidance of defect generation
during subsequent heat treatments and oxidations [21,22]. Particular
problems arise if the thermal oxide around the inside of the trench is too
thick, as well as at the seam in the polysilicon down the centre of the
trench. When an oxidation is carried out, an oxide layer can form down
the centre of the seam, forcing apart the polysilicon in the trench. This
generates a large amount of stress, which is relieved by the formation of
dislocations at the corners of the trench.

The final stage of trench isolation is planarization, which is illustrated
in Figure 9.6(d). This is achieved by etching back the polysilicon or
chemical mechanical polishing to give a planar surface. The silicon
nitride layer over the active transistor areas acts as an etch-stop or
polish-stop. The deep trench structure is completed by carrying out an
oxidation to cap the polysilicon layer at the top of the trench.

Selective epitaxy [23,24] is an alternative approach for isolating bipo-
lar integrated circuit transistors, as illustrated in Figure 9.7. The buried
layer is formed by implanting arsenic or antimony through a window
in thick silicon dioxide layer, as illustrated in Figure 9.7(a). Following
buried layer drive-in, an n-type collector is selectively grown using the
techniques described in Chapter 7 to produce the structure shown in
Figure 9.7(b). The advantage of selective epitaxy is that it eliminates the
need for both deep and shallow trench isolation, and hence is a very
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Figure 9.6 Fabrication sequence for deep trench isolation



176 SILICON BIPOLAR TECHNOLOGY

facet

(a)

(b)

n+ buried layer

n− collector

p

n+ buried layer

p

Figure 9.7 Illustration of the use of selective epitaxy for isolation in an integrated
circuit bipolar process

simple process. It is particularly attractive for SiGe HBTs, where epitaxy
is also needed to produce the SiGe base. The combination of selective
silicon epitaxy for the collector and non-selective SiGe epitaxy for the
base gives a very simple process for the fabrication of HBTs [25]. The
major problems with selective epitaxy are the formation of facets [26]
around the periphery of the epitaxial regions and loading effects, which
give different thicknesses of silicon for different window sizes [27], as
discussed in Section 7.7.

9.4 SELECTIVE IMPLANTED COLLECTOR

To achieve a high value of fT in a bipolar transistor, a high collector dop-
ing concentration is needed to push the Kirk effect to higher currents as
discussed in Section 5.5. However, a high collector doping concentration
gives a narrow collector/base depletion width, which then gives a high
collector/base capacitance. As will be seen in Chapter 12, collector/base
capacitance is one of the most important parasitic capacitances in a
bipolar transistor and it has a strong effect on the circuit performance. It
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also degrades the achievable fmax of a bipolar transistor, as can be seen
from equation (5.23). Some method is therefore needed to manage the
trade-off between fT and collector/base capacitance.

The Selective Implanted Collector (SIC) provides a method of increas-
ing the collector doping in the intrinsic collector, while maintaining a
lower collector doping in the extrinsic collector. In this way, it is possible
to optimize the trade-off between fT and collector/base capacitance. The
selective implanted collector is realized with a high-energy phosphorus
implant through the emitter window, as illustrated in Figure 9.8. This
implant increases the doping in the intrinsic collector, while leaving
the doping in the extrinsic collector unchanged. It is a self-aligned pro-
cess because the SIC implant is made through the same window as
the emitter.

A typical doping profile for a selective implanted collector is illustrated
in Figure 9.9. The energy of the SIC implant is chosen to put the peak
of the phosphorus implant just beyond the base and the dose is chosen
to control the Kirk effect. Typically the phosphorus concentration at the
collector/base junction is around 1 × 1017 cm−3. The selective implanted
collector also has the advantage of compensating the tail of the boron
profile and hence reducing the basewidth.

n+
p

n− collector

resist

P

SIC

n+ buried layer

Figure 9.8 Fabrication of a Selective Implanted Collector (SIC) using a phosphorus
implant through the emitter window
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Figure 9.9 Typical doping profiles for a selective implanted collector

9.5 DOUBLE-POLYSILICON, SELF-ALIGNED
BIPOLAR PROCESS

The development of the double-polysilicon, self-aligned bipolar pro-
cess [28–31] led to dramatic improvements in circuit performance. State
of the art double-polysilicon, self-aligned bipolar transistors can be pro-
duced with values of fT and fmax approaching 70 GHz [8,32,33]. Emitter
coupled logic circuits have been produced using these transistors with
a gate delay as low as 12 ps and dynamic frequency dividers have been
designed that operate at 52 GHz [8]. These impressive results have been
made possible by the use of p+ polysilicon as a base contact, and by
the self-alignment of the emitter to the extrinsic base [28]. The use of
p+ polysilicon for the base contact gives a reduction in collector/base
capacitance, and can be understood by referring to Figure 9.10, which
compares a double-polysilicon self-aligned transistor with a conventional
transistor. In the conventional transistor the size of the collector/base
junction is limited by the requirement to make contact to the emitter
and base. The design rules for minimum contact window size, min-
imum metal-to-metal separation and minimum metal overlap around
the contact window therefore determine the size of the collector/base
capacitance. In the self-aligned transistor, contact to the base is made
via the p+ polysilicon layer, so the shallow trench isolation regions can
be brought closer together, as shown in Figure 9.10(a). The size of the
extrinsic collector/base junction is then limited only by the requirement
to provide an overlap between the p+ polysilicon and the single-crystal
silicon. These changes in the layout of the transistor make possible a
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Figure 9.10 Cross-sectional views of a double-polysilicon, self-aligned bipolar
transistor (a) and a conventional bipolar transistor (b) showing the reduction in
collector/base capacitance that is obtained in the former transistor

reduction in the collector/base capacitance by as much as a factor of
four. The self-alignment of the emitter to the extrinsic base allows the
p+ extrinsic base to be brought very close to the polysilicon emitter,
which dramatically reduces the extrinsic base resistance.

The essential features of the double-polysilicon, self-aligned bipolar
process are illustrated in Figure 9.11. The fabrication sequence begins
with the deposition of a layer of polysilicon over the top of the intrinsic
base region of the transistor. This layer is then doped using a heavy
boron implant, and a CVD silicon dioxide layer is deposited on top.
In the completed transistor the p+ polysilicon forms the extrinsic base
region of the transistor. At this point the oxide and polysilicon are
patterned using reactive ion etching. It is important that this etch is
highly anisotropic so that vertical walls are obtained at the edge of the
window, as shown in Figure 9.11(a).

The critical stage of the self-aligned process is the formation of an oxide
spacer on the sidewalls of the polysilicon. This is done by depositing a
CVD oxide layer and then etching this back using reactive ion etching. An
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Figure 9.11 Process sequence for a double-polysilicon, self-aligned bipolar process

inspection of Figure 9.11(b) indicates that the deposited oxide is thicker
where it covers the step in the polysilicon. The use of an anisotropic etch
to remove the oxide therefore leads to the formation of a spacer on the
sidewall of the polysilicon, as shown in Figure 9.11(c). The width of the
spacer is determined by the thickness of the deposited oxide layer and by
the etching characteristics of the reactive ion etcher. The spacer needs to
be wide enough to prevent the p+ extrinsic base region intersecting the
n+ emitter region beneath the spacer (Figure 9.11(d)). If this occurs, an
unwanted p+/n+ junction forms around the periphery of the emitter.
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A large tunnelling current can flow across junctions of this type, with
the result that the current gain and emitter/base breakdown voltage
are significantly degraded [34]. The transistor structure is completed by
forming a polysilicon emitter and annealing to drive the dopants from
the two polysilicon layers into the single-crystal silicon (Figure 9.11(d)).

The self-aligned process gives a considerable reduction in the two
most important electrical parameters of the bipolar transistor: the col-
lector/base capacitance and the base resistance. It will be shown in
Chapter 12 that these two parameters are the dominant components of
the propagation delay in ECL logic circuits. The improvements provided
by the double-polysilicon, self-aligned process therefore lead directly to
a considerable improvement of circuit performance. The reduced base
resistance is obtained because the p+ extrinsic base is self- aligned to the
n+ polysilicon emitter. These two regions of the device are separated by
the thickness of the oxide spacer, which is typically less than 0.2 µm.
The extrinsic base region therefore extends right up to the edge of the
active emitter, thereby providing a very low-resistance path to the base
contact. A further reduction in extrinsic base resistance can be obtained
by siliciding the p+ polysilicon layer. It should also be noted that the final
emitter size is smaller than the original emitter window etched in the p+
polysilicon layer because of the oxide spacers on the inside of the emit-
ter window. This allows emitters to be produced that are considerably
smaller than the minimum feature size of the lithography tool.

In practice, the fabrication steps used to produce the oxide spacer are
more complicated than suggested in Figure 9.11 [30,31]. Figure 9.12
shows a more realistic process sequence for the fabrication of the
self-aligned polysilicon emitter. After etching of the p+ extrinsic base
polysilicon, a thin stress relief oxide is grown, followed by the depo-
sition of a silicon nitride layer and an undoped polysilicon layer. The
undoped polysilicon layer is then anisotropically etched to create dummy
polysilicon spacers at the perimeter of the emitter window, as shown
in Figure 9.12(a). The silicon nitride layer acts as an etch stop for
the undoped polysilicon etch. The silicon nitride layer is then etched
to expose the underlying stress relief oxide in the emitter window, as
shown in Figure 9.12(b). At this point, the dummy polysilicon spacer
is removed using a wet etch and the stress relief oxide is wet etched to
open the emitter window. The final stage in the process is the deposition
of a polysilicon emitter and a high-temperature anneal to diffuse the
dopants from the polysilicon layers. This process has the advantage
of reducing the emitter plug effect (Section 6.8.4) compared with the
process in Figure 9.11 because the insulator step height at the perimeter
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Figure 9.12 Process sequence for spacer formation in a double-polysilicon bipo-
lar process

of the emitter is determined by the thickness of the nitride and stress
relief oxide layer rather than the thickness of the p+ polysilicon and the
overlying oxide layer.

There are two options for fabricating the intrinsic base in the double-
polysilicon, self-aligned bipolar process. In the processes shown in
Figures 9.11 and 9.12, the intrinsic base was fabricated before the
self-aligned emitter. However, over-etching in the step shown in
Figure 9.11(a) removes dopant from the intrinsic base of the transistor
and hence introduces a potential problem of batch-to-batch gain
variations. An alternative approach is to implant the intrinsic base
after step 9.12(b), i.e. after the dummy polysilicon spacer has been
produced. This approach has the advantage that the base is not dry
etched after it has been implanted, and hence the gain should be very
reproducible. However, the connection of the intrinsic and extrinsic
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bases is achieved by lateral diffusion of the extrinsic and intrinsic bases
beneath the spacer. Care must therefore be taken to ensure that the
intrinsic base joins up with the extrinsic base.

9.6 SINGLE-POLYSILICON BIPOLAR PROCESS

Many applications do not require the performance levels of double-
polysilicon bipolar processes or SiGe HBT processes, and in such cases
cost and manufacturability often determine the applicability of the
technology. Single-polysilicon bipolar processes are capable of achieving
reasonable performance and are considerably simpler than double-
polysilicon processes. A cut-off frequency of 35 GHz has been achieved
with a maximum oscillation frequency of 54 GHz [35].

In a single-polysilicon emitter, the polysilicon emitter is deposited
after a window has been opened in a thin silicon dioxide layer, as
illustrated in Figure 9.13. The single-polysilicon emitter is not fully
self-aligned because an alignment tolerance is needed for the defini-
tion of the polysilicon around the emitter window. However, it does
have some self-aligned features, in particular the self-alignment of the
extrinsic base silicide to the polysilicon layer. This is achieved using a
spacer on the outside of the polysilicon emitter and is identical to the
self-aligned silicide (SALICIDE) process used in CMOS processes. The
single-polysilicon emitter is therefore fully compatible with CMOS and
hence ideal for BiCMOS technology. When compared with a double-
polysilicon bipolar process, the single-polysilicon process does not have
such low values of collector/base capacitance because space is needed for
the contacts to the extrinsic base. Similarly, the extrinsic base resistance

n+ buried layer

p+ p+p
n+

n

n+ poly

spacer
silicide

Figure 9.13 A single-polysilicon bipolar transistor
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is higher because space has to be allowed for the alignment of the
polysilicon to the emitter window.

9.7 BiCMOS PROCESS

CMOS is the dominant technology for the design of digital VLSI cir-
cuits because of its low power, compact layout and ease of design.
However, MOS transistors have a number of disadvantages, foremost
among which are a limited drive capability and a limited high-frequency
performance. Bipolar transistors have a larger drive capability than
MOS transistors, because the large transconductance of the bipolar
transistor gives it a greater current drive per unit silicon area. BiCMOS
processes allow MOS and bipolar transistors to be combined on a single
chip, thereby allowing high-density MOS circuits to be combined with
high-frequency and high current-drive bipolar circuits. Gate delays of
bipolar [36] and BiCMOS [37] circuits degrade by approximately 50%
in the presence of a large load capacitance, whereas the degradation
for corresponding CMOS circuits is more than an order of magnitude.
BiCMOS processes therefore offer better digital system performance
than CMOS processes [38].

BiCMOS processes are also ideal for analogue and mixed-signal appli-
cations because the best features of MOS and bipolar transistors can be
combined to deliver the best system performance. With analogue BiC-
MOS, a wide variety of different analogue and digital building blocks can
be integrated onto a single chip. This system integration approach [38]
enables digital functions, such as processors and memories, to be freely
integrated with analogue functions, such as A-D converters, amplifiers,
filters and even transducers. In this way a powerful and universal tech-
nology is created, which makes possible the integration of all types of
electronic system.

The idea of merging bipolar and MOS transistors on a single chip has
been around since the late 1960s [39], but little progress was made until
the development of the n-well, silicon-gate CMOS process [40] in 1978.
The n-well was ideal for the collector of the bipolar transistor and hence
allowed for the first time the practical integration of MOS transistors
with npn bipolar transistors to give a BiCMOS technology [41,42].

Early versions of BiCMOS technology did not use buried layer and
epitaxy, and hence collector resistance was very high, which limited
the current drive of the bipolar transistor. Later BiCMOS processes
incorporated buried layer and epitaxy [37,38,43,44] and also included
single-polysilicon emitters, as illustrated in Figure 9.14. The buried layer
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Figure 9.14 Cross-sectional view of a BiCMOS process

is also useful for the MOS transistors, since it can be introduced below
the p-channel MOS transistor to suppress latch-up [45,46]. This buried
layer reduces the series resistance of the substrate beneath the p-channel
MOS transistor and also decreases the gain of the parasitic pnp bipolar
transistor formed by the p-channel source/drain regions, the n-well and
the p-substrate.

In the early BiCMOS processes, considerable effort was applied to
minimizing the total number of processing steps by merging the process-
ing of the MOS and bipolar transistors wherever possible. For example,
in the process illustrated in Figure 9.14, the p+ source/drain implant
can be used for the extrinsic base of the bipolar transistor, the n+
source/drain implant for the collector contact and the CMOS polysili-
con gate for the polysilicon emitter of the bipolar transistor. Care must
be taken when combining the polysilicon gate and polysilicon emitter
because MOS transistors are very sensitive to contamination introduced
between gate oxide growth and polysilicon gate deposition. For this
reason, the polysilicon gate is normally deposited immediately after the
gate oxide growth. In a BiCMOS process, this constraint can be met by
depositing a thin polysilicon layer immediately after gate oxide growth
to cap the gate oxide. The emitter window of the bipolar transistor
is then opened through this capping polysilicon layer. The merging of
MOS and bipolar transistor processing steps allowed BiCMOS processes
to be realized using just three additional masking stages, one for the
buried layer, one for the base and one for the emitter window.

In more recent BiCMOS technologies [47–51] the trend is not to
merge the process steps for the MOS and bipolar transistors, but rather
to add the bipolar transistor with minimum disturbance to the CMOS
process. The reason for this change in emphasis is partly due to the
large effort required to develop a deep sub-micron CMOS process,
and partly due to the importance of time to market. Also, as extra
levels of metal have been added to CMOS processes, the saving that
can be achieved by eliminating a mask has decreased as a fraction of
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the total batch cost. Additional process steps have also been added
to optimize the performance of the BiCMOS technology. Where twin
tub CMOS is used, a buried p+ layer is often included below the n-
channel transistor as well as a buried n+ layer below the p-channel
transistor [48,49] to further reduce latch up. Deep trench isolation is
also often included [48,49] to improve packing density, as discussed in
Section 9.3. If high-speed performance is of paramount importance [52],
a self-aligned double-polysilicon bipolar transistor can be integrated into
a BiCMOS technology [49,52]. A BiCMOS technology of this type is
suitable for high-speed processor and high-frequency communications
applications.

9.8 COMPLEMENTARY BIPOLAR PROCESS

One of the advantages of CMOS for analogue circuit design is the avail-
ability of complementary n-channel and p-channel MOS transistors.
Complementary transistors can also been obtained in bipolar technolo-
gies [51,53] by using a complementary bipolar process, which combines
vertical npn and pnp bipolar transistors in a single process. Figure 9.15
illustrates a simple complementary bipolar process that incorporates
single-polysilicon vertical npn and pnp bipolar transistors. Complemen-
tary bipolar processes can also be obtained with double-polysilicon
bipolar transistors.

The key to the complementary bipolar process is the use of deep trench
isolation to isolate the npn and pnp transistors. The npn transistor is
fabricated in the usual way with an n+ buried layer and an n-type
epitaxial layer for the collector. The pnp transistor requires a p+ buried
layer, which means that an extra n− buried layer has to be incorporated
to isolate the pnp transistor. This n− buried layer needs to be connected
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Figure 9.15 Cross-sectional view of a complementary bipolar process
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to the positive supply voltage to ensure that the pn junction formed by
the substrate and the n− buried layer is reverse biased. A p-well diffusion
is used to create the collector of the pnp transistor by over-doping the
n-type epitaxial layer. The process flow can be simplified by combining
some of the process steps for the npn and pnp transistors. The p+
extrinsic base implant of the npn transistor can be used for the collector
contact of the pnp transistor and vice versa for the n+ extrinsic base
implant for the pnp transistor. The same undoped polysilicon layer can
be used to form the polysilicon emitters of the npn and pnp transistors.

REFERENCES

[1] S.M. Sze, VLSI Technology, McGraw-Hill, New York (1988).
[2] A.R. Srinivasan, ‘CVD epitaxial autodoping in bipolar VLSI technology’,

Jnl Electrochem. Soc., 132, 3005 (1985).
[3] M.W.M. Graef, B.J.H. Leunissen and H.H.C. deMoor, ‘Antimony, arsenic

and phosphorus autodoping in silicon epitaxy’, Jnl Electrochem. Soc., 132,
1942 (1985).

[4] H.R. Chang, ‘Autodoping in silicon epitaxy’, Jnl Electrochem. Soc. 132,
219 (1985).

[5] D. Robinson, A.A. Rozgonyi, T.E. Seidel and M.H. Read, ‘Orientation
and implantation effects on stacking faults during silicon buried layer
processing’, Jnl Electrochem. Soc. 128, 926 (1981).

[6] K.V. Ravi, Imperfections and Impurities in Semiconductor Silicon, Wiley,
Chichester (1981).

[7] P.D. Taylor, Thyristor Design and Realization, Wiley, Chichester (1987).
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10
Silicon-Germanium
Heterojunction Bipolar
Technology

10.1 INTRODUCTION

In the 1990s a revolution in silicon technology occurred, as the Silicon-
Germanium Heterojunction Bipolar Transistor (SiGe HBT) emerged
from research labs around the world [1,2]. Previously, heterojunction
devices had only been available in compound semiconductor technolo-
gies, and as a consequence silicon technology could not fully compete in
high-frequency applications. The emergence of the SiGe HBT as a viable
production device turned silicon into a heterojunction technology and
in doing so extended its capability to much higher frequencies. State of
the art SiGe HBTs currently have values of fT of 350 GHz and values
of fmax of 270 GHz [3], which implies the operation of communication
systems at >100 Gbit/s. Furthermore, research is underway on SiGe
heterojunction MOSFETs, which in turn will revolutionize the future of
CMOS technology. It is clear therefore that SiGe heterojunction devices
will have a big impact on the future of silicon technology.

Two main approaches have been used for the fabrication of SiGe
HBTs, as illustrated in Figure 10.1. The first uses differential epi-
taxy [4,5], as illustrated in Figure 10.1(a), and the second selective
epitaxy [6,7], as illustrated in Figure 10.1(b). For the differential epitaxy
process, the p+ SiGe base layer is grown after oxide isolation forma-
tion, so single-crystal material is formed where the silicon collector
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Figure 10.1 Cross-sectional views of SiGe HBTs produced using (a) differential
epitaxy and (b) selective epitaxy

is exposed and polycrystalline material over the oxide isolation. This
polycrystalline layer is used to form the extrinsic base contact. For the
selective epitaxy process, the p+ polysilicon extrinsic base is formed
before epitaxy, and the SiGe base grown using selective epitaxy. This
approach is a variant of the double-polysilicon self-aligned bipolar pro-
cess. In the following sections these two approaches will be described
in more detail, along with variants for SiGe:C HBT processes. The
alternative approach of using germanium implantation to fabricate SiGe
HBTs will also be considered. Finally, as SiGe HBTs are extensively
used in high-frequency communications circuits, the methods of fabri-
cating the passive components (resistors, capacitors and inductors) will
be described.
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10.2 DIFFERENTIAL EPITAXY SILICON-GERMANIUM
HBT PROCESS

Figure 10.2 summarizes a simplified process sequence for the fabrication
of a SiGe HBT using differential epitaxy [5,8]. The starting point for
the sequence is after the formation of deep trench isolation (not shown)
and shallow trench isolation. A p+ SiGe base and p Si cap is then
grown non-selectively to give single-crystal material where the silicon
collector is exposed and polycrystalline material over the shallow trench
isolation. The interface between the polycrystalline and single-crystal
material angles diagonally upwards from the top corner of the shallow
trench isolation, as illustrated in Figure 10.2(b).

Figure 10.2(c) shows the SiGe HBT at extrinsic base formation. This
stage is reached by depositing a thin oxide layer, opening an emitter
window, depositing an n+ polysilicon layer, and etching to create the
polysilicon emitter. At this point, an extrinsic base implant is performed
to form a heavily doped p+ extrinsic base region adjacent to the
polysilicon emitter and to dope the polycrystalline layer heavily p-type.
It should be noted that the extrinsic base implant penetrates into the
SiGe layer and hence the point defects created will give rise to transient
enhanced diffusion during later annealing, as discussed in Section 8.7.2.
The use of SiGe:C is therefore an attractive option for this process, as
discussed in Section 8.7.3. Following the extrinsic base implantation,
an anneal is carried out to anneal the implantation damage and diffuse
the arsenic from the polysilicon emitter into the p-type silicon cap. The
arsenic should diffuse to a sufficient depth to over-dope the p-type silicon
cap and penetrate into the SiGe base. If a graded germanium profile is
used, like that in Section 8.6, the exact position of the emitter profile
with respect to the germanium profile will not be too critical, because
the majority of the germanium is at the collector end of the base.

Figure 10.2(d) shows the completed SiGe HBT. It can be seen that
this is a double-polysilicon process and hence has the advantage of
low collector/base capacitance, as discussed in Section 9.5. The p+
polysilicon can be silicided to reduce the contribution of the polysilicon
layer to the extrinsic base resistance. The largest component of the
extrinsic base resistance is then due to the series resistance of the p-type
silicon cap beneath the overhanging polysilicon emitter. The extrinsic
base is self-aligned to the edge of the overhanging polysilicon emitter,
but an alignment tolerance is still needed between the emitter window
and the polysilicon, as discussed in Section 9.6. This alignment tolerance
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Figure 10.2 Simplified process sequence for a SiGe HBT fabricated using differen-
tial epitaxy
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will have a strong influence on the extrinsic base resistance. An example
of a self-aligned emitter will be given in Section 10.2.2, which reduces
this component of extrinsic base resistance.

10.2.1 Polysilicon Nucleation Layer

In the differential epitaxy SiGe HBT process, the nucleation of polycrys-
talline SiGe on the field oxide is sometimes poor because the growth
processes used are often slightly selective in the initial stage of the
growth. In this situation, a polysilicon nucleation layer can be included
on top of the shallow trench isolation, as illustrated in Figure 10.3.
After shallow trench isolation, a thin oxide layer is grown and a thin
polysilicon nucleation layer deposited. The polysilicon nucleation layer
is then etched using the underlying oxide layer as an etch stop, and the
oxide layer wet etched to give the structure shown in Figure 10.3(a).
Epitaxial growth of the p+ SiGe and p-Si cap is then performed, as
illustrated in Figure 10.3(b). The thickness of the polysilicon nucleation
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Figure 10.3 Use of a polysilicon nucleation layer to increase the thickness of the
polycrystalline material on the field oxide
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layer can be chosen to compensate for any difference in growth rate
between the single-crystal and polycrystalline material, so that a planar
surface is obtained after growth.

The polysilicon nucleation layer also serves a number of other useful
functions. In a BiCMOS process, a gate oxide layer would be grown
after shallow trench isolation, and a thin polysilicon layer deposited to
protect the gate oxide from contamination during emitter processing,
as discussed in Section 9.7. In a SiGe HBT, the gate-protect polysilicon
layer can serve the dual function of protecting the MOS transistors
during the epitaxial growth and acting as a nucleation layer for the
extrinsic base polysilicon. The polysilicon nucleation layer is also useful
during pre-epitaxy cleaning, particularly if the hydrogen passivation
approach is used, as discussed in Section 7.5.2. Hydrogen passivation
gives a hydrophobic surface after the clean, which is very difficult to
detect when the majority of the wafer is covered by silicon dioxide. If
a polysilicon nucleation layer is included, the majority of the wafer is
covered by either polysilicon or exposed single-crystal silicon, and hence
the hydrophobic surface is very easy to detect. A final advantage of the
polysilicon nucleation layer is that the growth conditions are almost
identical to those for a blanket silicon wafer, since the majority of the
wafer surface is covered with silicon. In this situation, the development
of the growth process is relatively straightforward.

10.2.2 Self-aligned Emitter for the Differential Epitaxy HBT

In the process discussed in Figure 10.2, the emitter was only quasi self-
aligned, since an alignment tolerance was needed between the emitter
window and the n+ polysilicon. This approach has the advantage of
simplicity, but the disadvantage that the single-crystal emitter is not
symmetrically located between the extrinsic base regions, because the
separation on either side depends on the accuracy of the alignment.
This uncertainty in the location of the single-crystal emitter with respect
to the extrinsic base can give rise to some variability in the value of
extrinsic base resistance.

Self-aligned emitters have been developed for application in differential
epitaxy SiGe HBT technology [5], but at the cost of increased complexity.
Figure 10.4 illustrates the process sequence. Following base and emitter
epitaxy, a thin stress relief oxide layer is deposited, followed by a silicon
nitride layer and a polysilicon conversion layer. A silicon nitride layer
and a thick silicon dioxide layer are then deposited and patterned to
create a dummy emitter, as illustrated in Figure 10.4(a).
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differential epitaxy SiGe HBT (reprinted with permission from [5])
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The extrinsic base fabrication is begun by depositing a silicon dioxide
layer and then using an anisotropic etch to give oxide spacers on the side
of the dummy emitter, as shown in Figure 10.4(b). An extrinsic base
implant is then performed, which is self-aligned to the dummy emitter.
The oxide spacers ensure that the extrinsic base is separated from the
polysilicon emitter. Following the extrinsic base implant, the top oxide
layer is removed to leave the silicon nitride layer on top of the conversion
polysilicon layer, as shown in Figure 10.4(c).

The self-aligned emitter is formed by locally oxidizing the polysilicon
conversion layer, using the nitride layer to prevent oxidation over the
emitter, as shown in Figure 10.4(d). High-pressure oxidation is preferred
for this step, since it can be done at a low temperature, thereby avoiding
diffusion of the boron in the SiGe base. Following oxidation, the nitride
layer and remaining polysilicon conversion layer can be removed and
the emitter window opened in the nitride and stress relief oxide using a
wet etch. The final step is the creation of a polysilicon emitter to give
the structure shown in Figure 10.4(e).

10.3 SELECTIVE EPITAXY SILICON-GERMANIUM
HBT PROCESS

The differential epitaxy process has the disadvantage that the SiGe base
is implanted when the extrinsic base is formed. The damage created gives
rise to transient enhanced diffusion of the boron in the SiGe base during
subsequent high-temperature anneals, as discussed in Section 8.7.2. This
problem can be avoided if the extrinsic base is fabricated before the
SiGe epitaxy, so that the SiGe layer does not need to be implanted after
epitaxy. This can be achieved if selective epitaxy is used to grow the
SiGe base [9–12].

Figure 10.5 illustrates the process sequence for the selective epitaxy
SiGe HBT process. The process begins with the growth of a thermal
silicon dioxide layer, the deposition of a polysilicon layer and doping
with a high dose boron implant to create an extrinsic base as shown in
Figure 10.5(a). A silicon nitride layer is then deposited and an emitter
window etched in the nitride and p+ polysilicon layers to give the
structure shown in Figure 10.5(b). A silicon nitride spacer is formed on
the sidewalls of the p+ polysilicon extrinsic base by nitride deposition
and anisotropic etch, and the bottom oxide layer is wet etched laterally
to expose the bottom face of the p+ polysilicon extrinsic base, as shown
in Figure 10.5(c). During epitaxy, single-crystal SiGe grows on the
silicon collector and polycrystalline SiGe on the exposed p+ polysilicon
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Figure 10.5 Simplified process sequence for a SiGe HBT fabricated using selec-
tive epitaxy

extrinsic base to create a graft base, as shown in Figure 10.5(d). Once
the graft base has joined up to the SiGe base, the silicon emitter cap
layer can be grown.

The major disadvantage of this process is the difficulty in controlling
the selective epitaxy growth in a production environment. As discussed
in Section 7.7.1, selective epitaxy has the two major disadvantages of
facet formation [13] and loading effects [14]. In this SiGe HBT process,
loading effects will cause the SiGe thickness to vary when the emitter
window size is varied. Different geometry transistors will therefore
have different basewidths and hence different values of gain and cut-off
frequency. Facet formation during selective epitaxy will tend to lead to
the formation of voids in the corners of the emitter window adjacent to
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the graft base. Such voids will make it difficult to ensure that the graft
base is properly joined to the SiGe base. More sophisticated graft base
processes have been devised [11] to reduce void formation and hence
improve the reliability of the connection between the graft base and the
SiGe base.

10.4 SILICON-GERMANIUM-CARBON
HBT PROCESS

As discussed above, the main disadvantage of the differential epitaxy
SiGe HBT process is the transient enhanced boron diffusion in the SiGe
base that occurs as a result of the damage from the extrinsic base implant.
However, the introduction of carbon into a SiGe base has been shown
to dramatically suppress transient enhanced diffusion of boron [15–18],
as discussed in Section 8.7.3. It is therefore clear that the introduction of
carbon into the differential epitaxy SiGe HBT process would be expected
to deliver major improvements in transistor performance.

Several groups have investigated the use of carbon in differential
epitaxy SiGe HBT processes and demonstrated its benefits [19–21].
A carbon content of around 0.1% has been shown to suppress both
thermal and transient enhanced boron diffusion for boron doping levels
up to 3 × 1019 cm−3 [20]. This has allowed SiGe:C HBTs to be produced
using differential epitaxy processes with values of fT of 350 GHz [21].
The introduction of carbon into the differential epitaxy SiGe HBT
process therefore eliminates transient enhanced diffusion of boron and
hence provides resilience against implantation steps and associated high-
temperature anneals. With SiGe:C HBTs it is therefore possible to
implant both the extrinsic base and the selective implanted collector
after growth of the SiGe layer [20].

As discussed in Section 8.7.3, the introduction of carbon into SiGe
HBTs suppresses both the thermal diffusion of boron and the tran-
sient enhanced diffusion of boron. This suppression of the thermal
diffusion of boron implies that introduction of carbon would also be
beneficial to SiGe HBTs produced using the selective epitaxy process.
Several groups have incorporated carbon into selective epitaxy SiGe
HBT processes to assess the improvement in performance that can be
achieved [22,23]. Böck et al. [22] introduced a carbon concentration of
6 × 1019 cm−3 into selective epitaxy SiGe HBTs and showed that the
carbon suppressed undesirable boron diffusion for a boron base doping
of 2 × 1019 cm−3. Oda et al. [23] investigated carbon contents in the
range 0.2–0.4% and showed that a 10 nm thick boron doped layer
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could be produced with a boron doping concentration of 4×1019 cm−3.
Both the fT and the fmax were found to increase with carbon content. The
carbon also reduced facet formation and decreased the standard devi-
ation of collector current variations across the wafer due to improved
thermal stability.

10.5 SILICON-GERMANIUM HBT PROCESS USING
GERMANIUM IMPLANTATION

While the majority of SiGe HBTs have been produced using epitaxy,
some work has been done on the use of germanium implantation to
produce SiGe HBTs [24–27]. Germanium implantation has the advan-
tage of being fully compatible with the self-aligned double polysilicon
bipolar process because it allows SiGe layers to be easily produced in
selected areas of the silicon wafer. This advantage makes germanium
implantation attractive as a low cost route to the realization of a SiGe
HBT technology. The main disadvantage of germanium implanted SiGe
HBTs is that very narrow basewidths cannot be achieved since the
base is produced using boron implantation. For this reason, germanium
implanted SiGe HBTs have been limited to values of fT and fmax of
around 75 GHz [28].

Figure 10.6 shows a schematic cross-section of the germanium implan-
tation, which occurs immediately before the intrinsic base implan-
tation [24]. The dose of the germanium implant is typically around
3 × 1016 cm−2, which is high enough to amorphize the silicon. The
boron for the intrinsic base is then implanted into the amorphized sili-
con, which has the advantage of eliminating the channelling tail on the
implanted boron profile. Furthermore, the presence of the germanium in
the base reduces boron diffusion during the later implantation anneal,
since boron diffusion in SiGe is slower than that in Si, as discussed in
Section 8.7.2. These two factors give significantly narrower basewidths
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Figure 10.6 Germanium implantation in a Ge implanted SiGe HBT process
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Figure 10.7 Typical germanium, boron and arsenic profiles in a germanium
implanted SiGe HBT

in germanium implanted SiGe HBTs than in comparable silicon bipolar
transistors.

Figure 10.7 shows typical germanium and boron profiles for the ger-
manium implanted SiGe HBT. The energy of the germanium implant
is chosen so that the peak of the germanium profile occurs close to the
collector/base junction. In this situation, the germanium concentration
rises across the base and gives a graded germanium profile analo-
gous to that used in epitaxial SiGe HBTs. As discussed in Section 8.6,
this graded germanium profile gives a built-in electric field that accel-
erates electrons across the base and hence increases the fT of the
SiGe HBT.

The main issue in germanium implanted SiGe HBTs is the control
of defects resulting from the germanium implant. Transmission electron
microscopy has shown that good epitaxial quality can be achieved in the
re-crystallized SiGe layer and that strained SiGe can be produced [29].
This is done using a two-stage thermal anneal to achieve solid phase
epitaxial regrowth of the SiGe layer and annihilation of electrically active
defects [29]. The first stage is a re-crystallization anneal at a temperature
between 500 and 600◦C and the second stage is a higher temperature
anneal at ≈850◦C to annihilate remaining defects. A band of defects is
invariably present at the end of range of the germanium implant, but
these do not have a detrimental effect on the transistor performance
since they are located in the collector of the transistor [24].
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10.6 RADIO FREQUENCY SILICON-GERMANIUM
BiCMOS PROCESS

While the digital BiCMOS process in Section 9.7 needed little more
than MOS and bipolar transistors, analogue BiCMOS processes require
a wide range of additional components such as resistors, capacitors,
diodes and pnp bipolar transistors. RF BiCMOS processes require, in
addition, inductors and varactor diodes. While some of these passive
components can be fabricated without any additional process steps,
others require extra processing.

Resistors can easily be produced without any additional processing
by using the series resistance of the various layers that comprise the
bipolar and MOS transistors in a BiCMOS technology. Implanted n+
and p+ resistors can be produced using the n+ and p+ source/drain
implants of the n-channel and p-channel MOS transistors respectively or
the p+ extrinsic base implant of the bipolar transistor. Sheet resistances
of typically 70 and 100 �/sq, respectively, can be obtained in this way.
A higher value of sheet resistance can be obtained by using a lower
dose boron implant analogous to that used to create the base of a
silicon bipolar transistor. A sheet resistance of around 1–2 k�/sq can
be obtained in this way. Control of the absolute value of resistance can
be obtained to about ±10%, while matching between adjacent resistors
is possible to a much better tolerance of typically ±0.1%. Figure 10.8
shows a cross-section of a p+ resistor formed in an n-well. It should
be noted that the resistor has to be electrically isolated from the rest
of the circuit in the same way as a bipolar transistor, which is done by
connecting the n-well to the positive supply voltage. The disadvantages
of implanted resistors are that high-value resistors consume considerable
silicon area and that they have a high parasitic capacitance due to the
presence of the depletion region.

Polysilicon resistors are an alternative to implanted resistors and can
be produced using the n+ and p+ polysilicon of the n-channel and
p-channel MOS transistors, respectively, and the n+ polysilicon of the
bipolar transistor polysilicon emitter. Polysilicon resistors are formed

p+

n-well

Figure 10.8 Cross-section of a p+ implanted resistor
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on top of the thick field oxide, as shown in Figure 10.9, and hence
have a lower parasitic capacitance than implanted resistors. They also
do not directly consume any silicon area, as they are located above the
silicon substrate. A further advantage of a polysilicon resistor over an
implanted resistor is that they do not require any isolation connections,
as they are isolated by the underlying field oxide. Sheet resistances of
200–300 �/sq are typically obtained for polysilicon resistors and control
of the absolute value of resistance can be achieved to about ±20%. This
poor tolerance is the main disadvantage of polysilicon resistors, and is
caused by uncertainties in the series resistance of the polysilicon due
to the presence of grain boundaries. Higher value polysilicon resistors
can be obtained if a lower dose implant is used to dope the polysilicon.
Sheet resistances of 5 k�/sq and more can be obtained in this way, but
control of the absolute value of resistance is difficult because of the
strong effect that the grain boundaries have on the resistance in lightly
doped polysilicon.

MOS capacitors can easily be produced using a thin silicon dioxide
layer, as illustrated in Figure 10.10. This is essentially a parallel plate
capacitor, the bottom plate being provided by a low-resistance n+ layer.
If the collector sink region over the n+ buried layer is used as the
bottom plate, as shown in Figure 10.10, a very low series resistance is
obtained and hence a Q of around 20 can be achieved at 2 GHz [30].
The capacitance per unit area depends on the oxide thickness, which

n+ collector sink

p

n+ poly

n+ buried layer

Figure 10.10 Cross-section of a MOS capacitor
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is generally around 10 nm. This gives a capacitance per unit area of
around 3 fF/µm2, which can be achieved with a tolerance of ±15%. The
low capacitance per unit area of this type of capacitor demonstrates that
large-value capacitors are extremely expensive in terms of silicon area.

An alternative to the MOS capacitor is the Metal-Insulator-
Metal (MIM) capacitor, which is made by sandwiching an insulator
between two levels of metal in a multi-level metal technology. Deposited
silicon dioxide is generally used as the insulator because it has a relatively
high dielectric constant and can be deposited at a low temperature (below
the melting point of aluminium) using plasma enhanced chemical vapour
deposition. The use of two metal plates for the MIM capacitor means
that series resistance is extremely low, and the large thickness of insulator
between the metal plates and ground gives low parasitic capacitance.
Consequently Q values of 70–80 at 2 GHz can be obtained, which
makes the MIM capacitor the preferred choice for RF circuits. The
capacitance per unit area achievable with a MIM capacitor depends on
the oxide thickness, which is determined by the requirement for good
reliability. An oxide thickness of around 50 nm is typically used, which
gives a capacitance per unit area of approximately 0.7 fF/µm2 [31].

The realization of high Q inductors in RF BiCMOS technologies is
difficult because of the compromises that have to be made between the
inductor performance and the performances of the MOS and bipolar
transistors. Inductors are generally fabricated by realizing a metal spiral
in the top level of metallization, as illustrated in Figure 10.11. Contact
to the centre of the spiral is made to a lower level of metal through
a via. The Q of the inductor is limited by the series resistance of the
metal, which is typically 10–100 m�/sq and by the parasitic capacitance
to the silicon substrate, which is determined by the oxide thickness.
Decreasing the series resistance of the inductor metal has a big effect on
the Q of the inductor. This can be done by increasing the thickness of
the inductor metal layer and/or by using a low-resistance metal such as
copper. Decreasing the parasitic capacitance of the inductor generally
has a smaller effect on the Q of the inductor than decreasing the series
resistance. Values of Q between 15 and 20 at 2 GHz can be achieved
by using a 4–5 µm thick aluminium layer and a 3 µm thick oxide layer
between the inductor metal layer and the previous metal layer [31].
Values of inductance depend on the number of turns and are typically
in the range 1–10 nH.

The substrate resistivity is important in RF BiCMOS technologies
because interactions between the inductor electric and magnetic fields
and the substrate can lead to parasitic substrate currents [31]. Parasitic
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Figure 10.11 Plan and cross-section views of an integrated circuit inductor

currents that result from the inductor electric field cause power losses
in the inductor and a lowering of the Q. Parasitic currents that result
from the inductor magnetic field (eddy currents and image currents) not
only cause power losses but also reduce the net inductance because of a
reduction in the net magnetic field. Eddy currents and image currents in
the substrate generally become significant for substrates with resistivities
of less than 5 �cm [31]. Raising the substrate resistivity is one method of
reducing substrate effects and hence of improving the inductor Q. This
approach mimics that used in GaAs processes, where a semi-insulating
substrate is available. This disadvantage of high-resistivity substrates
is that significant changes to the CMOS process flow are needed to
maintain the high resistivity. An alternative approach, which allows
low-resistivity substrates to be used without inducing eddy and image
currents, is to include a Faraday shield. This can take the form of a
patterned ground plane [32] or a low-resistivity halo implant outside
the inductor that forms a broken loop around the inductor [33]. Both
of these approaches aim to terminate the parasitic electric field from the
inductor in a low-impedance AC ground before it is able to penetrate
any great distance into the substrate.

Varactor diodes are basically non-linear capacitors, and are used in
circuits to provide frequency multiplication. Varactor diodes provide
a non-linear capacitor by utilizing the non-linear capacitance/voltage
characteristic of a junction diode. The main parameter of interest for
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a varactor diode is the maximum change in capacitance obtainable
for a given change in voltage. A high value of this parameter can
be obtained if an abrupt pn junction is used, with typical values in
a SiGe BiCMOS technology being a factor of 1.7–1.8 for a 2.5 V
change in voltage [34]. A heavily doped arsenic layer is generally used
to produce a varactor diode because a very steep profile can be obtained
due to concentration-enhanced diffusion. Faster diffusion is obtained at
high arsenic concentrations than at low concentrations, which tends to
square up the profile and give a large drop in arsenic concentration over
a short distance.

For analogue circuit design, it is useful to have available pnp bipolar
transistors so that complementary design approaches can be used. pnp
bipolar transistors can be produced in a BiCMOS technology without
any additional processing steps by placing two extrinsic base regions in
close proximity and relying on the lateral injection of carriers to provide
current gain. This arrangement is referred to as a lateral pnp transistor,
and is illustrated in Figure 10.12. It is advantageous if the collector
completely surrounds the emitter, since holes injected from the emitter
can be collected on four sides, thereby maximizing the current gain.
Additional improvements in gain can also be obtained if a buried layer
is incorporated below the emitter of the pnp transistor. Holes injected
vertically downwards from the emitter see a potential barrier at the nn+
junction and are reflected upwards. They can then diffuse to the collector
and contribute to the collector current. Common emitter current gains
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Figure 10.12 Plan and cross-section views of a pnp lateral bipolar transistor
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of about 30 can be achieved in this way. The main disadvantage of
lateral pnp transistors is a poor high-frequency performance, caused by
the large amount of stored charge in the epitaxial base. If high-frequency
pnp bipolar transistors are required, a complementary bipolar approach
can be used, as discussed in Section 9.8 [35,36].
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[7] T.F. Meister, H. Schäfer, M. Franosch, W. Molzer, K. Aufinger,
U. Scheler, C. Walz, S. Stolz, S. Boguth and J. Böck, ‘SiGe base bipolar
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11
Compact Models of Bipolar
Transistors

11.1 INTRODUCTION

The efficient design of integrated circuits requires the use of sophisticated
computer-aided circuit design programs such as the ubiquitous SPICE
program. These programs take a circuit-level description as input and
provide output in the form of node voltages and currents as a function
of time. A vital component of a circuit simulation program is a com-
pact transistor model, which defines the terminal characteristics of the
transistor. Such a model consists of a combination of circuit elements
such as resistors, capacitors, current generators, etc. and equations for
defining the behaviour of the transistor. Definition of the transistor
model is through a set of parameters, typically 40 for a full description
of a bipolar transistor.

In devising a compact transistor model, an accurate description of the
terminal characteristics is more important than a rigorous description of
the device physics. Nevertheless, models that are based on the physics
of the device do provide a better understanding, and can generally be
implemented using fewer model parameters. For these reasons, most
circuit simulators use compact transistor models that are to a first
order physics-based, although second-order effects are often described
using simple empirical expressions. Computational time is of paramount
importance, since this provides a limit to the size of circuit that can be
simulated. The need for short simulation times is the primary reason
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that compact models are used for circuit simulation in preference to full
numerical device simulation.

Compact transistor models provide an interface between process
engineers, device engineers and integrated circuit designers. Circuit
designers need to be familiar with compact models, because the accuracy
of their circuit simulations depend critically on the accuracy of the
transistor models and the associated input parameters. Similarly, process
and device engineers need to have some knowledge of transistor models,
because the transistor and process design need to be optimized to give
optimum circuit performance. The relationship between process design,
transistor design and circuit performance will be described in detail in
Chapter 12.

In this chapter we will consider the compact bipolar transistor models
that are used in widely available computer-aided circuit design programs
such as SPICE [1]. The simple DC Ebers-Moll model [2] will be used as
a starting point, and additional physical mechanisms added to the basic
model as required. In this way, the full Gummel-Poon bipolar transistor
model [3] will evolve in a number of well-defined and easy to understand
stages. The SPICE bipolar transistor model will be described in detail,
and the key features of more recent variants, such as the VBIC [4] and
Mextram [5] models, will be briefly outlined.

11.2 EBERS-MOLL MODEL

The Ebers-Moll model [2] is a simple, large-signal model for describing
the behaviour of a bipolar transistor. The DC model configuration
is illustrated in Figure 11.1 for an npn transistor. Equations for the
forward and reverse diode currents IF and IR are needed to complete the
model, and these are:

IF = IES

(
exp

qVBE

kT
− 1

)
(11.1)

IR = ICS

(
exp

qVBC

kT
− 1

)
(11.2)

A third equation, termed the reciprocity relation, links the saturation
currents IES and ICS to the common base current gains [6]:

αFIES = αRICS = IS (11.3)
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Figure 11.1 DC Ebers-Moll model of a bipolar transistor

From these equations it is clear that three parameters are needed to
fully describe a transistor in the Ebers-Moll model, namely αF, αR and
IS. The terminal currents of the transistor can be easily expressed in
terms of the three transistor parameters:

IC = αFIF − IR (11.4)

IE = αRIR − IF (11.5)

IB = (1 − αF)IF + (1 − αR)IR (11.6)

The Ebers-Moll model is firmly based on the physics of the
device operation. The ideal diodes provide the expected exponential
relationship between current and base/emitter voltage, and the
current generators describe the transistor action. The compact model
equations (11.1)–(11.3) are of the same form as the physically derived
equations presented in Chapter 2.

All the components in Figure 11.1 are required to model a transistor
in saturation, but in the forward and reverse active regions considerable
simplifications can be made. In the forward active region, the collec-
tor/base diode is reverse biased, and hence both the collector/base diode
and its associated current source can be omitted. Similarly in the reverse
active region, the emitter/base diode is reverse biased and hence both the
emitter/base diode and its associated current source can be omitted. The
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Figure 11.2 DC Ebers-Moll model in (a) forward active region and (b) reverse
active region

models for these two situations are illustrated in Figure 11.2. Physically,
in the forward active region the current IF is the total current crossing
the emitter/base junction ((Ine + Ipe) in Figure 2.1), while αFIF is the
electron current at the edge of the collector/base depletion region (Inc).
Recombination in the emitter/base depletion region (Irg) is not modelled
in the basic Ebers-Moll model.

11.3 NON-LINEAR HYBRID-π MODEL

For the purposes of computer simulation a change in the form of the
Ebers-Moll model is desirable. The reason for this change is that it is
difficult to model the base current accurately using the Ebers-Moll model
because the emitter and collector currents are specified in the model and
the base current is calculated from the difference between these two
currents. The non-linear hybrid-π model is able to accurately model the
base current because extra nonideal diodes can be added to model the
effect of recombination in the emitter/base depletion region on the base
current. The base and collector currents are explicitly specified in the
non-linear hybrid-π model and the emitter current is calculated from
these two currents.

In the non-linear hybrid-π model, the common component of current
flowing from the emitter to the collector is identified, which allows a
current generator ICT to be specified as shown in Figure 11.3. From the
Ebers-Moll model in Figure 11.2, this current can be identified as αFIF in
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Figure 11.3 Non-linear hybrid-π model of a bipolar transistor

the forward active region and −αRIR in the reverse active region. When
both junctions are forward biased, these two currents can be summed:

ICT = ICC − IEC = αFIF − αRIR (11.7)

= αFIES

(
exp

qVBE

kT
− 1

)
− αRICS

(
exp

qVBC

kT
− 1

)
(11.8)

= IS

[(
exp

qVBE

kT
− 1

)
−

(
exp

qVBC

kT
− 1

)]
(11.9)

where the reciprocity relation has been used to obtain equation (11.9)
and ICC and IEC are given by:

ICC = IS

(
exp

qVBE

kT
− 1

)
(11.10)

IEC = IS

(
exp

qVBC

kT
− 1

)
(11.11)

Using the Ebers-Moll equations (11.3)–(11.6), the equations for the
terminal currents can be derived in terms of ICT, βF, βR and IS as:

IC = ICT − IS

βR

(
exp

qVBC

kT
− 1

)
(11.12)
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Figure 11.4 Non-linear hybrid-π model in (a) forward active region and (b) reverse
active region

IE = −ICT − IS

βF

(
exp

qVBE

kT
− 1

)
(11.13)

IB = IS

βF

(
exp

qVBE

kT
− 1

)
+ IS

βR

(
exp

qVBC

kT
− 1

)
(11.14)

It can be clearly seen that these equations for the collector, emitter and
base currents are the same as those given by the non-linear hybrid-
π model in Figure 11.3. This serves to emphasize that the non-linear
hybrid-π model is merely a rearrangement of the form of the Ebers-Moll
model. Three parameters are needed to characterize a bipolar transistor
in the non-linear hybrid-π model, and these are βF, βR and IS.

In the forward and reverse active regions the model can be considerably
simplified, as illustrated in Figure 11.4. In the forward active region, the
collector/base diode is reverse biased, and hence the collector/base diode
can be omitted and ICT is approximately equal to ICC. Similarly in the
reverse active region, the emitter/base diode is reverse biased and hence
the emitter/base diode can be omitted and ICT is approximately equal
to −IEC.

11.4 MODELLING THE LOW-CURRENT GAIN

As discussed in Section 4.2, recombination of minority carriers in the
emitter/base depletion region gives rise to a nonideal, exp (qVBE/(mKT))

dependence of the base current. This behaviour can be easily modelled in
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Figure 11.5 Modelling of the low-current gain in the non-linear hybrid-π model

the non-linear hybrid-π model by adding extra nonideal diodes IRECF

and IRECR in parallel with the ideal diodes, as shown in Figure 11.5.
The first diode IRECF models recombination in the forward biased emit-
ter/base depletion region in forward active operation and the second diode
IRECR models recombination in the forward biased collector/base deple-
tion region in reverse active operation.

The equations for IRECF and IRECR take the following form:

IRECF = ISE

(
exp

qVBE

NEkT
− 1

)
(11.15)

IRECR = ISC

(
exp

qVBC

NCkT
− 1

)
(11.16)

where NE and ISE are the emitter/base recombination ideality factor
and saturation current, respectively, in forward active operation, and
NC and ISC are the equivalent in reverse active operation. Four model
parameters are needed to completely specify the low-current gain, and
these are ISE, NE, ISC and NC. These parameters can be measured from a
Gummel plot, as illustrated in Figure 11.6 for the case of forward active
operation. Also shown is the method of measuring the parameters βF

and IS. A Gummel plot measurement for reverse operation will yield an
equivalent set of parameters for reverse operation.
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Figure 11.6 Measurement of the compact model parameters IS, βF, ISE, and NE

from a Gummel plot measured under forward active operation

11.5 AC NON-LINEAR HYBRID-π MODEL

The bipolar transistor models discussed so far are only suitable for
modelling the DC characteristics of bipolar transistors. In order to
model AC effects, charge storage in the device must be described, and
this requires the incorporation of additional parameters. These can be
characterized into three broad types: series ohmic resistances, depletion
capacitances and charge storage capacitances due to the mobile carriers
in the transistor (diffusion capacitances). Figure 11.7 shows how the
DC model can be extended to include these additional AC parameters.
Note that internal nodes E′, B′ and C′ have been defined and hence
the equations discussed above in Sections 11.3 and 11.4 now have to be
written in terms of these internal node voltages.

The resistors RC, RE and RB represent the series resistance of the semi-
conductor between the active transistor area and the emitter, collector
and base contacts, as discussed in Section 5.6, and the capacitors CJC and
CJE represent the collector/base and emitter/base depletion capacitances,
as discussed in Section 5.7. The capacitors labelled QDC and QDE repre-
sent the charge due to the mobile carriers in the transistor. This charge
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Figure 11.7 The AC non-linear hybrid-π model of a bipolar transistor

can be conveniently partitioned into two parts, one associated with the
forward-biased emitter/base junction and one with the forward- biased
collector/base junction. In forward active operation, the stored charge
associated with the forward biased emitter/base junction QDE can be
related to the forward transit time τF:

QDE = τFICC (11.17)

In reverse active operation the stored charge associated with the forward
biased collector/base junction QDC can similarly be related to the reverse
transit time τR:

QDC = τRIEC (11.18)

For a transistor in saturation, both emitter and collector junctions
are forward biased. The total minority carrier charge in the transistor
can therefore be calculated by assuming that superposition applies. In
other words, the total minority carrier charge is assumed to be equal
to the sum of the charge due to each junction acting separately, i.e.
QDE + QDC. These charges can be related to the non-linear diffusion
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capacitances CDE and CDC by:

CDE = QDE

VB′E′
(11.19)

CDC = QDC

VB′C′
(11.20)

Two parameters are needed to model the stored charge, namely the
forward and reverse transit times τF and τR. These parameters can be
measured from an fT measurement, as described in Section 5.3.

11.6 SMALL-SIGNAL HYBRID-π MODEL

The model in Figure 11.7 is non-linear, and hence circuit analysis can
only proceed with the aid of a computer. However, in circuits where the
AC signal excursions around the quiescent operating point are small, it is
possible to approximate the non-linear elements in Figure 11.7 by linear
elements. In this situation, a small-signal model is obtained that can be
applied to a variety of analogue circuits, amplifiers being one example.

For the majority of small-signal applications, the model in Figure 11.7
can be considerably simplified and linearized to produce a small-signal
model. In the forward active region the emitter/base junction is forward
biased and the collector/base reverse biased. There is therefore no
charge storage associated with the collector junction, and hence the
collector/base diode and its associated diffusion capacitance can be
omitted. The series resistances RC, RE and RB, the substrate capacitance
CJS and recombination in the depletion region can also to a first order
be neglected. These approximations lead to the simplified version of the
non-linear AC hybrid-π model in Figure 11.8(a).

The forward-biased emitter/base diode in Figure 11.8(a) can be
linearized to produce an equivalent input resistance rπ that can
be derived by differentiating the base current with respect to the
base/emitter voltage:

IB ≈ IS

βF
exp

qVBE

kT
(11.21)

∂IB

∂VBE
= IS

βF

q
kT

exp
qVBE

kT
= qIB

kT
(11.22)

rπ = ∂VBE

∂IB
= kT

qIB
(11.23)
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Figure 11.8 Simplified version of hybrid-π model; (a) non-linear hybrid-π model;
(b) small-signal hybrid-π model

Similarly, the current generator in Figure 11.8(a) can be linearized by dif-
ferentiating the collector current with respect to the base/emitter voltage:

IC ≈ IS exp
qVBE

kT
(11.24)

∂IC

∂VBE
= gm = IS

q
kT

exp
qVBE

kT
= qIC

kT
(11.25)

where gm is the transconductance of the transistor. Finally, the emitter
diffusion capacitance CDE can be linearized to:

QDE = τFIC (11.26)

CDE(small signal) = ∂QDE

∂VBE
= τF

q
kT

IS exp
qVBE

kT
= gmτF (11.27)

where equation (11.17) has been used for QDE. The resulting small-
signal equivalent circuit is shown in Figure 11.8(b). The capacitor Cµ
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is the collector/base depletion capacitance and Cπ is the sum of the
emitter/base depletion capacitance and the emitter diffusion capacitance:

Cπ = CJE + gmτF (11.28)

11.7 GUMMEL-POON MODEL

The Gummel-Poon model [3] was introduced in 1970 and is an improved
version of the AC non-linear hybrid-π model in Figure 11.7. Two
second-order, high-level effects are modelled in an elegant and uni-
fied way:

(1) high-level injection;

(2) basewidth modulation.

The Gummel-Poon model has been described in detail in the litera-
ture [3,6], and hence in this section we will merely state the relevant
model equations, without considering their derivation. This will allow
the emphasis of this section to be directed towards explanations of the
underlying physical justification of the equations.

The essence of the Gummel-Poon model is a new definition of the
current ICT in terms of the internal physics of the transistor:

ICT = IS

QB

[(
exp

qVB′E′

kT
− 1

)
−

(
exp

qVB′C′

kT
− 1

)]
(11.29)

where QB is the majority carrier charge in the base, normalized to the
zero-bias majority carrier charge in the base. At zero bias QB is therefore
equal to unity, and equation (11.29) reduces to equation (11.9). On
application of bias to the junctions, QB takes on values other than unity.
This provides a means of modelling basewidth modulation, high-level
injection and the variation of τF with IC, since all these mechanisms
modulate the majority carrier charge in the base.

The normalized majority carrier charge in the base QB is given by an
equation of the form:

QB = Q1

2
+

√(
Q1

2

)2

+ Q2 (11.30)
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where

Q1 = 1

1 − VB′C′

VAF
− VB′E′

VAR

(11.31)

and

Q2 = IS

IKF

(
exp

qVB′E′

kT
− 1

)
+ IS

IKR

(
exp

qVB′C′

kT
− 1

)
(11.32)

VAF is the forward Early voltage as defined in Figure 4.12 and VAR is an
equivalent reverse Early voltage, which needs to be modelled when the
emitter/base junction is reverse biased. IKF is the forward knee current
which defines the onset of high-level injection, and can be measured
from a Gummel plot as illustrated in Figure 11.9. IKR is an equivalent
reverse knee current.

The physical significance of equations (11.30)–(11.32) can be under-
stood by considering the simplified case of a device in the forward active
region. In this case equations (11.29), (11.31) and (11.32) reduce to:

ICT = IS

QB

(
exp

qVB′E′

kT
− 1

)
(11.33)

ln IC

VBE

slope
= q/2kT

slope
= q/kT

IKF

ISIKF

Figure 11.9 Gummel plot showing the knee current that defines the onset of
high-level injection
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Q1 = 1

1 − VB′C′

VAF

(11.34)

Q2 = IS

IKF

(
exp

qVB′E′

kT
− 1

)
(11.35)

We will first consider the case of high-level injection. The criterion for
the onset of high-level injection in the Gummel-Poon model is:

Q2 � Q2
1

4
(11.36)

Under high-level injection conditions the normalized majority carrier
charge in the base QB can therefore be approximated by:

QB = √
Q2 (11.37)

Substituting equations (11.37) and (11.35) into equation (11.33) yields:

ICT =
√

ISIKF exp
qVB′E′

2kT
(11.38)

This equation gives the expected exp (qVBE/(2kT)) dependence of the
collector current in the high-level injection regime, as predicted by
equation (4.24) in Chapter 4. The intercept with the current axis is√

ISIKF as shown in Figure 11.9.
When the device is operating in low-level injection Q2 � Q2

1/4
and hence QB ≈ Q1. Using this approximation and substituting
equation (11.34) into equation (11.33) gives:

ICT = IS

(
1 − VB′C′

VAF

) (
exp

qVB′E′

kT
− 1

)
(11.39)

This equation has the required exp (qVBE/(kT)) dependence, but is
multiplied by the term in parentheses which models basewidth modu-
lation. The physical significance of this additional term is illustrated in
Figure 11.10. The collector current at a given collector/emitter voltage
is the sum of the collector current at zero collector/base volts IC(0) and
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IC

VC'E' (= VC'B' + VB'E')VAF
VB'E'

VC'B'

IC(0) IC(0)

ICBM

Figure 11.10 Transistor output characteristics illustrating the forward Early volt-
age VAF

that due to basewidth modulation ICBM. From Figure 11.10 it can be
seen that the collector current is given by:

IC = IC(0) + ICBM = IC(0) + IC(0)
VC′B′

VAF
(11.40)

= IC(0)

(
1 + VC′B′

VAF

)
(11.41)

Equation (11.41) is exactly the same form as the Gummel-Poon model
equation (11.39). The change in sign comes about because in one case
the collector/base voltage is defined with respect to the base, while in the
other it is defined with respect to the collector.

The Gummel-Poon model requires four additional parameters to
model the Early voltage and high-level injection, namely VAF, VAR,
IKF, and IKR. Also, in measuring the saturation current IS the Gummel
plot must be taken at a collector/base voltage of 0 V so that basewidth
modulation is properly modelled. The four model parameters can easily
be measured from Gummel plots and transistor output characteristics,
as shown in Figures 11.9 and 11.10.

11.8 THE SPICE BIPOLAR TRANSISTOR MODEL

The SPICE circuit simulation program was introduced in 1973, and is
now widely used throughout the world for the simulation of integrated
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circuits. It is a circuit simulator, which means that the device models need
to be as simple as possible in order to minimize computational time, and
hence allow relatively complex circuits to be simulated. The program
has built-in device models for bipolar transistors, MOSFETS and JFETS,
and input to these models is through sets of transistor parameters. The
parameters for the SPICE bipolar transistor model are summarized in
Table 11.1 and the equivalent circuit is shown in Figure 11.11.

The SPICE compact bipolar transistor model is essentially a Gummel-
Poon model with a few minor modifications. Full details of the model
are given below, together with a description of methods used to measure
the parameter values.

11.8.1 Collector Current and Base Current

The full equations for the collector and base currents in the SPICE
bipolar transistor model are as follows:

IC = IS

QB

[(
exp

qVB′E′

NFkT
− 1

)
−

(
exp

qVB′C′

NRkT
− 1

)]

− IS

βR

(
exp

qVB′C′

NRkT
− 1

)
− ISC

(
exp

qVB′C′

NCkT
− 1

)
(11.42)

IB = IS

βF

(
exp

qVB′E′

NFkT
− 1

)
+ IS

βR

(
exp

qVB′C′

NRkT
− 1

)

+ ISE

(
exp

qVB′E′

NEkT
− 1

)
+ ISC

(
exp

qVB′C′

NCkT
− 1

)
(11.43)

where QB is given by equations (11.30)–(11.32). Two additional param-
eters NF and NR have been introduced to allow the exponents of the
ideal emitter/base and collector/base diodes to be altered. In most prac-
tical Si bipolar transistors and SiGe HBTs these parameters would be
set equal to unity. The parameters in equations (11.42) and (11.43) are
measured from forward and reverse Gummel plots, as described in
Sections 11.4 and 11.7, and from the transistor output characteristics,
as described in Section 11.7.

11.8.2 Forward Transit Time

The forward transit time increases at high collector currents as a result
of the Kirk effect, as discussed in Section 5.5 and as illustrated in
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Table 11.1 Basic SPICE 2G bipolar transistor model parameters [1]

Basic DC parameters

IS Saturation current
BF Maximum ideal forward gain
BR Maximum ideal reverse gain
NF Forward current ideality factor NR reverse current ideality factor

Basic AC parameters

RC Collector resistance
RE Emitter resistance
RB Low-current base resistance
IRB Current where base resistance falls halfway to its maximum value
RBM High-current base resistance
CJE0 Emitter/base, zero bias depletion capacitance
VJE Emitter/base built-in voltage
MJE Emitter/base profile exponent
CJC0 Base/collector, zero bias depletion capacitance
VJC Base/collector built-in voltage
MJC Base/collector profile exponent
XCJC Fraction of B/C depletion capacitance connected to internal base node
CJS0 Collector/substrate, zero bias capacitance
VJS Collector/substrate built-in voltage
MJS Collector/substrate profile exponent
FC Coefficient for depletion capacitances in forward bias
TF Forward transit time
TR Reverse transit time

Gummel-Poon parameters

IKF Knee current for roll-off of forward gain at high currents
IKR Knee current for roll-off of reverse gain at high currents
VAF Forward Early voltage
VAR Reverse Early voltage
XTF Coefficient for bias dependence of TF
VTF Voltage describing VBC dependence of TF
ITF Parameter for variation of TF at high currents
ISE Saturation current for base/emitter leakage current
NE Low-current forward current ideality factor
ISC Saturation current for base/collector leakage current
NC Low-current reverse current ideality factor

Additional parameters

EO Semiconductor bandgap for temperature dependence of IS
XTI Temperature exponent for effect on IS
XTB Forward and reverse gain temperature exponent
PTF Excess phase in gm generator at frequency of 1/(2πτF) Hz
KF Flicker noise coefficient
AF Flicker noise exponent
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Figure 11.11 SPICE compact bipolar transistor model [1]

tF

IC

Figure 11.12 Variation of forward transit time with collector current due to the
Kirk effect

Figure 11.12. In the SPICE 2G model, the Kirk effect is modelled differ-
ently than as originally proposed by Gummel and Poon [3]. The effect is
modelled using an empirical equation to give greater flexibility in fitting
the measured dependence of forward transit time τF on collector current:

τF = TF

[
1 + XTF

(
ICC

ICC + ITF

)2

exp
VB′C′

1.44 VTF

]
(11.44)
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where TF is the SPICE parameter that defines the value of forward transit
time at low currents. Three parameters are used in this expression to
model the behaviour of the forward transit time at high currents, namely
XTF, ITF and VTF. XTF models the magnitude of the Kirk effect, ITF

the dependence on current and VTF the dependence on collector/base
voltage. This latter dependence occurs because the basewidth varies with
collector/base voltage through the Early effect (Section 4.4), which in
turn affects the base transit time and the forward transit time, as can be
seen from equations (5.4) and (5.1).

The forward transit time τF is determined from a measurement of
the cut-off frequency fT , as described in Section 5.3. The parameters in
equation (11.44) are determined by fitting to the measured dependence
of forward transit time on collector current.

11.8.3 Base Resistance

The SPICE base resistance model includes current crowding, as dis-
cussed in Section 5.9, and conductivity modulation due to high-level
injection, as discussed in Section 4.3. Both of these effects cause the base
resistance RBB′ to be current dependent. In the SPICE 2G model, the
current dependence of the base resistance is modelled by the following
simple equation:

RBB′ = RBM + RB − RBM

QB
(11.45)

The current dependence of RBB′ arises from the variation of QB with
current. At high currents QB is very large, and equation (11.45) reduces
to RBB′ = RBM. The parameter RBM therefore represents the high-current
value of base resistance, which is essentially the extrinsic base resistance.
At low currents, QB is equal to Q1 and in the absence of basewidth
modulation Q1 is equal to unity. Equation (11.45) therefore reduces
to RBB′ = RB. The parameter RB is therefore the low-current value of
base resistance, namely, the sum of the intrinsic and extrinsic base
resistances.

A variety of base resistance models have been developed to accurately
model the variation of base resistance with current for different types
of bipolar transistor. These models can often be accessed in different
versions of SPICE. In the SPICE 2G model an alternative base resistance
model is available, which can be chosen using the parameter IRB. With
IRB = 0, equation (11.45) is used, whereas with IRB > 0, the following
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equations are used:

RBB′ = RBM + 3(RB − RBM)

(
tan(z) − z
z tan2(z)

)
(11.46)

z =
−1 +

√
1 + 144IB

π2IRB

24
π2

√
IB

IRB

(11.47)

The parameter IRB represents the current at which the base resistance
falls to half of its minimum value. In general, equation (11.45) gives
the best modelling of the base resistance when conductivity modulation
dominates, whereas equation (11.46) gives the best modelling when
current crowding dominates.

The base resistance of a bipolar transistor is an extremely important
parameter because it has a strong influence on the high-frequency per-
formance. A wide variety of methods have been devised for measuring
the base resistance, and the value obtained depends not only on the
measurement method, but also on the conditions used for the measure-
ment [6]. The measurement methods can be broadly partitioned into
three types, namely small-signal techniques [7], pulse techniques [8] and
noise measurement techniques [9]. In general, it is advisable to choose
a measurement technique that matches the circuit application. For the
majority of applications, a small-signal measurement technique is the
most appropriate and the input impedance circle method is the classi-
cal approach used [7]. This method assumes the small-signal hybrid-π
model and measures the input impedance as a function of frequency,
with the AC collector voltage kept at zero. When the impedance is
plotted on the complex impedance plane, the locus of points should
form a circle. The impedance value at the left intercept, which occurs
at high frequencies, gives the value of RBB′ . This method is reasonably
accurate at high values of collector current [7], but requires a lot of
detailed measurements.

11.8.4 Collector Resistance

The collector resistance is modelled in SPICE 2G using a constant resis-
tor, though in practice it varies with current because of conductivity
modulation of the collector in heavy saturation. The collector resistance
can be measured from the output characteristic of the bipolar transistor,
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VCE

(RC normal )−1

(RC saturation)−1

Figure 11.13 Measurement of collector resistance of a bipolar transistor

as illustrated in Figure 11.13. For transistors operating in the normal
forward active region, the collector resistance can be obtained by draw-
ing a straight line through the point of each curve where it deviates
from a straight line. The reciprocal of the slope of this line then gives
the collector resistance in the forward active region of operation (RC

normal). For transistors operating in strong saturation, a lower value
of collector resistance is appropriate, as illustrated in Figure 11.13 (RC

saturation line).

11.8.5 Emitter Resistance

The emitter resistance in SPICE 2G is modelled using a constant resistor.
It generally has a value of just a few ohms, but can be larger in small-
geometry polysilicon emitters, as discussed in Section 6.7. The emitter
resistance can be determined from a measurement of the base current
as a function of collector/emitter voltage for a transistor with an open-
circuit collector [10], as shown in Figure 11.14. The characteristic gives
a straight line at low currents, but deviates from a straight line at high
currents, and hence measurements should be taken at low currents.
The emitter resistance can also be measured from the deviation of
the Gummel plot from ideality at high currents [11], as discussed in
Section 4.5.
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Figure 11.14 Measurement of emitter resistance using the open collector method

11.8.6 Emitter, Collector and Substrate Capacitances

The emitter/base depletion capacitance CJE is modelled using the
standard equation for the capacitance of a pn junction:

CJE = CJE0(
1 − VB′E′

VJE

)MJE
(11.48)

where CJE0 is the emitter/base depletion capacitance at zero bias, VJE

is the emitter/base junction built-in voltage and MJE is the emitter/base
profile exponent that defines the sharpness of the emitter/base doping
profile. This parameter has a value of 0.5 for an abrupt profile and
0.33 for a linearly graded profile. A similar expression is used for the
collector/substrate depletion capacitance.

The base/collector depletion and diffusion capacitances have been
combined in the SPICE 2G model into a total base/collector capacitance
CBC given by:

CB1 = CBC(1 − XCJC) (11.49)

CB2 = CBCXCJC (11.50)

CBC = CJC0(
1 − VB′C′

VJC

)MJC
+ TRIEC

VB′C′
(11.51)
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The parameter XCJC allows the distributed nature of the base resistance
and base/collector capacitance to be modelled. When XCJC is set equal
to unity, CB2 becomes equal to the total base/collector capacitance CBC.
In this case, the modelling of the base/collector capacitance in the SPICE
2G model of Figure 11.11 is equivalent to that in Figure 11.7. Alter-
natively, the collector capacitance can be partitioned into an extrinsic
and intrinsic component. In this case, XCJC can be chosen to make CB2

equal to the intrinsic collector capacitance and CB1 equal to the extrinsic
collector capacitance.

11.8.7 Additional Parameters

In the SPICE 2G model there are a number of additional parameters used
to model noise and excess phase in the bipolar transistor, as illustrated
in Table 11.1. The excess phase parameter, PTF, models the extra phase
shift that is obtained as a result of the time delay in the base and its
distributed nature. The measured phase shift is larger than predicted by
the poles of the equivalent circuit, and hence the parameter PTF allows
an extra phase shift to be added to the collector current to account for
this effect. The parameters KF and AF are used to model 1/f noise in
the bipolar transistor. Additional parameters are also used to model the
temperature dependence of the transistor behaviour.

11.9 LIMITATIONS OF THE SPICE BIPOLAR
TRANSISTOR MODEL

The Gummel-Poon model that is at the heart of the SPICE bipolar
transistor model has been the most popular model for the design of
bipolar circuits for a considerable period of time. The reason for its
success is the wide range of mechanisms that are implemented in a
simple and elegant way. However, since the development of the SiGe
HBT, telecommunications circuits have been designed that operate at
much higher frequencies and at lower supply voltages than has previously
been the case. While SiGe HBTs can be modelled using the same
basic approach as Si bipolar transistors, the high frequency and low
voltage operation of many telecommunications circuits have uncovered
a number of limitations in the Gummel-Poon model. These limitations
mainly relate to the modelling of the collector epitaxial layer, and can
be summarized as follows:

• quasi-saturation is not modelled;

• poor modelling of substrate effects;
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• fT roll-off at high currents (Kirk effect) modelled by curve fitting;

• no modelling of avalanche effects;

• early voltages are constant;

• poor modelling of temperature dependence of transistor behaviour.

Over the past few years, two new public domain [12,13] bipolar
transistor models have been developed, namely the VBIC [4] and the
Mextram models [5]. These new models include improved modelling
of the epitaxial layer of the bipolar transistor based on the approach
of Kull et al. [14]. Brief descriptions of the VBIC and Mextram models
are given in the following sections. These models are being continually
developed and the interested reader is referred to [12] and [13] for
current summaries of the status of these models.

11.10 VBIC MODEL

The VBIC model is designed to be as similar to the Gummel-Poon model
as possible, but includes the following improvements:

• modelling of quasi-saturation;

• parasitic substrate transistor modelled;

• avalanche multiplication modelled;

• improved Early effect modelling;

• improved temperature modelling;

• parasitic fixed (oxide) capacitance modelling;

• electrothermal modelling;

• base current is decoupled from collector current.

The equivalent circuit of the VBIC model is illustrated in Figure 11.15.
Substrate effects are modelled using a substrate pnp bipolar transistor.
Two sets of Gummel-Poon parameters are therefore required, one for
the npn transistor and one for the parasitic pnp transistor, as shown by
the dashed boxes in Figure 11.15. The variable resistor RBP models the
effects of current crowding and conductivity modulation on the intrinsic
base resistance of the parasitic pnp transistor in the same way as the
variable resistor RBI models these effects in the npn transistor. The
sidewall of the emitter/base junction in the npn transistor is modelled
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Figure 11.15 Equivalent circuit for the VBIC model [4]

separately from the planar junction using the depletion capacitor QJES

and its associated diode. Overlap capacitances QBE0 and QBC0 are
included to respectively model the overlap of the n+ polysilicon emitter
over the base and the overlap of the p+ polysilicon extrinsic base over
the collector.

The most important innovation in the VBIC model is improved
modelling of the collector epitaxial layer, which is achieved using an
approach based on that of Kull et al. [14]. The behaviour of the lightly
doped collector epitaxial layer is modelled over a wide range of DC
and AC operating conditions, and includes the effects of conductivity
modulation, velocity saturation, base widening and excess stored charge
in the epitaxial collector. The model requires three additional circuit
elements IEPI, Qepi and Qepix, as illustrated in Figure 11.15. The current
source IEPI models the current in the epitaxial collector region and is
given by:

Iepi = Iepi0√
1 +

(
Iepi0

Iepis

)2
(11.52)
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where Iepi0 represents a model of the epitaxial collector region in the
absence of hot carrier effects. The equations for the Kull [14], the
VBIC [4] and the Mextram models [5] all reduce to the same equation
for Iepi0 when hot carrier effects are neglected:

Iepi0 =
VC1C2 + Vt

(
Kbci − Kbcx − ln

(
Kbci + 1
Kbcx + 1

))

RCI
(11.53)

kbci =
√

1 + γ exp
VB2C2

Vt
(11.54)

kbcx =
√

1 + γ exp
VB2C1

Vt
(11.55)

Iepis is given by:

Iepis = V0

RCI
+

0.5
√

V2
C1C2 + 0.01

RCIHRCF
(11.56)

The VBIC parameters in equations (11.52)–(11.56) are γ (GAMM),
RCI, HRCF and V0.

The capacitors labelled Qepi and Qepix model excess stored charge in
the epitaxial collector and are given by:

Qepi = QC0Kbci (11.57)

Qepix = QC0Kbcx (11.58)

where QC0 is a further VBIC parameter.

11.11 MEXTRAM MODEL

The Mextram bipolar transistor model is a comprehensive, physics-
based model that includes all of the important mechanisms in the
VBIC model, though the implementation is considerably different. The
physical basis of the model means that once the correct parameter set
has been found, the description of the device behaviour is sufficiently
realistic to allow accurate prediction. The disadvantage is that coupling
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exists between current and charge models, and hence phenomena like
gain roll-off and fT roll-off cannot be treated separately. This makes
parameter extraction somewhat more complex. The Mextram model
does not reduce to the standard Gummel-Poon model when parameters
are omitted.

A simplified equivalent circuit of the Mextram model is illustrated
in Figure 11.16. The behaviour of the lightly doped collector epitaxial
layer is modelled using the circuit elements IC1C2, and Qepi, which are
described using a similar set of equations to those used in the VBIC
model. The Mextram epitaxial layer equations are identical to the VBIC
equations when hot carrier effects are neglected, but the treatment of
hot carrier effects in the collector epitaxial layer is different [5]. Effects
such as conductivity modulation, base widening, velocity saturation and
excess stored charge in the epitaxial collector are all accounted for.
Substrate effects are modelled using the current source ISUB, and hence
the behaviour of the substrate can be modelled using fewer parameters
in Mextram than in VBIC. A good comparison of the Mextram and
VBIC models is given in [15].
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RE RCC

IC1C2ICC
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Figure 11.16 Simplified equivalent circuit for the Mextram model [5]
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Generation/recombination in the

emitter/base depletion region 49,
52

Germanium implantation 201
Germanium profile 155
Graded base 73, 155
Graft base 199
Grain boundary 94
Grain boundary diffusion 96
Grain growth 99
Gummel number 25, 40
Gummel plot 46
Gummel-Poon model 222

HBT 3, 149
Heavy doping effects 27, 128
Heterojunction bipolar technology

191
differential epitaxy process 193
germanium implanted process 201

radio frequency BiCMOS process
203

selective epitaxy process 198
SiGe:C process 200

Heterojunction bipolar transistor 3,
149

base current 152
collector current 152
cut-off frequency 153
device design 154
gain 153
graded germanium 155
parasitic energy barrier 158
SiGe:C 162

HF surface treatment 100
High-current gain 56
High-level injection 56, 222
Hole capture cross-section 48
Hole concentration 5
Hybrid-π model 77, 214, 218, 220
Hydrogen

bake 136
passivation 137

Ideality factor 49, 217
Impact ionization 64
Incubation time 143
Inductor 205
In-situ doped polysilicon 115
Integrated injection logic 8
Interconnection capacitance 242
Interfacial layer 100, 104, 108, 112
Interstitial 160
Intrinsic base resistance 85
Intrinsic carrier concentration 5
Intrinsic collector/base capacitance

87
Intrinsic Fermi level 5
Inverse active 7
Isolation 172

deep trench 173
junction isolation 2, 172
oxide isolation 2, 172
selective epitaxy 174
shallow trench 172

Junction breakdown 61
Junction isolation 2, 172
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Kirk effect 80, 226
Knee current 56, 223

lateral pnp transistor 207
Lattice constant 122
Lattice mismatch 122
Leakage current 52, 53, 65
Lifetime 36
Load capacitance 242
Load resistance 242, 243
Loading effect 143, 176
Logic swing 243, 249, 254
Low-current gain 46, 216
Low doped emitter 154
Low pressure chemical vapour

deposition 121
LPCVD 121

Majority carrier mobility 28
Mass transfer limited growth 132
Maximum oscillation frequency 79
MBE 121
Metastable layer 123
Mextram model 236
MIM capacitor 205
Minority carrier mobility 29, 129
Misfit dislocation 55, 122
Mobility 28

in Si 28
in SiGe 129

Model 211
Ebers-Moll 212
Gummel-Poon 222
Hybrid-π 77, 214, 218, 220
Mextram 236
SPICE 225, 233
VBIC 234

Molecular beam epitaxy 121
MOS capacitor 204
Multiplication factor 67

N+ collector sink 86, 179
Noise 233
Noise immunity 248
Non-ideal base current 49
Non-ideal diode 217
Non-linear hybrid-π model 218
Nucleation layer 195
N-well CMOS 184

Optimization 239
gate delay 246
silicon bipolar technology 246
SiGe heterojunction bipolar

technology 251
Output characteristic 10
Oxide isolation 2, 172
Oxide spacer 180, 196

Parameters
Ebers-Moll 212
Gummel-Poon 222
Hybrid-π 77, 214, 218, 220
Mextram 236
SPICE 227
VBIC 234

Parasitic energy barrier 158
Pattern distortion 171
Pattern shift 171
Pattern washout 171
Peripheral capacitance 94
Pipe 55
pn product 5
pnp transistor 116, 207
Poisson’s equation 16
Polycrystalline silicon 94

deposition 114
diffusion 96
structure 114

Polysilicon emitter 93
basic physics 96
emitter resistance 107
fabrication 94
pnp 116
practice 108
theory 101

Polysilicon nucleation layer 195
Polysilicon resistor 203
Polysilicon/silicon interface 100, 104,

108, 112
Potential barrier 101, 158
Propagation delay 240
Propagation delay expression 240
Pseudomorphic 122
Punch-through 62

Quantum dot 135
Quasi-Fermi level 50
Quasi saturation 89



INDEX 261

Radio frequency BiCMOS 203
Rapid thermal anneal 112, 161
RCA clean 100, 109, 136
Reactive ion etching 174, 179
Reciprocity relation 212
Recombination

Auger 37
via deep levels 46, 53

Recombination centre 46, 53
Recombination current

in the base 22
in the emitter /base depletion region

49
at grain boundaries 104
at the polysilicon/silicon interface

104
Recombination in the base 22
Recombination in the emitter /base

depletion region 49
Recombination rate 16, 48
Recombination velocity 104
Recombination via deep levels 46
Relaxed layer 123
Resistor 203
Reverse active region 7, 214
Reverse current 52, 53, 65
Reverse transit time 219
Reynolds number 134
Richardson constant 107

Saturation 7
Saturation current 212, 218
Saturation velocity 75, 80
Segregation 96, 106, 117
Selective epitaxy 141, 175
Selective epitaxy HBT process

198
Selective implanted collector

176
Self-aligned emitter 178, 196
Self-aligned bipolar process

Si 2, 178, 183
SiGe 196, 198

Series resistance 59, 218
Sheet resistance 85
Shiraki clean 137
Shockley, Read, Hall recombination

46
Sidewall capacitance 94

SiGe properties 121
SiGe epitaxy 139
SiGe HBT 3, 149
SiGe HBT technology 3, 191
SiGe selective epitaxy 141
SiGe:C 162
Silane 139, 141
Silicon bipolar technology 167
Silicon-germanium: see SiGe
Single polysilicon bipolar process 183
Small-signal hybrid-π model 220
Spacer 180, 196
SPICE model 225
Stable layer 123
Stored charge 72, 218
Strain compensation 163
Strain relaxation 55, 122
Strained layers 122
Substrate capacitance 219, 232
Surface reaction controlled growth

132
Surface recombination 54, 101, 104

τF 72
components of 72
gate delay expression 242, 244
relationship to fT 76
variation with Ic 79
at high currents 80

Thermal velocity 47
Time constant 243
Transconductance 108
Transistor parameters

Ebers-Moll model 212
gate delay expression 242
Gummel-Poon model 222
Mextram model 236
hybrid-π model 77, 214, 218, 220
SPICE model 277
VBIC model 234

Transport factor 15
Traps 46
Trench isolation 173
Tunnelling

band to band 65
breakdown 63
in polysilicon emitters 100
leakage 154
trap assisted 65
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Unity current gain frequency fT 76,
153

Unity power gain frequency fmax 79

Vacancy 160
Valence band offset 126
Varactor diode 206
VBIC model 234
Vegard’s rule 122
Velocity

drift 75, 80

gas 130
thermal 47
saturation 75

Walled emitter 173
Weighting factor 243

Yield 52, 55, 65

Zener breakdown 63
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