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Preface

Repair techniques for nanoscale memories are becoming more important to cope
with ever-increasing “errors” causing degraded yield and reliability. In fact, without
repair techniques, even modern CMOS LSIs, such as MPUs/SoCs, in which mem-
ories have dominated the area and performances, could not have been successfully
designed. Indeed, various kinds of errors have been prominent with larger capacity,
smaller feature size, and lower voltage operations of such LSIs. The errors are
categorized as hard/soft errors, timing/voltage margin errors, and speed-relevant
errors. Hard/soft errors and timing/voltage margin errors, which occur in a chip, are
prominent in a memory array because the array comprises memory cells having
the smallest size and largest circuit count in the chip. In particular, coping with the
margin errors is vital for low-voltage nanoscale LSIs, since the errors rapidly
increase with device and voltage scaling. Increase in operating voltage is one of
the best ways to tackle the issue. However, this approach is unacceptable due
to intolerably increased power dissipation, calling for other solutions by means of
devices and circuits. Speed-relevant errors, which are prominent at a lower voltage
operation, comprise speed-degradation errors of the chip itself and intolerably wide
chip-to-chip speed-variation errors caused by the ever-larger interdie design-
parameter variation. They must also be solved with innovative devices and circuits.
For the LSI industry, in order to flourish and proliferate, the problems must be
solved based on in-depth investigation of the errors.

Despite the importance, there are few authoritative books on repair techniques
because the solutions to the problems lie across different fields, e.g., mathematics
and engineering, logic and memories, and circuits and devices. This book system-
atically describes the issues, based on the authors’ long careers in developing
memories and low-voltage CMOS circuits. This book is intended for both students
and engineers who are interested in the yield, reliability, and low-voltage operation
of nanoscale memories. Moreover, it is instructive not only to memory designers,
but also to all digital and mixed-signal LSI designers who are at the leading edge of
such LSI developments.

Chapter 1 describes the basics of repair techniques. First, after categorizing
sources of hard/soft errors, the reductions by means of redundancy, error checking
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and correction (ECC), and their combination are comprehensively described. Sec-
ond, after defining the minimum operating voltage V,.,, reductions of timing/
voltage margin errors are described in terms of V,,,;,. Finally, reduction techniques
for speed-relevant errors are briefly discussed.

Chapter 2 deals with a detailed explanation of the redundancy techniques
for repairing hard errors (faults), where faulty memory cells are replaced by spare
memory cells provided on the chip in advance. Various yield models and calcula-
tions are introduced and various practical circuits and architectures that the authors
regard as important for higher yield and reliability are discussed. The chapter also
describes the devices for memorizing the addresses of faults and testing techniques
for redundancy.

Chapter 3 describes the details of the ECC techniques to cope with both hard and
soft errors, where extra bits (check bits) are added to original data bits, thereby
enabling error detection and/or correction. After mathematical preparations, vari-
ous error-correcting codes used for the techniques and their practical implementa-
tions in various memory LSIs are discussed. This is followed by the estimation of
the reduction in hard-error and soft-error rates using ECC. Testing techniques for
ECC are also described.

Chapter 4 deals with the combination of the redundancy and ECC. Combining
both the techniques generates a synergistic effect and dramatically enhances the
repair capability. It is especially effective for random-bit errors. After quantitative
estimation of the synergistic effect, the application to the repair of faults due to
device mismatch is discussed as a promising application of the effect.

Chapter 5 systematically describes challenges to ultra-low-voltage nanoscale
memories and the repair techniques to accomplish the issues. After clarifying that
reduction in the minimum operating voltage Vpp (i.e., Vinin) 1s the key to reducing
the voltage and timing margin error, adaptive circuits and relevant technologies to
reduce V,,;;, are proposed, and the general features are described. Then, the V ;s of
logic gates, SRAMs, and DRAMs are compared. After that, devices (e.g., fully
depleted planar SOI and FinFET structures), circuits (e.g., gate-source reverse
biasing schemes accepting low threshold voltage (V) MOSFETS), and subsystems
to widen the margins through reducing V,;, are described.

Chapter 6 briefly describes device/circuit techniques to cope with two kinds of
speed-relevant errors, namely, the speed degradation error and the interdie speed
variation error. After specifying reduced gate-over-drive voltage of MOSFETsS as
the source of the speed degradation error, some solutions (e.g., using low-Vyy
circuits and dynamic V; circuits utilizing double-gate FD-SOI structures) are exem-
plified. Moreover, after specifying the so-called global variation of design para-
meters in the wafer as the source of the interdie speed variation error, some
solutions such as power management for compensating for the variation with static
or quasi-static controls of internal supply voltages are presented.

Tokyo, Japan Masashi Horiguchi
Kiyoo Itoh
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Chapter 1
An Introduction to Repair Techniques

1.1 Introduction

With larger capacity, smaller feature size, and lower voltage operations of
memory-rich CMOS LSIs (Fig. 1.1), various kinds of “errors (faults)” have
been prominent and the repair techniques for them have become more important.
The “errors” are categorized as hard/soft errors, timing/voltage margin errors,
and speed-relevant errors. Hard/soft errors and timing/voltage margin errors,
which occur in a chip, are prominent in a memory array because the array
comprises memory cells having the smallest size and largest circuit count in
the chip. In particular, coping with the margin errors is becoming increasingly
important, and thus an emerging issue for low-voltage nanoscale LSIs, since the
errors rapidly increase with device and voltage scaling. Increase in operating
voltage is one of the best ways to tackle the issue. However, this approach is not
acceptable due to intolerably increased power dissipation. Speed-relevant errors,
which are prominent at a lower voltage operation, include speed-degradation
errors of the chip itself and intolerably wide chip-to-chip speed-variation errors
caused by the ever-larger interdie design-parameter variation. For the LSI indus-
try in order to flourish and proliferate, solutions based on in-depth investigation
of the errors are crucial.

In this chapter, first, after categorizing sources of hard/soft errors, reductions of
hard/soft errors by means of redundancy, error checking and correction (ECC),
and their combination are comprehensively described. Second, after defining the
minimum operating voltage V .;,, reductions of timing/voltage margin errors are
described in terms of V ;,. Finally, reduction techniques for speed-relevant errors
are briefly discussed.

1.2 Hard and Soft Errors and Repair Techniques

There are many sources of hard and soft errors. To repair the errors, redundancy and
on-chip ECC, as shown in Fig. 1.2, and the combination are effective.

M. Horiguchi and K. Itoh, Nanoscale Memory Repair, Integrated Circuits and Systems 1, 1
DOI 10.1007/978-1-4419-7958-2_1, © Springer Science+Business Media, LLC 2011
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Fig. 1.2 Repair techniques for memories: redundancy and error checking and correction (ECC)

1.2.1 Hard and Soft Errors

The hard errors, which are mainly caused by various fabrication-process defects,
permanently cause incorrect operations of a part of an LSI chip or an entire chip.
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Fig. 1.3 Soft errors. Cosmic-ray Alpha-ray
Reproduced from [4] with
permission; © 2010 IEEE
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They are classified into single-bit faults (only a memory cell is faulty), row/column
faults (all the memory cells on a row/column are faulty), array faults (all the
memory cells in a memory array are faulty), etc., according to the number of faulty
cells and their distribution. The hard errors increase with device scaling due to need
for more complicated process and device technologies.

The soft errors are phenomena that the information stored in memory cell nodes
and other circuit nodes is lost. They are caused by noises, especially by the incidents
of alpha ray or cosmic ray. If the charge generated by the incidents is collected at
the node that retains information, an upset of the node voltage may occur (Fig. 1.3)
[1-4]. Since devices are not broken by soft errors, correct operations are possible
after rewriting the lost information. The smaller the signal charge of the node
(i.e., product of the voltage and capacitance), the larger the soft error rate (SER).
Hence, SER increases with device and voltage scaling because signal charge is
reduced, and the SER of memory cells usually having the smallest signal charge are
thus larger than that of logic gates. In particular, the soft-error problem is problem-
atic for SRAMs with device scaling, as seen in Fig. 1.4. The rapidly reduced signal
charge of the cell is responsible for the increase because a capacitor is not added
intentionally at stored nodes, unlike dynamic random-access memory (DRAM)
cells. Even for logic circuits, alpha ray or cosmic ray causes soft errors.

1.2.2 Redundancy

The redundancy technique is used for repairing hard errors. The idea was proposed in
the 1960s [5, 6] and was applied to actual 64—-256-kb RAMs in the late 1970s [7-9].
Since then, it has been widely used as effective methods of enhancing production
yield and reducing cost per bit of DRAM:s. In this scheme, faulty memory cells are
replaced by spare memory cells, which are provided on the chip in advance. The
replacement is controlled by programmable devices, in which the addresses of faulty
memory cells are programmed before shipping. Usually, a row/column of memory
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Fig. 1.4 Comparisons of soft- 1E-5
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Fig. 1.5 Principle of redundancy for a RAM [7]

cells (usually wordlines and/or datalines), including faulty ones is replaced by a spare
row/column because the memory cells are arranged in a matrix. Figure 1.5 shows a
well-known redundancy technique [7] applied to a RAM. Here, the memory has two
spare wordlines SW,, SW/ and the same number of row-address comparators RAC,
RAC,, and programmable devices PD, PD;. If the addresses of the faulty wordlines
(Wy, W) have been programmed into the devices during wafer testing, the address
comparators allow one of the spare wordlines (SW,, SW/) to be activated whenever
a set of input row-address signals (axy — ax,,_1) during actual operations matches
one of the faulty addresses. Thus, W, and W, are replaced by SW, and SW; (SW,
and SW are used instead of Wy and W), respectively. Similarly, faulty data lines Dy
and D, are replaced by spare datalines SDy and SDy, respectively. In modern RAMs,
as many as over 100 faulty elements could be replaced by spare elements in the
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early stage of production, with an additional chip area of less than 5%. The program-
mable devices are usually poly-Si fuses, which are blown by means of a laser beam or
a pulsed current, although they do accept antifuses or nonvolatile memory cells [7].
Laser programming occupies a smaller chip area and does not normally affect circuit
performance, but it does require special test equipment and increases wafer handling
and testing time. Also, the laser spot size and beam-positioning requirements become
more stringent for ever finer line widths. On the other hand, electrical programming
by a pulsed current is carried out using standard test equipment. Usually, a hole is cut
in the passivation glass over such fuses to reduce the amount of programming current
needed. The possibility of mobile-ion contamination of active circuit areas can be
eliminated by using guard-ring structures surrounding the fuse area, or other techni-
ques [7]. The area and performance penalties of electrical programming can be
minimized by careful circuit design. Electrical programming is used when the
number of fuses required is not large enough to offset the negative aspects of laser
programming. In any event, laser programming has been widely accepted due to the
small area and performance penalties, simplicity, assurance of cutting, and the ease
of laying out fuses.

1.2.3 ECC

In the past, off-chip ECC technique was used for enhancing the reliability of main
storages of computer systems. Nowadays, on-chip ECC technique has been widely
used in various memory LSIs, since the importance was recognized by the discovery
of soft error caused by alpha ray [1]. On-chip ECC is effective for correcting both
soft errors and hard errors (faults) of RAMs [10—12]. The ECC technique provides
extra memory cells on a chip to enable ECC using the information stored in the cells
(check bits). Unlike the redundancy, programmable devices to store faulty addresses
are not necessary. The principle of ECC is shown in Fig. 1.6. During write operation,
the coding circuit generates check bits from the input data bits. The generation rule is
determined by the error-correcting code used. The set composed of the data bits and
the check bits generated according to the rule is called a code word. The code word is
written into the memory array so that the stored information has a certain amount of
redundancy. If there is a fault in the memory array or a soft error occurs before
reading, the read data contain one or more errors. However, the error(s) can be
detected and corrected by the decoding circuit if the number of errors does not
exceed the correction capability of the error-correcting code. The operation of the
decoding circuit is as follows. First, check bits are generated from the read data bits
just like the coding circuit and are compared with the read check bits. If no error
exists, both are the same. If they are not the same, the position(s) of erroneous bit(s)
are detected by analyzing the comparison results and the errors are corrected before
outputting. The corrected data are usually written back to the memory array to
prevent the accumulation of soft errors. In DRAMs, checking and correcting are
performed during every refresh operation [10] as well as during read operation.
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Fig. 1.6 Principle of on-chip ECC for a RAM [7]

Table 1.1 Number of required check bits for single-error correction (SEC) code

Number of data bits k 4 8 16 32 64 128 256
Number of check bits Ak 3 4 5 6 7 8 9

The key to designing an on-chip ECC circuit is the selection of a suitable error-
correcting code. Error-correcting codes are classified into single-error correction
(SEC) codes, single-error correction and double-error detection (SEC-DED) codes,
double-error correction (DEC) codes, etc., according to the error-detection/correc-
tion capability. Table 1.1 shows the number of required check bits of a SEC code,
Ak, for k data bits. It should be noted that the ratio Ak/k decreases as k increases.
Although a large k reduces the memory-area penalty, it results in both large circuit-
area and access-time penalties. This is because the number of logic gates for the
encoding and decoding circuits is approximately proportional to k log, k and the
number of stages of the circuits is proportional to log, k. Therefore, the design of an
ECC circuit requires a compromise among the memory area, circuit area, and
access time. The error-correcting codes that have been applied to RAMs until
now include Hamming codes [12], extended Hamming codes [11], and bidirec-
tional parity codes [10]. The former one is an SEC code, while the latter two are
SEC-DED codes. DEC codes were not realistic for on-chip ECC because of
considerable enlargement of the encoding/decoding circuits. For nanoscale mem-
ories, however, a DEC (or more) code might be necessary because of the increase in
error rates, while the circuit-area penalty is reduced due to device scaling [13]. The
correcting efficiency is closely related to array architectures as well as device
structures immune to soft errors, as explained in Chaps. 3 and 5.

Comparison Between Redundancy and ECC: Both the redundancy and the ECC
have their own advantages and disadvantages. Therefore, they are used for repairing
different types of errors as shown in Fig. 1.2. The differences are summarized as
follows.
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The addresses of faults are programmed on chip and the programmable devices
to store the addresses are needed in the redundancy. On the other hand, no
addresses are programmed in the ECC. The ECC can repair errors at any
addresses as long as the number of errors does not exceed the correcting
capability, while the redundancy can repair only the programmed addresses.
In addition, the ECC can repair both soft errors and hard errors, while the
redundancy can repair only hard errors.

The chip-size and access-time penalties due to ECC are usually larger than
those due to redundancy. The chip-size penalty includes memory cells for
check bits and coding/decoding circuits, and the access-time penalty is the
coding/decoding times. In addition, the number of extra cells for the ECC is
determined by the error-correcting code, while that for the redundancy can be
determined more freely according to the error rate and desired yield.

The redundancy and the ECC are suitable for different types of hard errors
(faults) as shown in Fig. 1.7. Among various types of faults in memory LSIs,
row faults and column faults are effectively repaired by the redundancy
(Fig. 1.7a, b). However, repairing efficiency of random-bit faults by the redun-
dancy is not high (Fig. 1.7c). For example, random-bit faults include insuffi-
cient voltage margin (e.g., static noise margin) due to device mismatch in

a b c
®
W S 4
TR R RRVOVRY— o -
[a] ® [aya)
8 non
® & —
SW SW,7)
® : faulty cell
d e f
Code word -
TR RRR- ® .
A T
Lo ® i

Fig. 1.7 Hard-error repair using redundancy and ECC: (a) a faulty row is replaced by a spare row,

(b)

a faulty column is replaced by a spare column, (c) the repairing efficiency of random-bit faults

by redundancy is not high, (d) a row fault cannot be repaired by ECC, (e) a column fault can be
theoretically repaired by ECC, and (f) random-bit faults can be effectively repaired by ECC
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SRAM cells [14, 15], and insufficient data-retention time in DRAM cells. Even
if there is only one faulty cell in a row (column), an entire row (column) of
spare cells are required. Generally, random-bit faults require as many spare
lines (rows or columns) as the number of faulty cells unless two or more faulty
cells are located on a row (column). The ECC can effectively repair these faults
if the distribution of faulty cells is random as shown in Fig. 1.7f. On the other
hand, the ECC is not suitable for repairing row and column faults. Row faults
cannot be repaired by ECC. A code word of ECC is usually composed of
memory cells in a row because they must be simultaneously read out. Therefore
a row fault causes all the bits in a code word to be faulty, making it uncorrect-
able (Fig. 1.7d). Column faults can be theoretically repaired by the ECC
because each code word along the faulty column contains only one faulty bit.
However, another faulty bit in these code words cannot be repaired (Fig. 1.7e).
Therefore, the redundancy is more suitable for repairing row and column faults.

1.2.4 Combination of Redundancy and ECC

Combination of the redundancy and the ECC maximizes the repair efficiency, as
described in Chap. 4. It was found that the number of repairable errors dramatically
increases by combining the redundancy and ECC techniques together [11]. This is
because, for example, code words with only one defect cell are corrected by the
ECC, and code words with two or more defect cells can be replaced by redundant
words. This synergistic effect is especially effective for random-bit faults. Here, the
random-bit faults include refresh faults of DRAMs.

1.2.5 Others

Hard errors and soft errors may occur even in logic circuits. An example is the soft
error that the data in a latch is lost by the charge generated in Si substrate by
cosmic-ray incident [16]. Another example is the timing error caused by the
increase in variations of delay time of combinatorial circuits caused by device
variations, particularly enhanced under low supply voltage. This is especially
important for the so-called dynamic voltage scaling (DVS) techniques where
supply voltage is dynamically changed for power reduction. The repair of errors
of logic circuits, however, is more difficult because the circuit structure is not so
regular as memories. A solution to cope with the soft error is a soft-error hardened
latch shown in Fig. 1.8 [17]. The latch has three nodes for storing data, DH, PDH,
and NDH. The latter two are redundant nodes. Even if data in one of the nodes is
lost by soft error, it can be recovered by using the data in other two nodes. This is
a kind of ECC technique. A solution to cope with the timing error is to add another
latch for capturing a delayed output of the combinatorial circuit [18-20], as shown
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PDH |
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CKB ) I
— DHfE
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cK +— .
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NDH T

Fig. 1.8 Soft-error hardened latch. Reproduced from [17] with permission; © 2010 IEEE

in Fig. 1.9a. The main data stream is the path from logic stage 1 to logic stage 2
through the main flip-flop. The shadow latch is provided for capturing the output
D of logic stage 1. Since the latch captures D after the main flip-flop, a timing error
is detected by comparing the outputs of the main flip-flop and the shadow latch, Q
and Qghadow- Figure 1.9b shows the operating waveforms. During cycle 1, the data
input D_in arrives before the rising edge of the clock CLK and both the main flip-
flop and the shadow latch can capture the correct data. During cycle 2, however,
D_in arrives after the rising edge of CLK and the main flip-flop cannot capture it.
On the other hand, since the shadow latch is “through” state when CLK is at high
level, its output Qgnadow alters as soon as the arrival of D_in. Since the outputs Q and
Oshadow do not match, the error signal is asserted. The content of the shadow latch is
transferred to the main flip-flop during the next cycle and Q is corrected. Thus,
correct operations can be resumed. This is a kind of ECC technique using duplicate
circuits.

1.3 Margin Errors and Repair Techniques

The margin error of nanoscale LSIs results from reduced timing and voltage margins.
It is closely related to operating voltage Vpp, variations of process, voltage, and
temperature (i.e., PVT variations), and the speed target. Operating voltage Vpp must
be higher than the sum of the minimum operating voltage Vpp (Viin) determined by
intrinsic V-variation (AV,) of MOSFETs, other PVT variations, and an additional
voltage AV, necessary to meet the speed target. Here, other PVT variations include
the power supply droop and noise AV, that depends on power supply integrity, and
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Error
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Fig. 1.9 Principle of timing-error correction of logic circuit: (a) circuit diagram and (b) timing
diagrams. Reproduced from [18] with permission; © 2010 IEEE

a necessary voltage AV, to offset the effect imposed mainly by extrinsic V-
variation of MOSFETs. The larger the difference between Vpp and the sum, the
wider the margins. Since AV cannot be specified here, reducing Vy,in, AV, and
AV as much as possible is essential to widen the margins under a given Vpp. In
particular, reducing V;, is the key because V,,;, rapidly increases with device
scaling due to the ever-increasing AV;, so it eventually dominates Vpp (see
Fig. 5.1). Even so, AV, and AV, must also be reduced because they start to
govern the margins when V,,,;, dominates Vpp. AV is reduced with small cores and
chips, new architectures such as multicore MPUs, and the compact 3-D integration
of small chips with high density through silicon vias (TSVs). A drastic reduction in
the memory array area is also vital to further reduce AV, since the array dominates
the core or chip. They ensure excellent power supply integrity and low noise in
signal lines throughout the subsystem.
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In the following, the V ,;, issue is mainly discussed because it is closely related
to the timing and voltage margin error. Then, the interdie speed variation issue
caused by AV, is briefly discussed.

1.3.1 Device and Process Variations

There are some process and device parameter variations [21] (Figs. 1.10 and 1.11) as
sources of margin errors, which are prominent in the nanoscale era. The Vi -variation in
a chip is dominated by random dopant fluctuations (RDFs) in the number and location
of dopant atoms in the channel region of MOSFETs. It is called the local V-variation
due to the chip-level variation. The local V-variation narrows the timing and voltage
margin of circuits in a chip, and increases V-mismatch between a pair of MOSFETS in
differential circuits such as sense amplifiers and latch circuits. On the other hand, even
in the absence of RDF, there are other sources of the variations, that is, variations of the
channel length (L) and its edge roughness, gate-oxide thickness, and implant unifor-
mities of MOSFETSs. They are called global or systematic variations because they are
the wafer-level variations. Of the global variations, the short-channel effect (SCE) is a
major concern. It presents the V; lowering (Fig. 1.12), in which V; decreases as
the channel length L decreases, and thus giving a significant impact on the speed
variation. For example, a MOSFET is slowest when having the longest L and thus the
highest V|, while fastest when having the shortest L and thus the lowest V. This
increases speed variations between chips (i.e., causing interdie speed variations), and
any chip that does not meet speed specifications is rejected as a faulty chip.

1.3.2 Timing and Voltage Margin Errors

The timing and voltage margins can comprehensively be explained on the assump-
tion that a chip comprises many identical circuit sets. Then, characteristics of the chip

eHighly random effects eDevice-related
Random dopant fluctuation (RDF) Channel length
Line-edge roughness Pocket implants poly grains
Local oxide thickness variations Oxide thickness

Interface charge nonuniformities

eDesign-related
ePatterning proximity effects Hot spots, Droop
Optical proximity correction (OPC)

eProximity effects associated with stress,
polish, and anneals

Overlayers, STl-induced,
RTA-generated

Fig. 1.10 Variation components in nanoscale LSIs [21]
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are explained by those of the circuit. Figure 1.13 illustrates a simple model of timing
skew, where two identical circuits each composed of MOSFETs drive identical loads
connected to the next stage. When the statistical variations in V; in a chip are not
negligible any more, the two MOSFETSs in a certain set in the chip can statistically
have two different Vs as the difference of AV,. Here, the discharging or charging
speed t(V,) of a nanoscale MOSFET having a V, is expressed as follows. The drain
current of the conventional MOSFET is proportional to (Vpp — V). The speed 7(V,)
is thus given by the charge (oxVpp) at the output divided by the drain current as

Vbp

V. - - @@
T( t) o8 W(VDD _ Vt)na

(1.1

where W is the channel width of MOSFET, and the value of 7 varies between 2 and 1,
depending on the MOSFET operation either in saturation or linear region during
switching [22]. The value 77 becomes less than 2 for the saturation drain current of
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Fig. 1.13 Circuits with Voo

identical driver MOSFETSs
_H{‘ Vio _/—

S I T—\_

H_J
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drivers stage

short-channel MOSFET under velocity saturation conditions. Since the value 7 was
1.5 for 0.5-pm MOSFETS and 1.25 for 65-nm MOSFETS, it is assumed to be 1.2 for
nanoscale MOSFETs. In any event, the two MOSFETs can have different speeds,
causing a timing difference At between the two inputs of the next stage. If the
average V, is equal to the lowest necessary average V; (Vyo) that is determined by
leakage specifications (see Fig. 5.5), the timing difference is given as

_ 2o+ AV (1 AV: >1'2. (1.2)

At = A
7(Vio) Vop — Vo

If the tolerable maximum Art, is defined as the At necessary for reliable
timing designs, the timing margin in the fixed device generation (Fy) is given as
Aty — At (Fig. 1.14). Here, Atq is almost constant, which is determined by the
design targets and circuit configurations, as discussed in Chap. 5. The margin
narrows at each successive device generation since At increases as a result of
increasing AV, (see a line p,p’; in the figure). Errors occur whenever At exceeds
Aty. To maintain the margin to the same, At must be reduced to point p; with
increasing (Vpp — Vo) at each generation, so increased AV, is offset by increasing
(Vbp — Vi) (see a line pop;). Since Vi is usually constant to maintain the sub-
threshold leakage current to the same, increase in Vpp is eventually the key to
maintain the margin in the subsequent generations.

As for the voltage margin, it is closely related to Atg. If the minimum operating
(functional) Vpp (i.e., Vi) is defined as the Vpp necessary for Az, it is given by
solving (1.2) for Vpp as

Vinin = Vio + (1 + AV, p = 1/(Agg/12 —1). (1.3)

Obviously, Vi, increases with device scaling due to increased AV, for a given
Atg, as shown in Fig. 1.15 and expected from Fig. 1.14. The voltage margin at a



14 1 An Introduction to Repair Techniques

Timing
difference

margin

VDDOl Increasing

A 70 VDD

AT )4

Fo F, (smaller)

Fig. 1.14 Timing margin vs. device generation

margin

Vin before reducing

VminO /1'0 —

Vimint ® Vi, after reducing
q1
> F
Fo F4 (smaller)
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fixed Vpp, given as Vpp — Vi, thus narrows at each successive device generation.
Voltage margin errors occur whenever V,,;, exceeds Vpp. To maintain the margin
to the same, another way different from increasing Vpp is necessary, which is to
reduce Vi, (point q; in the figure). Hence, reducing AV, is strongly needed. This
also contributes to widening the timing margin.

1.3.3 Reductions of Margin Errors

Repair techniques to drastically reduce margin errors are required. Using the
redundancy and/or ECC techniques are effective for memories. In fact, they
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have considerably reduced the errors of SRAMs inherently having a larger
Vi -variation. Even so, they cannot manage to reduce ever-more errors caused by
the ever-increasing Vi -variation with device scaling. In addition, the techniques
are ineffective for logic gates, although a few different ways have been proposed,
as discussed previously. Hence, other innovative device and circuit techniques
are strongly needed. Useful techniques to reduce V-variations and thus V,;, are
summarized as follows. The details are described in Chap. 5.

Use of Largest MOSFET Possible: It is especially effective to reduce the
Vi-variation of MOSFETSs in SRAM cells having the narrowest margin in a chip,
as described in Chap. 5 (see Fig. 5.31b).

Dual-Vy and Dual-Vpp Circuits: Using low-Vyq circuits as much as possible in a
chip widen the margins because low-V,, MOSFETs reduce V,-variations, as
explained in Chap. 5. The resultant leakage path, however, must be cut with the
help of high-Vy MOSFETSs, and thus high Vpp to maintain a high speed. This
inevitably necessitates dual-Vy, and dual-Vpp circuits. Instantaneously activated
low-V( circuits backed up by high-V circuits also reduce the variations. Increased
leakage is reduced because the leakage flows only during a short period, while the
output level is held in the back-up circuits without leakage, as seen in DRAM sense
amplifier (see Fig. 5.40).

New MOSFETs: Advanced MOSFETs to reduce V,-variation are needed. Good
examples are using conventional MOSFETs with thinner #,,, a high-k metal gate for
even thinner ¢, and fully depleted (FD) silicon-on-insulator (SOI) structures, such
as planar ultrathin buried oxide (BOX) MOSFETs and FinFETs, for ultralow dose
channel.

1.4 Speed-Relevant Errors and Repair Techniques

Two kinds of errors are more prominent with voltage and device scaling. The
first comes from an excessively slow speed of an average chip. If V ,;, is reduced
sufficiently, the resultant wide voltage margin enables Vpp to be reduced,
giving a benefit of low-power dissipation. This reduction, however, is strictly
limited by this kind of errors. If the resultant speed of the average chip is
too slow to meet the requirement, many chips result in faults even if they
correctly operate. This is due to reduced gate-over-drive of MOSFET caused
by reducing Vpp. There are two ways to solve the problem. One is to reduce Vo,
even if it calls for leakage reduction circuits [7]. The other is to enlarge
the channel width W to offset the degraded gate-over-drive. The second comes
from the interdie speed variation. Due to an excessively wide speed variation
of chips, some of the chips result in faults. Compensation for the variations
with adaptive controls of internal power supply voltages is indispensable, as
described in Chap. 6.
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Chapter 2
Redundancy

2.1 Introduction

For designing redundancy circuit, the estimation of the advantages and disadvan-
tages is indispensable. The introduction of redundancy in a memory chip results in
yield improvement and fabrication-cost reduction. However, it also causes the
following penalties. First, spare memory cells to replace faulty cells, programmable
devices to memorize faulty addresses, and control circuitry to increase chip size.
Second, the time required for the judgment whether the input address is faulty or not
is added to the access time. Third, special process steps to fabricate the program-
mable devices and test time to store faulty addresses into the devices are required.
Therefore, the design of redundancy circuit requires a trade-off between yield
improvement and these penalties. The estimation of yield improvement requires a
fault-distribution model. There are two representative models, Poisson distribution
model and negative-binomial model, which are often used for the yield analysis of
memory LSIs. The “replacement” of normal memory elements by spare elements
requires checking whether the accessed address includes faulty elements, and if yes,
inhibiting the faulty element from being activated and activating a spare element
instead. These procedures should be realized with as small penalty as possible. One
of the major issues for the replacement is memory-array division. Memory arrays
are often divided into subarrays for the sake of access-time reduction, power
reduction, and signal/noise ratio enhancement. There are two choices for memories
with array division: (1) a faulty element in a subarray is replaced only by a spare
element in the same subarray (intrasubarray replacement) and (2) a faulty element
in a subarray may be replaced by a spare element in another subarray (intersubarray
replacement). The former has smaller access penalty, while the latter realizes higher
replacement efficiency. It is also possible that a subarray is replaced by a spare
subarray. The devices for memorizing faulty addresses and test for finding out an
effective replacement are also important issues for redundancy.

The fault distribution models are presented in Sect. 2.2. The yield improvement
analysis using the models is described in Sect. 2.3. Section 2.4 describes the circuit
techniques for realizing the replacement. The intrasubarray replacement, inter-
subarray replacement, and subarray replacement are described in Sects. 2.5, 2.6,

M. Horiguchi and K. Itoh, Nanoscale Memory Repair, Integrated Circuits and Systems 1, 19
DOI 10.1007/978-1-4419-7958-2_2, © Springer Science+Business Media, LLC 2011
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and 2.7, respectively. The programmable devices for storing faulty addresses are
described in Sect. 2.8. Finally, testing techniques for redundancy are explained in
Sect. 2.9.

2.2 Models of Fault Distribution

2.2.1 Poisson Distribution Model

Let us consider a memory chip with N “elements” (Fig. 2.1). Here, an element may
be a memory cell, a row of memory cells, a column of memory cells, a subarray,
and so on. If faults are randomly distributed in the chip, the probability of an
element being faulty, p, is independent of the probability of other elements being
faulty or nonfaulty. Therefore, the probability that £ elements are faulty and
(N — K) elements are not faulty is expressed as the product of their probabilities,
pX(1 — pyV . Since the number of cases of selecting K faulty elements out of N
elements is expressed by

NY _ N! _NN—-1)---(N-K+1)
(K) _NCK_(N—K)!K!_ K! ’ @D
the probability of existing K faulty elements in the chip is expressed as
N -
P(K) = ( K)p"(l )" 2.2)

(N —-K) non-faulty K faulty
elements elements

probability: 1-p 1-p p 1-p 1-p 1-p p 1-p

— _
v

N memory elements

Fig. 2.1 Probability of existing K faulty elements out of N elements when faulty probability of an
element is p
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This is called binomial distribution and the coefficient (%) is called binomial
coefficient. Usually, N is very large and p is very small. When N — oo, keeping
A = Np constant, (2.2) becomes

P(K) :N(N— 1)--I~(EN—K+ 1) DK —p)NﬁK

_ ,(1_11\]>...<1_T1).’%(1-%)%1—%)K 2.3)
_>;1(—K!<1 1>N:% (N — 00).

N

This is called Poisson distribution. Figure 2.2 shows examples of the distribu-
tion. The probability P(K) monotonously decreases with K for 4 < 1, and has a
peak around K ~ A for A > 1. Poisson distribution is characterized by only one
parameter /. The average K and standard deviation ¢(K) of the number of faulty
elements are expressed as

00 00 K
K = KP(K) = exp(~4) Z’l— =, (2.4)

o K e (2.5
_ Jexp(—i){Z(Kv_z)! +Z(K— 1)'} - ,12
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Number of faults K Number of faults K Number of faults K

Fig. 2.2 Examples of Poisson distribution: (a) A = 0.5, (b) A = 1.0, and (¢) 2 = 2.0
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Thus, the parameter A is equal to the average number of faults and is expressed as:
A =AD, (2.6)

where A is the chip area and D is the fault density. The probability of a chip having
no faulty elements (raw yield, i.e., yield without redundancy) is expressed as

P(0) = exp(—4) = exp(—AD). 2.7

Poisson distribution model is often used for yield analysis because of its mathe-
matical simplicity [1-5]. It is useful for rough yield estimation or the comparison of
redundancy techniques. More precise yield estimation, however, requires a model
that takes “fault clustering” into account described below.

2.2.2 Negative-Binomial Distribution Model

It has been reported that actual faults are not randomly distributed but clustered and
that the number of faulty elements does not match the Poisson distribution model
[6, 7]. In this case, the parameter A is no longer constant but does distribute.
Compound Poisson distribution model

o0 1K
Pk = [T s 38)
0 K!

was proposed [6] as a distribution model for nonconstant 1. The first factor in the
integral is Poisson distribution and the second factor f{1) is a function called
“compounder” representing the distribution of A. The average K and standard
deviation ¢(K) of the number of faulty elements are given by the following
equations:

(2.9)
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- \// " {exp(— A () (P exp d + 2exp i)} — 7
0

B \//mf(;‘) 'id'H/oof(i) EdA -7 (2.10)
0 0

=\/A+ {a(2)}.

The candidates for f(1) include uniform distribution and triangular distribution.

However, Gamma distribution

22 Vexp(—=4/Pp)

f) == @.11)
has been shown the most suitable for actual fault distribution' [6, 8]. The meanings
of the parameters o and /5 are as follows: a corresponds to fault clustering (smaller o
means stronger clustering), and the product af is equal to the average of 4, 1. The
standard deviation of / is equal to 81/a. Figure 2.3 shows examples of (2.11) for
various parameters maintaining 1o = off = 1.0. When o« — oo, the distribution
becomes the delta function, corresponding to no A distribution.

Ao=1.0

Probability density f(1)

a=lﬁ=1 /\ _

/ }\ \ a=4,p=1/4
PN

[ /IS

|

Fig. 2.3 Probability density function of gamma distribution as a compounder (average of
A= 1.0)

'I'(%) is gamma function defined as T'(a) = f()oo #~Lexp(—t)dr. I'(@) = (o — 1)! for integer o.
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Substituting (2.11) and = Ay/o into (2.8) results in

% exp(—4) 27 exp(—i/B)
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This is called negative binomial distribution [9]. The average and standard
deviation of the number of faulty elements are calculated from (2.9) and (2.10):

~i

K=1=, (2.13)

o(K) =2+ (o) =20+ P = V(L + Jofa).  (2.14)

Comparing (2.14) with (2.5), we can find that the standard deviation of the
negative-binomial distribution is larger than that of Poisson distribution by a factor

of v/1+ Jo/o. The raw yield is expressed as

1 1
P(O):(l—l-)vo/fx)a:(l—i—AD/oc)“' (2.15)

When o — oo, (2.15) becomes identical to (2.7). Figures 2.4 and 2.5 show
examples of the distribution with o = 4.0 (weaker fault clustering) and o = 1.0
(stronger fault clustering), respectively. Compared with Fig. 2.2 (corresponding to
the case o = 00), the probability for K = 0 and that for large K increase and the
probability for medium K decreases as o decreases. Equations (2.7) and (2.15) are
plotted in Fig. 2.6. The raw yield using the Poisson distribution model is expressed
by the straight line (¢« = o0) in semilog scale. The raw yield using the negative-
binomial distribution model is expressed by a concave-up line and is greater than
that using the Poisson model.

The negative-binomial distribution model is often used for yield estimation of
memory LSIs [10-12] because it gives good agreement with actual fault distribu-
tion. In order to use this model, however, we must determine two parameters
Ao (average number of faults) and o (fault clustering factor) from experimental
data. In addition, it should be noted that the parameter « may depend on the kind of
the memory element.
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2.3 Yield Improvement Through Redundancy

In this section, yield improvement through redundancy is analyzed using the
models described above. We assume the followings for simplicity:

1. Faults on spare elements are neglected.

2. Fatal faults are neglected. A fatal fault is defined as a fault that makes the entire
chip no good. For example, a defect on peripheral circuit of a memory LSI may
cause a fatal fault.

Without redundancy, the yield Y, is equal to P(0) as shown in Fig. 2.6
because only chips without faulty elements are accepted. If R spare elements



26 2 Redundancy

100
50
9?01 20 a=1.0
S
a —
s 10 a=2.0
Q0
= a=4.0
2 5
o
2 o = oo (Poisson)
1
0 1 2 3 4

Average number of faults ¢

Fig. 2.6 Comparison of raw yield using Poisson and negative-binomial distribution models

Fig. 2.7 Principle of K faulty
redundancy elements

replace replace
Vs
OB OOEC] e
— — _\ v J
N memory elements R spare memory
elements

are added in the chip, chips with K faulty elements (K < R) become acceptable
by replacing the faulty elements with spares as shown in Fig. 2.7. Therefore, the
yield becomes

R
Y = ZP(K). (2.16)

=0

Figures 2.8 and 2.9 show the calculated yield using the Poisson distribution and
the negative-binomial distribution models, respectively. The raw yield Y, (R = 0)
is lower but the yield improvement is larger with Poisson distribution model than
with negative-binomial model. This is apparent in Figs. 2.10 and 2.11, where the
relationships between yields with and without redundancy are plotted. Thus, it
should be noted that using Poisson distribution model tends to underestimate Y,
and overestimate the yield improvement.
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2.4 Replacement Schemes

2.4.1 Principle of Replacement

Since redundancy techniques repair memory LSIs by replacing faulty normal
elements by spare elements and by hiding the faulty elements from users, the
following steps are required.

1. Replacement information (which normal element is replaced by which spare
element) is stored in on-chip programmable devices in advance.

2. When accessed, it is judged whether the demanded address is faulty (“hit”) or
not (“miss”) using the information stored above.

3. In case of miss, the normal element is activated and no spare elements are
activated.

4. In case of hit (a) the normal element is inhibited from being activated and (b) the
spare element that replaces the normal element is instead activated.

Step 1 requires programmable devices. In addition, they must be nonvolatile to
retain the programmed replacement information during power-off. The devices
used for this purpose include fuses, antifuses, and nonvolatile memory cells as is
described in Sect. 2.8. There are two schemes for storing and reading the replace-
ment information in the storage (steps 1 and 2): decoder programming and address
comparison. The former utilizes spare decoders, which is the same as normal
decoders except that the address is programmable (Fig. 2.12). The latter utilizes
comparators for selecting spare elements (Fig. 2.13). In addition, there are two
schemes for disabling the faulty normal element (step 4a): direct disabling and

Faulty element

o ]

Address %’j W/////////////////////////j gll(;?ear:ts

«y decoder 0

PRy

Spare
decoder 1

®®®® ®: Programmable device

Fig. 2.12 Replacement using decoder programming and direct disabling schemes
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indirect disabling. The former cuts off the signal path to the faulty element by
blowing a fusible link (Fig. 2.12). The latter utilizes the spare-selection signals hit;
(Fig. 2.13). The activation of normal element is inhibited if one of the hit; is
asserted, and is allowed if none of the hir; is asserted. Therefore, there are four
(2 x 2) possible combinations. Figure 2.12 shows a replacing scheme using
decoder programming and direct disabling schemes, while Fig. 2.13 shows a
scheme using address comparison and indirect disabling schemes. On the other
hand, there is a quite different replacing scheme, shifting scheme, as shown in
Fig. 2.14. The switches inserted between the decoder and the memory array are
controlled by the programmable storage, in which the address of a faulty element is
programmed. In case of no faulty elements, each output of the decoder is connected
with the corresponding normal element and the spare element is not connected. If
there is a faulty normal element, the connections are shifted so that the outputs of
the decoder are connected with the spare element and the normal elements except
for the faulty one.

2.4.2 Circuit Implementations

Next, circuit implementations of the replacement schemes are described. Figure 2.15
shows a spare row decoder using the decoder programming scheme [13]. The circuit
has two fuses per an address bit, one for true signal @; and the other for complement
signal a@;. One of the two fuses is blown by laser according to the faulty address. The
node N is precharged to high level by signal PC before the input of address signals. If
the input address coincides with the programmed address the node N remains high.
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Fig. 2.15 Spare row decoder using decoder programming scheme. Reproduced from [13] with
permission; © 2010 IEEE

The spare row line is activated when row selection signal RS goes high. If the
input address does not coincide with the programmed address, node N goes low
and the spare line is not activated. If no faulty address, all the fuses are unblown.
Since node N always goes low irrespective of the input address, the spare row line
is never activated. Figure 2.16 shows a normal row decoder using the direct
disabling scheme [13]. The output of the NOR gate is ANDed with the predecoder
output signals RSy—RS; to relax the circuit pitch. A normal row is disconnected to
the output of the decoder by blowing the corresponding fuse by laser. Thus, this
circuit requires as many fuses as the rows and the pitch of fuses is equal to row
pitch. Figure 2.17 shows a row redundancy circuit using the address comparison
and indirect disabling schemes [14]. Each address comparator unit stores a faulty
address and compares it with the input address to generate the spare-selection
signal hit;. If hit; is asserted, the corresponding spare row is activated at the timing
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of RS and the row decoder is disabled through the NOR gate. Note that a delay
circuit is inserted at the input of the row decoder. Without this delay, the arrival
of the address signals at the row decoder precedes the generation of hit;, and
a normal row may be wrongly activated. Therefore, this circuit has an access time
penalty of the delay time. The detail of the fuse block included in the address
comparator is shown in Fig. 2.18 [14, 15]. This circuit utilizes an electrically
blown fuse. The blowing MOS transistor M, is controlled by programming signal P
and address signal a;. If the fuse is blown, the signal f; is pulled down to low and f; is
high. Since M is on and M, is off, the output signal c; is equal to @;. On the contrary, if
the fuse is unblown, ¢; is equal to a;. The programming and normal operations of the
fuse block are summarized in Table 2.1. Note that ¢; = 1 if the address during
programming is equal to the address during normal operation and otherwise c¢; = 0.
All the outputs of the fuse blocks are ANDed to generate the hit signal and to activate
the corresponding spare row line. An extra fuse block is added to indicate whether the
address comparator is valid or not. Without blowing the fuse in this extra block, the
comparator is invalid and the corresponding spare row line is never activated.

The number of fuses required for each scheme is as follows. The decoder
programming scheme require 2nR, while the address comparison requires (n + 1)
R (including the fuses for extra blocks), where n = log, N is the number of address
bits, N is the number of normal lines, and R is the number of spare lines. The direct
disabling scheme requires 2" because the number of normal lines is N = 2" while
the indirect disabling scheme requires none. Therefore, the combination of address

M,
a;p L
Programming Vee
circuit
Fuse
: f
¢ o ——C
P Pull
down
=5 1
a,' ¥ M2
Fig. 2.18 Detail of fuse block [14, 15]
Table 2.1 Truth table of fuse block
Programming (P = 0) Normal operation
a; a; Fuse fi fi a; a; ¢
0 1 Unblown 0 1 0 1 1
1 0 0
1 0 Blown 1 0 0 1 0
1 0 1




34 2 Redundancy

Columns

Column decoder
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comparison and indirect disabling schemes requires the fewest fuses. Since the size
of fuses is not so scaled down according to design rules, the combination is the best
choice for high-density memory LSIs with a large number of spare lines, despite the
access penalty.

Figure 2.19 shows the shifting scheme applied to column redundancy of a high-
speed SRAM [16]. Shifting switches are inserted between the outputs of the column
decoder, Dg—Dy_1, and the columns, Cy—Cp, including a spare column Cy. The
connections are changed by blowing one of the fuses, Fo—Fy_;. If no fuses are
blown, all the control signals fo—fy_1 are at high level. Column C is activated by
Dy, C, is activated by Dy, and so on. The spare column Cy is never activated. If, for
example, column C; is found to be faulty, fuse F; is blown. Since f; is at high level
and f1— fy_ are at low level, Cy is activated by Dy, C, is activated by Dy, and Cy is
activated by Dy_;. Thus, the activation of the faulty column C; is inhibited. This
scheme requires N fuses. However, it features no access-time degradation because
all the signal-path lengths, including the spare one are uniform.

The shifting scheme is suitable for the row redundancy of a content addressable
memory (CAM) because a CAM has a priority encoder (PE). If the search data
matches the data stored in two or more rows, the PE outputs the address of the row
having the highest priority. The order of priority is usually ascending or descending
order of row address. If a faulty row is replaced by a spare row with the ordinary
replacing scheme, the order of address is not maintained. With the shifting scheme,
however, the order of row address is maintained even after shifting [17, 18].
Figure 2.20 shows a CAM with row redundancy using the shifting scheme. The
information of faulty address stored in the fuses is decoded and is transferred to the
register FR in advance and is used for switching both wordlines and matchlines.
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mission; © 2010 IEEE

The shifting scheme is also suitable for wide I/O memories. Figure 2.21 shows
the shifting scheme applied to a DRAM macro with 128 I/Os [19]. The macro has
128 normal blocks and two spare blocks on both sides. The redundancy scheme
applied to this macro features that the connections of switches are variable accord-
ing to column address (the connections of the switches in Figs. 2.19 and 2.20 are
fixed after blowing fuses). A column of each block is selected by multiplexer MUX
controlled by column selection lines CSL. When column O is selected (Fig. 2.21a),
only normal blocks are connected to the I/O lines because column O of each block is
not faulty. However, when another column is selected (Fig. 2.21b, c), the connec-
tions are changed so that the faulty columns are not connected to the I/O lines. The
detail of the shifting switch is shown in Fig. 2.22. Faulty block addresses of each
column are programmed in the shift point register SPR by blowing fuses. The faulty
block addresses of the selected column, FB, and FB,, are read out and compared
with each block address generated by a wired logic circuit. The connection of each
switch is determined by the comparison results as shown in the table.

Although the circuit in Fig. 2.19 requires N fuses, the circuit in Fig. 2.20 requires
only log, N + 1 because of decoding. The circuit in Fig. 2.21 requires 2(log, N + 1)
because there are two spare columns. The number of programmable elements required
for replacement schemes is summarized in Table 2.2.

A disadvantage of the shifting scheme is that the number of spares is limited.
Since R sets of spares require (R + 1)-terminal shifting switches, a large R causes
the complexity of switches and the control circuits. Therefore, R = 1 or 2 is
practical.
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2.5 Intrasubarray Replacement

One of the problems for redundancy with the increase in memory capacity is
memory-array division. Figure 2.23 shows the trend of memory-array division of
DRAMs [20]. The number of subarrays doubled each generation before 64 Mbit.
This is mainly due to the dataline (bitline) division shown in Fig. 2.24. The
dataline D is divided into Dy—Dj; to reduce the parasitic capacitance for signal/
noise ratio enhancement and charging/discharging current reduction [21-24].
The number of divisions even quadrupled each generation after the introduction
of hierarchical wordline structure as shown in Figs. 2.25 and 2.26 [25-27]. Here,
a wordline is divided into a plurality of sub wordlines (SWLs), each of which is
activated by the AND of a main wordline (MWL) and a block selection line BS.
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Table 2.2 Number of programmable elements required for replacement
Replacement scheme Number of programmable elements ~ Figure
Decoder programming + direct disabling 2R logay N + N 2.15,2.16
Decoder programming + indirect disabling 2R log, N -
Address comparison + direct disabling R(logyb N+ 1)+ N -
Address comparison + indirect disabling R(logz N + 1) 2.17
Shifting (without decoding) NR=1 2.19
Shifting (with decoding) R(logy N + 1) 2.20,2.21

These memory array divisions degrade yield because the boundaries between
subarrays work as barriers to the faulty-element replacement and reduce the
replacement flexibility.

There are two approaches to cope with this problem. One is to enhance the
replacement flexibility under the restriction of intrasubarray replacement, that is, a
faulty element is replaced only by a spare element in the same subarray. The other is
to allow intersubarray replacement, that is, a faulty element can be replaced by a
spare element in another subarray. The former is explained in this section and the
latter is described in the next section.

Here, let us define two terms used in the following discussion. Replacement unit
is defined as a set of memory cells replaced simultaneously (by programming one
set of programmable devices). The replacement unit is assumed as a row/column so
far. However, adjacent two rows/columns are often replaced simultaneously in
actual memory design. This is realized by neglecting the least significant bit of
row/column address. In this case the replacement unit is two rows/columns. In
addition, in the case of the simultaneous replacement described below, all the
rows/columns in all the subarrays are replaced simultaneously. In this case the
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Fig. 2.25 Memory-array division using hierarchical wordline structure for high-speed SRAMs [25]

replacement unit is M rows/columns, where M is the number of subarrays. Replace-
ment region is defined as an area in which any normal row/column can be replaced
by any spare row/column. The replacement region is a subarray in the case of
intrasubarray replacement, while it is plural subarrays in the case of intersubarray
replacement.

2.5.1 Simultaneous and Individual Replacement

Figure 2.27 shows the row redundancy technique applied to a memory without
array division. The memory has L (here, L = 4) spare wordlines SW;—SW3 and as
many address comparators ACy—AC;. Faulty word addresses are programmed in
the address comparators and are compared with the input address. Thus, at most L
faulty normal wordlines can be repaired. In this example, faulty normal wordlines
Wo—W3 are replaced by spare wordlines SW,—SWj, respectively, as shown by the
arrows in the figure. Now let us consider dividing the memory array into subarrays.
Two approaches within the restriction of intrasubarray replacement are shown in
Figs. 2.28 and 2.29. Here the memory array MA in Fig. 2.27 is divided into four
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subarrays MAj—MAj;, only one of which is activated. Among m row address bits,
the upper two bits a,, , and a,, ; (intersubarray address signals) are used for
selecting a subarray and the lower (n — 2) bits ag—a,,_3 (intrasubarray address
signals) are used for selecting a wordline in the subarray.

In the simultaneous replacement (Fig. 2.28), the number of address comparators
is equal to L, the number of spare wordlines in each subarray. The total number of
spare wordlines is therefore LM, where M(=4) is the number of subarrays. Each
address comparator compares only the intrasubarray address signals, and the output
is commonly supplied to every subarray. The intersubarray address signals, in turn,
select one of the four spare wordlines. As many faulty wordlines can be repaired as
are shown in Fig. 2.27, if L is the same. In this approach, four normal lines are
replaced simultaneously by spare lines as shown by the arrows in Fig. 2.28. That is,
to replace one faulty line, three other normal lines with the same intrasubarray
address are also replaced even if they are not faulty. The replacement unit is there-
fore four wordlines. This causes the following problems. First, the usage efficiency
of spare lines is lower (25% in this case) and the number of spare lines should be
larger, resulting in chip-area increase. Second, the probability of unsuccessful
repair due to faults on the spare lines that replaced normal lines is higher, resulting
in yield degradation.



2.5 Intrasubarray Replacement 41

MA
X S\Aéo
SWjy
AC: Address comparator | SA&YS |
RD: Row decoder | |
CD: Column decoder cD
Fig. 2.27 Row redundancy applied to a memory without array division
— W,
MA
m-2 S =W, 5 0
ag—am-3 o—— 5 o \’ T SV\.,OO
am 2, 8m 1 o + SV\;
03
| SA&YS |
Programmed: SV\:"3
i == ; —
W, s 2 Z }‘ X1 swy,
i
W, MA,
W, T Ws MA,
=} 1
W oL -— SV\:’zo
1 SW.
11 | SA&YS | =
Ly SWag
- °
& < ) - SWg
i
MA,
CD |

Fig. 2.28 Simultaneous intrasubarray replacement applied to a memory with array division



42 2 Redundancy

— Wy —
T T |
m-2 [a)
p~8m-3 64— as J SWoq
Am_2, 8m_1 o——
2 o SWot
SA&YS |
Programmed: —3 = zww
W, | ACy 5 W, . J "
o
w, | AC, MA,
W, | AC, Ws MA,
g
none | ACs SWoyq
— SwW
Wy | AC, SA&YS |
— SW3,
none | ACs SW3,
a
none | ACs T VA
3
none | AC; CcD

Fig. 2.29 Individual intrasubarray replacement applied to a memory with array division

In the individual replacement (Fig. 2.29), every spare line in every subarray has
its own address comparator and the replacement unit is one wordline. The number
of address comparators is therefore LM. Each address comparator compares both
intra- and intersubarray address bits. This approach has the following advantages
over the simultaneous replacement. First, a smaller L is statistically required (here,
L = 2) to repair as many faults, if faults are randomly distributed. Second, since
only one normal line is replaced at a time by a spare line, the probability of a fault
on the spare line is lower. This approach, however, has the disadvantage of lower
usage efficiency of address comparators (50% in this case). The number of address
comparators should be larger, resulting in chip-area increase.

Since there are only four subarrays in Figs. 2.28 and 2.29, the problems
described above are not so serious. However, they can be critical in the design of
ultrahigh-density memories in nanometer era because of the aforementioned trend
of the number of subarrays to increase.

2.5.2 Flexible Replacement

Figure 2.30 shows the flexible intrasubarray replacement scheme [5, 20] proposed
to overcome the problem described above. The spare lines and address comparators
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Fig. 2.30 Flexible intrasubarray replacement applied to a memory with array division [5, 20]

are not directly connected but through the OR gates G, and G;. Since each address
comparator compares both intra- and intersubarray address bits, the replacement
unit is one wordline. Each logical-OR of the outputs of the two address comparators
is commonly applied to all the subarrays. The intersubarray address bits select one
of the four spare wordlines. In this example, the addresses of faulty normal word-
lines Wy, Wi, W5, and W3 are programmed in address comparator ACy, AC,, AC;,
and ACy, respectively. Wordlines Wy, W{, W5, and W3 are thereby replaced by
spare wordlines SWo, SWy;, SWy;, and SW, respectively. This technique fea-
tures a flexible relationship between spare lines and address comparators. In
Figs. 2.28 and 2.29, this relationship is fixed so that a spare line can be activated
only by a particular address comparator. For example, spare wordline SW5, in
Fig. 2.28 is activated only by ACy, and SWy in Fig. 2.29 is activated only by
AC,. However, in Fig. 2.30, a spare line can be activated by one of several address
comparators. For example, spare wordline SW, can be activated by either AC, or
AC; through OR gate Gy. In addition, an address comparator can activate one of
several spare lines. For example, SC can activate SWqg, SW g, SW5, or SW3(. This
flexible relationship provides the following advantages. First, both spare-line usage
efficiency and address comparator usage efficiency are good, while the former is
poor and the latter is good in the simultaneous replacement (Fig. 2.28), and the
former is good and the latter is poor in the individual replacement (Fig. 2.29). This
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enables smaller chip-area penalty due to redundancy. Second, the probability of
unsuccessful repair is low, while it is high with the simultaneous replacement. This
is because only one normal line is replaced at a time by a spare line. Third, more
flexible selection of the number of spare lines in a subarray L and the number of
address comparators R enable a more efficient redundancy circuit. Generally, the
following relationship stands between L and R:

ML
L<R< - (2.17)
0

where M is the number of physical subarrays, and M, is the number of subarrays in
which faulty normal lines are simultaneously replaced by spare lines. Therefore,
M/M, is the number of logically independent subarrays. The left-hand inequality
sign indicates that the number of spare lines in a subarray in excess of the number of
address comparators is useless. The right-hand inequality sign indicates that the
number of address comparators in excess of the number of logically independent
spare lines is useless (ML/M is the number of logically independent spare lines in a
whole memory). The relationship between L and R is fixed: My = M and R = L in
the simultaneous replacement, and My = 1 and R = ML in the individual replace-
ment. In the flexible replacement, however, L and R can be chosen independently as
long as the relationship (2.17) is satisfied. The characteristics of the intrasubarray
replacement techniques are summarized in Table 2.3, which also include those of
intersubarray replacement described in the next section.

The flexible replacement can also be applied to column redundancy as shown in
Fig. 2.31. The memory array is divided into four subarrays similar to
Figs. 2.28-2.30. Each column selection line CSL transmits the output of the column
decoder to column switches (see Fig. 2.24 in detail). There is a spare column
composed of a spare column selection line (SCSL) and spare datalines SDy—SDs.

Table 2.3 Characteristics of intrasubarray and intersubarray replacement techniques

Replacement Replacement No. of Usage of Usage Figure
unit region address spare lines of address
comparators comparators
R
Intrasubarray
Simultaneous M lines Subarray L Poor Good 2.28
replacement
Individual One line Subarray ML Fair Poor 2.29
replacement
Flexible One line Subarray L <R <ML Fair Good 2.30,2.31
replacement
Intersubarray
Distributed spare One line Chip L Good Good 2.39
lines
Concentrated spare  One line Chip L Very good Very good  2.40

lines

M is the number of subarrays, L is the number of spare lines in a subarray, and L’ is the number of
spare line in the spare subarray
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Fig. 2.31 Flexible intrasubarray replacement applied to column redundancy

The line SCSL is activated by the OR of two address comparators AC, and AC;.
Note that not only column address bits ac, — ac, , but also the upper two of row
address bits, ag,,_, and ag,_, (intersubarray address signals) are programmed in each
comparator. In this example, the addresses of faulty normal datalines D, and D, are
programmed in ACy and AC,, respectively. Thus, the two datalines are respectively
replaced by spare datalines SDy and SD, although there is only one spare column.
Further improving the efficiency of column redundancy by using the results of row-
address comparison is proposed in [28].

Let us calculate the repairable probability of the flexible intrasubarray replacement
as a function of the number of faults. Note that the probability depends not only on
the total number of faults but also on their distribution. Random fault distribution is
assumed, and faults on spare lines and fatal faults are neglected here for simplicity.
The repairable probability in the case of K faults being distributed in M subarrays is
denoted as Y(K, M). In the case of M = 1 (no array division), it is obvious that

Y(K,1)=1(k<Land k<R), O(k>Lork>R). (2.18)

Let us focus on a particular subarray M. If k£ faults are located in M,, the
remaining (K — k) faults are in the other (M — 1) subarrays M;—M,,_; as shown in
Fig. 2.32. The probability that k faults among K faults are located to My, is given by
the binomial distribution:
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Fig. 2.32 Calculation of repairable probability of intrasubarray replacement

P(k) = (’;) (%)ko —%)H. (2.19)

Since the repairable probability of M;—M,,_ is given by Y(K — k, M — 1), the
repairable probability of the entire memory is expressed by the following recur-
rence formula:

max(K,L)
Y(K,M)= > P()Y(K—kM—1)
k=0

O v

In the case of K > R, however, Y(K, M) = 0. The calculated repairable proba-
bility is shown by the broken lines in Fig. 2.33. It gradually decreases with the
increase in the number of faults K.

The calculated yield using a more practical model is shown in Fig. 2.34 [5],
comparing the simultaneous replacement and flexible replacement. The yield
improvement factors through both the replacement techniques are almost the
same in a 4-Mbit DRAM. The advantage of the flexible replacement becomes
apparent in 64-Mbit and 1-Gbit DRAMs, especially for a large defect density,
that is, in the early stages of production.

A disadvantage of the flexible replacement is the problem of a “global” defect,
that is, a defect causing two or more faults. Let us consider the multidivided dataline
structure (Fig. 2.24). A defect on a dataline is “local” and produces no effect on the
other subarrays. However, if a defect exists on a sense-amplifier, two datalines con-
nected to the amplifier fail simultaneously. A defect on a column selection line causes
all the data lines connected to the line to fail simultaneously. Thus these types of defects
are global. In the case of the hierarchical wordline structure (Figs. 2.25 and 2.26),

(2.20)
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Fig. 2.33 Comparison between intra and intersubarray replacement. Reproduced from [20] with
permission; © 2010 IEEE

adefect on a MWL is global. Since only one faulty normal line is replaced by a spare
line in the flexible replacement, more than one address comparator is needed to
repair the faults caused by a global defect. This may result in a deficiency of address
comparators. Variable replacement unit using a ternary address comparator [5] can
solve this problem. It features that not only ZERO and ONE, but also a “don’t-care”
value can be programmed. The don’t-care value is assumed to coincide with both
ZERO and ONE. Programming don’t care in an address comparator specifies that
the address bit is not compared with the input address. Using the don’t care makes
replacement unit (a group of memory cells replaced at a time) variable according to
defect mode. For example, a sense-amplifier defect can be repaired by programming
adon’t care at the intersubarray address bit that specifies an upper/lower subarray of
the sense amplifier (ag, , in Fig. 2.31), and by programming ZERO or ONE at the
other address bits. This is because the intrasubarray address is common to the two
faulty datalines. Table 2.4 shows the numbers of address comparators required
to repair the various defects. A dataline or subwordline (local) defect requires an
address comparator whether the replacement unit is fixed or variable. A global
defect, however, requires two or more address comparators in the fixed replacement
unit, while it requires only one in the variable replacement unit. Thus, the variable
replacement unit reduces the number of address comparators required to repair the
same number of defects and to achieve the same yield. A circuit diagram of the
ternary address comparator is shown in Fig. 2.35. This circuit has two fuses, Fy and
F,. Table 2.5 shows the programming method. ZERO or ONE is programmed by
blowing one of the fuses as in Table 2.1. Don’t care is programmed by remaining
both fuses unblown, and the output c; is always “1.” Note the bottom two rows of the
table. When both fuses are blown, the output c; is always “0.” This can be used to
invalidate the address comparator when the corresponding spare line is found to be
faulty. In this sense this circuit is “quaternary” rather than ternary.
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Fig. 2.34 Calculated yield using intrasubarray replacement redundancy techniques, simultaneous
replacement (L = R = 8) and flexible replacement (L = 4, R = 16): (a) 4-Mbit DRAM (number
of subarrays M = 16), (b) 64-Mbit DRAM (M = 64), and (c) 1-Gbit DRAM (M = 256). Repro-
duced from [5] with permission; © 2010 IEEE

Table 2.4 Number of
address comparators required
for repairing defects [5, 20]

Defect mode No. of address comparators

Ternary (variable
replacement unit)

Binary (fixed
replacement unit)

Dataline 1 1
Sense amplifier 2 1
CSL M 1
Sub wordline 1 1
Main wordline N 1

M number of subarrays connected to a CSL, N number of sub
wordlines connected to a main wordline
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Fig. 2.35 Ternary address comparator for variable replacement unit. Reproduced from [5] with
permission; © 2010 IEEE

Table 2.5 Truth table of Stored address Fo F, a; a ¢
ternary fuse block Zero Blown Unblown 0 1 1
1 0 0

One Unblown Blown 0 1 0

1 0 1

Don’t care Unblown Unblown 0 1 1

1 0 1

Invalid Blown Blown 0 1 0

1 0 0

2.5.3 Variations of Intrasubarray Replacement

It is possible to apply the intersubarray replacement described in the next section to
memories with array divisions for further enhancing the replacement efficiency. In
some cases, however, the intersubarray replacement can never be applied.

One of the cases is bank division. Some memories, such as synchronous DRAMs
(SDRAMs) have a plurality of memory banks. Since different banks may be
simultaneously active, interbank replacement (replacing a faulty normal line in
a bank by a spare line in another bank) is not allowed. Figure 2.36 shows a
double-data-rate (DDR) SDRAM with flexible intrabank replacement redundancy
and variable replacement unit [29]. Address comparators for row redundancy
RACy—RAC; are shared by four banks. Each comparator can be used for any
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Fig. 2.36 Flexible intrasubarray replacement applied to a memory with bank division. Repro-
duced from [29] with permission; ©) 2010 IEEE

bank. In this case, RACy, RAC,, and RACj; are used for replacing faulty wordlines
in bank 3 by spare wordlines, and RAC, is used for bank 2. Similarly, address
comparators for column redundancy CAC,—CAC; are shared by two banks. Here,
CAC, is used for bank 0 and CAC;—CAC; are used for bank 1. In addition, the
replacement unit is variable for both row and column redundancy. One, two, four,
or eight SWLs can be replaced by spare wordlines at a time. A column-selection
line (CSL) or a half of CSL can be replaced by a spare CSL.

Another case in which the intersubarray replacement is not allowed is multibit
prefetch. Prefetching two or more bits simultaneously and outputting them serially are
often used for increasing data-transfer rate. Figure 2.37 shows a DDR-SDRAM using
2-bit prefetch. Two subarrays store data of even and odd column addresses, respec-
tively. The subarrays are simultaneously activated and two sets of data from them are
serially outputted at the rising and falling edges of a clock signal. If the input column
address is even (i.e., the lowest address bit ac, = 0), the activated column addresses in
both subarrays are the same. However, if the input address is odd (ac, = 1), they are
different; two bits of column address a¢, and ac, in MA(even) equal to that in MA
(odd) plus one. In this case, the two bits of input address are incremented by one and
are supplied to MA(even). A straightforward approach is providing two sets of address
comparators (including fuses), one for even and the other for odd. However, this
doubles the circuit area. An approach to reduce the area penalty, even-odd sharing
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Fig. 2.37 Intrasubarray replacement applied to a memory using 2-bit prefetch [30]

scheme, is shown in Fig. 2.37 [30]. It features partial circuit sharing between the two
subarrays. The lower-address (ac, and ac,) comparators for MA(even) and MA(odd)
are separate, and the upper-address comparators and fuse sets are common. A spare
column is activated by logical AND of the outputs of lower- and upper-address
comparators. This scheme therefore halves the number of fuses required. In other
words, if this approach has the same number of fuses as the straightforward approach,
the number of spare columns can be doubled in order to improve the chip yield.

The access-time penalty due to redundancy is the delay time required for the
address comparison as described in the previous section. Figure 2.38 shows a
technique to eliminate this delay time for a high-speed SRAM [31]. In this tech-
nique, a faulty wordline in a subarray is replaced by a spare wordline in the adjacent
subarray. The two subarrays are simultaneously activated and one of the data from
them is selected according to the result of address comparison. This technique is
difficult to be applied to row redundancy of general-purpose DRAMs because the
dataline charging/discharging current is doubled. However, it is effective for
DRAM column redundancy [32]. It is also reported that this technique was applied
to the row redundancy of an ultrahigh-speed DRAM [33], in which power dis-
sipation is not a major concern. Another disadvantage of this technique is that the
number of spare lines is limited to one. In order to provide two spare lines, three
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subarrays would have to be simultaneously activated. Note that this technique is not
the intersubarray replacement which is described in the next section. This will be
clear if the hatched areas in Fig. 2.38 are assumed to be a subarray and the
nonhatched areas are assumed to be another subarray.

2.6 Intersubarray Replacement

With the further increase in memory-array division, the probability of clustered
faults in a particular subarray becomes no more negligible. In the intrasubarray
replacement, the number of spare lines in a subarray, L, must be larger or equal to
the maximum number of faulty lines in each subarray to repair clustered faults. This
causes the increase in L and chip-area penalty. To solve this problem, intersubarray
replacement redundancy techniques [34—36] have been proposed, which permit a
faulty normal line to be replaced by a spare line in any subarray. The replacement
region is therefore an entire memory chip. They are classified into two categories.

In the distributed-spare-line approach [34] shown in Fig. 2.39, each subarray has
its own spare lines like the intrasubarray replacement. Each spare line, however, can
replace any faulty normal line not only in the same subarray but also in another
subarray. Therefore at most LM faults clustered in a subarray can be repaired, where
M is the number of subarrays. In this example, four clustered faulty normal wordlines
Wo—W; are replaced by the spare wordlines in subarrays MA,, MA |, and MA,. It is
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Fig. 2.39 Intersubarray replacement with distributed spare lines [34]

sufficient for successful repair that the number L is the average number of faulty lines
in a subarray and is smaller than that of intrasubarray replacement. The number of
address comparators R is equal to LM in this case. The number, however, can be
reduced through the similar technique as the flexible replacement shown in Fig. 2.30.

In the concentrated-spare-line approach [35, 36] shown in Fig. 2.40, each subarray
has no spare lines. There is a spare subarray MAg, instead, composed of L' (here,
L' = 5) spare lines. Each spare line can replace a faulty normal line in any subarray.
Therefore, at most L' faults clustered in a subarray can be repaired. The number of
address comparators R is equal to L'. This approach has an advantage of more flexible
selection of L'(= R) and better usage of address comparators compared to the
distributed-spare-line approach. This is because the size of the spare subarray need
not be the same as that of a normal subarray. The problem of this approach is that
additional circuits (a decoder, a sense amplifier, etc.) for MAg are needed. A solution
of this problem using the hierarchical bitline architecture is proposed in [35].

Figure 2.33 compares the repairable probability using intra- and intersubarray
replacement redundancy techniques [34, 36]. The probability for the former is
calculated using (2.20). In the intrasubarray replacement, the repairable probability
of a memory composed of M subarrays decreases with the increase in the number of
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faults, K, because the probability of excessive (>L) faults in a particular subarray
increases. On the other hand, the repairable probability is constantly 100% as long
as K < LM in the intersubarray replacement. When the number of subarrays is
M = 16, the expectation of repairable faults with intersubarray replacement is
about three times that with intrasubarray replacement.

The access-time penalty of the intersubarray replacement is usually larger than
that of intrasubarray replacement. This is because not only an activated-line but also
an activated subarray may be changed according to the result of address comparison.

2.7 Subarray Replacement

One of the problems with the increase in memory capacity is defects causing DC-
characteristics faults, which mean the violation of DC specification of memories. In
particular, excessive-standby-current (/sg) is the most popular DC-characteristics
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fault. An example of a defect that causes an Isg fault of a DRAM is shown in
Fig. 2.41 [37]. A short circuit between a wordline (electrically connected to the
ground during standby state) and a dataline (connected to the dataline precharge
voltage, Vpp/2) creates an illegal DC current path from Vpp/2 to ground. Replacing
the wordline and dataline by a spare wordline and a spare dataline, respectively,
inhibits the faulty lines from being accessed, but the current path still remains.
Thus, the fault is not repaired by line replacement.

Several techniques have been reported to repair such faults. They include
limiting the illegal current through the short circuit to a small value by a current
limiter [36], cutting off the current path by a power switch controlled by a fuse [38].
Figure 2.42 shows another technique [37] where the replacement unit is a subarray.
A subarray, including an Isg fault, is replaced by an on-chip spare subarray. Each
subarray has power switches for bitline precharge voltage Vpp/2 and memory-cell
plate voltage Vpr, logic gates for timing signals, and a fuse to control them. The
power switches of the faulty subarray are turned off and those of the spare subarray
are turned on. Thus the /g fault is repaired by cutting of the DC current. The logic
gates of the faulty subarray are also turned off to eliminate unnecessary power
dissipation in the subarray. It is reported that this technique combined with the line
replacement doubles the yield of a 256-Mbit DRAM [36]. One advantage of this
technique is that the wordlines in an unused spare subarray can be used as spare
wordlines of the concentrated-spare-line intersubarray replacement redundancy
described in Sect. 2.6 [39].
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Since this redundancy technique requires spare subarrays, it is not suitable for a
small-capacity memory with a small number of subarrays. However, the number of
subarrays rapidly increases with every generation as shown in Fig. 2.23. Therefore,
the area penalty is allowable for DRAMs of 256 Mbit and beyond. It is interesting
that the memory-array division, which was the barrier to the line-replacement
redundancy, in turn, supports the subarray-replacement redundancy.

2.8 Devices for Storing Addresses

Redundancy techniques require devices for storing faulty addresses. These devices
must be programmable as well as nonvolatile to retain the replacement information
during power-off. The devices include fuses, antifuses, and nonvolatile memory
cells. A fuse is initially in a conductive (low-resistance) state and reaches a
nonconductive (high-resistance) state by programming. On the contrary, an antifuse
is initially in a high-resistance state and reaches a low-resistance state. On the other
hand, a nonvolatile memory cell exploits the change of its threshold voltage.

2.8.1 Fuses

The materials used for fuses include polysilicon, silicides (MoSi,, TaSi,), and
metals (Cu, etc.). A fuse is blown by either electric current or laser and each has
advantages and disadvantages.
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Electrical blowing requires no special equipment. In addition, faulty addresses
can be programmed even after packaging (postpackaging programming) [40, 41].
However, it requires an on-chip programming circuit shown in Fig. 2.18, including
a large transistor M, for driving a large blowing current. A special high-voltage Vpp
is supplied from an extra pad probed at wafer test [15]. This voltage enhances the
conductance of My to supply a sufficient current. Whether the fuse is blown or not is
determined by the address signal a; according to the left half of Table 2.1. After
programming, the Vpp pad is grounded by an on-chip pull-down circuit (not shown)
to prevent inadvertent programming. A model of the electrical blowing of a
polysilicon fuse is shown in Fig. 2.43 [42]. The Joule heat generated by the current
and the fuse resistance diffuses along the fuse to the metal-polysilicon contacts at
x =0 and x = L (J,), to the substrate through SiO, (J/5), and to the surrounding
glass layer (J3). The temperature increase at the contacts and the substrate is
assumed to be zero because the thermal conductivities of metal and Si are far larger
than those of SiO, and glass. The fuse is heated up to the melting point (1,420°C)
and is finally blown off. The temperature increase 7(x) at position x after a
sufficiently long time (i.e., thermal equilibrium) is expressed as:

sinh & + sinh Z=*
T(x) = T0<1 —%) (2.21)
sinn +
Loy

where L is the fuse length, Ly is the characteristic length determined by the thermal
conductances of the polysilicon, SiO,, and glass layer, and T is the equilibrium
temperature without J; [42]. The calculated temperature-increase distribution along
the fuse is shown in Fig. 2.44. The fuse length should be designed to be at least
several times of L, (here, Ly = 3.55 pum).
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Fig. 2.44 Temperature distribution along an electrical fuse. Reproduced from [42] with permis-
sion; © 2010 JSAP

Blowing a fuse by laser requires a laser equipment. However, the area penalty is
smaller because the on-chip programming circuit is not required. The area for fuses
is determined by the diameter of laser spot and its alignment accuracy. It is
therefore suitable for high-density memories with a large number of spare lines.
However, the postpackaging programming is impossible.

Since the fuse and the surrounding layers are broken by blowing, contamination
from the wreck is a major concern for both electrical blowing and laser blowing.
Device structures for preventing the contamination are reported in [42, 43].

2.8.2 Antifuses

Various kind of antifuses have been proposed, including electrically destroying a p—n
junction of a polysilicon diode [44], diffusing impurities into an intrinsic polysilicon
by laser pulses [45], and electrically breaking down a dielectric [46]. Figure 2.45
shows the cross section of the antifuse for DRAM redundancy. It utilizes an oxide—
nitride—oxide (ONO) film as a dielectric. This structure is compatible with the
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Fig. 2.46 Antifuse programming and sensing circuit. Reproduced from [46] with permission; ©
2010 IEEE

memory cell of the DRAM and no additional process is required. Initially, the ONO
film has an extremely high resistance (>100 MQ). By applying a high-programming
voltage (>8 V), the film destructively breaks down and produces a short circuit
between the polysilicon layers with a significantly lower resistance (<10 kQ). The
programming and sensing circuit of the antifuse is shown in Fig. 2.46. The program-
ming procedure is as follows. First, signal PCG is low and node B is precharged to
Ve — Vi (Vs the threshold voltage of M3) through M, and M; to prevent unselected
antifuses from being programmed. The programming voltage Vpgy is generated by an
on-chip high-voltage generator and is applied to all antifuses. Next, signal SA of
selected antifuses is set high to discharge node B through M5 and M, and to apply the
full Vpgm, While the voltage across the unselected antifuses is limited. Note that M3
protects M5 and M5 from the high voltage. In order to sense the state of the antifuse,
signals SNL and SNL are set high and low, respectively. The voltage of node C is
Vee — Vi if the antifuse is programmed, or zero if not. This analog voltage is sensed
and latched by the subsequent circuit.

This technique features that the postpackaging programming is possible [46, 47]
like the electrical fuses. Although the programming circuit is required, its area
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penalty is smaller than that of electrically blowing fuses. This is because the high-
voltage generator is common to all the antifuses, while as many numbers of
programming transistors as fuses are required. Therefore, this technique is promising
for high-density memories with a large number of spares.

2.8.3 Nonvolatile Memory Cells

One of the programmable devices used for the redundancy of nonvolatile
memories is the nonvolatile memory cell itself. Figure 2.47 shows an address
comparator (corresponding to the address comparator in Fig. 2.17) used for row
redundancy of an EEPROM [48]. The address programming circuit corresponds
to the fuse block 0 — n—1, while the spare-row enabling circuit corresponds to
the fuse block n. Transistors M; and M, are the floating gate transistors with
tunnel oxide areas at nodes A and B, respectively. These devices are erased
(Vi > 6 V) in advance. M, is erased by setting @; and S at low and high level,
respectively, and taking the E (erase) line to the programming voltage (20 V).
M, is erased by setting S at low level. Since the gate of M, is at high level, the
output signal kit is low and the spare row is never enabled. To enable the spare
row and to program a faulty address, the address is set at @; and a;, while E is
held at 0 V and S is pulled up to the programming voltage. Thus, if a; =0
(@; = 1), transistor My is programmed into the “on” state (V, < —2 V) turning
Mg on. If a; = 1 (@; = 0), My is not programmed and is left in the high V, state
turning M5 on. Concurrently, M is also programmed into a low V, state and M,
is turned off. If the input address coincides to the programmed address, all the
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E °
oo N :" ---------------------------- N
i ! ) M3 H
So— —— e
AR B E
i 1 i : | : ---—0F
I I H ' T _ '
; My o My l;ln L ¢ '
! o L J_m '
: o M M :
5 - ° L g . hit
iMz U™, (to spare row)
{ H 5
Spare-row Address programming
enabling circuit
circuit

Fig. 2.47 Address comparator using EEPROM cells as programmable elements. Reproduced
from [48] with permission; © 2010 IEEE
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Table 2.6 Truth table of the address comparator using EEPROM cells

Erasing (£ = high) Programming (E = low) Normal operation
a; a; M4 a; a; M4 a; a; Ci
1 0 Erased (highVy) 0 1 Programmed (low V) 0 1 0
1 0 1
1 0 Not programmed (high V) 0 1 1
1 0 0

pull-down transistors (M,, M) are turned off and the output signal Ait is pulled
up to a high level by a pull-up circuit (not shown), thus enabling the spare row.
The operations of the circuit are summarized in Table 2.6. This technique
features that postpackaging programming is possible like the antifuses. A
nonvolatile memory cell fabricated with standard CMOS process and its appli-
cation to memory redundancy are also reported [49, 50].

2.9 Testing for Redundancy

Testing for memories with redundancy includes the following three categories:

1. Normal-element test: testing normal elements and determining which normal
elements should be replaced by which spare elements. This test is essential for
redundancy techniques.

2. Spare-element test: checking whether each spare element that replaces a faulty
normal element is faulty or not in advance. This test is optional but is effective
for reducing the probability of unsuccessful repair caused by faulty spare ele-
ments.

3. Postrepair diagnostics: checking after packaging whether a memory LSI is a
perfect chip or a repaired chip (signature), and if the latter, which addresses are
repaired (roll-call). This test enables chip diagnostics by the manufacturer.

The normal-element test is usually performed by a memory tester. A memory
tester has a fail-bit memory (FBM) for recording the pass/fail of each bit of the
memory under test. After scanning an entire memory, a replacing solution is
determined by analyzing the failure pattern in the FBM. Faulty rows must be
replaced by spare rows and faulty columns must be replaced by spare columns.
On the other hand, faulty bits can be replaced by either spare rows or spare columns.
Therefore, a decision algorithm for finding a replacement solution is needed. The
algorithm should meet the following requirements. First, the probability of over-
looking (being unable to find a replacement solution though it does exist) should be
minimized to maximize yield. Second, the decision time should be minimized in
order not to occupy an expensive memory tester for a long time. In particular, a
nonrepairable chip should be aborted as early as possible. Some repair algorithms to
make the decisions are proposed to find an optimal replacement solution [51-53].
Figure 2.48 shows an algorithm using row/column fault counters. After testing an
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Fig. 2.48 Replacement algorithm: (a) just after testing an entire memory, (b) row one is replaced
by a spare row, (c) column six is replaced by a spare column, and (d) row three and column four are
replaced by spares

entire memory, the number of faulty bits on each row/column is recorded in each
row/column fault counter (Fig. 2.48a). The algorithm consists of three steps.

Step 1: If the total number of faulty bits exceeds NxRy + NyRx — RxRy, the
chip cannot be repaired and is aborted, where Ny, Ny, Rx, and Ry are the number
of normal rows, normal columns, spare rows, and spare columns, respectively.
Since the example of Fig. 2.48a does not meet this condition, we go to the next
step.

Step 2: A row having more faulty bits than the number of remaining spare
columns must be replaced by a spare row, and a column having more faulty bits
than the number of remaining spare rows must be replaced by a spare column. This
step is repeated until no rows/columns meet the condition. In this example, row 1
has three faults and replaced by a spare row. The number of remaining spare rows
becomes 1 and the contents of the counters are revised (Fig. 2.48b).
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Step 3: A row or a column with maximum number of faulty bits is replaced
by a spare row or a spare column. This step is repeated until all faulty bits are
repaired (success) or spares are exhausted (failure). In this example, column 6
is first replaced by a spare column because it has two faults (Fig. 2.48c). Next
row 3 and column 4 (or row 4 and column 2) are replaced by spares
(Fig. 2.48d).

This algorithm is sufficiently good for usual faulty-bit distribution patterns though
it cannot find a solution for some patterns [52]. Build-in self-test (BIST) and build-in
self-repair (BISR) techniques utilizing on-chip circuitry instead of testers as well as
repair algorithms suitable for them are also reported for test-cost reduction [54, 55].

Figure 2.49 shows a circuit for the spare-clement test [56]. Before blowing
fuses, each signal hit; (the output of each address comparator) is high. The test
circuit is enabled by setting the test pad at high level. During the test mode, any
spare row can be selected by the row address signals ap—a, and the memory cells
connected to the selected spare row can be written and read. Thus, this circuit
allows testing the spare rows without fuse programming. After the test, fuses are
blown if necessary. During normal operation (test pad is low), each spare row is
controlled by the signal hit;.

Figure 2.50a shows a DRAM with the postrepair diagnostics [57], which is
realized by adding the extra circuitry within the dashed line. An additional fuse is
blown only in the case of a repaired chip to enable the comparator and the roll-call
decoder. The operating waveforms of row-redundancy diagnostics are shown in
Fig. 2.50b. They are the same as those of “RAS-only refresh” except that a super
high-level voltage (8—10 V) is applied to the data input terminal Diy. A row
address Ag is specified at the falling edge of RAS. The result of the test is
available at the data output terminal Doyr. If the device under test is a repaired
chip, Doyt goes high or low according to Ag being one of the repaired addresses
or not. On the other hand, Doyt remains high impedance in the case of a perfect
chip. Column redundancy diagnostics are performed with waveforms like “early
write” operation.

hit hit1’
hit ——> Spare row 1
(from address
comparator) .
Test pad :
ap-ap

hitg'
-- —> Spare row 8

Normal row decoder
Fig. 2.49 Circuit for testing spare elements. Reproduced from [56] with permission; © 2010
IEEE
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Chapter 3
Error Checking and Correction (ECC)

3.1 Introduction

One of the key issues to design on-chip error checking and correction (ECC)
circuits is the selection of an error-correcting code, which is the system to express
data by a code, as described in Sect. 1.2. Error correcting codes proposed for the on-
chip ECC of memory LSIs are /inear codes. The linear codes feature that data are
described by vectors and that coding (adding check bits) and decoding (checking
and correcting errors) procedures are described by the operations between vectors
and matrices. Therefore, the mathematical knowledge of linear algebra is required.
In the case of an ordinary binary memory, a binary linear code is used, where each
element of the vectors and matrices is “0” or “1.” In the case of a nonbinary
(multilevel) memory, where plural bits are stored in a memory cell, a nonbinary
linear code is more suitable, where each element may be not only “0” or “1” but also
another value. What values should be used in addition to “0” and “1”? The answer is
given by a set called Galois field.

At the design of on-chip ECC circuits, the chip-size and access-time penalties
should be minimized, while maximizing error-correcting capability. However,
there exists a trade-off between these parameters. Generally, a code with a higher
error-correcting capability has a larger chip-size and access-time penalties. There-
fore, a most suitable error-correcting code should be selected according to the
requirements of each memory LSI, considering the reduction of error rates. Testing
is another important issue for ECC design. It includes testing the extra memory cells
for check bits, and testing the coding/decoding circuits.

In this chapter, the mathematical background of ECC is first described. The
linear algebra and its application to the coding/decoding are presented in Sect. 3.2,
while the Galois field is explained in Sect. 3.3. The various error correcting codes
used for ECC and their coding/decoding circuits are described in Sects. 3.4 and 3.5,
respectively. The effects of on-chip ECC, reduction of soft-error and hard-error
rates, are estimated in Sect. 3.6. Section 3.7 presents some examples of on-chip
ECC applications to memory LSIs and discusses various practical problems and
solutions at the design of ECC circuits. Finally, the testing techniques for on-chip
ECC are explained in Sect. 3.8.

M. Horiguchi and K. Itoh, Nanoscale Memory Repair, Integrated Circuits and Systems 1, 69
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3.2 Linear Algebra and Linear Codes

In this section, linear algebra necessary for the design of on-chip ECC and its
application to the coding/decoding procedures of linear codes are explained.

A set of k-bit data dy, dy, ..., di_, is expressed by a k-dimensional column
vector.'
do
d
d= . . 3.1
di

The coding (adding check bits) and decoding (checking and correcting errors)
procedures are described by operations between vectors and matrices as described
below.

3.2.1 Coding Procedure

The coding procedure is performed by multiplying the vector d by an n-row,
k-column (n > k) matrix (called generator matrix)2:

800 8o1 o 80k-1
810 811 o 81k-1
G = . . . . (3.2)
8n—10 8n—11 " &n—1k-1
That is, the n elements wy, wy, ..., w,_; of the n-dimensional column vector
defined by
wo
wi
w= . =Gd (3.3)
Wp—1

are the elements of the resulting code word. Here, the dimension of d must be equal
to the number of columns of G. The multiplication of (3.3) is calculated as

A row vector (do, d, . . ., dy_y) is usually used. In this book, however, a column vector is used.

2Usually a generator matrix is defined as the transposed matrix (element g;; and gj; are replaced by
each other) of G in this book.
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Table 3.1 Addition and Addition of modulo 2
multiplication of modulo 2. X4y ¥
These are also addition and 0 1
multiplication on GF(2) y 0 0 1
1 1 0
Multiplication of modulo 2
Xy X
0 1
y 0 0 0
1 0 1

w; = g,'()d() +g,-1d1 + - +gik_1dk_1 mod 2 (l =0,1,...,n— 1) (34)

Here, “mod 2” means calculation of modulo 2. If the calculation result is even, the
final result is 0, and if the calculation result is odd, the final result is 1. The “modulo 2”
addition and multiplication are shown in Table 3.1. They are the same as the ordi-
nary addition and multiplication except for “1 + 1 = 0.” The addition and multi-
plication are implemented by an exclusive OR gate and an AND gate, respectively.

For memory applications, it is favorable that the input data bits are written into
memory cells as they are. This means that the first £ bits of the code word w are
identical to d, which are followed by (n — k) check bits. That is, wy = dy, w; = dj,

.oy Wp_1 = dj_1. In order to satisfy this condition, g; =1 (0 <i <k — 1),
8 =0 <, j<k—1,1i#)). Thus, the upper k rows of G must be a k x k
unit matrix> E -

E;
G=| —— (3.5)
P
1 0 0
0 1 0
E,=|. . : (3.6)
00 --- 1
[Example] Four bits of data 0, 1, 0, and 1 are described by a vector
0
d= ! (3.7
= .
1

3A matrix with diagonal elements of “1” and the other elements of “0.” For any vector v, E;-v = v,
and for any matrix M, E;:M = M, M-E, = M.
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Coding by a generator matrix

1 0 0O

01 0 0

0 01 0
G=10 0 0 1], (3.8)

1 1 0 1

1 0 1 1

01 1 1

results in

(3.9

S
Il
Q
Sy
Il
o~ o~ O~O

Thus, three check bits 0, 1, and 0 have been added after d.

The code word w is written into memory. If no error occurs during write,
retention, and read procedures, read data is equal to w. However, the read data is
different from w if some error occurs. The error is described by a vector

) (3.10)

where e; = 0 if no error occurs on w;, otherwise ¢; = 1. The read data is given by

ro wo + €o
T wi + e
r= . =w+te= . . 3.11)
I'n—1 Wp—1 + €n—1

Here, the addition is calculated with modulo 2.

3.2.2 Decoding Procedure

The decoding procedure is performed by multiplying the read data r by a matrix
(called check matrix):
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/’100 hOl e hO n—1
hio hi1 e hin-1
H= : : . ) (3.12)
hn—k—l 0 hn—k—l 1 e hn—k—l n—1

The number of rows and columns of H is (n — k) and n, respectively. Multiplying
the read data r by H produces an (n — k)-dimensional vector s called syndrome:

0 hoo hot -+ hop—i To
1 hio hii SRR S 8
s=| . |=Hr= ) ) ' (3.13)
Sn—k—1 Ro—k—10 Pp—i—11 - Mu—k—1p—1 Fn—1

This is calculated by
s; = hro + hjry + -+ + hip—1rn—;  mod 2 (i:O,],...,n—k—]). (3.14)

Here, H is given by

Hz[ p

Matrix H is produced by arranging P (lower (n — k) rows of G) and an
(n — k) X (n — k) unit matrix E,_;. If no error, s = 0 (sg = s;="*=5,_4_; = 0)
because

E, « ] (3.15)

s—Hr—Hw—HGd—[ P

Enfk J """" d (316)

:(PEk+En—kP)d=(P+P)d=0'd=0.

Note that P + P = 0 mod 2. An error is detected by a nonzero syndrome s # 0. The
erroneous bit(s) is presumed by analyzing s and the bit is corrected, which is
described later.
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[Example] If the read data is

0
1
0
r=111,
0
1
0
multiplying by
1 101100
H=(1 01 1 0 1 0], 3.17)
01 1 1 001
produces a syndrome
0
1
1 101100 0 0
s=Hr=(1 0 1 1 0 1 O 1{=10 (3.18)
01 1 1 0 01 0 0
1
0
Thus, we know that the read data has no error. If the read data is
0
1
1
F=11
0
1
0
(7, is erroneous), multiplying H produces a syndrome
0
1
1 101 1 00 1
s=H=(1 0 1 1 0 1 0 1l=11 (3.19)
01 1 1 0 01 0 1
1
0

Thus, we know that the read data has an error.
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3.3 Galois Field

The discussion in the previous section assumed binary linear codes used for binary
memories, where “modulo 2” calculations were used. However, there are nonbi-
nary (multilevel) memories where plural bits are stored in a memory cell. Nonbi-
nary linear codes are useful as error correcting codes for such memories as is
described in Sect. 3.7. Since nonbinary codes utilize calculations on Galois field,
instead of the “modulo 2” calculations, the concept of Galois field is explained in
this section.

A field is a set in which addition, subtraction, multiplication, and division are
defined except for division by zero. For example, the set R composed of all real
numbers is a field. The set O composed of all rational numbers is also a field.
However, the set Z composed of all integers is not a field because the quotient of an
integer and another integer is not always an integer. Although R and Q have
innumerable elements, there are fields having finite elements. A field composed
of finite elements is called a finite field or a Galois field. It is known that the number
of elements of a Galois field is equal to a prime number or a power of a prime
number. Therefore, a Galois field with six or ten elements does not exist. A Galois
field with ¢ elements is described as GF(g). Since important cases for memory
applications are ¢ is equal to 2 or a power of 2, the discussion below is focused on
these cases.

GF(2) is the “modulo 2” calculations described above. If we define the addition
and multiplication of a set composed of “0” and “1” as shown in Table 3.1, the set
{0, 1} becomes a field. However, GF(4), GF(8), etc. are not so simple. For example,
“modulo 4” calculations among “0,” “1,” “2,” and “3” are shown in Table 3.2. The
set {0, 1, 2, 3}, however, is not a field because 1 = 2 is not defined (x that satisfies
2x = 1 does not exist in this set). How to construct GF(2™) based on GF(2) is
explained below.

Table 3.2 Addition and multiplication of modulo 4. Set {0, 1, 2, 3}
does not form a Galois field

Addition of modulo 4
xX+y X
0 1 2 3
y 0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2
Multiplication of modulo 4
X-y X
0 1 2 3
y 0 0 0 0 0
1 0 1 2 3
2 0 2 0 2
3 0 3 2 1
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Table 3.3 Irreducible

> m-th order polynomial
polynomials on GF(2)

2 H+x+1
CHx+1
A x4
Y+ +1
M4x41
X +x+1
B+ 2+

0NNk WS

First, an irreducible polynomial on GF(2) with degree m:
flx) =aux™ + a1 X"V ax + ag (3.20)

is selected. “Irreducible” means that the polynomial cannot be factorized on GF(2).
Note that an irreducible polynomial of ordinary meaning (on R) is not always
irreducible on GF(2). Polynomial x*> 4 1 is irreducible on R, but is not irreducible
on GF(2) because it is factorized as

xz—l—l:)62—|—2x—|—1:(x—|—1)2 (3.21)

(note that 2 = 0 mod 2). On the other hand, polynomial x* + x + 1 is irreducible
not only on R but also on GF(2). Examples of irreducible polynomials with
degrees 2—8 are shown in Table 3.3. If we define o as a root of the equation

fx) = o:

ClmO(m + am,lam*l + 4 apo —+ ag = 07 (322)

a set composed of oco(:l), a, o, 0, .., 0®™ 2, and zero is a field.

[Example] A quadratic irreducible polynomial x* + x + 1 is selected to construct
GF(4). Let us define « as a root of equation x* + x + 1 = 0 and consider the set
composed of 1, a, ocz, and zero. The addition and multiplication between two elements
of the set are defined as follows. Since o> + o + 1 =0,0° = - — 1 = o + 1.
Therefore, the additions are defined as o + 1 = ocz, W+ 1= a4+ 1)+ 1=aq,
oc2+o<:(ot+1)+oc:1,1+1:Z:O,ochfx:Zot:0,andot2+oc2:2(x2
= 0, as shown in Table 3.4. The multiplications between the elements are calculated
noting thato® = o0 = (o + 1) = o> + o = (o + 1) + o = 1 asshownin Table 3.4.
These tables mean that the set {1, a, ocz, 0} is a field.

In similar ways GF(8) is constructed using a cubic irreducible polynomial x* +
x 4 1, and GF(16) is constructed using a quartic irreducible polynomial x* + x
+ 1. The additions and multiplications between two elements of GF(8) and GF(16)
are summarized in Tables 3.5 and 3.6, respectively.
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Table 3.4 Addition and multiplication on GF(4). o is a root of
P+x+1=0
Addition on GF(4)

x+y X
0 1 o o?
y 0 0 1 o o
1 1 0 o? o
o o o? 0 1
o? o? o 1 0
Multiplication on GF(4)
x-y X
0 1 o o
y 0 0 0 0 0
1 0 1 o o
o 0 o o? 1
o? 0 o? 1 o

Table 3.5 Addition and multiplication on GF(8). f is a root of XHx+1=0

Addition on GF(8)
xX+y X
0 1 B B B i I B
y 0 0 1 B B B B p B
1 1 0 i i B B i B
B B i 0 i 1 B B B
S A
/A S A T S S
PR R E R E L
i i B i 1 lia B B 0
Multiplication on GF(8)
x-y X
0 1 B B B i » p°
y 0 0 0 0 0 0 0 0 0
1 0 1 g, B B B! B i
/A T
I 0 I i i i 1 B B
i 0 i B B 1 B B B
I T A N B B

3.4 Error-Correcting Codes

In this section, representative error-correcting codes proposed for the on-chip ECC
of memory LSIs are described. For more details of error-correcting codes, refer the
textbooks on code theory [1].
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Table 3.6 Addition and multiplication on GF(16). y is a root of HHx+1=0

Addition on GF(16)
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Distance

inimum

M

value of Hamming distance d(v,, v,) between two vectors v; and v, defined as the

Minimum distance is an important concept for discussing ECC. It is the minimum
number of different bits when compared bit-by-bit. If,

3.4.1
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0
1

Vv = 0
1
0

and
0
1
V) = 1 ,d(vl,v2):2
0
0

because the third and fourth bits are different. If ¢ errors occur in a code word
w written into a memory and r is read out, d(w, r) = ¢t. Thus, Hamming distance
corresponds to the number of errors. The minimum distance of a code dp,;, is
defined as the minimum Hamming distance between two code words of the code.

dmin = min d(w;, w)). (3.23)

i

If dinin = 2, we can detect a single-bit error. Because the vectors vy, v, v3, etc.,
which are placed at Hamming distance of one from code word w,, are not code
words. However, we cannot correct the error. If, for example, v; is read out, we
cannot judge whether an error has occurred at the third bit of w; or at the fourth bit
of w,, as shown in Fig. 3.1a. If d,,;, = 3, we can correct a single-bit error. If v is
read out, the write data is assumed as wy, and if v, was read out, the write data is
assumed as w, as shown in Fig. 3.1b. Generally, if d,;, = 2¢ 4+ 1, we can correct
t errors or fewer. If d,;, = 2t + 2, we can correct ¢ errors or fewer and can detect
(t + 1) errors.

3.4.2 Number of Check Bits

Fewer number of check bits is desired to reduce the chip-area penalty due to the on-
chip ECC. However, there exists a lower bound of check-bit count to realize a
certain error detecting/correcting capability. The bound is calculated as follows.
First, let us consider the case of single-error correction (SEC) of adding check
bits to k-bit data and making an n-bit code word. The number of cases of a single-bit
error occurring on a code word wy is n, as indicated by the circle C; in Fig. 3.1b
(note the possibility of an error occurring at one of the check bits). Therefore, the
number of vectors in C; (Hamming distance from w; is within one) is n + 1,
including no-error case. Similarly, we can draw another circle C, around code
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Co

\\ '/ \ \

i v
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Vs Wa N ;

0) 0

1 1

1 N

1 0

0 0

© : code word
O : not code word
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5 g |

< N :

v, Vs Wo
Y& 0\ 0
11 1 1

1 1 1

1 0 0

0 0 1

1 1 1

0 0 0

© : code word

QO : not code word

Fig. 3.1 Minimum distance and error detecting/correcting capability: (a) case of d\,;, = 2 and (b)
case of dpin = 3

word w,. Two circles C; and C, must be exclusive. If there were a vector vs
common to C; and C, as shown in Fig. 3.1a, we could not judge whether the
write data were w; or w, from the read data v;. Since the number of code words is
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Table 3.7 Lower bound of the number of required check bits for single-error correction (SEC),
single-error correction and double-error detection (SEC-DEC), and double-error correction (DEC)
codes

Data-bit count, k 4 8 16 32 64 128 256
SEC 3 4 5 6 7 8 9
SEC-DED 4 5 6 7 8 9 10
DEC 6 7 9 10 12 14 16

Note that these numbers are lower bounds. A code with a check-bit count shown here does not
necessarily exist

2% the total number of vectors in each circle around each code word is 2k(n + 1).
On the other hand, the number of n-dimensional vectors is 2". Thus, the following
inequality must be satisfied.

2Kn+1)<2", 2" F=n+1. (3.24)

From another viewpoint, the relationship (3.24) means that we must discriminate
(n + 1) cases using (n — k)-bit syndrome.
Next, let us consider the case of double-error correction (DEC). In this case, each

circle includes (1) 1 vector of no-error case, (2) n vectors of single-error cases, and

3) ; =n(n—1)/2 cases of double-error cases. Therefore, the inequality

(3.24) is replaced by

(n—1)

ks 4y . (3.25)

Generally for #-bit error correction the following relationship must be satisfied.

2k % (’:) . (3.26)
i=0

For t-bit error correction and (¢ 4+ 1)-bit error detection, the number of required
check bits is greater than that of #-bit error correction by one bit.

Table 3.7 summarizes the required check bits for SEC, SEC-DEC, and DEC.
The ratio of required check bits (n — k)/k decreases with the increase of data-bit
count k in each case. Note that these numbers are theoretical lower bounds calcu-
lated from (3.26). A code with a check-bit count shown in the table does not
necessarily exist. As for SEC and SEC-DED, however, the lower bounds are
realized by Hamming code and extended Hamming code, respectively, as described
later.
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3.4.3 Single Parity Check Code

A check bit (parity bit) p is added to k-bit data
do
d
d= .
dr—1

producing a code word

so that the number of “1”’s in w is even. The minimum distance of this code is two.
We can, therefore, detect a single-bit error, but cannot correct it. The generator
matrix and the check matrix are expressed as

1 0 --- 0
0 1 0
G = : , (3.27)
0 0 1
11 1
and
H=(1 1 --- 1 1), (3.28)
respectively. The generation of the parity bit is calculated by
p=do+d +--+di—y mod?2. (3.29)
The error detection is calculated by
s=dy+di+---+di_1+p mod 2. (3.30)

3.44 Hamming Code

A Hamming code is defined as the code with a check matrix in which all the column
vectors except for zero vector are arranged. The minimum distance is three and we
can correct a single-bit error. The number of rows of the check matrix is n — k, and
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Table 3.8 Relationship among code length, number of check bits, and number of data bits of
Hamming code and shortened Hamming code

Hamming code Code length, n 7 15 31 63 127 255
Data-bit count, & 4 11 26 57 120 247
Shortened Hamming code Code length, n - 12 21 38 71 136
Data-bit count, k - 8 16 32 64 128
Check-bit count, n — k 3 4 5 6 7 8

the number of columns is equal to the code length n. Since the number of (n — k)-
dimensional vectors except for zero vector is 2" % — 1, the following equation is
satisfied.

k1 =n. (3.31)

For example, (3.17) is a check matrix of a Hamming code (n = 7, k = 4).
Comparing (3.31) and (3.24), we find that the lower bound of check-bit count is
realized. Thus, Hamming codes are the most efficient (with fewest check-bit
counts) single-error correcting codes. The relationship between code length,
check-bit count, and data-bit count is shown in Table 3.8. The ratio of check bits
decreases with the increase of data-bit count.

[Example]
1110 0 01 1 1 O0T1T1O0O0DO0
1 001 101 1011010 0O0
Hy = 01 0101101110010 (3.32)
001 011 0T1TT1T1T1TO0OUO0O01

is the check matrix of the Hamming code with a code length of 15, data-bit count of
11, and check-bit count of 4. The right four columns of the matrix must be an 4 x 4
unit matrix, and the left eleven columns are composed of column vectors with two
or more “1”’s.

For memory applications the data-bit count k is usually a power of 2. A
shortened Hamming code is used in such cases. “Shortened” means that some of
k data bits are not used (assumed to be zero). Table 3.8 also shows shortened
Hamming codes with data-bit counts of powers of 2. If data-bit count is 2", the
required check-bit count is m + 1.

[Example] Let us consider shortening the Hamming code given in (3.32) so that
data-bit count is eight. The criteria of the shortening are as follows.

1. The number of “1”’s in each row of the check matrix should be minimized because
it corresponds to the number of exclusive OR gates in the decoding circuit.

2. The number of “1”’s in each row should be as uniform as possible. Since the time
for calculating each syndrome bit corresponds to the number of “1”’s of each
row, the delay time of the decoding circuit is determined by the row with
maximum “1” count.
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Deleting the 9-11th columns of H, according to these criteria, we obtain

H, — (3.33)

—_——_- 0 O
S = O O

0
0
0
1

—_0 = O
QO = =
—_O = =
co o~
co—o

0
1
1
0

S = O =
—_0 O =

1
1
0
0

Hamming codes feature that the ratio of required check bits (n — k)/k is low and
that the coding/decoding procedures are relatively simple. Therefore, they are
widely used for on-chip error correction of memory LSIs as described in Sect. 3.7.

3.4.5 Extended Hamming Code and Hsiao Code

Adding a parity bit to a Hamming code (or shortened Hamming code) just like the
single-parity-check code results in an extended Hamming code. The minimum
distance is four and we can correct a single error and detect a double error. The
check matrix is given by

(3.34)

where H|, is the check matrix of the original Hamming code.

[Example] From the shortened Hamming code of (3.33), an extended Hamming code

(3.35)

S

w

I
—_—O O =

1
0
1
0
1

—_— O O =
—_—O = = O
—_— O = O

0
0
1
1
1

—_ O = =
—_— O = =
===
—_—o o =0
—_—o =0 o
—_—— o oo

—_ o O OO

is obtained.

A variation of the extended Hamming code was proposed by Hsiao [2]. A row is
added to the check matrix of the original Hamming code so that the number of “1”’s
of each column is odd.

[Example] Deleting the 1st, 6th, and 11th columns of the check matrix of (3.32)
results in the check matrix of a shortened Hamming code:

110011101000
0011110107100

He=11 01010110010 (3.36)
0101071110001
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From this, the matrix of a Hsiao code:

1 1001 1 10T1O0O0O0O0
001111 0101O00O0°6O0

Hs=|1 01 01 01 10O01O0O0 (3.37)
0101011100 O0T10
1 111000000001

is obtained. Here, we used (3.36) instead of (3.33) because the number of “1”’s in
each row of the final resultant matrix (3.37) should be as uniform as possible
(criterion 2 above). This code features that the check matrix has fewer “1”s than
(3.35) and that the number of “1”’s in each row is more uniform. The hardware size
and delay time of the decoding circuit are therefore reduced.

3.4.6 Bidirectional Parity Code

To construct a bidirectional parity code, k, X k, data bits are arranged to form a
rectangle as shown in Fig. 3.2. Next, check bits are added so that each row/column
contains even number of “1”’s. The check bit count is (k, + &, + 1). The minimum
distance is four and we can correct a single error and detect a double error. The
check matrix is shown in Fig. 3.3. Although this code requires more check bits than
the Hamming code, the coding/decoding procedures are simpler. So the application
to on-chip ECC of memory LSIs is proposed as described in Sect. 3.7.

_____

_____________________________________________

LU Z

NHAHN

1

R

Vj-Group

|:| : Data bit

: H-parity bit

: V-parity bit Check bits
@: HV-parity bit

Fig. 3.2 Bidirectional parity code
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k, k, k, Ky k,
11+ 100 0 00 ~ 0i{10 - 000 ~ 0i0
00— 011 1. 00 001« 0i0 0 - 0:0 || Hparity
P P P PalobomEad b X check
00::. 000 8 = L 1100 =~ 1100 - 0:0
10~ 010 0 10 0i{0 0 -~ 0{10 00
0 1 001 0 0 1 0i0 0 -~ 0:0 1 0:0 | V-parity
FRE Do R b b check
00 100 1= 00 1100 000 - 1:0
11 1111 11 14 : | w011
00 0100 0 ™~ HV-parity
kek, check

Fig. 3.3 Check matrix of bidirectional parity code

3.4.7 Cyclic Code

Cyclic code is a subset of linear code. It features that a cyclic replacement of a code
word is also a code word. The cyclic replacement of a code word

is shifting each element of w upward and moving wy to the bottom, resulting in

Wi

Wp—1
wo

This code features serial coding/decoding procedures using a simple circuit as
discussed in the next section. Therefore, it is suitable for on-chip ECC of serial
memories as described in Sect. 3.7.

In order to treat cyclic codes, it is convenient to express a code word w using a
polynomial:

W(x) = wox" ! + Wi 2 WX 4 W (3.38)

When the code length is n and check-bit count is m, an m-degree polynomial G(x)
(generator polynomial) that can divide x" + 1 is selected as
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Gx) =x"+ X" '+ 4 gm1X + g (3.39)
If we construct a code composed of the polynomials that can be divided by G(x), the
code is a cyclic code. The cyclic replacement of w, w', is expressed by the polynomial:
W (x) = wix ' wox" 2 - w1+ wo
= x(woX" w2 X Fwly) w1 — x") (3.40)

=xW(x) +wo(x" + 1)
(note the “modulo 2” calculation; —1 = 1 mod 2). If W(x) can be divided by G(x) (w

is a code word), W/(x) can also be divided by G(x) (w' is a code word). The coding
procedure is as follows. Data bits d, d, . . ., d;_ are expressed by a polynomial:

D(x) = doX* '+ di X+ diox + diy. (3.41)

Multiplying this polynomial by x” and dividing by G(x) produces a residue poly-
nomial C(x) expressed as

D(x) - X" = G(x)Q(x) + C(x), (3.42)
Cx) = coX" '+ X" 2 4 X+ Oty (3.43)

where Q(x) is a polynomial. The check bits are the coefficients of C(x). The code
word is therefore given by

W(x) =D(x) - X" + C(x)
=dp" "+ d 4 de X X! (3.44)
e 4 X A

It is clear from (3.42) and (3.44) that W(x) can be divided by G(x). The decoding
procedure is as follows. The read data is expressed by a polynomial

R(x) = X X T 4 X T (3.45)

Dividing by G(x) generates a residue, which is the syndrome S(x):
R(x) = G(x)Q'(x) + S(x), (3.46)
S(x) = soX™ " F X2 SpaX S, (3.47)

where Q'(x) is a polynomial. It is clear from the above discussion that S(x) = 0 if
no error.

[Example] Polynomial of degree 7x’ 4 1 can be divided by a cubic polynomial
Glx) = X 4 x + 1becausex’ + 1 = (x3 + x + 1)(x4 + 2+ x+ 1). Let us con-
struct a cyclic code with a generator polynomial G(x). Four-bit data 1, O, 1, and 0,
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for example, are expressed by a polynomial D(x) = x> + x. The coding procedure
of the data results in

Dx)- X =2+ = +x+ 1) +1) +x+1, (3.48)
Clx) =x+1, (3.49)
W(x) =D(x) -’ +C(x) = +2* +x+ 1. (3.50)

Thus, three check bits 0, 1, and 1 are added after the data bits. The check bits for
each data are calculated by the similar coding procedure, resulting in Table 3.9.
Figure 3.4 shows that the code composed of wy—w5 is a cyclic code.

The generator matrix of this code is calculated as follows. The check bits for data

1 0 0 0 |
ay = 0 a 1 a 0 and az = 0 areco= | 0
0 — O , 01 — O , 02 — 1 bl 3 — O 0 — 1 I
0 0 0 1
1 1 0
ci=|1]ea=(1],andes=|1 |,
1 0 1

Table 3.9 Code words of the cyclic code generated by G(x) = x° + x + 1

Code word Wo Wi Wy Wiz Wyu W5 Wg W7 Wg Wg Wi Wi Wi Wiz Wiy Wis

Data bits o 0 o0 0 0 O O o0 1 1 1 1 1 1 1 1
o o0 o0 o0 1 1 1 1 O O O 0 1 1 1 1
o o0 1 1 O O 1 1 0 0 1 1 0 0 1 1
o 1 o0 1 O 1 O 1 O 1 O 1 0 1 0 1
Checkbits 0 0 1 1 1 1 O O 1 1 O 0 0 0 1 1
o 1 1 o0 1 O O 1 0 1 1 0 1 0 0 1
o 1 o0 1 1 O 1 O 1 0 1 0 0 1 0 1

Fig. 3.4 Relationship among
code words shown in Table 3.9.
The code words wo—w 5 are de-
fined in Table 3.9. Each arrow
indicates cyclic replacement

&
9
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respectively. Therefore, the generator matrix is given by

1 0 00
01 00
0 010
G=|0 0 0 1 (3.51)
1 110
01 1 1
1 1 0 1

The upper part of G is a unit matrix and the lower part is composed of the check bits
for the respective column vector of the unit matrix. From (3.51) the check matrix is
calculated as

111010
H={10 111 0 1
1 101 00

(3.52)

—_ O O

The matrix in (3.52) is composed of all the column vectors except for zero vector
just like (3.17) though the orders of columns are different. Therefore this cyclic
code is a Hamming code, called cyclic Hamming code.

3.4.8 Nonbinary Code

The codes described so far are binary codes, where each bit is “0” or “1.” However,
nonbinary codes are more suitable for multilevel memories. Since the memories
store plural bits in a memory cell, all the bits in a cell may be lost at a single incident
of soft error. Nonbinary codes can correct the plural bits in a cell even if they are
simultaneously lost. When m bits (¢ = 2™ levels) of data are stored in a memory
cell, the m bits are treated as a digit,4 and an element of Galois field GF(g). For
example, in case of two bits/cell, each information stored in each memory cell is
assumed as one of the elements of GF(4) (0, 1, o, or oc2) as shown in Fig. 3.5.

The Hamming distance of a nonbinary code is defined as that of a binary code.
The Hamming distance d(v;, v,) between two vectors v; and v, is the number of
different digits when compared digit-by-digit (neglecting how different they are).
For example, the Hamming distance between

“In case of nonbinary code, the term “digit” is used instead of “bit,” “data digit” instead of “data
bit” and “check digit” instead of “check bit.”
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Memory cell Memory cell
._— storing 0 or 1 _—storing 0, 1, &, or o2

Data
bits digits
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©
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OOO®

Check
bits

Check
digits

Fig. 3.5 Principle of (a) binary code and (b) nonbinary (quaternary) code
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is d(vy, v2) = 2. The minimum distance of a nonbinary code is similarly defined as
that of binary codes. The minimum distance required for error detection/correction
is also the same as the case of binary codes.

Let us calculate the lower bound of required check digits for SEC using Fig. 3.1b.
The data-digit count and the code length are assumed as k and n, respectively. The
number of single-digit-error cases of a code word w, is equal to n(¢ — 1). Because
there are n cases to select the digit that errs and there are (¢ — 1) error patterns of
the digit. Therefore, the number of vectors in C; (Hamming distance from w is
within one) is n(¢ — 1) + 1, including no-error case. Since the number of code
words is ¢, the total number of vectors in each circle around each code word is ¢*{n
(g — 1) + 1}. On the other hand, the number of n-dimensional vectors is g”". Thus,
the following inequality must be satisfied instead of (3.24):

qk{n(q— 1)+ 1}<q", q”_an(q— 1)+ 1. (3.53)
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In the case of DEC, each circle includes (1) 1 vector of no-error case, (2)
n(g — 1) vectors of single-error cases, and (3) (%) - (¢ — 1) =n(n—1)(q—1)*/2
cases of double-error cases. Therefore, the inequality (3.53) is replaced by

nn = 1)(g~ 1

¢ F=1+n(g-1)+ 5

(3.54)

Generally, for ¢-digit error correction, the following relationship must be satisfied:

=3 (’Z)(q — 1) (3.55)

i=0

Table 3.10 shows the required check-digit counts for single-error-correction
codes of ¢ = 2, 4, 8, and 16. The ratio of required check-digit count decreases
with the increase in g for the same . This is because the data-“bit” count is k log, ¢,
which increases with g. The size of the coding/decoding circuit, however, generally
increases with g as described in the next section.

A SEC nonbinary code is constructed in a similar way as the binary Hamming
code. All the column vectors that are linearly independent from each other are
arranged to construct a check matrix. This code is called nonbinary Hamming code.
“Linearly independent” means that a vector is not a multiple of another vector. For
example,

Vv =
and
0
Vo) = o
o

are not linearly independent (linearly dependent) because v, = av;. The number of
rows of the check matrix is equal to the check-digit count n — k, and the number of
column is equal to the code length n as described above. The number of (n — k)-

Table 3.10 Lower bound of the number of required check digits for SEC g-ary codes. “q = 2”
means binary code and is identical to Table 3.7

Data-digit count, k 4 8 16 32 64 128 256
qg 2 3 4 5 6 7 8 9
4 3 3 3 4 4 5 5
8 2 3 3 3 3 4 4
16 2 2 3 3 3 3 3
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dimensional column vectors except for zero vector is (¢" % — 1). Since every
(g — 1) vectors are linearly dependent (vectors v, av, oc2v, o a9 %y are linearly
dependent), there are (¢" % — 1)/(g — 1) linearly independent vectors. Thus, the
following relationship is satisfied, which corresponds to (3.31):

qn—k —1

pr— =n. (3.56)

[Example] The check matrix of a quaternary (¢ = 4) Hamming code with check-
digit count of 3 is given by

11111100 OT1TT11T1T1T1TT1TT1TI1FII1T1TOFO
H=(1a24200 0 111111 aaaa o®?a2010
000 1 aae*1loao2loao®2l 1 ao® o o001
(3.57)

The code length is (4*> = 1)/(4 — 1) = 21, and the data-digit countis 21 — 3 = 18.
Note that the first nonzero element of each column vector is “1.” If a data-digit
count of 16 is sufficient, this code is shortened by two digits. Deleting, for example,
the 16th and 17th columns, we obtain

11 1 11 1 0 O O 1 11 11 1 100
H=(1o 000 0 1 1 1 1 1 o o> « «2 010
00 0 1 o o> 1 o o o o2 1 1 o o> 0 0 1

(3.58)

3.5 Coding and Decoding Circuits

In this section, circuits for the coding (adding check bits) and the decoding
(checking and correcting errors) of some of the error correcting codes presented
in Sect. 3.4 are described.

3.5.1 Coding and Decoding Circuits for Hamming Code

The coding of a Hamming code is to calculate (3.3). In fact, the upper part of the
generator matrix G is a unit matrix and no calculation is needed. The calculation
necessary for coding is to multiply the data d by P, the lower part of G:
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Wi

Wi1
w = . =Pd. (3.59)

Wp—1

[Example] If the generator matrix is expressed by (3.8), the coding procedure is
expressed as

Wy 1 1 0
w=|ws|=[1 01 1]d, (3.60)
We 0 1 1 1

that is,

W4:do+d1+d3 mod2, W5:d()+d2—|—d3 m0d2,

(3.61)
we = dy +dp + d3 mod 2.
These calculations are realized by the circuit in Fig. 3.6.
The decoding procedure consists of two steps. The first step is to calculate the
syndrome s from the read data r according to (3.13).

dy O—@ > Wy
d; o L 4 > Wy
d, O L 4 > Wy
ds e’ > W3

Fig. 3.6 Parallel coding

circuit of Hamming code with
a code length of 7 and a data- M—» We
bit count of 4
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[Example] If the check matrix is expressed by (3.17), the syndrome is calculated as

S0 110 1 00
s=|si]=(1 01101 0]r (3.62)
5 01 1 00 1

that is,

Sso=ro+r +r3+ry mod?2, s =ryg+r+r3+rs mod?2,

(3.63)
S) =r1+r+r3+rs mod 2.

These calculations are realized by the circuit in Fig. 3.7a.
The second step is analyzing the syndrome and correcting the read data. From
(3.11) and (3.13) we obtain
s =Hr=H(w+e) = He. (3.64)

If e, = 1 and ¢; = O (i # j) (only r; is erroneous), the syndrome is

0
hoo hot e ho n—1 : hoi
hio hiy E hi 1 : hy;
s = . . . . 1] = . (3.65)
Moi=10 hp—i—11 -+ hMp—k—1n—1 O Np—r—1i

oo ) >— @
oo— fe )D__' el
ro 20 D_ — Q2
) >— as
rzo fae )D__’ Qs
I4o e ) > s
I50 6 © I——}D_ — J6

] g] Corrector
7 %o Soe f{>c Error-bit
s 0 fDC detector

WSZ S0 rDc

Fig. 3.7 Parallel decoding circuit of Hamming code with a code length of 7 and a data-bit count of
4: (a) syndrome generator and (b) correction circuit
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Thus, the syndrome s is equal to the column vector of H corresponding to the error

position. Therefore, s is compared with each column vector of H. If s is equal to one

of the column vector of H, the corresponding read data bit should be corrected.
[Example] Using the above code, if

1 1 0
s=1],{0],...,or ,
1 1
ro, 1, - - - » OF I should be corrected, respectively. The circuit to realize this is

shown in Fig. 3.7b. In the figure, the error-bit detector judges whether s is equal
to each column vector of H, and the corrector corrects (inverts) each bit of the
read data.

The greater parts of the coding circuit and the syndrome generator are common
as shown in Figs. 3.6 and 3.7a. The hardware size can be therefore reduced by using
the circuit in Fig. 3.8a or b. The former uses the coding circuit as a part of syndrome
generator, while the latter uses the syndrome generator as a coding circuit with
some of the input signals fixed to “0”.

Let us estimate the circuit size necessary for a Hamming code (code length = n,
data-bit count = k, check-bit count = m = n — k). If we use the scheme in
Fig. 3.8b, we have only to estimate the decoding circuit. First, the syndrome
generator is estimated. As shown in (3.63), each bit of the syndrome is calculated
by the “modulo 2” addition of the selected bits among the n-bit read data. The
number of selected bits is equal to the number of “1”s in each row of the check
matrix. Since there are (n + 1)/2 “1”s in each row of the check matrix of a
nonshortened Hamming code, (n — 1)/2 two-input exclusive OR gates are needed
for the “modulo 2” addition. The total number of gates is m(n — 1)/2. Next, the
correction circuit is composed of m inverters, n m-input AND gates, and n two-input
exclusive OR gates, as shown in Fig. 3.7b. Table 3.11 summarizes the number of
logic gates for the decoding circuits. These estimations are the upper bounds and the
number of gates can be reduced by merging the parts of the gates in the syndrome
generator. In Fig. 3.7a, for example, the partial sum ry + r3 is commonly used for
the two syndrome bits, sy and s, and the number of exclusive OR gates is 8, which
is smaller than 9 shown in Table 3.11. The above estimation is also applied to the
case of shortened Hamming code (code length is shortened from n to n'). The
number of exclusive OR gates for syndrome generator does not exceed m(n’ — 1)/
2. According to the shortening criteria described in the previous subsection, the
ratio of “1”’s in the check matrix does not increase by shortening. Figure 3.9 shows
the number of MOS transistors when implemented with CMOS circuits. A two-
input exclusive OR gate, an inverter, and an m-input AND gate are assumed to
consist of 10, 2, and 2m transistors, respectively. The exclusive OR gates account
for a major part, especially those for the syndrome generator. The number of
exclusive OR gates is m(n — 1)/2, which is an order of n log n because m =
log>(n + 1). In addition to the gate-count reduction described above, it is therefore



96 3 Error Checking and Correction (ECC)

a qo Wy
d1 (o, wy
d, o Wy
d; o W3

o] . Wy
° ngln_g we
% circuit
f Ko—b e
o)
o o~
r, o——

fp o——m

Ro——m

ry © _)D_' So
o =) >— s
o —) >
b %o W,
dio wy
d2 o Wy
ds o] W3
‘0 o W,
> Ws
o Kc
—>
0 We
? Syndrome
o generator So
Iy o- OKC sy
rn o—— Q\C S5
o
rn o——m ° ~O0—>|
RoO——
o—
Is ©
I's o

Fig. 3.8 Reducing hardware size of coding/decoding circuits: (a) using coding circuit for gen-
erating syndrome and (b) using syndrome generator for coding

important to realize exclusive-OR function with a small-area circuit, which is
discussed in Sect. 3.7. The circuit size increases with the code length n, while the
ratio of check bits decreases. Therefore, the trade-off between both is needed for
ECC design.
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Table 3.11 Upper bound of the number of logic gates for the coding/decoding circuits of
Hamming codes

Code length, n 7 15 31 63 127 255
Data-bit count, £ 4 11 26 57 120 247
Check-bit count, m 3 4 5 6 7 8
Syndrome generator Two-input exclusive OR 9 28 75 186 441 1,016
Correcting circuit Two-input exclusive OR 7 15 31 63 127 255
Inverter 3 4 5 6 7 8
m-input AND 7 15 31 63 127 255
20000
15000 |~ AND
B for
R correcting < Inverter
B circuit

10000

MOS transistor count

5000

7 15 31 63 127 255
Code length n

Fig. 3.9 MOS transistor counts for coding/decoding circuits of Hamming codes. An exclusive OR
(EOR) gate, an inverter, and an m-input AND gate are assumed to consist of 10, 2, and 2m
transistors, respectively

3.5.2 Coding and Decoding Circuits for Cyclic Hamming Code

The serial coding and decoding circuits of a cyclic code are realized by a small
hardware using the linear-feedback shift register (LFSR) shown in Fig. 3.10a. The
circuit is composed of m flip-flops, multipliers, and adders (in fact, exclusive OR
gates). The operation of the LFSR is as follows. The data pg, py, . . ., pm_1 stored in
the flip-flops are expressed by a polynomial:

P(x) = pox™! +pIX" 2 PaX F Pt (3.66)
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Fig. 3.10 Linear-feedback shift register (LFSR): (a) general form and (b) case of G(x) = X+
x+1

The data are changed by applying a cycle of clock:

Pi(x) = (g1po + p1)x"™ "+ (g2p0 + p2)X" 7 + -+ + (8m-1P0 + Pm—1)X + gm0
=po(@X™ '+ gX" T+ -+ g1 X+ gm) + XP(x) — pox”
=po(X" + g 4+ gxX" - g1 X + gy) + XP(x).
(3.67)

From (3.39) and (3.67), P(x) is the residue of P(x) multiplied by x and divided by
G(x). In the case of a binary code, each g; is 0 or 1 and the multipliers are omitted.
For example, Fig. 3.10b is the LFSR for G(x) = x* + x + 1.

The serial coding circuit is shown in Fig. 3.11a. The LFSR is cleared in advance.
Data bits dy, dy, . . ., d;_; are inputted in synchronous with the clock signal during
the first k cycles and zeros are inputted during the following m cycles. The data
stored in the LFSR after i cycles, P;(x), satisfy the following equations:

Po(x) =0, Pi(x)=xPi_1(x)+di-;y mod G(x). (3.68)

Since the data stored after n cycles is expressed as
P,(x) =dp" ' +dix" -+ dp 1 x* mod G(x), (3.69)

the stored bits in the LFSR at this time are the check bits. Another implementation
of the coding circuit is shown in Fig. 3.11b. This circuit features that data bits are
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Fig. 3.11 Coding circuits for cyclic code using LFSR: (a) inputting data bits from the input of
LFSR and (b) inputting data bits from the output of LFSR

inputted from the leftmost node, the output terminal of LFSR. The data stored in the
LFSR after i cycles, P;(x), satisfy the following equations:

Po(x) =0, Pi(x) =xPi_1(x) +di_1x" mod G(x). (3.70)
Since the data stored after k cycles is expressed as

Pk(x):dox"’~xk_l +d1xm~x]‘_2+~~-+dk,1x"’

(3.71)

—d" "+ di X"+ di X F mod G(x),
the stored bits in the LFSR at this time are the check bits. A merit of this circuit is
the required cycles are fewer than that of Fig. 3.11a by m cycles. After inputting £
data bits during k cycles, the m check bits are serially outputted by shifting the shift
register without feedback.

In the case of a shortened cyclic code (code length is shortened from 7 to n’ and data-
bit count is from & to k) the first k — K’ bits are assumed to be zero. Using the circuit in
Fig. 3.11b, we can skip the first k — &’ cycles and obtain check bits after &’ cycles.

Next, serial decoding circuits using LFSR are discussed. Here, only decoding
circuits of cyclic Hamming codes are described. For decoding circuits of other
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Fig. 3.12 Decoding circuit for cyclic Hamming code using LESR: (a) general form and (b) case
of G) =x*+x+1

cyclic codes, refer the textbooks on code theory [1]. The circuit diagram is shown in
Fig. 3.12a. The decoding procedure consists of two steps, syndrome generation and
data correction, as in the parallel decoding described above. The syndrome is
generated by clearing the LFSR in advance, connecting the switch Sw to the
upper terminal, and serially inputting n = k + m read data bits. The data stored in
the LFSR after i cycles, P;(x), satisfy the following equations:

Po(x) =0, P,‘(X) = XP,‘,l()C> +ri_1 mod G(x) (3.72)

After n cycles,
Py(x) =roxX" " 41X 4 ox+ 1 =R(x)  mod G(x) (3.73)
is stored in the LFSR. This is the syndrome S(x) because of (3.46). Next, the error

position is found using the syndrome. If the first read data bits r( is erroneous, the
syndrome So, S, - - ., S, corresponds to X! because
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P,(x) =S(x) =R(x) =x""' mod G(x). (3.74)
If bit r; is erroneous,
P,(x) =S(x) =R(x) =x""'"" mod G(x). (3.75)
Further shifting the LFSR i cycle results in
P,i(x) = ¥'S(x) = ¥R(x) =x"'  mod G(x). (3.76)

Thus, the data stored in LESR corresponds to x”~'. The correction is therefore
performed by connecting the switch Sw to the lower terminal, inputting the read
data in synchronous with the clock, and correcting the data bit when the stored data
is "', The decoding procedure is completed after 2z cycles. If no error, S(x) = 0
and the LFSR becomes all zero after n cycles. Since the LFSR remains all zero
afterward, no read data bits are corrected.

[Example] Fig. 3.12b shows the decoding circuit for G(x) = x* + x + 1. Since
=" =x+1 mod G(x), the data bit is corrected when po = 1, p; = 0,
p2 =0,and p3 = 1.

Figure 3.13 shows the case of shortened by three bits. The first three bits rq, 7y, 72
are assumed to be “0” and r3 and the following bits are the read data. The syndrome
is generated after fifteen cycles (in fact twelve cycles because the first three cycles
are skipped):

Pis(x) = S(x) mod G(x). 3.77)

If r3 is erroneous, S(x) = x'. The data bit is corrected when the stored data is
X' Since x'' = ¥° + x* + x mod G(x), the data bit is corrected when py = 1,
pi=1,p,=1,and p3 = 0.

&o P4 P2 P3
—Q D QD Q D~—(g—o DI

Qp Q Qp %
Clock o l l l |
12 sW‘L: I3y Fayeees Tias I3y Fayeeey Tay
—_—
Q3 Qa5 -+ Q4 12 12

Fig. 3.13 Decoding circuit for shortened cyclic Hamming code with G(x) = x*+x + 1. Code
length is shortened from 15 to 12
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Table 3.12 Number of logic gates for the serial decoding circuits of cyclic Hamming codes

Code length, n 7 15 31 63 127 255
Data-bit count, k 4 11 26 57 120 247
Check-bit count, m 3 4 5 6 7 8
LFSR Flip-flop 3 4 5 6 7 8

Two-input exclusive OR 2 2 2 2 2 4
Correcting circuit m-input AND 1 1 1 1 1 1

Two-input exclusive OR 1 1 1 1 1 1

The polynomials shown in Table 3.3 are used as generator polynomials G(x)

The numbers of logic gates necessary for the serial decoding circuits are
summarized in Table 3.12. Comparing Figs. 3.11-3.13 with Figs. 3.6-3.8 and
Table 3.11 with Table 3.12, it is clear that the circuit size of a serial coding/
decoding circuit using LFSR is far smaller than that of a parallel coding/decoding
circuit. This is because the circuit size of LFSR is proportional to m (check-bit
count), while that of the parallel coding/decoding circuit is approximately propor-
tional to mn (n: code length) as described above. The circuit size of the serial
coding/decoding circuit is further reduced by merging the LFSRs of coding and
decoding circuits, which is described in Sect. 3.7.

3.5.3 Coding and Decoding Circuits for Nonbinary Code

The coding and decoding procedures of nonbinary codes are described by linear
algebra in the same way as those of binary codes. Using the check matrix H' in
(3.58), for example, syndrome s is generated from read data r by calculating
s = H'r, that is,

so=rotri+r+ritratrstrotrio+ri+ro+riz+riatris+rie,

s1=rotori+a’ry+re+rr+Hrs+rotrig+ri +arn+olris+ars+olris+ri,

S2=r3 +OCI”4+OC2}’5 +I”6+OCI”7 +OCZI‘3+}’9+OCF10—|—OCZF11 —|—r12+r13 —|—OC}’14—|—062}”]5—|—}’18.
(3.78)

The different points from binary codes are as follows.

1. Expression of Galois field GF(q)
First, we must determine how each element of GF(g) is expressed using “0”’s and
“1”s. Any expressions are acceptable. From the viewpoint of hardware size, how-
ever, it is favorable to express zero by all “0” and to express o’ by the coefficients of
residue polynomial of x’ divided by generator polynomial G(x). Table 3.13 shows
the expressions of the elements of GF(4), GF(8), and GF(16). The generator
polynomials are x* + x + 1, x* + x + 1, and x* + x + 1, respectively.

2. Operations between elements of Galois field
The circuits for addition and multiplication between the elements of Galois field
are needed as understood by (3.78). If the expression above is used, an adder is
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Table 3.13 Assignment of Galois Field elements: GF(4) (G(x) = 2+ ox+ 1),
GF(8) (G(x) = x> + x + 1), and GF(16) (G(x) = x* + x + 1)
GF(4) (G() = x> +x+ 1)

x1 x0
0 0 0
1 0 1
o 1 0
o? 1 1

GF®) (G(x) = x> +x+ 1)

x2 x1 x0

0 0 0 0

1 0 0 1

I 0 1 0

I 1 0 0

B 0 1 1

B 1 1 0

g’ 1 1 1

B 1 0 1

GF(16) (G(x) = x* +x + 1)

x3 x2 x1 x0

0 0 0 0 0
1 0 0 0 1
y 0 0 1 0
72 0 1 0 0
33 1 0 0 0
4 0 0 1 1
3> 0 1 1 0
76 1 1 0 0
37 1 0 1 1
78 0 1 0 1
7° 1 0 1 0
10 0 1 1 1
! 1 1 1 0
12 1 1 1 1
13 1 1 0 1
pl4 1 0 0 1

realized by bit-by-bit exclusive OR as shown in Fig. 3.14a or 3.15a. As for a
multiplier, a general multiplier circuit is not needed. Multiply-by-constant
circuits are sufficient to calculate (3.78). Multiply-by-« and multiply-by-o cir-
cuits on GF(4) are shown in Fig. 3.14b, c, respectively. Multiply-by-constant
circuits on GF(8) are shown in Fig. 3.15b—g. Confirm that the multiplications of
Tables 3.4 and 3.5 are realized by these circuits. An adder and multiply-by-
constant circuits on GF(16) are constructed in a similar way, though they are
more complex.
3. Error correction

In the case of binary codes, when we find an erroneous bit, we have only to invert
the bit for correction. In the case of nonbinary codes, however, we have to know
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a b c )
Z=X+Yy y=ox y=oax
x[ 10 zy Xo Yo X Yo
1 V4
X y X y
Yo
y[ 72 Z4 X Y X4 Y

Fig. 3.14 Adder and multipliers on GF(4) (G(x) = CHx+ 1): (a) adder, (b) multiply-by-o
circuit, and (¢) multiply-by-o? circuit

a Z=X+Yy b y=pBx c y=Bx
Xo 2y X0 Yo Xo Yo
x| X1
X2
4|z x| X Vi |y x| X iy
Yo
y| N
Vo 2 X5 Yo X5 Y2
d y=B5% e y=B% f y=B5x
X0 yo Xo yo XO yO
x| X Yily X Xq 2l X[ X1 Yi |y
Xo Yo Xo Y2 Xp Y2
g y=B%
Xo Yo
X| Xq Yi |y
Xo Y2

Fig. 3.15 Adder and multipliers on GE@8) (G(x) = x> + x + 1): (a) adder, (b) multiply-by-f
circuit, (¢) multiply-by-$? circuit, (d) multiply-by-A* circuit, (€) multiply-by-#* circuit, (f) multiply-
by-$° circuit, and (g) multiply-by-f° circuit

not only the error position (which digit is erroneous) but also error size (how the
digit is erroneous).

[Example] Let us consider a quaternary code with the check matrix H' of (3.58).
The first column of H' is
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If the syndrome is

the first read digit r( is judged to have an error of size “1” and is added by “1.” If

o
s=1oa],
0

ro is judged to have an error of size “a” and is added by “o..” If

o2
s=| o |,
0
ro is judged to have an error of size “a*” and is added by “o*”. In this way, we must
check whether the syndrome s is not only equal to a column vector of H, but also
equal to a multiple of a column vector. Another correction method is as follows. If
so =51 # 0and s, = 0, s is added to ry, if asyg = s; # 0 and s, = 0, 59 is added to
1, if o%so = 51 # 0 and s, = 0, s is added to r,, if 5o = s, # 0 and 5, = 0, 50 is
added to r3, and so on.

3.6 Theoretical Reduction in Soft-Error and Hard-Error Rates

On-chip ECC is effective for reducing both soft errors and hard errors of memories. The
reduction of the error rates by using ECC is mainly determined by the error-correcting
capability (SEC, or DEC, etc.), code length, and memory capacity as discussed below.

3.6.1 Reduction in Soft-Error Rate

On-chip ECC is the key for reducing soft errors of random-access memories
(RAMs) in the future, especially SRAMs with inherent small signal charge. The
soft-error rate (SER) reduction of a RAM by using ECC is calculated as follows [3].
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3.6.1.1 Single-Error Correction

Let us consider an M-bit memory. If we use a single-error correcting code with a
code length of n and data-bit count of k, the number of code words included in the
memory is W = M/k. Since soft errors are rare and random phenomena, the
probability of soft-error occurrence in an ECC code word during period T is
assumed to follow Poisson’s distribution:

(neT)' exp(—neT)

P(i) = il

) (3.79)

where P(i) is the probability of i soft errors occur during period T, n is the code
length, and ¢ is the SER of a single memory cell. Therefore, the probability of
correctable error (i.e., one error maximum) is
P(0) + P(1) = (1 + neT) exp(—neT). (3.80)
The probability of correctable errors of the entire memory chip is
{P(0) + P(1)}" = exp(—ET), (3.81)

where E is the SER of the entire chip. From (3.80) and (3.81), we obtain

Wn2e2T
2 b

w
E = neW — T In(1 + neT) = (3.82)

using the Taylor expansion In(1 + x) ~ x — x%/2 for small x. On the other hand, the
soft error rate of the chip without error correction Ej is given by

Eo = Wke, (3.83)

where k is the number of data bits in an ECC code word. From (3.82) and (3.83) we
obtain

E2. (3.84)

Thus, E is proportional to the square of E,. Figure 3.16 shows the SER reduction
using a code of n = 136 and k£ = 128 [4]. Even if SER without ECC is as high
as 10° FIT (one upset per 1,000 h) and the errors are not corrected at all during
10 years (T = 10 years), the SER is improved by about four orders of magnitude
through ECC. In the case of DRAMs, error correction is usually performed every
refresh cycle to prevent the accumulation of errors [5, 6]. If periodic error correc-
tion (one ECC code word every 7.8 us, T = 7.8 us x W), the resulting SER
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Fig. 3.16 Soft-error rate 108
(SER) reduction through

on-chip ECC. Reproduced 106
from [4] with permission;

© 2010 IEEE 104~
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becomes as low as 10~° FIT. Thus, periodic correction is effective for reducing
SER of not only DRAMs, but also SRAMs. Measurement results of SER reduction
is presented in Sect. 3.7.

3.6.1.2 Double-Error Correction

If a DEC code is used, the probability of correctable error (i.e., two errors maxi-
mum) in an ECC code word is expressed as

P(0) +P(1) + P(2) = {1 +neT + (”ng) } exp(—neT). (3.85)

Therefore, (3.81) and (3.82) are replaced by
{P(0) + P(1) + P(2)}" = exp( — ET), (3.86)

and

(3.87)

14 TV | Wn2éT
E:nSW—?ln{l—&—nsT—l—(nz) }% n6€ ,
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respectively (Taylor expansion In(l + x) &~ x — x*/2 + x°/3 was used). From
(3.83) and (3.87) the resulting SER is expressed as:

n3T2

Ex~— .
6k3 W2

E) (3.88)

In this case, E is proportional to the cube of E,. The SER reduction rate in the case
of Ey = 10° FIT and no correction during 10 years is as large as 7-9 orders of
magnitude, though the hardware size of the circuit is several times that of SEC.

3.6.2 Reduction in Hard-Error Rate

ECC is suitable for repairing random-bit faults. How many faults can be repaired by
using ECC? It is dependent on the error correcting capability of the code used.

3.6.2.1 Single-Error Correction

First, the case using a SEC code is considered. To repair all the faulty bits in a chip,
any two faulty bits must be located in different code words. The probability Y(K)
that a memory chip with K faulty bits is repairable is calculated as follows.

Let us consider the memory contains W code words and each code word consists
of n bits (i.e., the code length is n), including check bits. The first faulty bit may be
located in any code word. The second faulty bit must be located in a code word that
is different from the code word of the first faulty bit. The probability is n(W — 1)/
(nW — 1) because there are n(W — 1) bits in the remaining (W — 1) code words,
while there are (nW — 1) bits except for the first faulty bits. The third faulty bit
must be located in a code word that is different from the first or the second code
word. The probability is n(W — 2)/(nW — 2). Continuing similar calculations to
the Kth faulty bit and multiplying all the probabilities result in

~n(W—1) n(W-2) n(W—-K+1)
YK =“w=1 "w—2 W —K + 1
:nK(W—l)!(nW—K)!

(W — DI(W — K)!

(3.89)

Figure 3.17 shows the repairable probability Y(K) for 16-Mbit to 1-Gbit mem-
ories using a single-error correcting code of n = 136 (128 data bits and 8 check
bits). The number of repairable faulty bits is far smaller than the potential possibil-
ity. In the case of 256-Mbit memory, for example, more than two million faults may
be potentially repaired because W = 2,097,152. However, far fewer (around 2,000)
faults can be actually repaired. This is because the probability of “fault collision”
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Fig. 3.17 Repairable probability of random-bit faults through on-chip ECC using a single-error
correcting code

(two or more faults being located in a code word) is unexpectedly high.” Let us
derive a simpler approximation to estimate the number of repairable bits. If K <
Whn, the fault distribution is assumed to be a binomial distribution. That is, the
probability that a code word has i faulty bits is expressed as

P(i) = (’Z)p"(l - (3.90)

K

— 91
W’ (3.91)

p:

where p is bit-error rate. Since the probability of a code word being repairable
(having at most one faulty bit) is P(0) + P(1), the yield is given by

Y ={P(0) +P(1)}" =[(1 —p)" {1+ (n— 1)p}]". (3.92)

The number of repairable faulty bits to achieve a yield of 50% is estimated by
substituting ¥ = 0.5 into (3.92):

—In2=W[n—-1)In(1 -p)+In{l+ (n—1)p}]. (3.93)

Using Taylor expansion In(1 + x) ~ x — x*/2 and neglecting the terms of p> or
higher result in

SThis is known as “birthday problem (birthday paradox).” When K persons are randomly selected,
the probability of at least two of them having the same birthday is unexpectedly high. It exceeds
50% for K > 23.
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w I (3.94)

[2Wn In 2. (3.95)
n—1

Thus, the average number of repairable faulty bits is approximately proportional to
the square root of memory capacity that is nearly equal to Wn. The number of
repairable faulty bits to achieve a yield of 50% of the 256-Mbit memory is
estimated as 1,711.4 using (3.94),6 which is very close to the precise value, 1,711.

In2 =

From (3.91) and (3.94) we obtain

K

1%

3.6.2.2 Double-Error Correction

In the case of using a double-error correcting code, it is possible to derive an
analytical solution, but it is too complex. So let us utilize the approximation using
binomial distribution again. The probability of a code word being repairable
(having at most two faulty bits) is P(0) + P(1) + P(2) in this case. Therefore,
(3.92)—(3.94) are replaced by

Y = {P(0) + P(1) + P(2)}"

w
= [(1 —p)”‘2{1 + (n—Z)p—l—sz}] , (3.96)
—ln2:W[(n—2)ln(1 -p)
(3.97)
+ln{1+(n—2)p+(n_ 1)2(n_2)p2}],
oW =10=2) 5 (3.98)

6

respectively (Taylor expansion In(1 + x) = x — x*/2 + x°/3 was used and the terms
of p* or higher were neglected). Figure 3.18 shows the repairable probability Y(K)
for 16-Mbit to 1-Gbit memories using a double-error correcting code of n = 144
(128 data bits and 16 check bits). The number of repairable faulty bits is more than
10 times that using a SEC code. From (3.91) and (3.98) we obtain

SIn the case of birthday problem, substituting W = 365 and n = oo into (3.95) results in K = 22.5.
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Fig. 3.18 Repairable probability of random-bit faults through on-chip ECC using a double-error
correcting code
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In this case, the number of repairable faulty bits is approximately proportional to
the memory capacity to the power 2/3.

3.7 Application of ECC

This section discloses some examples of on-chip ECC techniques applied to various
kinds of memory LSIs and discusses various practical problems at the design of
ECC circuits. Although on-chip ECC techniques are very effective for both soft
errors and hard errors of memory LSIs as described in the previous section, they
produce significant chip-area and access-time penalties. Each kind of memory LSI
has its own optimum solution to minimize the penalties. First, application to
random-access memories, including DRAMs and SRAMs as well as “random-
access” nonvolatile memories, is described. The percentage of check bits decreases
as the code length increases, while the size of coding/decoding circuit and its delay
time increase. Therefore, the key to designing the ECC circuits for these memories
is the trade-off between access-time and chip-area penalties. Problems inherent to
random-access memories, partial-write problem, and startup problem are also
discussed. Second, application to serial-access memories, such as “serial-access”
nonvolatile memories, is described. Cyclic codes are just the codes for these kinds
of memories. The size of coding/decoding circuit is dramatically reduced by using
the cyclic code. Third, application to multilevel-storage memories is described.
Although multilevel storage is effective for realizing large-capacity memories, the
memories are more susceptible to errors than binary memories due to small
difference between storage levels. In addition, a single incident of error may destroy
all the data bits stored in a cell. The solutions to these problems are explained in
this section. Finally, application to other memories, mask ROMs, and content



112 3 Error Checking and Correction (ECC)

addressable memories (CAMs), are described. On-chip ECC is an effective scheme
for improving the yield of mask ROMs because defects of mask ROMs cannot be
repaired using the ordinary redundancy techniques.

3.7.1 Application to Random-Access Memories

The key to designing an on-chip ECC circuit for a RAM is the trade-off between
access-time and chip-area penalties. The latter includes the areas for check bits for
ECC, coding/decoding circuitry, and interconnections. Therefore, it is not always the
best solution to minimize the ratio of check bits. This is because an error-correcting
code with smaller check-bits ratio generally requires more data bits (a longer code
word) and a larger coding/decoding circuit as described in Sect. 3.4. The error
correcting codes proposed for RAMs so far are broadly divided into two categories,
(extended) Hamming codes and bidirectional parity codes. The former can minimize
the check-bit ratio, while the latter can realize a smaller coding/decoding circuit.

3.7.1.1 ECC Using Bidirectional Parity Code

The schematic of the bidirectional parity code is shown in Fig. 3.2 [5, 6]. A code
word consists of k.k, data bits, k, horizontal parity (H-parity) bits, k, vertical parity
(V-parity) bits, and one horizontal—vertical parity (HV-parity) bit as described in
Sect. 3.4. The code length is therefore (k, + 1)(k, + 1). The coding (generation of
parity bits) procedure is as follows. First, the data bits are logically (not physically)
arranged as a matrix of k, times k, as shown in Fig 3.2. Each H-parity bit 4; is
determined so that each row contains even “l1”s and each V-parity bit v; is
determined so that each column contains even “1”’s:

d,‘o + dil + -4 dik}.fl + hl' =0 mod 2, (3100)
d()_,'—Fd]j—F'-'—deX_]j—FVj =0 mod 2, (3.101)

where dj; is the ith row, jth column element of the matrix. Finally, the HV-parity bit
z is determined so that

memory cells H-parity V-parity HV-parity
for data bits bits bits bit
wordline Ve A Y4 A N

Fig. 3.19 Physical cell arrangement for bidirectional parity code shown in Fig. 3.2 [6]
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ho+hi+--+h-1+z=0 mod 2, (3.102)
V0+V1+-~-+ka_1 +z=0 mod 2. (3.103)

The (k, + D)(k, + 1) bits forming a code word are arranged on a wordline as
shown in Fig. 3.19. ECC procedure is as follows. When data d;; is read out, parity
checks are performed within the horizontal and vertical groups, H; and V;, that d;;
belongs to:

PH = d,'() + dil + -4 dikyfl + hl‘ mod 2, (3104)

PV:d()j-i-dlj—‘r-"—‘rdk\,]j-i-Vj mod 2. (3.105)

In case of no error, both Py and Py should be 0. If Py = Py = 1, d;; is assumed to
be erroneous and is corrected. However, if Py = 1 and Py = 0, another bit in the
same H; group is assumed to be erroneous. If P = 0 and Py = 1, another bit in the
same V; group is assumed to be erroneous. In these cases, d;; is not corrected. Error
checking and correcting of the parity bits are performed with the same procedure.
H-parity bit 4;, for example, is corrected if both

PHZdio—l—dil—l—"-—f—d,'ky,l—f—h,‘ mod 2 (3.106)

and
Py=hy+h +---+h_1+z mod?2 (3.107)

are equal to 1. Note that only (k. + k, — 1) bits among (k. + 1)(k, + 1) bits of a
code word are necessary for the procedure. This is one of the features of the
bidirectional parity code, while Hamming code described below requires all the
bits of a code word for error correction. The HV-parity bit z may be omitted [5]. In
this case, however, parity bits cannot be corrected.

The on-chip ECC circuits using the bidirectional parity code applied to 256 kb to
1 Mb DRAMs are shown in Fig. 3.20 [5, 6]. When a wordline is selected, all the bits
in a code word are simultaneously read out from the memory cells to the datalines.
The target bit is selected by the multiplexer. On the other hand, the bits necessary
for the correction of the target bit are selected by the selectors and are sent to the
H- and V-parity checkers. Selecting signals H,H,V and V specify the type of the
target bit. The combination of H and V specifies correcting a data bit, H and V an
H-parity bit,  and V a V-parity bit, and H and V the HV-parity bit. The target bit is
selected by the multiplexer. If both the outputs of the parity check circuits are “1” as
mentioned above, the target bit is inverted before outputting or rewriting.

Periodical error correction of data and parity bits is effective for avoiding bit-
error accumulation as described in Sect. 3.6. In case of DRAMSs, the error correction
is usually performed every refresh operation [6]. The on-chip address counter
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Fig. 3.20 Logic diagram of error correction circuit using bidirectional parity code. Reproduced
from [6] with permission; © 2010 IEEE
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Fig. 3.21 Improved cell assignment for bidirectional parity code: (a) physical arrangement and
(b) logical arrangements. Reproduced from [7] with permission; © 2010 IEEE

generates the selecting signals (H and V) and column address signals in addition to
row address signals during refresh cycles. Thus, all data bits and parity bits are
successively scanned.
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Fig. 3.22 Logic diagram of error correction circuit using bidirectional parity code and improved
cell assignment. Reproduced from [7] with permission; ©) 2010 IEEE

Figure 3.21 shows an improved cell arrangement for reducing the access-time
and area penalties due to the interconnections between the selectors and the parity
checkers [7]. The case of m = n = 3 is shown for simplicity. This arrangement
features that the data and parity bits are diagonally arranged in the matrix. There-
fore, each cell in a group of adjacent four cells (0-3, 4-7, 8—11, or 12—15) belongs
to a different row and a different column. In other word, the matrix in Fig. 3.21bis a
Latin square. The on-chip ECC circuits using the cell assignment are shown in
Fig. 3.22. Both the H and V selectors are, respectively, divided into four subselec-
tors. The selecting signals Hy—H3 for the H-selector are supplied repeatedly every
four bits, while Vij—V3 for the V-selector are input with one bit shifted every four
bits. The parity checker is arranged close to the respective selector. Therefore, this
architecture minimizes the length of the interconnections between the selector and
the parity checker. It is reported that an access-time penalty of below 5 ns and
a chip-area penalty of 10% have been achieved using this architecture of k, =
k, =16 [7].

3.7.1.2 ECC Using (Extended) Hamming Code

Hamming code and extended Hamming code realize a small check-bit ratio as
described in Sect. 3.4. The coding/decoding circuits for them, however, are larger
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Fig. 3.23 ECC circuit for a 16-Mbit DRAM: (a) read operation and (b) write operation. Repro-
duced from [8] with permission; © 2010 IEEE

than that for the bidirectional parity code. The reduction of circuit size and delay
time is therefore the key to designing the on-chip ECC circuit using them.

The schematic of an on-chip ECC circuit for a 16-Mbit DRAM using is shown in
Fig. 3.23 [8]. A Hsiao code [2] of a data-bit count of 128 and a check-bit count of 9
is used for SEC-DED. The read and write operations are shown in Fig. 3.23a, b,
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Fig. 3.25 CMOS exclusive-OR circuits: (a) single-end input single-end output and (b) differential
input differential output

respectively. This circuit features an SRAM register as a temporal storage of
corrected data. The SRAM is located next to the I/O buffers and bonding pads
(not shown in the figure), realizing high data rate. During read operation, 9-bit
syndrome is generated from the data read from (128 + 9) memory cells and is sent
to the syndrome bus. The data bits are corrected by the correction circuit using the
syndrome and are written into the SRAM, while the check bits are not corrected.
During write operation, the data stored in the SRAM are written into the DRAM and
check bits are generated. The syndrome generator is used as a coding circuit as
shown in Fig. 3.8b. The generated check bits are written into nine DRAM cells
through the syndrome bus and the switch (connected to “Normal”). During test
operation, the data stored in the nine SRAM cells are directly written into the nine
DRAM cells by connecting the switch to “Test”.
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Fig. 3.26 Transmission exclusive-OR circuits: (a) simple transmission gate and (b) hierarchical
transmission gate. Reproduced from [7] with permission; © 2010 IEEE

Another feature of this circuit is the differential cascode voltage switch (DCVS)
logic-tree [9] exclusive OR gates in the syndrome generator as shown in Fig. 3.24.
First, the signal PC is low and both outputs ¢ and g are low (“0”). Next, PC goes
high and either ¢ or g goes high (“1”’) according to four input signals a, b, ¢, and d.
Conventional two-input exclusive OR gates are composed of ten MOS transistors as
shown in Fig. 3.25a, b, while the four-input circuit shown in Fig. 3.24 is composed
of 23 transistors. Thus, MOS transistor count of the syndrome generator is reduced
by 20%. In addition the number of stages is halved.

Since exclusive OR circuits are the major portion of a coding/decoding circuit as
described in Sect. 3.5, their area and delay time are important design factors.
Figure 3.26a shows the transmission-type exclusive-OR circuit used for a 16-Mbit
DRAM [10]. This circuit requires only four MOS transistors for two-input exclu-
sive OR and is located next to a memory array to shorten input signal lines.
Figure 3.26b shows a hierarchical transmission-type circuit for further reduction
in delay time. It is applied to the above-described ECC circuit using the bidirec-
tional parity code [7].
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3.7.1.3 Multicell Error Problem

In the case of SEC code, we must pay attention to the possibility of multicell error
caused by a single incident of particle. Multicell errors caused by cosmic rays are
intensively studied especially for SRAMs. Figure 3.27 shows the models [11] used
in circuit and device simulations for two adjacent memory cells (Celly, Cell;).
Nodes NR( and NR are initially at a high voltage. In the device-simulation model
(Fig. 3.27b), the pMOS transistors in inverters are replaced by resistance (R, R;)
and the nMOS transistors are replaced by n* diffusion areas (Do, S, and D).
Substrate nodes of nMOS transistors are tied together and connected to a parasitic
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p-well resistance (Ry.1), which is connected to a well tap. A parasitic bipolar device
between D, and S is formed. The simulation results show that soft errors may occur
both in Cellj and in Cell, by a single incident of ion at NR,. The mechanism can be
explained as follows [11]. After the ion hits NRy, the funneling effect [12] leads to
the very rapid collection of electrons in NR. On the other hand, the holes generated
remain in the p-well. The p-well voltage (V) thus floats up to 0.9 V. This V,,
switches the parasitic bipolar element on, which leads to a current flow from node
NL, to S. Thus, NL; voltage slowly falls. The maximum number of multicell errors
has been reported to depend on the number (N¢) of cells between well taps in the
wordline direction as shown in Fig. 3.28b. This assumes Ry = 1 kQ/cell and
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Cp = 1 fF/cell. The p-wells and n-wells run along the wordlines (Fig. 3.28a). For
N¢c = 16, three errors occur.

The key to correcting multicell errors through ECC is to avoid simultaneous
reading out from multiple cells in which a multicell error might occur. For
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Nc = 16, for example, the maximum number of errors in the wordline direction is
three, so an ECC circuit can correct almost all errors if the data are simultaneously
read out from the cells in at least every third column. This technique [8] is called
“interweaving” and is realized by N-to-1 (N > 3) column selectors in order to select
one of N columns. Figure 3.29 shows actually used 4-to-1 column selectors for the
read path, which have been reported to reduce the SER by almost 100% [11]. In the
lithographically symmetrical SRAM cell [13], in which a p-well is shared by
adjacent two cells as shown in Fig. 3.30, a two-cell error might occur. So 2-to-1
column selectors can be used as shown in Fig. 3.31 [14]. A SEC code with a data-bit
count of 128 and check-bit count of 10 is used here. Each small square in the
memory array is the memory cell and each symbol (a0, al, etc.) in it indicates the
respective code word that it belongs to. The cells with the same symbol belong to
the same code word. Two adjacent memory cells on a wordline belong to different
code word. Even if a single incident of alpha particle or neutron causes soft errors
on two adjacent cells as shown in A, each code word (a6, a7) has a single-bit error,
which can be corrected. If a single incident causes soft errors on multiple cells on a
bitline as shown in B, the errors are also correctable. This is because memory cells
on different wordlines belong to different code words.

3.7.1.4 Partial-Write Problem

Figure 1.6 in Chap. 1 implicitly assumed that the number of input/output bits is
equal to the data-bit count & of the code word. In practical applications, however, a
data-bit count of 32-128, which is larger than input/output data width, is usually
used for reducing the ratio of check bits. Thus, partial write (altering only part of a
code word) occurs. Figure 3.32a shows the case of the input-data width equal to the
data-bit count k [17, 18]. In this case, the partial write does not occur and check bits
are newly generated from the input data bits. Figure 3.32b shows the case of input-
data width X’ smaller than k and the partial write occurs. Let us consider that check
bits are generated from the kX’ input bits and unaltered (k — k') bits. If the (k — k')
bits contain an error, the check bits are generated based on wrong data. When (part
of) the code word is afterwards read out, wrong correction may occur. To prevent
the wrong correction, the check bits are generated after the correction of read data
as shown in Fig. 3.32c. First, an entire code word [(k + m) bits] stored in the
memory is read out and corrected. Next, check bits are generated from the unaltered
(k — k') bits of the corrected data and the k" input bits. Finally, the X’ input bits and
m check bits are written into the memory. The 16-Mbit DRAM [8] described in the
previous subsection adopts this scheme. The demerit of this scheme is a large
access-time penalty because the critical path contains both the coding and decoding
circuits. The 16-Mbit DRAM mitigates the penalty by the high-data-rate input/
output of the SRAM.

Figure 3.32d shows the scheme proposed in [15]. It features that a two-port
memory is used for check bits. Since the generation of check bits requires a
considerable time as mentioned above, the check bits are written into the
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memory during a later cycle than data bits (late write). A two-port memory is
required to prevent the collision between the check-bit write and another read/
write.

Another scheme proposed in [16] is shown in Fig. 3.32¢. It eliminates the two-
port memory by introducing the check-bit corrector. First, check bits are generated
similarly to Fig. 3.32b. The check bits, however, may be wrong as described above.
At the same time, an entire code word ((k + m) bits) is read out and a syndrome is
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generated. By analyzing the syndrome we know whether the unaltered (k — k)
contains an error, and whether the generated check bits are wrong. The check bits
are corrected using this information.

[Example] Let us consider the case of using a shortened Hamming code (data-bit
count kK = 8, and check-bit count m = 4) with a check matrix of

, (3.108)

SO = =
S = O =
—_— o O —
S = = O
— o = O
—_—_ O O
O = = =
—_ O = =
[ ool
o O = O
(=R e M)
- o O O

and altering the first four bits. If one of the unaltered four bits, for example the sixth
bit, is erroneous, the syndrome s is equal to the sixth column of H.

(3.109)

—_—O O

In this case, the last two bits of the generated check bits are erroneous and must be
inverted. Generally, if s is equal to one of the fifth to eighth columns of H,

— o = O
—_—— 0 O
QO = e
—_— O = =

the correct check bits are given by the exclusive OR of the generated check bits
and s.

3.7.1.5 Startup Problem

Since the data in volatile memories are lost by power-off, the data stored in them
just after power-on are undefined. This means that the data stored in volatile
memories with on-chip ECC may contain errors. In particular, check bits are
generated based on partially undefined data in the case of partial write described
above. A solution to this problem is writing error-free data into all the memory cells
after power-on [19]. The simplest way is clearing all the cells using, for example,
the methods proposed in [20] or [21].
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3.7.2 Application to Serial-Access Memories

The serial coding/decoding scheme by an LFSR using a cyclic code described in
Sect. 3.5 is effective for the on-chip ECC of serial memories where data are
inputted or outputted in synchronous with a clock signal. Figure 3.33 shows the
coding/decoding circuit for a 64-Mbit NAND flash memory [22]. The error correct-
ing code used here is a cyclic Hamming code, whose generator polynomial is
expressed as

Gx) =x"" 4>+ 1. (3.110)

Since x'%% + 1 can be divided by G(x), the code length, check-bit count, and data-

bit count of the cyclic code are 1023, 10, and 1013, respectively. The code is
shortened by 501 bits to obtain a shortened code with a code length of 522 and a
data-bit count of 512. This circuit features that an LFSR is common to coding and
decoding. The waveforms of write and read operations are shown in Fig. 3.34a, b,
respectively.

The coding procedure utilizes the method shown in Fig. 3.11b. First, the signals
DINoutB and SRinB are low and DIV and SRoutB are high. Input data bits dsq;,
dso, ..., dio12 are serially inputted from the Din terminal (dy, dy, ..., dsoo are
assumed as zero because of shortened code). The input data bits are sent to the
output terminal DinS as output data bits wsgy, . . ., Wio12 as they are, while check bits
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are calculated by the LFESR. After 512 cycles the check bits are stored in the LFSR.
Next, signals DINoutB and SRinB go high and DIV and SRoutB go low. By
applying clock signals, the check bits wyg;3, ..., Wigpy stored in the LFSR are
serially outputted to the DinS terminal.

The decoding procedure is different from Fig. 3.12 in that the read data is applied
to the output terminal of the LFSR. Read data bits 7591, 502, - - -» F1022 ("'so1—"1012:
data bits, r1913—71022: check bits) are expressed by a polynomial

R(x) = rs012° 4 150072 + - -+ + 021X + F1o22. (3.111)
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First, signals DINoutB, DIV, and SRoutB are high, and SRinB is low. The read data
bits 7501, 's02, - - -, F1022 are serially inputted. The data stored in the LFSR after
i cycles, P;(x), satisfy the following equations:

P()(X) = 0, (3112)

Pi(x) = xP;_1 (x) + rirs00x'®  mod G(x). (3.113)

Note that the second term of (3.113) contains the factor x'? because the read data bit
T'irs00 1S applied at the output terminal of the LFSR. After 522 cycles,

Psyp(x) = 50102t 4 1500730 - 4 ropt F rgoox!?
_ xlOR(x) (3.114)
=x"%S(x) mod G(x),

is stored in the LFSR. This is the syndrome S(x) multiplied by x'°. Next, the error
position is found using the syndrome. If the first read data bits rs, is erroneous, the
syndrome s, S1, . . ., S,,_; corresponds to x*>' because

Psy(x) = x'°S(x) = x"R(x) = **'  mod G(x). (3.115)
If bit r;,50; 1S erroneous,
Psy(x) = x198(x) = x1°R(x) = x¥" mod G(x). (3.116)

Further shifting the LFSR i cycle with DINoutB at low level and SRinB at high-
level results in

Psyi(x) = X - x'S(x) = X' - x'°R(x) ="' mod G(x). (3.117)
Thus, the data stored in LFSR correspond to x°>'. The correction is therefore
performed by inputting the read data in synchronous with the clock and correcting
the data bit when the stored data is x**'. Since

M=+ +3+x  mod G(x), (3.118)

the data bit is corrected when po =0, p; =1, p, =0, p3 =1, ps =1, ps = 0,
Ps=0,p7=0,pg = 1,and py = 1.

The hardware of the serial coding/decoding circuit is far smaller than that of the
parallel circuit. It is reported that the chip-size penalty due to ECC of the 64-Mbit
flash memory is as small as 1.9% [22].
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Table 3.14 Comparison between error-correction schemes for 4-bit (16-levels)/cell memory.
Reproduced from [23] with permission; © 2010 IEEE

Code Binary code Quarternary code Hexadecimal code
Number of data cells 64 64 64
Number of check cells 7 4 3
Operating modes (bit/cell) 1,2,3,4 2 4
Gate count Coding circuit 278 738 1,526
Decoding circuit 245 618 1,423
Total 523 1,536 2,949

3.7.3 Application to Multilevel-Storage Memories

Multilevel storage is effective for enlarging memory capacity and reducing cost per
bit. It, however, has an inherent smaller signal charge/voltage, resulting in the
increase of error rate. In the case of DRAMs, data are represented by the amount
of charge in the memory-cell capacitors, CsVs, where Cg is the capacitance and Vg
is the voltage difference between “0” level and “1” level. When m bits are stored in
amemory cell, 2" levels are required. Thus, the difference between adjacent levels
is 1/(2™ — 1) times that of a binary memory. It means that the signal charge and the
critical charge of soft error become 1/(2™ — 1) times. In the case of flash memories,
data are represented by the threshold voltages (V) of cell transistors. When multiple
bits are stored in a memory cell, V, difference between adjacent levels is smaller
than that of binary storage as shown in Fig. 3.35. When the written V, varied due to
disturb, it may be judged as the adjacent level during read. On-chip ECC is a
promising solution to this problem. However, it should be noted that multiple bits
stored in a memory cell may be simultaneously lost by soft error or disturb.
Correction schemes of the multiple-bit error are classified into two categories [23].

The first is to construct code words so that multiple bits in a memory cell belong
to different code words as shown in Fig. 3.36a [24, 25]. In the case of 2-bits
(4-levels)/cell, for example, upper bits constitute a code word and lower bits
constitute another code word. Even if soft errors occur on multiple bits in a memory
cell, each code word has only one error, which can be corrected by a single-error
correcting code. In this case, a binary code is used. The second scheme is to treat
multiple bits in a memory cell as a symbol as shown in Fig. 3.36b [3, 26]. In the case
of 2-bits (4-levels)/cell, two bits in a memory cell are treated as a digit of GF(4).
Similarly, in the cases of 3-bits (8-levels)/cell and 4-bits (16-levels)/cell, multiple
bits in a memory cells are treated as a digit of GF(8) and GF(16), respectively. In
this case, a nonbinary code is needed. Another scheme is using a multiple-error
correction code (BCH code, etc.), which, however, suffers from a large check-bit
count and a complex coding/decoding circuit.

The two schemes have respective merits and demerits. Table 3.14 compares the
first scheme (binary code), the second scheme (hexadecimal code) and an interme-
diate scheme (quaternary code) for the case of 4-bits (16-levels)/cell storage [23].
The second scheme requires fewer memory cells for check bits, as described in
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Sect. 3.4 (Table 3.10). However, it requires a larger coding/decoding circuit. The
selection of the scheme, therefore, requires the trade-off between check-bit count
and hardware size. The first scheme has another merit that the on-chip ECC is
available in whichever mode (1 bit/cell, 2 bits/cell, 3 bits/cell, or 4 bits/cell) the

memory operates.
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The above discussion assumes a parallel coding/decoding circuit. In the case of
multilevel serial memories, however, we can use a serial coding/decoding circuit.
Therefore, the second scheme is advantageous because the demerit of the larger
coding/decoding circuit is dissolved. Figure 3.37 shows the schematic of serial
coding/decoding circuit using the second scheme for a dynamic memory using
4-bits (16-levels)/cell storage [3]. Here, a hexadecimal cyclic code is used whose
generator polynomial is given by

G(x)=(x+ 1) +x+9") =2+ +9", (3.119)

where 7 is an element of GF(16). Since x*>> + 1 on GF(16) can be divided by G(x),
the code length, check-digit count, and data-digit count of the cyclic code are 255,
3, and 252, respectively. The code is shortened by 124 digits to obtain a shortened
code with a code length of 131 and a data-digit count of 128. This circuit features
that an LFSR is common to coding and decoding as in the case of Fig. 3.33.
Multiplication circuits (multiply-by-y> and multiply-by-y'* circuits) are provided
in the LFSR because of the nonbinary code. The interweaving technique is used as
in the case of Fig. 3.31 to cope with multicell errors, the examples of which are
shown in Fig. 3.38. Memory cells of every eighth column belong to the same code
word. It is reported that the results of soft-error acceleration tests using various
alpha-particle sources are close to the theoretical value of (3.84) as shown in
Fig. 3.39.

In the case of multilevel serial memories, multiple-error correcting codes are
also attractive because serial coding/decoding circuits can be used. It is reported



3.7 Application of ECC 133

5 - 152 bits (with 8 check bits) ————»
©
1S3 eDRAM cell
eDRAM | 3 b & WL
portion % i _|:'_""i
s ¥
] BL
External Write drivers
address Sense amplifiers
y ¥
Pt S I T
counter | Coding | | Decoding |
144 1% T Eccour
Write . L ——
data v 3
Write drivers ¥
| ~|WL 177" ToAMeel r7 ML g- g
(] 1 ¥
© ! | c|Q
TCAM 8 i == lotal E o :ué Search
portion 3 ! '8 2 ! ol S result
= H HL JH . g Z
) : ' = B
o b= -_----F------- - =
SL = |a
72 bits—
Search drivers
Search 7? ¥
data '

Fig. 3.40 Block diagram of TCAM with error correction. Reproduced from [31] with permission;
© 2010 IEEE

that the chip-size penalty of a 4-Gbit 2-bits/cell NAND flash memory using a
quintuple-error correcting BCH code is less than 1% [27].

3.7.4 Application to Other Memories

3.74.1 Mask ROMs

It is difficult to apply conventional redundancy techniques to mask ROMs. Not only
faulty addresses but also the data stored at the addresses must be programmed
during fabrication. Thus, nonvolatile devices for storing the data are required [28].
On-chip ECC is effective for the hard errors of mask ROMs [29, 30]. The coding
circuit is not needed because of read only. The partial-write and startup problems
described above do not occur.
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3.7.4.2 Content Addressable Memories (CAMs)

The difficulty in applying on-chip ECC to CAMs is the search operation inherent to
CAMs. Since write operation of a CAM is similar to that of a RAM, the same
coding procedure as a RAM can be used. However, we cannot use the decoding
procedure of a RAM. Only search results (match/miss signal and match address) are
outputted from the CAM array during search operation, while the decoding circuit
requires all the data bits and check bits of a code word.

One solution to this problem is shown in Fig. 3.40 [31]. An embedded-DRAM
(eDRAM) array is provided in addition to a CAM array, and both the arrays store
identical data. The eDRAM stores check bits as well as data bits, while the CAM
stores only data bits. Since the CAM is ternary, one memory cell of the CAM
corresponds to two DRAM cells. A CAM row consists of 72 cells, while an
eDRAM row consists of 144 data bits and 8 check bits. During write operation,
identical data are written into both arrays. The check bits generated by the coding
circuit are also written into the eDRAM array. The search operation is the same as
that of a conventional CAM without ECC. Thus, error correction is not performed
during search operation. This scheme features background error correction. Period-
ically, an eDRAM row indicated by the refresh counter is read, corrected, and
written back into both the eEDRAM row and the CAM row. The accumulation of soft
errors in the CAM is thereby prevented.

Another method of applying the on-chip ECC to CAMs is the modification of the
match-line amplifier that judges match/miss during search operation [32]. The
match-line amplifier judges as “match” when at most one bit does not match,
while an ordinary match-line amplifier does when all the bits match. If we use a
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Fig. 3.41 Testing circuit for ECC [33]
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code with a minimum distance of three or more, correct search results are outputted
even if there is an error.

3.8 Testing for ECC

It is desirable to provide a testing circuit so that LSI vendors can test the functions
of on-chip ECC circuits of memory LSIs. The testing includes the followings [18]:

1. Testing of memory cells for both data and check bits: whether each memory cell
is written and read correctly.

2. Testing of coding: whether correct check bits are generated.

3. Testing of decoding: whether data with error(s) are detected and corrected.

The circuit shown in Fig. 3.41 enables the above three kinds of tests [33]. Two
test signals ECCE (ECC enable) and AA (additional address) are applied from the
test terminals, which are open during normal read/write operation to set ECCE and
AA at high level and low level, respectively. The k data bits and m check bits
selected by the selector among the data read out from the memory array are sent
to the decoding circuit for error correction. During read operation, part of the k
data bits is selected and is outputted through the Doyt terminal(s). During write
operation, part of the k data bits are replaced with the data inputted from the Dy
terminal(s) (partial write, see Fig. 3.32c), and are written into the memory array
with m check bits generated by the coding circuit.

1. Testing of memory cells
Signal ECCE is set at low level to disable the error correction of the decoding
circuit. Memory cells are tested by successive write and read. Part of k data bits are
replaced with the input bits if AA is low, and part of m check bits are replaced with
the input bits if AA is high. Part of k data bits are outputted to Doy terminal if AA
is low, and part of m check bits are outputted if AA is high. Thus, signal AA works
as an extra address signal to select either data bits or check bits.

2. Testing of coding
First, test data are written by normal write operation. The data bits and the check
bits generated by the coding circuit are thereby written into the respective
memory cells. Next, ECCE and AA are set at low and high, respectively, and
the check bits are read out without error correction. Thus, we can know whether
correct check bits were generated.

3. Testing of decoding
First, test data with error(s) are written into the memory array. The data bits are
written with AA at low level, and the check bits are written with AA at high
level. Next, the data are read out with ECCE and AA at high and low, respec-
tively. We can know whether the data bits are corrected. We can also know
whether the check bits are corrected by the read operation with both ECCE and
AA at high level.
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Chapter 4
Combination of Redundancy and Error
Correction

4.1 Introduction

The effects of redundancy and error checking and correction (ECC) are sepa-
rately discussed in the previous chapters. However, more faults can be repaired
by the combination of the redundancy and the ECC than by simply adding the
effects of them. This synergistic effect, which was first reported in 1990 [1], is
especially effective for repairing random-bit faults. Repairing many random-bit
faults by redundancy is not effective. Since the replacement unit is usually a
row or a column, bit faults require as many spare rows/columns except for the
case of two or more bit faults located on the same row/column. On the contrary,
ECC can potentially repair many random-bit faults. However, ECC using a
single-error correction code can practically repair far fewer bit faults because
the probability of “fault collision” (two or more faults being located in a code
word) cannot be neglected as described in Sect. 3.6. By combining the redun-
dancy and ECC, most bit faults are repaired by ECC and a few “fault colli-
sions” are repaired by redundancy, resulting in dramatic increase of repairable
faults [1-3].

Section 4.2 describes the principle of the synergistic effect and estimation of the
effect using a simple model. Section 4.3 presents the repair of faults due to device
mismatch as a promising application of the synergistic effect.

4.2 Repair of Bit Faults Using Synergistic Effect

4.2.1 Principle of Synergistic Effect

Figure 4.1 shows the model of the combination of redundancy and ECC using a
single-error correction code. The normal memory array is composed of W code words,
each of which consists of & data bits and Ak check bits (code length n = k + Ak).
In addition, a spare memory array composed of R code words is provided. A code
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Fig. 4.1 Combination of redundancy and ECC [9]

word with only one bit fault requires no spares because the fault is corrected by ECC.
A code word with two or more bit faults is replaced by a spare code word. The ECC
can repair as many as W bit faults in the “lucky” case, where each code word contains
a bit fault. However, the probability of “fault collision” (two or more faults being
located in a code word, which cannot be corrected by ECC using a single-error
correction code) is unexpectedly high as described in Sect. 3.6. Therefore, the average
number of bit faults repairable by the ECC is far smaller than W. The number of “fault
collisions” is usually sufficiently smaller than the number of bit faults. By replacing
code words with “fault collisions” by spare code words, yield is dramatically
increased. Thus, the synergistic effect is produced.
The yield calculation using this model is based on the following assumptions:

(1) The distribution of faults is random.

(2) Faults on the spare code words are neglected because R is practically far
smaller than W.

(3) Faults on the check bits of ECC are not neglected because Ak is not sufficiently
smaller than k.

A more practical model that is based on the real architecture of a RAM is
described later.

If bit-error rate is p, the probability of a code word having no faults is (1 — p)”
and the probability of a code word having one fault is np(1 — p)"~". Therefore, the
probability of a code word being nonrepairable by ECC (having two or more faults)
is expressed as

pew =1—=(1=p)" —np(1 —p)"". (4.1)
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The probability that there are i code words nonrepairable by ECC (i.e., i spare code
words are required) is expressed by binomial distribution:

Pi= (Vl.v)pz;wu —pew)” 42)

The number of code words nonrepairable by ECC must be less than or equal to R to
obtain a good chip. Therefore, the yield is given by

R R
Y=Y P Z ( ) Py (1= pe) . 4.3)
i=0

In the case of ECC only (without redundancy), the yield is given by substituting
R = 0 into (4.3):

Yo = (1 — pew)”. 4.4)

In the case of redundancy only (without ECC), a code word having one or more
faults must be replaced by a spare code word. Thus, (4.1), (4.2), and (4.3) are
replaced by

pew = 1= (1-p)", 4.5)
Pi= (Viv)piw(l —pen)” (4.6)

and

R R
Y=> P = Z( )pcw —pe)’ 7, (4.7)

i=0 i

respectively. Note that n is replaced by k because check bits are omitted.

The calculation result for a 256-Mbit memory using an error-correcting code
with a code length of 136 and a data-bit count of 128 is shown in Fig. 4.2. The upper
limit of the number of bit faults to achieve 50% yield is 128 for redundancy only
(R = 128), and 1,711 for ECC only. On the contrary, the limit is as large as 23,402
for the combination of redundancy (R = 128) and ECC. This is larger than ten
times the sum of both.

The calculation of (4.3) is very cumbersome. So, let us derive a simpler
approximation to estimate the synergistic effect. The average of the binomial
distribution of (4.2) is expressed as

Wpew = W{l — (1 —p)" —np(1 —p)"'}, (4.8)
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which is approximated by

Wn(n — 1)p?

Wpew = )

(4.9)

for a small p. The average number of required spare code words to obtain 50%
yield is given by this equation. Since the total number of bits (including check
bits) is Wn, the bit-error rate is p = K/Wn, where K is the total number of bit
faults. Therefore

Wn(n—1)p*  (n— 1)K?
2 - 2Wn (4-10)

R

1%

is derived. From this equation, the number of repairable bit faults is calculated as

2RWn
n—1

K

IR

. 4.11)

Equation (4.11) is shown by the broken lines in Fig. 4.3a, while the symbols in the
figure are the precise values calculated using (4.3). The approximation of (4.11) is
good for R > 16 but is worse for smaller R. Let us remind that the number of
repairable bit faults without redundancy is given by

2Wnin2
Ko =~ ,/% (4.12)
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as described in Sect. 3.6. Comparing (4.11) and (4.12), we can find that the
substitution of R = In 2 into (4.11) results in (4.12). Then, shifting the horizontal

axis of Fig. 4.3a by In 2, we obtain Fig. 4.3b, which is expressed as

2(R+In2)Wn

K .
n—1

14

(4.13)
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The error of the approximation (4.13) is within 3% including the case of R = 0. The
number of repairable bit faults is approximately proportional to the square root of
the number of spare code words R. The increase in the number of repairable bit
faults is calculated from (4.12) and (4.13) as a function of R:

K [R+m2
£ A0 “.14)
Ko In2

From this equation, the increase for R = 128 is estimated as 13.63, which is very
close to the precise value 23,402/1,711 = 13.68.

In case of redundancy only, similar approximation from (4.6) gives the number
of repairable bit faults:

K ~R. (4.15)

This means that bit faults require as many spares except for the “lucky” cases of two
or more faults located in a code word.

4.2.2 Yield Estimation

Now let us estimate the yield improvement using a more practical model based on a
real DRAM architecture [1, 4].

4.2.2.1 Row Redundancy

The model in Fig. 4.1 assumed that the replacement unit is a code word. In practical
RAM, however, a row (wordline) is usually far longer than a code word and contains
plural code words as shown in Fig. 4.4. Each wordline consists of w code words and
so does each spare wordline. The replacement unit is, therefore, w code words.
Although the code words are “interwoven’ to cope with multicell errors as described
in Sect. 3.7, Fig. 4.4 is illustrated without interweaving for simplicity. In this case,
the probability that a row is not repairable, p,oy, iS expressed as

Prow = 1 - (1 _pcw)wv (416)

where p. is the probability of a code word being nonrepairable expressed by (4.1).
Using p,ow instead of p. in (4.2) and (4.3), we obtain

i

W i
P,-:( )pmw(l—pmmw : 4.17)

i

RO/rw\ . ,
Y=> Pi= ( )plrow(l_prow)w_l- 4.18)
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In the ECC-only and redundancy-only cases, the yield is given by substituting p,,
instead of p.., into (4.4)—(4.7).

Figure 4.5 shows the calculation results of the yield of a 16-Mbit DRAM [1, 4],
where w = 8, W = 4,096, and R = 24. Since the DRAM has four sets of the
structure shown in Fig. 4.4, the yield is given by Y*. A synergistic effect of about
one decade is obtained. The calculation neglects faults on spare wordlines. If they
are included, the yield will slightly decrease.
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4.2.2.2 Column Redundancy

The combination of ECC and column (bitline) redundancy is quite different from
that of ECC and row redundancy, and the calculation of yield is more complex.
Figure 4.6 illustrates the model used for calculation. The normal memory array is
composed of W code words, each of which consists of n bits. Each of R spare
columns is composed of W bits. Since an analytical solution for a general R is too
complex, only the equations for R < 2 are derived here.

Without redundancy (R = 0), the repairable case is as follows:

(0) Each code word has at most one faulty cell. In this case, all the faulty cells
can be corrected by ECC without using spare columns (Fig. 4.6a).

The yield is expressed by (4.4). If R = 1, there is one more repairable case:

(1d) One code word has two faulty cells. If a column including one of the faults
is replaced by a spare column, the other fault can be corrected by ECC (Fig. 4.6b).
Note that the faulty cell on the spare column can be corrected by ECC because the
third column from the bottom has no other faulty cells.

The probability of case (1d) is calculated as the product of the following factors [4]:

(a) The number of selection of a code word with two faults, W.

(b) The probability that the code word has two faults; this is given by the binomial
distribution ( Z >p2(1 —p) 2

(c) The yield of the memory cell on the spare column (1 — p).

(d) The probability that the remaining (W — 1) code words (including the cells on
the spare column and excluding the cells on the replaced column) are repairable
by ECC; this is given by (1 — pey)” L.

Therefore, the probability of case (1d) is expressed as

Yld:W(;>p2(1 —p)" 1 = pe)V (4.19)

If R = 2, there are two more repairable cases:
(1t) One code word has three faulty cells. If two columns including two of the faults
are replaced by spare columns, the other fault can be corrected by ECC (Fig. 4.6¢).
(2d) Two code words have two faulty cells, respectively. If two columns each
including one of the faults in each code word are replaced by spare columns, the
other faults can be respectively corrected by ECC (Fig. 4.6d).
The probability of each case is calculated by similar calculation as case (1d) and is
given by

Yi = W<;’>p3<1 =p)" (1 =pe)” (4.20)

Yo = <V2V> { (;)f(l —p)"l}{ (" 5 2)192(1 —p)’”}(l —pe)" 2,

4.21)
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Fig. 4.6 Combination of column redundancy and ECC: (a) case (0) requires no spare columns; (b)
case (1d) requires one spare column; (c) case (1t) requires two spare columns; (d) case (2d)

requires two spare columns
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respectively [4]. Therefore, the repairable probability for R = 1 and R = 2 are
expressed as

Y1 =Yy + Y14, 4.22)
Yo=Yy+Yiq+ Y+ Yo, (4.23)

respectively. The yield with redundancy only (without ECC) is calculated as
follows. The probability that at least one faulty memory cell is in a column is
given by

Pl =1—(1=p)". (4.24)

The probability that there are j faulty columns is expressed by the binomial
distribution

Pj = <§)p£01(1 _pcol)k_jv (4.25)

because the number of columns is k, instead of n. Therefore, the repairable
probability using R spare columns is expressed as

R R . ‘
Y = ZPj = Z (?)p/col(l _pcol)k7j~ (4.26)

J=0 J=0

Figure 4.7 shows the calculation results of the yield of a 16-Mbit DRAM [1, 4],
where W = 2,048 and R = 2. Since the DRAM has 64 sets of the structure shown
in Fig. 4.6, the yield is given by Y>, ¥,**, or Yz**. A synergistic effect of about six
times is obtained.

The above calculations assume random fault distribution. The yield calculation
that takes into account of fault clustering is described in [4].

100
ECC code word

= 128 data bits

80 | + 9 check bits

2 60 Redundancy
fv_ and ECC
3 40
> L
20
0 | Ly L M| L
10 100 1,000 10,000 100,000

Average number of random-bit faults K

Fig. 4.7 Yield using column redundancy and ECC [1, 4]
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4.2.2.3 Row and Column Redundancies

To the best of our knowledge, no analytical solutions have yet been found for the
combination of ECC and both row and column redundancies. The yield, however,
can be estimated using Monte Carlo simulation.

4.3 Application of Synergistic Effect

4.3.1 Threshold-Voltage Variations

In this section, variations of SRAM cells and DRAM sense amplifiers (SAs), which
are the most promising applications of the synergistic effect, are described. The
statistical variation of threshold voltage (V}) is one of the most important problems
for low-voltage memories using nanoscale devices. The V, mismatch between pair
transistors of an SRAM cell deteriorates the static noise margin of the cell [5, 6],
while that of a DRAM SA reduces the effective signal voltage (Fig. 4.8). The
mismatch is caused by the intrinsic V, variation of the pair transistors due to random
microscopic fluctuations of dopant atoms in the channel region [7]. Here, the
standard deviation of the intrinsic V; variation is given as

q NAD
V) = 1 4|2 4.2
O—( t) COX 3[W7 ( 7)

where ¢ is the electronic charge, Cox is the gate-oxide capacitance per unit area, N, is
the impurity concentration, D is the depletion layer width under the gate, L is the

a b
DL DL DL DL
WL

* * SAP

L >
d \\ /f o SAN

oV,

WL: wordline SAP, SAN: SA driving signals

DL, DL: dataline (bitline) pair

Fig. 4.8 Pair MOS transistors sensitive to V, mismatch: (a) SRAM cell and (b) DRAM sense
amplifier (SA)
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Fig. 4.9 Trend in standard deviation of V; mismatch of SRAM cell transistors. Reproduced from
[9] with permission; © 2010 IEEE

channel length, and W is the channel width [8]. It is obvious that the variation
increases with device scaling because of a smaller LW and the ever-larger N, for
smaller short-channel effects. In practice, for smaller MOS transistors, N, is not
uniform in the channel region due to channel engineering. Therefore, empirical data
are more useful to evaluate the variation. According to empirical data and device
simulations for 1.9-nm 7oy transistors (fox: gate-oxide thickness), the standard devia-
tion of the V, mismatch, a(3V)), is expected to increase with device scaling as shown in
Fig. 4.9 [5, 9]. The maximum of the mismatch I0V{|,,.x, however, depends not only on
a(8V,) but also on memory capacity M. The ratio between the maximum and the
standard deviation m = 18Vl ,./0(8V}) is calculated as follows [10].

Let us start with SRAMs. The threshold-voltage mismatch 8V is assumed to be
expressed as a Gaussian distribution with a mean of zero and a standard deviation
of . The probability density function is given by

1 SV?2
fovy) = mexp( Té)’ (4.28)

as shown in Fig. 4.10. The probability of the 3V, of a memory cell being within +xo
is the hatched area of Fig. 4.9, and is expressed as

= [Lsom= i [ (g =gz [ (- )

(4.29)
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The probability of all the 6V,s of M memory cells being within +xo, that is, the
probability of I8V« < xo, is given by

Yar(x) = {¥, (). (4.30)

Plotting (4.30) with M as a parameter results in Fig. 4.11. The ratio m between the
expectation of 10Vl ,.x and the standard deviation is the area of left-hand side of this
curve, and is expressed as

m:/ooo{l—YM(x)}dx:/Ow [1—{\/1% /iexp(—";)du}qu. @31)

Figure 4.12 and Table 4.1 show the relationship between m and the memory
capacity M. For example, 10V l,.x of a 256-Mbit memory is about six times the
standard deviation.

4.3.2 Estimated Effect

The above estimation is for the case with neither redundancy nor ECC, as shown in
the “r = 0” line in Fig. 4.13. However, repairing memory cells with excessive oV;
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Fig. 4.12 Maximum V,
mismatch ratio m. Maximum
V. mismatch I8Vl ,,.x is m times
standard deviation [10]

Maximum mismatch ratio m
o = N W A OO N ©

1 1K 1M 1G 1T
Memory capacity M (bit)

Table 4.1 Memory capacity and maximum V; mismatch ratio

Memory capacity Maximum Memory capacity Maximum

M (bit) mismatch ratio m M (bit) mismatch ratio m

4 1.465 4,194,304 5.269

16 2.077 16,777,216 5.518

64 2.596 67,108,864 5.757

256 3.044 268,435,456 5.987

1,024 3.442 1,073,741,824 6.209

4,096 3.802 4,294,967,296 6.424

16,384 4.134 17,179,869,184 6.631

65,536 4.443 68,719,476,736 6.833

262,144 4.733 274,877,906,944 7.029

1,048,576 5.008 1,099,511,627,776 7.220

by redundancy and/or ECC provides a smaller m and a smaller 16Vl,,,.x, which are
calculated as follows. The probability of a memory cell with an excessive (larger
than mo) 0V, is calculated as

—ma oo m )
P(|oVi|>ma) = / fx)dx + /f(x)dx =1 —\/%7_[ / exp(—%)du. (4.32)

Therefore, M-P(13V,| > ma) cells are expected to have excessive dVs. If all
these cells are repaired by redundancy and/or ECC (i.e., repair ratio » = P18Vl >
ma)), the maximum mismatch [0V, is limited to mo, because the remaining cells
have smaller dVs. The ratio m is calculated from (4.32) so that r = P(I0V | > mo).
The relationship between m and r is shown in Fig. 4.13. Unlike the no-repair case
(r = 0), m is independent of M, because (4.32) does not contain M, while (4.31)
does. For example, if 0.1% of memory cells are repaired, I8Vl .« is limited to 3.30.

The yield calculated using (4.1) and (4.3) is shown in Fig. 4.14a [9]. The number
of required spare code words R to achieve a 50% yield is shown in Fig. 4.15a [9].
The figure also shows cases without ECC using (4.5) and (4.7), where all the
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Fig. 4.13 Maximum V; mismatch ratio m with repair rate of r. Reproduced from [9] with
permission; © 2010 IEEE
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Fig. 4.14 Yield using both redundancy and ECC for SRAM (a) and DRAM (64 cells/SA) (b) [9, 11].
Reproduced from [9] with permission; ©) 2010 IEEE
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Fig. 4.15 Required number of redundancy for SRAM (a) and for DRAM (64 cells/SA) (b) [9, 11].
Reproduced from [9] with permission; © 2010 IEEE

memory cells with excessive 8V, must be repaired by redundancy. The broken lines
in the figure are the approximations using (4.10). For » = 0.1%, a spare ratio of R/
W = 0.9% is sufficient. For example, R = 17,615 and W = 2,097,152 for a 256-
Mb SRAM. However, for r = 1%, R/W must be as large as 40% to achieve a
sufficient yield. Thus, a repair rate of r =~ 0.1% is the practical upper limit and,
therefore, m =~ 3.3 is the lower limit for SRAMs.

The above discussion can also be applied to DRAMs if “memory cells” are
interpreted as “SAs.” Figures 4.14b and 4.15b plot the calculation results based on
the following assumptions [11]: the memory capacity of a DRAM is four times that
of an SRAM for the same technology node, and 64 memory cells are connected to
an SA. Consequently, the number of DRAM SAs is 1/16 the number of SRAM
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cells. Since r is inversely proportional to the square root of W for the same R (4.10),
the DRAM’s r can be four times as large as the SRAM’s r. Thus, r =~ 0.4% is the
upper limit (m = 2.9 is the lower limit) for DRAMs.
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Chapter 5
Reduction Techniques for Margin Errors
of Nanoscale Memories

5.1 Introduction

The ever-increasing margin error, which results from reduced timing and voltage
margins with device scaling under a given operating voltage Vpp, must be reduced
sufficiently. Reduction in the minimum operating voltage Vpp (i.e., Vi,in) s the key
to reduce the error, as described in Chap. 1. However, it has strictly been prevented
by low-voltage scaling limitations [1-5] that are the major problems in the nano-
scale era. The problems stem from two device parameters that are unscalable as
long as conventional devices and circuits are used: the first is the high value of the
lowest necessary threshold voltage V, (i.e., Vo) of MOSFETs needed to keep
the subthreshold leakage low. Although many intensive attempts to reduce V.
through reducing leakage have been made since the late 1980s [4-6], Vg is still
not low enough to reduce Vpp, to the sub-1 V region. The second is the variation in
Vi (i.e., AV}), which becomes more prominent in the nanoscale era [1-5]. The AV,
caused by the intrinsic random dopant fluctuation (RDF) in the MOS channel is the
major source of various AV, components, as mentioned in Chap. 1. Unfortunately, it
increases with device scaling, and intensifies many detrimental effects such as
reduced timing and voltage margins of circuits, and increased soft error rates
(SERs) in RAM cells and logic gates. Due to such inherent features of Vi, and
AV, Vinin Stays at a high value and increases with device scaling. Hence, Vpp must
be increased to maintain the margins in accordance with increasing V,,;,, which
causes an increase in the power dissipation as well as degrades the device reliability
due to increased stress voltage. Thus, Vpp is facing a 1-V wall in the 65-nm
generation, and is expected to rapidly increase with further scaling of poly-Si
bulk MOSFETs [3], as shown in Fig. 5.1. If increase in Vpp is not allowed, drastic
reduction techniques for Vpp and thus V ,,;, will be indispensable.

Vmin and thus Vpp can be scaled down with device scaling while maintaining
the margin to the same, if Vo and AV, are scaled down with innovative devices,
circuits and subsystem designs, and the power supply integrity is ensured. This
is because Vpp is the sum of Vi, AV, and AV,,. Here, the AV is the sum of the

M. Horiguchi and K. Itoh, Nanoscale Memory Repair, Integrated Circuits and Systems 1, 157
DOI 10.1007/978-1-4419-7958-2_5, © Springer Science+Business Media, LLC 2011
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voltage needed to compensate for the extrinsic AV; due to short-channel effects
and line-edge roughness and of the voltage needed to meet the speed target.
Thus, AV depends on the quality and maturity of the fabrication process, and the
design target, which cannot be specified here. The AV is the power supply
droop and noise in the power supply lines and substrate. For example, the ever-
higher resistance of interconnects in the nanoscale era [7-9] may affect power
supply integrity by increasing AV, As well, integrity depends on the chip
packaging, such as 3D integration [10]. In any event, for the LSI industry in
order to flourish and proliferate, the 1-V wall must be breached in the nanoscale
era, while reducing V,,;, to maintain the timing and voltage margins to the
same.

Concerns relating to adaptive circuits and relevant technologies to reduce V.,
are addressed in this chapter. The focus is on memory-rich LSIs, as shown in
Fig. 5.2. This is because such LSIs have usually driven the frontend of scaled
devices development, and mixed signal and other types of LSIs sooner or later
encounter similar problems. First, Vi, as a methodology to evaluate the low-
voltage potential of MOSFETs, is proposed in terms of a tolerable speed variation,
and the general features are described. Then, the V ,,;,s of logic gates, SRAMs, and
DRAMs are compared. After that, devices, circuits, and subsystems to widen the
margins through reducing V,,,;, are described.
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Fig. 5.2 (a) LSI composed of logic block and RAM block; (b) features of blocks. RAM block
denotes SRAM block or DRAM block. Reproduced from [3] with permission; © 2010 IEEE

5.2 Definition of V,;,

If a nanoscale MOSFET in a chip has an average V; (¢ V,p) with a maximum
deviation (AVnax) in V, from Vg, the speed variation (A7), that is, the ratio of the
slowest speed at the highest V; to the average speed at the average V, (& V) is
approximately given (as discussed in Chap. 1) as [1]

At = 1(Vig + AViman ) /7 (Vig) = {1 — AVimmax/ (Voo — Vi) } 2. 5.1

It should be noted that At stands for the timing margin under V-variations.
Fortunately, for conventional MOSFETSs, At was negligible up till about the
130-nm-device generation because Vpp was much higher than Vi, and AV, was
sufficiently small. In the nanoscale era below the 130-nm-device generation, how-
ever, At has rapidly increased with device scaling due to the ever-increasing
AVimax> as shown in Fig. 5.3. To offset the increase, Vpp must be increased, but
this results in a continually increasing Vpp with device scaling. If Vpp is reduced
under such circumstances, the increase in At becomes catastrophic, as seen in (5.1).
In practice, the increase in At must be within a tolerable value (Azg) for reliable
operation with a wide enough timing margin. If the minimum operating voltage
(Vimin) 1s defined as the Vpp necessary for achieving a tolerable Az, V,,,;, increases
with device scaling, as seen in Fig. 5.3. V;;, is obtained by solving (5.1) for Vpp as

Vinin = Vio + (1 + ) AVimax, 7= 1/(A101? = 1), AVimay = ma(Vy), (5.2)

(V) =Au(LW) "%, and Ay o fe. (5.3)
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For a conventional bulk MOSFET,
o(V1) = Bultox (Vi — Vs — @) /LW%? o toxNA"? (LW) ™07, (5.4)

where m depends on the circuit count in the block, a(V)) is the standard deviation of
V; distribution, A,; and B, are the Pelgrom and Takeuchi constants [12, 13],
respectively, #,x is the inversion electrical gate-oxide thickness, Vgg is the flat-
band voltage, @g is the surface potential, N4 is the impurity concentration of the
channel, and LW is the MOSFET size. The Az, can take two values, Ato(+) and
Ato(—), corresponding to plus and minus values of AV,. Here, Ato(+) is used after
this, simply expressed as Atg.

5.3 Reduction of V,,;, for Wider Margins

5.3.1 General Features of V i,

5.3.1.1 MOSFETSs Governing V ,in

The Vi, of a chip is equal to the highest of V ,,;,s of the three blocks (logic, SRAM,
and DRAM) in the chip. The V,,;, of each block is governed by the circuit having
the highest V., in the block. Furthermore, the V,,;, of each circuit is governed by
the MOSFET having the highest Vi, in the circuit. Therefore, the V,,;, of each
block is eventually determined by the MOSFET having the highest V,,;, in the
block. Here, the MOSFET must be in a major core circuit impacting on power
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dissipation and speed of the block that are our major concerns in this chapter. Note
that the smaller the MOSFET, the higher its V,;, with a larger a(V)). If a specific
MOSFET is used more often in the block, causing an iterative circuit block, the
Vmin Oof the MOSFET is statistically higher with a larger AV,,,... Furthermore, the
larger the C /W (Cy: the load capacitance), the higher the V,,,;, with a larger ). This
is because Aty must be smaller as the Cp /W is large, so it becomes less influential in
the block speed. For RAMs, the V., is also influenced by operation modes, that is,
the nondestructive read-out (NDRO) and thus ratio operations for SRAMs, and the
destructive read-out (DRO) and refresh operations for DRAMs. Taking these
general features into account, the MOSFET can be specified as M; in each circuit
in Fig. 5.4. Note that the DRAM sense amplifier (SA) operates more simply than the
SRAM cell for lack of any transfer MOSFET despite the same cross-coupled circuit
configuration. The details are in what follows.

For the logic block, the statistical expression for AV, ., in (5.2) has some
ambiguity, unlike RAM blocks. Each gate does not work independently and
randomly, and some gates form logical configurations with considerable logical
depth and small fan out (Fig. 5.2b), enabling the o(V,) to be reduced due to the
averaging effect of random variations. The V( differs for some gates. For example,
the well-known dual-V, logic block (BL) combines a low-V,¢ MOSFET for the
critical path and a high-V,g MOSFET for the noncritical paths. The critical path
tends to reduce the o(V,) due to the low V,, and large MOSFETS necessary to attain
high speed. In addition, the small total MOS width of the path (typically about 10%
of the total for the whole logic block) effectively reduces the m so that the
noncritical paths inevitably determine the V,;, of the whole block. Furthermore,
the actual MOS size is different, ranging from 4 to 12F* (F is feature size). To
validate the equation even for such a logic block, however, it is assumed that the BL
consists of many identical CMOS inverters, in which N/P MOSFETs have the same
V. and size (i.e., LW = 8F* on average). The V,;, of the BL calculated under these
assumptions and using (5.2) may be higher than the actual V ,;,, including at least
the averaging effect. This is also the case for peripheral logic circuits in RAM
blocks because the circuit configurations are almost the same as those of the logic
block. For array-relevant circuits in RAM blocks, however, the expression for

a

Fig. 5.4 (a) Inverter, (b) 6-T SRAM cell, and (c) DRAM sense amplifier. Reproduced from [3]
with permission; © 2010 IEEE
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AVimax 1s valid since each of the circuits comprises MOSFETSs with the same Vy,
and the same size, and operates independently and randomly.

For SRAMs using the six-transistor (6-T) cell, the V,;, is equal to the highest of
the three V., values determined by cell stabilities at write and read, and tolerable
speed variation at read. The V., for write stability can be reduced sufficiently by
power control of PMOSFET loads [14, 15] for a wider write margin, as explained
later. The V,;, for read stability can also be lowered by reducing the wordline
voltage from Vpp [16], as is mentioned later. Hence, the V,,;, of SRAMs is
determined by the speed variation of the transfer MOSFET. Unfortunately, the
MOSFET always involves a slow and wide speed variation. The drawbacks come
from the smallest MOSFET and the source voltage raised from ground (Vss) level,
caused by a ratio operation of the transfer and driver MOSFETs, and the largest Vo
variation due to the largest MOSFET count. The V,;, can be calculated with (5.2)
on the assumption that the source stays at 0 V during read operations, although this
assumption makes the V,,;, lower than the actual V,,;, taking the raised source
voltage into account. Here, the size of the transfer MOSFET is assumed to be 1.5F 2,
The Vi is also assumed to be the same as those of cross-coupled MOSFETs shown
in Fig. 5.5, since their leakage currents must be comparable in conventional
designs.

For DRAMSs, the DRO calls for restoring of the cell [4, 5] by utilizing the
amplified signal by SA. It takes a long time because a small read signal must be
amplified to a full Vpp on the heavily capacitive dataline, requiring a small

2

10 V,(ext) = V,(nA/pm) + 0.3V
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Fig. 5.5 Leakage vs. V| for various blocks. Reproduced from [3] with permission; © 2010 IEEE
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Atg and thus high V,;, for confining the array speed within a tolerable value.
Moreover, the refresh operation calls for simultaneous restoring of many cells
along the selected wordline. This involves charging and discharging of many heavily
capacitive datalines and operations of many SAs at a high voltage, causing high
power. If the full-Vpp sensing (i.e., full-Vpp dataline precharging) is used, and
activation of cross-coupled NMOSFETSs in an SA precedes that of cross-coupled
PMOSFETs [1, 4], (5.2) is applicable to M;. However, the sensing imposes the use
of the twin cell (two-transistor two-capacitor cell, i.e., 2T2C cell) that doubles the
cell size of the conventional 1T1C, since generation of a stable and reliable reference
voltage for signal discrimination [4] is difficult with the 1T1C cell, as discussed later.
Note that other circuits are not core circuits that we have to pay attention to. For
example, DRAM cells adopt the well-known word-bootstrapping to perform a full-
Vpp write of the cell [4, 5], in which the wordline voltage is higher than the sum of
the highest dataline voltage and the V of the cell transfer MOSFET. Therefore, to be
exact, the word driver can have the highest V,,;, in the block. However, the driver
quickly drives the wordline with a large MOSFET, and less contributes to power
dissipation of the block because only one word diver is activated, unlike SAs.
Moreover, in the past, DRAMs have solved the high-voltage problem by using
high-voltage tolerant word drivers [4]. Furthermore, although the transfer MOSFET
has the largest AV, in the block due to the largest size/count, it never dominates
the block speed. In fact, the developing speed of cell signal on the dataline is quick
and insensitive to the Vi -variation thanks to a small voltage swing needed on the
dataline and the word-bootstrapping. In any event, the full-Vpp sensing is assumed in
the following, and the size of the NMOSFET is also assumed to be 15F2.

5.3.1.2 Lowest Necessary V; (Vi)

The subthreshold current (leakage) of each off-MOSFET exponentially increases at
the rate of about one-order increment per V-decrement of 100 mV because it is
proportional to W10~Y/$ (W: channel width, S: subthreshold swing, S 2 100 mV/
decade) [5]. The lowest necessary Vi, Vo, for the above-described MOSFETs
depends on subthreshold-leakage specifications of the block or chip. Figure 5.5
plots the leakage vs. V, and was prepared using previously reported data on cross-
coupled MOSFETs in 130-nm SRAM cells [17]. Note that V, is an extrapolated
value that is familiar to circuit designers [5]. It is the sum of constant-current V;
(nA/pm) that is familiar to device designers and 0.3 V [5]. Moreover, the total MOS
size, which governs the total subthreshold leakage, is assumed to be 16 x 10°F? for
1-Mgate logic if a gate generates leakage from two MOSFETSs with an average size
of 8F%; 3.5 x 10°F? for 1-Mb SRAM if a 6-T cell generates leakage from the two
MOSFETs (total LW = 3.5F%) of four cross-coupled MOSFETs in the cell; and
2 x 10°F? for 64-k DRAM SAs, which contribute to leakage in the active standby
mode (STB) if each SA generates leakage from two MOSFETSs with an average LW
of 15F? for each. Obviously, the Vo depends on the leakage specification. If the
tolerated leakage is about 1-100 mA for a 1-Mgate logic block, 0.5-70 mA for a
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1-Mb SRAM, and 0.15-20 mA for 64-k DRAM SAs, the Vg is between 0.2 V (for
high-speed designs) and 0.4 V (for low-power (LP) designs). Note that the leakage
of the chip increases as logic gate and memory integration in the chip further
increases. In this case, the V}, must be increased so as to meet the specification.
If the leakage is reduced, the Vo can be reduced. Reduction in Vg, however,
requires the development of innovative low-leakage circuits and subsystems
[1-5] as discussed later.

5.3.1.3 Parameter y

This parameter strongly depends on the tolerable speed variation, At,. In general,
the BL needs a small Aty (i.e., large 7) because the timing control must be quickly
and stringently managed so as to meet the targeted speed from one flip flop (FF) to
the other at every combinational logic stage (Fig. 5.2a). The speed is usually one-
clock latency when measured in terms of the necessary number of clocks. In
contrast, for RAM blocks, such a quick and stringent timing control is extremely
difficult because of a large physical memory array, which inherently contains large
delay components throughout the array. This difficulty occurs in the SRAM cell and
the DRAM SA, each of which dominates the block speed with a large Cy. /W. For
example, a small transfer MOSFET in an SRAM cell must discharge a heavily
capacitive data (bit) line, which takes a long time. Unfortunately, the discharging
time varies greatly due to a wide variation in the V; of the MOSFET and the ratio
operation. The discharging signal must be aligned with a column clock (clk’ in
Fig. 5.2a), waiting for the signal from the slowest cell so that the signal transferred
to I/O is discriminated correctly. Such an operation unavoidably tolerates a two-
clock latency, as typically seen in actual designs, as a result of giving up a one-clock
latency that requires an extremely high V,.,;, to offset the speed variation. This is
also the case for DRAM SAs. Therefore, y = 3.09 and Aty = 1.4 for the BL and
y = 2.09 and Aty = 1.6 for the SRAM and DRAM blocks are used here, with
practical designs taken into account.

5.3.1.4 Maximum Deviation, AV,.x

The number m ranges from 4.9 to 6.0 for 0.6- to 320-Mgate logic blocks from 5.2 to
6.3 for 4-Mb to 2-Gb SRAMs and from 4.8 to 5.9 for the 16-Mb to 8-Gb DRAMs
connecting 64 cells to an SA [4]. It also depends on the repairable percentage, r, for
RAM:s. For the upper limit of » (i.e., 0.1% for SRAMs and 0.4% for DRAMs),
attained by a combination of error correcting code (ECC) and redundancy, m is
reduced to about 3.29 for SRAMs and to about 2.88 for DRAMs [1, 2], as described
in Chap. 4. Note that, for a conventional bulk MOSFET, a(V;) also depends on V,
as seen from (5.4). For Vgg = —0.9 V and &5 = 0.8 V, (V) is reduced to 0.45
of a(V, = 0.4 V), when Vy is reduced from 0.4 to 0 V, as seen in Fig. 5.17.
Furthermore, (V,) depends on A, and F 2 as expected from (5.3).
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5.3.2 Comparison of V ,;, for Logic Block, SRAMs, and DRAMs

Figure 5.6 compares the V,,;, calculated for the BL and repaired RAMs for
Ay =42 mV-um [3]. The Vs of the logic and SRAM blocks are almost the
same but still high, reaching an intolerable level of about 1.5 V in the 32-nm
generation. Obviously, the V,,;, of DRAMs is the lowest due to the smallest a(V})
and fewer SAs. The prime concern is thus the SRAM because its V,,;, is actually the
highest when repair techniques are not used and the raised cell-node voltage is taken
into consideration. In any event, the ever-increasing V,,,;, with device scaling must be
reduced. Thus, more advanced MOS structures, circuits, and even subsystems for
logic, SRAM, and DRAM blocks must be developed. Otherwise, their timing and
voltage margins will be fatal. The details are described in the following.

5.4 Advanced MOSFETs for Wider Margins

One of the most effective ways to reduce V ,,;, is to use small A, and thus small ¢(V))
MOSFETs. In the past, A, has been reduced as a result of using advance MOSFETs,
as shown in Fig. 5.7. For 130-nm poly-Si gate bulk NMOSFETs [18, 19], A,, was
about 4.2 mV-um when V, and ¢, were 0.30-0.45 V and 2.1-2.4 nm, respectively.
The most advanced planar MOSFETs in the 45-nm generation have a low A,; of
1.5-2.5 mV-pm [20-22] with high-k metal-gate materials for a thinner ¢, and/or a
fully depleted (FD) silicon-on-insulator (FD-SOI) structure for a smaller N,. Note
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Fig. 5.6 Comparisons of (a) a(V,) and (b) V,;, of three circuit blocks [3]. A,; = 4.2 mV-um,
LW = 8F” (logic), 1.5F* (SRAM), and 15F (DRAM)
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that A,,s of the 45-nm generation and beyond are projected in the figure. Figure 5.8
shows trends in the a(V}) for three values of Ay, [3]. Obviously, the o(V,) of each
block rapidly decreases with A,,. Figure 5.9 compares the V,,,;, calculated for the BL
and repaired RAMs for three values of A, [3], showing the strong dependence of V,,;,
on Ay, For Ay, = 4.2 mV-um, the V,;,s of the logic and SRAM blocks are almost
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the same but still high, reaching an intolerable level of about 1.5 V in the 32-nm
generation. For A,; = 1.5 mV-um, however, they are reduced to less than 1 V even in
the 22-nm generation.

FD-SOI structures, such as planar FD-SOI and fin-type MOSFETSs (FinFETs),
seem to be vital as future low-V,,;, MOSFETsS due to their small A,,s, although the
fabrication processes have not been established yet, and the real problems thus
remain unclarified. Their exceptional features are summarized as follows:

1. Small (V) due to an ultra-low-dose channel.

2. Negligible p—n junction leakage due to no p—n junction at the source and drain.

Long-refresh-time DRAMs and reliable on-chip-Vgg controls as discussed in

Chap. 6 are thus enabled.

Small SERs due to ultrathin silicon.

Small parasitic capacitances due to its inherent structure surrounded by insulators.

5. No body effect enabling to speed up source-follow mode and reduce necessary
wordline voltage of DRAM cells.

6. Built-in-large channel-width structure of FinFETs enabling high-speed high-
density devices, such as DRAM cells and capacitor. The side wall process
further enhances the features of FinFETs, as explained later.

Rl

5.4.1 Planar FD-SOI MOSFETs

Recently, considerable development effort has been directed toward planar FD-SOI
devices as well as FinFETs [23]. Of these, FD-SOI MOSFETSs with an ultrathin
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(UT) buried oxide (BOX) layer, called silicon on thin box (SOTB) MOSFETsSs [22,
24-27], shown in Fig. 5.10, are particularly promising because they can be applied
with minimal changes to current bulk CMOS devices. The features are summarized
as follows.

1. Small V,-variations thanks to a smaller RDF by an ultra-low-dose channel (Ngoy)
of 10" cm ™, and an excellent short-channel-effect immunity by a UT-BOX of
10 nm and substrate doping Nsyg.

2. Multiple-V,q circuits enabled by adjusting Ngyg. In fact, at least three Vi values
are necessary for usual circuit designs, which are Vio; = 0.3 V for major
circuits, Vigo = Vio1 — 0.1 V for dual-V g circuits, and Vo3 = Vo1 — 0.3 V for
dynamic circuits as discussed later. Note that for the thick BOX, different gate
materials with different work functions are needed to match the required Vi
values. Once the materials are fixed, however, the Vs values cannot be changed
any further, implying no design flexibility.

3. Compensation for the interdie V; variation enabled by applying a substrate bias
Vg through the UT-BOX. Otherwise, interdie speed variation becomes intoler-
able, as explained in Chap. 6.

Comparisons of A, between planar FD-SOIs and bulk MOSFETs are made in
Fig. 5.11 [26]. For a given t,,, the A, of FD-SOI is smaller due to the ultra-low-dose
channel. Note that within-wafer variations are large even for FD-SOIs, and interdie
V. variations must thus be compensated for, as discussed in Chap. 6. Figure 5.12
compares Vs of 4-Mb SRAMs using bulk and SOTB MOSFETs [28].
Figure 5.12a depicts experimental cumulative probability of the cells. For the
bulk, Vi, is about 0.8 V while 0.6 V for SOTB, showing a small difference of
0.2 V. This is because the channel length L was 90 nm for the bulk, but 50 nm for
SOTB. Figure 5.12b shows the simulated probability for the bulk after calibration
of L. Obviously, SOTB drastically reduces V,,;, from 1 to 0.6 V for a given channel
length.

1. Small RDF due to ultra low-dose channel (Ng;)

Fig. 5.10 Schematic cross 2. Excellent SCE by ultra-thin (UT) BOX and Nz
section of SOTB and its

features. Reproduced from
[26] with permission; © 2010
1IEEE 5. I/O bulk trs. can be easily integrated by removing BOX

3. Multiple V, by adjusting substrate doping (Ngp)
4. Variation reduction and power optimization by Vpp
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54.2 FinFETs

FinFETs feature an ultra-low-dose channel and a wide-channel-width built-in
structure [11, 26]. Thus, it achieves not only a higher density and higher drive
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Fig. 5.13 Various fin-device structures. (a) Doubled channel-width MOSFET, (b) two indepen-
dent MOSFETs, and (c¢) reduced channel-width MOSFET or MOS capacitance. ST/ shallow
trench isolation. Reproduced from [26] with permission; ©) 2010 IEEE

current but also minimizes o(V,) with minimized A,; and maximized W. For
example, if a side wall process [29] is used, further advanced MOSFETs and
high-density capacitors [26] are achieved, as shown in Fig. 5.13. Structure (a) in
the figure that accommodates two subfins (f1, f2) in one fin whose width is the
minimum feature size F' doubles the channel width and MOS capacitance, if an
inner trench is utilized. Two independent MOSFETs on both sides of one fin (b) are
also possible for a higher density of logic circuits if an isolation layer is used to
avoid an interaction between the two. A structure (c) reduces an excessive W or
MOS capacitance. Even logic-process-compatible DRAM cells [26] and tiny 2D
selection DRAM cells [3] have been proposed, as is mentioned later. Thus, it may
one day breach the low-voltage, high-density limitations of conventional bulk
CMOS devices if relevant devices and processes are developed. The use of Fin-
FETs, however, may increase intradie V) variation, which would impose a need for
stringent control of shape uniformity on the FinFET. Here, difficulty in compensat-
ing for the interdie V variations can be resolved by means of Vg control if a UT-
BOX structure [26] is used, as explained in Chap. 6.

a(Vy)-Scalable FinFETs: The use of FinFETs even enables a(V,)-scalable
MOSFETs to be achieved. If all feature sizes of a planar MOSFET are scaled
down by a factor of 1/a (a: device scaling factor > 1), as illustrated in Fig. 5.14,
and the scaling factor of A,, is reduced with &%, as exemplified by LP designs in
Fig. 5.7, a(V,) and thus V,;;, increases by a factor of %, Furthermore, a(V,) and
thus Vi, remains constant even with A, scaling as large as ot (i.e., for high-
performance (HP) designs in Fig. 5.7). However, the vertical structure provided
by FinFETs [3, 11] yields a new scaling law for a(V;), mitigating the requirement
to A,,. This is because this structure enables LW to be kept constant or even
increased when the fin height (i.e., channel width W) is scaled up despite channel
length L being scaled down. This can be done without sacrificing MOSFET
density. This up-scaling is done in accordance with the degree of A, scaling, so

o(Vy) and thus V;, are scaled down. For example, if A,, is scaled down at a 93,
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a(Vy) can also be scaled down by the same factor because LW is preserved as a result
of the factor of o' or &% for L, and o or «°~ for W. Such FinFETs enable high-
speed operation not only due to the large drive current but also due to the shorter
interconnects deriving from the vertical structures. However, the aspect ratio (W/L) of
FinFETs increases with device scaling. For example, it is as large as 4-16 in the 11-
nm generation, as shown in Fig. 5.14. Note that structures with such large aspect
ratios might be possible to achieve, taking the history of DRAM development into
account. In DRAMSs, the aspect ratio of trench capacitors has increased from about 3
in the early 1980s to as much as 70 for modern 70-nm DRAMs [30, 31]. In addition,
the ratio is almost halved for a given W if a sidewall process [29] is used. Even if the
resultant W is still unnecessarily wide and thus increases power dissipation for a load
dominated by the gate capacitance, the sidewall process further halves the W by
splitting a MOSFET into two independent MOSFETs [26] (Fig. 5.13). For a load
dominated by wiring capacitance, the large W due to FinFETs enables a high speed.

On the basis of the MOSFET scaling, we can predict the V ;, for future blocks,
assuming that the A,, in the 45-nm generation, the A,, scaling factor for further
device scaling, and Vg are 2.5 mV pm, o % and 0.4 V for LP designs, and
1.5mV pm, o', and 0.2 V for high-performance designs (Fig. 5.7). The constant
LW in Fig. 5.14 is also assumed for FinFETs. Obviously, the use of FinFETs
enables a(V,) to be scaled down for both designs, as seen in Fig. 5.15, while planar
MOSFETSs remain at a fixed o(V,) even for high-performance designs with o'
scaling, as expected. Therefore, for LP designs (Fig. 5.16a), FinFETs reduce V ,,;,, to
about 0.65 V for the BL and SRAMs and to about 0.46 V for DRAMS in the 11-nm
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generation. Such high V, ;s result from using a high V, of 0.4 V. If V,¢-scalable and
low-leakage circuits, which are described below, are used, the V ,,;,s are effectively
reduced to less than 0.5 V. Replacing SRAMs with DRAMSs may also be effective
to solve the high V,,, problem of SRAMs. For high-performance designs
(Fig. 5.16b), FinFETs reduce V,,;, to as low as about 0.27 V for the logic and
SRAMs and 0.22 V for DRAMs.

5.5 Logic Circuits for Wider Margins

Low-Vg circuits further reduce the V.;, shown in Fig. 5.16. They are indispensable
to reduce V,,;, not only for the logic block, but also for RAMs that include logic
circuits in the periphery. Reducing Vy, if possible, exceeding the lower limit shown
in Fig. 5.5, directly reduces V ,;,. In addition, it further reduces V,,;, due to reduced
a(Vy), as shown in Fig. 5.17 [13]. For example, if Vi is reduced from 0.4 to 0 V,
o(Vy) is reduced to more than a half. High-V,, MOSFETSs, however, must be added
to cut leakage paths of low-V,; MOSFETS, thus necessitating a high Vpp to ensure
the high speed. Eventually, dual-Vpp and dual-V circuits are indispensable. If low-
Vio MOSFETsS operating at the low Vpp are used as much as possible in the dual-V,
dual-Vpp circuits, they effectively reduce the V ,,;,, of the circuits. There have been
two concepts to cut leakage paths of the low-V,o MOSFETs. The first is the gate-
source (G-S) reverse biasing of low-V,; MOSFETsS, which is further categorized as
the G-S offset driving and the G-S differential driving. The second is the instanta-
neous activation of low-V,; MOSFETs. Although the activation has recently been
proposed for DRAM sense amplifiers, it is useful even for logic circuits. Note that
the well-known gate-boosting of a high-V,, MOSFET with a MOS capacitor also
simultaneously achieves a high speed and low leakage, which was popular in the
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Fig. 5.17 o(Vy) vs. Vyo [13] Vio (V)



174 5 Reduction Techniques for Margin Errors of Nanoscale Memories

NMOS DRAM era in the 1970s [5]. This section describes these circuits and
applications. Here, the threshold voltage of MOSFET V, is again defined as the
sum of Vi (nA/um) and 0.3 V.

5.5.1 Gate-Source Offset Driving

One way to reduce the resultant leakage is to make the V, effectively high.
Obtaining an effectively high Vo, despite a low actual V,y, can be achieved by
using the G-S reverse biasing with the help of a high Vpp provided by a high-Vpp
and high-V,, circuit. The G-S reverse biasing is usually accomplished by the G-S
offset driving of a low-V,; MOSFET. Figure 5.18a shows the concept [32] behind
the offset driving achieved by dual-Vpp (Vpp and Vp, < Vpp) and dual-Vy (Vig
and V1 < V) circuits. It works with a large difference in Vg, as exemplified by a
high V; (Vi) of 0.4 V and a low V, (V1) of zero. For example, reverse biasing is
applied to a Vi -PMOSFET during inactive periods with the help of a higher
power supply Vpp. As a result, a sufficiently high Vig (Visr), despite a low-actual
V.., is obtained, thereby reducing leakage during inactive periods. Even so, the
gate-over-drive voltage (V) that determines the driving speed is maintained at a
high level during active periods. Thus, Vo can be scaled by adjusting the G-S bias.
Note that even depletion (normally on) MOSFETs (i.e., D-MOSFETSs) can be
used, as explained later, as long as the MOSFET is cut by using a sufficiently high
Vpp. The resultant circuit enables to minimize power dissipation with reduced
voltage swing at the output if the low-V,; MOSFETs are used at the output of
inherently high-power circuits, such as the buffers, for driving heavy capacitive
loads.

The basic scheme of the G-S offset driving was firstly proposed for the static bus
architecture [32], as shown in Fig. 5.19a. It has two supply-voltage systems
(external Vpp and Vgg, and internal Vpp and Vgp), and the bus signal swing
(VpL — Vsp) is smaller than the swing in the logic stage (Vpp — Vss). The bus
driver consists of a conventional CMOS inverter but with a low-V; MOSTs (Mp,
and My;) fed from Vp and Vg . Figure 5.19b shows a bus receiver which converts
the reduced-swing signal to a full-swing signal for the logic stage. It has a symmet-
ric configuration with two level converters (Vp, — Vpp and Vg — Vss), each
consisting of a transmission gate and a cross-coupled MOSFET pair. This efficiently

VDL

* igp (inactive) oc10™Vter’S
Vierr= AV+Vy > 0.4V

« V; (active, gate-over-drive)
=Vpi—Vu

AV S

Fig. 5.18 Concept behind the
G-S offset driving achieved by
dual-Vpp (Vpp; VoL < Vop)

and dual-Viog (Vg Ve < Vi)
circuits [1, 32]
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Fig. 5.19 (a) Bus architecture and (b) bus receiver. Mp;, My, Mp,, and My,: low-V,o MOSFETs.
Reproduced from [32] with permission; © 2010 IEEE

converts the signal swing from Vp;—Vgp to Vpp—Vgss without increasing the standby
current. The reduced voltage swing on the bus line with a heavy capacitance and the
G-S offset driving are responsible for LP high-speed operations, and low-standby
current.

The dynamic CMOS circuit using the concept, shown in Fig. 5.20a [1, 33], can
also drive a heavily capacitive load at a low-voltage swing while minimizing the
leakage and speed variation. The circuit consists of a Vpy -input NMOS M1 to gate
an input (IN) with a Vp -clock (CK1), a PMOS M2 to precharge node N to Vpp
(>VpL) at a Vpp-clock (CK2), and a Vpp -output E/D inverter (M3; D-MOS, M4;
E-MOS). The threshold voltages of M2 and M4 are high enough to cut subthresh-
old currents, while those of M1 and M3 are variable. In the STB, M1 is cut off
while M2 is turned on to precharge the gate of M3 at V. The threshold voltage
of M3 is thus effectively high because of —(Vpp — Vpr), so M3 is cut off if
Vietf(M3) < —0.3 V. Here, Vi.(M3) is the resulting effective threshold voltage
of —(Vpp — Vpr) + Vi(M3), assuming that the actual threshold voltage of M3 is
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Fig. 5.20 (a) Dynamic E/D circuit and (b) voltage relationships. Reproduced from [1] with
permission; © 2010 IEEE

Vi:(M3). Here, the substrate of M3 is connected to Vpp to eliminate an additional
well isolation. Figure 5.20b shows the necessary Vp for Vi(M3) while keeping
M3 off with Vieg(M3) = —0.3 V and Vpp = 0.6 V, that is, Vi + Vi(M3) = 0.3
V. Obviously, V,(M3) can range from a negative to even a positive value. This
implies that even a depletion (D-) MOSFET can be used without leakage as long
as Vierf(M3) < —0.3 V (=V,). In the active mode, node N is discharged to ground
(Vss) or kept at Vpp, depending on the input. For a fixed Vp, the gate-over-drive
voltage (Vg = VpL + V(M3)) when the gate is discharged can thus be increased
by intensively changing V((M3), making the speed higher and less sensitive to V;
variations AV,. Moreover, for a fixed Vg, in other words, for a fixed speed, Vpp
and thus power can be reduced, if the internal power of the circuit is much smaller
than the output driving power.

Figure 5.21 illustrates the sensitivity of the input—output delay to V,(M1) for
VoL = 0.1 V,Vpp = 0.6 V,and V(M3) = 0.2V (i.e., D-MOS). The pulse width of
CK1 must be wider than the low-input delay t(L) and narrower than the high-input
delay t(H) to discriminate the input. For example, for an average V;(M1) = 0.3 V
and AV, = £50 mV, the circuit successfully operates despite the AV, if the pulse
width is controlled within point A (0.64 ns) and point B (1.12 ns). Figure 5.22
shows operating waveforms of the E/D circuit for V,o(M1) = 0.3 V: the circuit
operates even at Vpp = 0.1 V. For a low input after applying CK1 and CK2, node N
(i.e., N(L)) is discharged to Vg to drive the output, OUT(L), to V. Even for a high
input, however, it (i.e., N(H)) is gradually discharged from the Vp level, although
the output, OUT(H), is kept at the Vg level. Note that V, in Figs. 5.20-5.22 is the
extrapolated V,, in which 0.3 V is simply added to the constant current V; (nA/um),
as mentioned earlier. Hence, M1 with an extrapolated V; of 0.3 V can slowly
discharge node N even at a 0.1-V high input and 0.1-V CKI. In any event, for a
given Vg of 0.3 V, the output power is theoretically reduced to 1/36 that of the
conventional 0.6-V static CMOS inverter with a Vo = 0.3 V.
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Fig. 5.21 Delay vs. V, of the input MOS. 65-nm devices: C = 4fF + 4MOSs (W/L = 140/
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Reproduced from [1] with permission; © 2010 IEEE
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Fig. 5.22 Waveforms for Vp = 0.1 V and Vpp = 0.6 V. All conditions are the same as those in
Fig. 5.21. Reproduced from [1] with permission; © 2010 IEEE

The above concept is applicable to various dynamic logic circuits. Figure 5.23
shows applications to an AND gate (a) and an OR gate (b). Input MOSFETs (M11,
M12) can accept a small enough V, because the leakage current is reduced by the
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Fig. 5.23 Applications of the circuit. M11, M12, M4, M41, M42, MB1, and MB2: low-V,y
MOSFETs. Reproduced from [1] with permission; © 2010 IEEE

stacking effect for (a) [4, 5] or the G-S differential driving, described later, for (b).
Figure 5.23¢ shows another version of the circuit using a feedback loop at node N’
and a high-V; MOS (M3) operating at Vpp. In the STB, M3 is cut off without any
leakage even if node N is discharged to Vsg by a low-V; MOSFET (M4), while the
PMOSFET in the inverter IV (Fig. 5.20) is turned on and thus drives the output to
VpL. In the active mode, node N is discharged to drive node N’ to Vpp, and the high-
Vi NMOSFET in IV is turned on to quickly discharge the output. Figure 5.23d
depicts its application to power switches in a BL which is divided into the two sub-
blocks (bl1, bl2) through power switch MOSFETs (MB1, MB2). MB1 and MB2
can be D-MOSFETs in order to provide a large enough drive current to the sub-
blocks with small MOSFETs. For example, to disable MB1 when the input is
discharged to Vgg, the corresponding output OUT1 is charged up to Vpp to cut
off MB1 while keeping MB2 on. This results from selecting CK1 (node G1).

5.5.2 Gate-Source Differential Driving

The G-S differential driving of a low-V,c MOSFET, as shown in Fig. 5.24, is
another G-S reverse biasing. It increases both the effective V;, Vi.s, and the gate-
over-drive voltage, Vg, thus expanding operating V. and Vs regions, as shown in
Fig. 5.25. The differential driving works within the region surrounded by line
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Fig. 5.25 Comparisons of (a) operating region and (b) gate-over-drive voltage between differen-
tial drive (A) and conventional drive (B)

pp’ (off-condition) and line qq’ (on-condition), while the conventional works within
the region surrounded by line r’ and line p’p” (off-condition). Obviously, the
differential driving enables to flexibly set V, depending on the V.. It also enables
low-voltage operations with halved minimum Vp. For example, for Vo = 0.3 V,
the minimum Vp; of the MOSFET (i.e., Vi) is as low as 0.15 Vat V, = 0.15 V,
while 0.3 V for the conventional. Moreover, the differential driving achieves higher
V. For example, the Vg at V. = 0.3 Vis 0.3 V at V, = 0 V for the differential
driving, while 0 V for the conventional due to a fixed V, = 0.3 V. Hence, the
differential driving is suitable for low-voltage receivers or level shifters. Figure 5.26
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Fig. 5.26 Application of G-S
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Fig. 5.27 Circuits combining G-S offset driving and G-S differential driving [3]. Applications to
(a) inverter and (b) self-resetting circuit. M; and M3 in (a), and M; and M, in (b): low-V,y
MOSFETs. Reproduced from [3] with permission; ©) 2010 IEEE

illustrates a static level shifter [34], in which each of low-V,y cross-coupled
MOSFETs is differentially driven.

5.5.3 Combined Driving

If the G-S offset and differential driving schemes are combined, excellent low-
voltage circuits with wide voltage margins are realized, as exemplified by the
circuits in Fig. 5.27 [35-38]. The circuit shown in (a) is a dynamic inverter [3, 33]
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with a Vpp-clock, CK, in which a low Vg is assigned only for input detector M; and
output driver M3. The operation is almost same as that in Fig. 5.20. However, the
voltage margin of the input circuit becomes wider due to differential driving. The
circuit shown in (b) is a self-resetting circuit. When M; is on, the output goes to low,
and the gate of M, becomes low, so M, drives the output to V. After that, M, is
turned off because a high-Vpp high-V,g CMOS inverter chain drives the gate to Vpp,
so the G-S is reverse biased by Vpp—Vpr. Although a leakage flows at the first stage
inverter in the chain when output is at Vp, it is small due to the small W.

5.5.4 Instantaneous Activation of Low-V, MOSFETs

The concept is vital even for logic circuits, although it was proposed for a low-
voltage wide-margin DRAM sense amplifier, as discussed later. Figure 5.28 shows
a low-V, circuit backed up by a high-Viy circuit. Once the low-Vyy circuit has
detected a low-voltage input signal, it is turned off to cut the leakage path. After
that, the detected signal is held thereafter in the high-V), circuit without leakage.
The leakage of the whole circuit is thus small because a large leakage flows only
instantaneously in the low-V, circuit.

5.5.5 Gate Boosting of High-V, MOSFETs

The gate boosting raises the gate voltage of a high-V; MOSFET to eliminate the
Vi-drop and increase the gate-over-drive voltage even under a low drain voltage,
which had been popular in the NMOS DRAM era [5]. Figure 5.29 shows such a

Vop Vop
I\ P4 1 Py
f i
| low-v; high-V; |
IN circuit circuit out
IN ZX
S
Fig. 5.28 Concept behind iy M1 ~0
instantaneous activation of
low-V, circuit backed up by Pa —
high-V, circuit. 7y, i,: leakage . ~0

current l2
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circuit [39] that can operate even at Vpp = 0.3 V by boosting the gate to about
0.6 V (=Vpy) with a MOS capacitor.

5.6 SRAMs for Wider Margins

Recent research on high-speed low-voltage 6-T SRAMs has focused on widening
the voltage margin at a fixed operating voltage of around 1 V rather than reducing
Vmin and thus Vpp. This is because even at a Vpp of 1 V, despite designers’ need for
further reducing the Vp, the voltage margin has been rapidly reduced with device
scaling, and thus margin errors have increased. In addition to the smallest MOSFET
in the cell and the largest circuit count in a chip, as discussed so far, ratio operations
of the 6-T cell are responsible for the narrower margin.

5.6.1 Ratio Operations of the 6-T Cell

For low-voltage SRAMs, in addition to the V,,;, defined by the tolerable speed
variation, as discussed so far, other V ;s defined by the voltage margin that is
determined by ratio operations at read and write must also be reduced. They are the
read Vinin, Vimin(R), and the write Vin, Vinin(W). At read operations (Fig. 5.30), the
larger the channel width ratio, W4/W,, of the driver MOSFET (M,) to the transfer
MOSFET (M,), the more stable the read operation. This is because the high state
(“H”) at the gate of M, is more easily preserved when M, is turned on, implying that
a smaller W is necessary under a given cell size for lower V,,,;,(R). In contrast, at
write operations, the larger the channel width ratio, W,/W), of the transfer MOSFET
to the load MOSFET (M,), the more stable the write operation. This is because the
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Fig. 5.30 Ratio operations of
6-T cell

low state (“L”) at the gate of M, more easily flips to “H” when “L” is applied from
the dataline, implying that a larger W, is necessary for lower V,;,(W). These
contradictory requirements for M; make SRAM designs complicated. Unfortu-
nately, Vinin(R) and V ,,;,(W) are strongly influenced by Vi-variations of MOSFETs
and imbalances between each pair of MOSFETs in the cell, despite a lithographi-
cally symmetric cell layout being used [4]. Although relationships between the V.,
defined by the timing margin and the V ;s (i.e., Vinin(R) and V,;,(W)) defined by
the voltage margins remain unclarified, many attempts have been made to reduce
their Vins.

5.6.2 Shortening of Datalines and Up-Sizing of the 6-T Cell

Shortening the dataline [40] reduces the V ,;, of the 6-T cell because a large speed
variation At is allowed. For example, if the dataline (bit-line) length is halved to
increase Atg from 1.6 to 3.6, V,,, is reduced, as shown in Fig. 5.31a. Up-sizing
MOSFETs in the 6-T cell with the largest MOSFET possible [17, 41] also reduces
Vmin With reduced a(Vy). For example, if the channel lengths of all MOSFETSs are
scaled down while keeping the channel widths fixed, such as in the 90-nm generation
(where LW o« F with W fixed at 90 nm; Fig. 5.31b), the increase in V ,;, can be
suppressed. In contrast, with conventional scaling (i.e., LW o F2), Vi, rapidly
increases as F decreases. The cell size (Fig. 5.32) of the W-fixed approach, however,
is more gradually reduced since all Ws in the cell are fixed at each generation. Thus,
the size becomes equal to that of an 8-T cell having a size of 156—185F7 in the 45-nm
generation, while the conventional scaling reduces the size more rapidly (i.e., with
120F?). In practice, the sizes of MOSFETs in a 6-T cell can be adjusted between the
two approaches, so the Vi, is between about 0.6 and 1 V in the 32-nm generation for
Ay = 2.5 mV-um, as seen in Fig. 5.31b.
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5.6.3 Power Managements of the 6-T Cell

Power managements of the 6-T cell also reduce the V,;,s. Figure 5.33 illustrates
practical power managements applied to 6-T cells. The one shown in (a) [42]
combines a low-V; (V) transfer MOSFET, a negative wordline, and reduced
dataline voltage, Vpr. It reduces V,,;,(W) while keeping the leakage low during
nonselected periods. V(W) and Vi,in(R) are lower than those of the combination
of a high-V; (Vi) transfer MOSFET and boosted wordline [43]. This is because the
low V, reduces the a(V,) of conventional MOSFETs. In this scheme, as the data (bit)
line voltage can be scaled in accordance with MOSFET scaling in the peripheral
circuits, high density and low power are achieved for dataline-relevant circuits.
Power control of PMOSFET loads (Fig. 5.33b) [14, 15] to increase load impedance
during write periods improves the write margin, namely, reduces Vi,,(W).
Dynamic power control of the driver NMOSFET [17, 41, 44, 45] or load PMOS-
FET [46, 47] reduces the V; in active mode (ACT) while reducing leakage in STB
with increased V, (=3V,) due to the body bias effects. Figure 5.34 shows the
dynamic control of the common source line of the cells [41, 45] with the
switched-source impedance (SSI). In the STB, the leakage currents of the cells
flow into the SSI, which raises the source to J, thereby reducing the currents by the
increased Vs of My and M, due to body effects and by a G-S reverse bias to M,.
Here, the increased Vis must be equal to Vy, to ensure a low enough standby
leakage. In the active mode, the source goes down to 0 V, so the Vs becomes
lower than Vo, which reduces V ;,.

A reduced wordline voltage scheme in accordance with the V,, of the transfer
MOSFET [16, 48, 49] has also been proposed to widen the read margin. Figure 5.35
depicts V,in(R) and V,;,(W) vs. word voltage (V) for a typical design, in which
Vimin(R) is higher than V,;,(W) at V. = Vpp. Vimin(R) decreases when Vy, and

VDD Vpr( R) VDL w)
for Vi

Voo(>Vor) I Voo(R), float W)

Fig. 5.33 Practical schemes to maintain voltage margin of 6-T SRAM cells. (a) Low-V\q transfer
MOSEFET with negative wordline voltage and reduced dataline voltage [42], and (b) wordline
voltage controls during write [14, 15]
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temperature are reduced, while V,;;,(W) increases. V,in(R) is reducible to the point
where it is equal to V ,,;,(W) by reducing V. Reduction in Vy is done through
tracking the V; of M, with a replica of M,, or tracking the Vs of M; and M, and
temperature with a comparator.



5.6 SRAMs for Wider Margins 187

5.6.4 The 8-T Cell

Different cell configurations such as 8-T cells [50] have also been proposed. Fig-
ure 5.36 shows the 8-T cell compared with the 6-T cell. The 8-T cell dramatically
reduces V,in(R) and V,,;o(W) as well as the V,,;, defined previously by a timing margin
(i-e., Vinin(A1)). The 8-T cell can perform the read operation using separate read path,
M; and M, without the ratio operation of M; and My, which enables large W, and W
Vmin(R) and V,;;,(A7) are thus reduced. The write operation can be done in the same
manner as the 6-T cell, but a larger W, is acceptable due to no restriction from the read
operation, unlike the 6-T cell. V,,;,(W) is thus reduced. This is correct as far as the
selected cell is concerned. The widened W,, however, poses a “half-select” problem
for other memory cells along the selected write wordline: while one selected cell is
written, the remaining half-selected cells are read (Fig. 5.37). Unfortunately, the cells
may cause unstable — and in some cases, destructive — read operations due to reduced
W4/W,. This means that the 8-T cell has limited applications to a wide-bit organization,
in which all cells are simultaneously written.

The investigation suggests that multiple cell sizes and types combined with
multi-Vpp operation on a chip are feasible, depending on the length of the dataline
and the required memory chip capacity. For example, for a small-capacity SRAM, in
which overhead due to the use of ECC is intolerable but a larger cell size is tolerable,
up-sizing of MOSFETs in the cell enables low-Vpp operation. For a large-capacity
SRAM necessitating a small cell size, repair techniques and/or a dedicated high-
voltage supply are a viable solution. However, even if Vpp can be managed so that it
remains at about 1 V even in 45-32-nm generations, it will still continue increasing,
especially for conventional scaling aiming at higher density, as long as conventional
MOSFETs are used. That is why small-A,, MOSFETs as mentioned previously are
indispensable, especially for such SRAMs.

1 s |
o

The larger the W,/ W, the Using separate R-path (M,, M)
® more stable the operation. without ratio operation

— Smaller W, — Large W, & W,

The larger the W,/ W, the Same as 6-T, but W, can be
@ more stable the operation. widened due to no restriction

— Larger W, from R-operation.

Fig. 5.36 Comparisons of voltage margins of selected 6-T and 8-T cells [50]
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5.7 DRAMs for Wider Margins

5.7.1 Sensing Schemes

The Vi, of the DRAM block is lowest, as discussed previously. This is correct as
far as the Vpp-sensing is used. In practice, however, the half-Vpp sensing, instead
of the Vpp sensing, has been used in products. The reason why the Vpp sensing has
not been used so far despite the lower V;, is that it entails larger cell and higher
power dissipation [4, 5], as explained below.

Figure 5.38 depicts two practical sensing schemes: the Vpp sensing and the half-
Vbp sensing [4, 5]. The Vpp sensing precharges datalines at Vpp and necessitates a
twin cell (two transistors and two capacitors per cell, 2T2C cell). The cell stores a
differential voltage at the two cell nodes, 0 V and Vpp (0/Vpp), or Vpp and 0 (Vpp/0),
depending on the information. For example, for 0/Vpp information, after datalines,
DL and DL, are precharged at Vpp, and wordline WL is activated, a negative signal
component vg is developed on DL, while no signal component on DL because of no
voltage difference between DL and the cell node. The signal is then amplified by a
CMOS SA, referring to the Vpp level on DL. This is also the case for an opposite
voltage combination Vpp/0. On the other hand, the half-Vpp sensing precharges
datalines at half-Vpp and enables to use a one-transistor one-capacitor (1T1C) cell.
The cell stores 0 V or Vpp, depending on the information. For example, for 0-V
information, a negative signal component vg is developed on DL and then amplified,
referring to the half-Vpp level on DL. For Vpp, stored voltage, a positive signal
component is developed and then amplified, referring to the half-Vpp level. It is
obvious that the Vpp sensing doubles the cell size and dataline charging power (caused
by the voltage swing on datalines) of the half-Vp sensing. However, it can halve the
Vmin of the half-Vpp sensing, as explained later. Therefore, if a new half-Vpp sensing
that enables the same V., as the Vpp sensing is developed, while maintaining
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Fig. 5.38 Practical sensing schemes: (a) Vpp sensing, and (b) half-Vpp, sensing [4, 5]

advantages of the small cell and low power, it enables low-cost LP DRAMs with wide
margins even at low Vpp. Moreover, if combined with a logic-process compatible cell,
cheaper embedded DRAMs that may enable to replace SRAMs are realized. The
challenge to such a cell is to minimize the necessary cell capacitance Cs through
reducing offset voltage of SA, leakage and SER of cells, and dataline parasitic
capacitance Cp. The details are in what follows.

5.7.2 V,...(SA) of Sense Amplifier

For DRAMSs, the Vi, is equal to the higher of the two V ,,;, values: the V ,,;,, of sense
amplifiers (SAS), Vimin(SA), determined by the necessary timing margin Az, as
defined previously, and the V,,;, of cells, V ;,(cell), determined by signal-to-noise
ratio (S/N) of the cell. In the past, V,in(SA) has eventually been higher than
Vmin(cell). The V,,;n(SA) of the Vpp sensing, Vi,in(SA, Vpp), and the V,;,(SA) of
the half-Vpp sensing, V,in(SA, Vpp/2), are expressed as

Vinin(SA, Vbp) = Vio + (1 + 7) AVimax, (5.5)
Vmin(SA, Vbp/2) = 2{Vip + (1 + 7)AVimax }, (5.6)

where Vi,in(SA, Vpp/2) is given by doubling V,;in(SA, Vpp) because the Vpp in
(5.2) is regarded as Vpp/2.
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5.7.3 V,u.(Cell) of Cell

If amplification is preceded by cross-coupled NMOSFETsS in an SA, Va(cell) is
approximately given as the Vpp when signal voltage becomes equal to the maxi-
mum variation in Vi, AV,.«. This is because a successful sensing starts in this
voltage condition. Note that the signal voltage component at the cell node is Vpp, for
the Vpp sensing, while Vpp/2 for the half-Vpp sensing. Hence, Vin(cell, Vpp) and
Vmin(cell, Vpp/2) are expressed as

Vmin(cell> VDD) = (1 + CD/CS)AVtmaX + (itREF + QCOI)/CSa (57)
Vmin(cella VDD/2) = 2(1 + CD/CS)AVImax + 2'(itREF + Qcol)/CS; (58)

where Cp, Cs, i, trer, and Q,, are DL-capacitance, cell capacitance, pn-junction
current at the cell node, refresh time of the cell, and charge collected at the cell node
as a result of incident radiation [1], respectively.

5.7.4 Comparison Between V ,,;,(SA) and V ,,;,(Cell)

In the past, to fully utilize the advantages of the half-Vpp sensing V,,in(SA, Vpp/2)
and Vin(cell, Vpp/2), despite inherently high values, have been reduced to practi-
cal levels. Consequently, the V ,,;, of DRAMs has been equal to V,,,in(SA, Vpp/2) as
a result of further reducing Vin(cell, Vpp/2). This subsection thus focuses on the
half-Vpp sensing, and compares V,in(SA, Vpp/2) and Vin(cell, Vpp/2), simply
expressed after this as V,;n(SA) and V. (cell). Here, it is assumed that m = 5.5
(no repair), Vio = 0.4 V, y = 2.09, and the sum of itggr and Q. is neglected for
comprehensive explanation. Cp/Cg is taken as a parameter, because it has gradu-
ally been reduced from about 10 to below 5 with reducing Cp and keeping Cs
almost constant. Figure 5.39a shows their expected trends for the conventional
MOSFET with A, = 4.2 mV pum achieved in the 130-nm generation. Before the
130-nm generation, Cp/Cs was about 10, and V,,;,(SA) was thus higher than
Vmin(cell). After that, V.(cell) is expected to rapidly increase due to the ever-
larger AV and surpass V,,;,(SA), calling for reducing V,;,(cell) to a level lower
than V,;,(SA) with reducing Cp/Cs. With Cp/Cs = 5, Vin(cell) is drastically
reduced, so that it is lower than V,;,(SA). Even so, 1-V operation is expected to
be impossible over device generations. Figure 5.39b shows the trends for a more
advanced MOSFET with A, = 1.5 mV pm achieved in the 45-nm generation.
Obviously, Viin(cell) is particularly reduced mainly due to reduced AV ,.x, so the
Vmin of DRAMs is determined by V,;,(SA) at every generation. Due to an
extremely high level of V,,;,(SA), however, even 1-V operation is impossible
despite such an advanced MOSFET. This problem, however, is resolved if
Vmin(SA) is halved, as illustrated with dotted line, by halving the sum of V, and
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Fig. 5.39 Trends in V,,,;, (SA) and V ,;;, (cell) of the half-Vpp sensing for (a) Ay, = 4.2 mV-um
and (b) Ay, = 1.5 mV-um

(1 + P)AVimax in (5.6). Obviously, the halved V ,;,(SA) is equal to the V,;,(SA)
of the Vpp-sensing. That is why reducing the Vo as well as AV ., of MOS-
FETs in SAs is critical for reducing the V ,;, of DRAMSs. Here, if Vg is reduced
from 0.4 to 0 V, a(V)) is reduced to more than a half (Fig. 5.17), as mentioned
previously. Note that if repair techniques are adopted, both V ,;,(SA) and
Vmin(cell) are reduced.

5.7.5 Low-V, Sense Amplifier

A challenge to low-V,,;, DRAMs is to develop a low V,, but low-leakage SA
suitable for the half-Vpp sensing, as mentioned before. Figure 5.40 shows such an
SA [5, 51-53] compared with the conventional high-V cross-coupled CMOS SA.
The conventional performs two functions, sensing and data holding, with one
high-V,y SA, while the new SA performs the two functions with two SAs [51]: a
low-V,( instantaneously activated preamplifier PA (Mp; low-V,¢ NMOS) for low-
voltage and low-leakage sensing, and the conventional cross-coupled high-Vi
CMOS SA (Fig. 5.38) for low-leakage data holding. After amplifying the signal to
some extent by applying a short pulse, P, the low-V o PA is turned off to cut the leakage
path at Mp. The high-V,y SA is then activated to latch and hold the amplified signal. In
this manner, low-voltage sensing and low-leakage data holding are simultaneously
performed. To be more precise, the PA stops amplification when DL drops to Vio(Mp),
enabling the signal to be finally amplified to V,o(Mp). For the high-Vy SA in order to
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Fig. 5.40 (a) Conventional sense amplifier and (b) dual sense amplifier [5, 51-53]. Mp: low-V,q
MOSFET. Reproduced from [11] with permission; © 2010 IEICE

successfully latch the amplified signal, Vo(Mp) must be higher than the offset voltage
of cross-coupled PMOSFETS in the high-Vy SA (because NMOSFETs are off at the
initial stage of latching) that is usually less than 0.2 V. Therefore, V,o(Mp) can be less
than 0.2 V. Hence, the half Vpp can be reduced to a level close to such a low Vio(Mp),
where the PA turns on. The area penalty has been reported to be 2.2% for a 128-Mb
DRAM [51].

5.7.6 FD-SOI Cells

In practice, detrimental effects of the leakage current and radiation incident (i.e.,
itrer and Q1) are not negligible and thus worsen the voltage margin of the cell.
They must be resolved by means of innovative device structures. If the devices can
reduce dataline capacitance Cp, they reduce V ,(cell). A promising candidate is
DRAM cells using FD SOI structures. In fact, FD-SOI structures are beneficial most
to DRAMs, as shown in Fig. 5.41 [24, 54], because a small and thus simple
capacitor is realized. Such a capacitor is enabled by reduced offset of an SA due
to reduced V-variations, small pn-junction leakage, negligible SER due to ultrathin
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Fig. 5.42 (a) Cross section and (b) layout of a UT-BOX FD-SOI twin-cell [55]. Reproduced from
[1] with permission; © 2010 IEEE

silicon film, and small dataline capacitance due to its small parasitic capacitance.
Even wordline voltage is reducible due to no body effect.

Figure 5.42 illustrates a logic-process-compatible planar-FD-SOI twin DRAM
cell [55]. The V, of the cell transistor is adjusted with ion implantation under the
BOX and/or well bias voltage (i.e., back-gate voltage Vgg). To keep the junction
leakage in the MOSFET extremely low, no implant is added to the store node. The
SER is negligible due to a small collection area of the SOI. Each dataline is shielded
with quiescent adjacent datalines to avoid the DL-DL coupling noise. The size of
the twin cell for a 0.5-fF Cg is 30F 2, which is less than one-fourth that of the 6-T
SRAM-cell. Figure 5.43 shows a logic-process-compatible 10-F? FinFET DRAM
cell designed using a side-wall process [26, 29]. It adopts the UT-BOX structure to
control the V, by applying Vgg. The cell capacitor uses a FinFET structure to double
the capacitance (Fig. 5.13a), while the transfer MOSFET uses another structure to
reduce the gate capacitance that works as a parasitic capacitance when the cell is
read (Fig. 5.13c).
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5.8 Subsystems for Wider Margins

Improvement of power supply integrity, reduction in Vi, at subsystem level, and
low-Vyo power switches are particularly important to widen margins at the sub-
system level.

5.8.1 Improvement of Power Supply Integrity

Small cores and chips, new architectures such as multicore MPUs, and 3D
thermally conscious small-chip integration with high-density through silicon
vias (TSVs) [10] enable the development of compact subsystems, which, with
their reduced wire-length distributions, ensure power supply integrity throughout
the subsystem. The improved power supply integrity makes low-Vpp operation
possible with reducing the difference between Vpp and V,,,;, while maintaining
wide margins. For such subsystems, drastically reducing the memory array area is
particularly important since the array dominates the core or chip. Connecting
small cores, each embedding a large-capacity DRAM, with low-resistive global
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interconnects and meshed power-supply lines, as found in the multidivided array
of modern DRAMs [5], enable the achievement of wide-margin high-speed
multicore LSIs [56, 57]. For example, a hypothetical 0.5-V 16k-core LSI accom-
modating as many as 320-Mgate logic and 8-Gb DRAMs on a 10 x 10-mm? chip
would be feasible in the 11-nm generation although the real challenge is to find
applications that can fully utilize such a powerful multicore chip. Each homoge-
neous core, including 20-kgate logic and 512-Kb DRAM with a 5F> cell [3, 11],
would be less than 56 x 56 pm?.

5.8.2 Reduction in V4 at Subsystem Level

Another key to wider margins at subsystem level is to reduce V), as much as possible,
and to use the low-V;; MOSFET throughout the chip. The value of V,;, depends on the
tolerable value of the total leakage of the chip that is dictated by the subsystem design.
Hence, the more the total leakage is reduced, the lower the V/,, for a given total leakage
current. For example, if the active area in the chip is confined to the small to minimize
the active current, while cutting leakage of the remaining inactive area, as shown in
Fig. 5.44, the Vy( of the active area can be minimized for a given total leakage. This is
because the total current of the chip, which is now equal to the sum of the active
current (i.e., > CyVppf, f: frequency) and the leakage current (i.e., > Wi 107V0/5 s
subthreshold swing [5]) of the confined active area, can be larger and the leakage
current can be larger too with reduced V. Even so, there is a limitation for reducing
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Fig. 5.44 (a) No reduction scheme and (b) reduction scheme of V,y
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the Vio. According to MPU designs, the Vy has been reduced to the point where the
leakage occupies about 20% of the total active current.

Various leakage reduction schemes [4, 5], as discussed earlier, are effective to
reduce leakage currents in such subsystems. In addition, power switches are
indispensable to cut the leakage of the inactive area. However, it always entails
large voltage swings on heavily capacitive internal power lines, large spike cur-
rents, noise to other conductors, and thus slow recovery time at every switching,
which may cause subsystem errors. In addition, it needs an excessively large
MOSFET to provide a larger enough active current to the load (i.e., core), although
the channel width must be much less than the total width of the internal MOSFETs
to minimize the area overhead. Furthermore, there may be challenges to low-Vpp
and high-speed switching, especially high-speed core-to-core hopping for more
advanced multicore LSIs.

5.8.3 Low-V, Power Switches

Low-V,o power switches are indispensable to overcome above-described drawbacks
involved in the conventional power switch. Figure 5.45 compares three power
switches [11] designed for application to an internal low-V, core operating at
Vbp = 0.5 V. To maximize the leakage reduction with the body bias effects [5],
the substrates of the P- and N-MOSFETs in the core are connected to Vpp and Vg,
respectively. The switch in (a) is a conventional high-V;i NMOS (Mg) power switch
(SW1), the gate of which is driven at Vpp swing. In the inactive mode (i.e., power
shut down mode), it completely cuts the core leakage. The channel width, W(Ms),
must be wide enough to provide a large active current to the core because of the
reduced gate over-drive voltage (=Vpp — Vo). In addition, a large Vpp swing on the
heavily capacitive internal power line, Ng, results in long discharge and recovery
times and high-power dissipation during fast cycling of the switch. The noise
coupled to other conductors at the transients may increase. Fast core-to-core hopping
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Fig. 5.45 (a) Conventional high-V,, power switch (SW1), (b) low-V,, power switch (SW2), and
(c) differentially driven power switch (SW3). Vpp = 0.5 V. Reproduced from [11] with permis-
sion; © 2010 IEICE
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is thus prevented. Moreover, each node loses its logic state because it is completely
discharged, meaning that a data latch is needed at the node in some cases.

The second switch (b) is a low-V,o NMOS (Mg) power switch (SW2). In the
inactive mode, the Ng voltage, Vys, is adjusted so that the total leakage from all
the N- and P-MOSFETs: in the core is reduced to the value of the current of the
leaky (i.e., low Vig) Mg at Vgs = 0. This reduction stems from the body bias
effects and leakage characteristics of MOSFETs. For the NMOSFETs in the core,
the leakage is reduced as a result of increasing Vo by raising Vys. The supply
voltage of the core is thus reduced to Vpp—Vns. Note that the reduced supply
voltage is simply the drain-source voltage, Vpg, of the switched-off PMOSFETs.
The leakage of the PMOSFETs is thus reduced since it is reduced with the
reduction in Vg unless Vg is sufficiently high [4]. In any event, Mg can supply
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Fig. 5.46 Simulated internal waveforms of a 65-nm 20-kgate core. Reproduced from [11] with

permission; © 2010 IEICE
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more current to the core in the active mode due to the low Vo, or W(Mg) can be
smaller for a given supply current. Moreover, discharge and recovery times and
power dissipation are reduced owing to reduced voltage swing. If Vpp — Vg >
Vmin(h), the logic state is held, where Vi, (%) is the minimum supply voltage
necessary to hold the logic state.

The third switch (c) is a differentially driven low-V, PMOS/NMOS (Mp, Ms)
power switch (SW3). Leakage for both the N- and P-MOSFETs is reduced due to
the body bias effects more than for SW2. The differential operations of the internal
Np and Ng power lines at reduced swing results in short discharge and recovery
times, LP dissipation, and low noise. Differential operation occurs when the off-
currents of Mg and Mp, are equal. The internal logic state is preserved if the internal
supply voltage (i.e., voltage difference between N and Ny) is higher than V ;,(h).
However, W(Mg) or W(Mp) is always wider than that of the other two switches for a
given internal supply, VNp—Vns, because the two switches use series connection.
Note that a boosted gate voltage, Vpy, is applied to the gate of Mg to increase the
supply current and to the gate of Mp to reduce the leakage.

Figure 5.46 compares the simulated internal waveforms for the three switches
under the assumption of a 20-kgate core using 65-nm MOSFETs. The W, V,, and gate
voltage of the switch MOSFETSs were selected so as to provide almost the same and
sufficient active current to the core. The Vg and total channel width, W,, of the core
MOSFETSs were 0.2 V and 12.8 mm for the PMOSFETS, and 0.2 V and 9.6 mm for the
NMOSFETs. The Vo and W(Mg) were 0.3 V and 2.6% of W, 0.087 V and 1.2%, and
0.178 V and 2.6% for SW1, SW2, and SW3, respectively, while those of Mp were
—0.2 V (depleted) and 3.4%. A Vin(h) of 0.2 V was assumed. For example, the
recovery time was 40 ns for SW1, 16 ns for SW2, and 9 ns for SW3 for a given
transient peak current that was done by adjusting the rise or fall time of the gate pulse
applied to the switch MOSFET. The leakage was 34 pA for SW1, 410 pA for SW2,
and 160 pA for SW3. Obviously, SW2 is better than SW1 in terms of area, recovery
time, and power dissipation despite the larger leakage. SW3 is the fastest, and its
power dissipation is the lowest with moderate leakage despite a larger switch area.
These switches are thus applicable to various types of power switches corresponding
to their respective advantages. All three switches were quite fast even for 60-nm
devices. Their performance might be further enhanced if 11-nm devices were used.
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Chapter 6
Reduction Techniques for Speed-Relevant
Errors of Nanoscale Memories

6.1 Introduction

There are two kinds of speed-relevant errors, regarded as emerging problems in the
low-voltage nanoscale CMOS era, which are the speed-degradation error and the
interdie speed-variation error. The errors become more prominent as operating
voltage Vpp approaches the unscalable and high value of the lowest necessary
average V, (i.e., Vio = 0.2 — 0.4 V, see Fig. 5.5). The speed-degradation error can
occur for an average chip in a wafer whenever an average MOSFET in the chip
slows down with reduced gate-over-drive voltage (= Vpp — V), and the resultant
speed of the chip does not meet the speed target. Note that even in the absence of
any variation (i.e., interdie and intradie variations), all chips can be faulty with
slow speed. The solutions are to develop new higher speed designs and higher
speed MOSFETs to offset reduced gate-over-drive voltage, as described later.
The interdie speed-variation error statistically occurs for some chips in a wafer
when the speed distribution of chips broadens due to the so-called global variation
of design parameters in the wafer (e.g., V, and channel-length variations) that
mainly comes from V, lowering by short-channel effects. Even if the speed of the
average chip is much faster than the target, this error happens as Vpp approaches to
Vio- Figure 6.1 shows speed distributions of circuits in a chip and chips in a wafer. If
a chip comprises many identical circuits, as in a memory cell array, speed variations
occur for the circuits due to the local variation mainly coming from random dopant
fluctuation (RDF), as discussed in Chap. 5, showing a speed distribution with the
average speed 7, at the average V, of the chip (i.e., V};). The interdie speed variation
makes the average speed 7(, of each chip distribute with the average speed 7 at the
average V. (i.e., Vo) of the wafer, as shown in the figure. Even if the speed of the
average chip in the wafer meets the speed target, some of the chips result in faults
due to a speed spread of chips widened by reducing Vpp. A solution is power
management [1-3] for compensating for the interdie speed variation with static or
quasistatic controls of internal supply voltages. Substrate voltage (Vgg) control with
an on-chip Vg generator, widely used for stable operation of NMOS DRAMs in the
1980s and 1990s, may be applicable to reduce the speed variation of chips, as
discussed later. Internal Vpp control with an on-chip Vpp generator (i.e., on-chip
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7(Vio) 75 (Vig)

Fig. 6.1 Speed distributions caused by intradie and interdie V, variations

voltage down converter) may play a key role in compensation for other interdie
parameter variations that the Vgg control cannot manage. Furthermore, combina-
tion of the Vg and Vpp controls may be realistic to tackle the variation issue in the
nanoscale era.

In this chapter, power-management problems expected in the nanoscale mem-
ories, and possible solutions are mainly described.

6.2 Reduction Techniques for Speed-Degradation Errors

If Vo is reduced sufficiently under a given Vpp, the resultant wide voltage
margin allows Vpp to be reduced, giving a benefit of low-power dissipation. This
reduction, however, is strictly limited by speed errors that occur for an average
chip. Figure 6.2 plots the speed of MOSFET [see (1.1)] normalized with that of
Vbp = 1.2 V. For example, for an average V, (i.e., Vo) = 0.35 V, speed is
degraded to about one-third when Vpp is reduced from 1.2 to 0.5 V. If this
degradation is intolerable, Vpp cannot be reduced to 0.5 V even if V,;, is less
than 0.5 V. There are two ways to cope with the problem. One is to effectively
reduce Vo by using low-Vy, circuits throughout the chip, as suggested from
characteristics for Vo = 0 V in the figure. In addition to circuits discussed in
Chap. 5, the well-known dynamic V; circuit may be a solution, in which V; is
changed from a high value for off-MOSFET to a low value for on-MOSFET by
dynamic controls of the substrate of an ultrathin BOX double-gate FD-SOI [3].
The other is to enlarge the channel width W, so the degraded gate-over-drive
voltage is offset. This may be achieved without incurring area penalty with
vertical MOSFETs such as FinFETs, although it is ineffective due to increased
power dissipation when the load capacitance is dominated by MOS gate.
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Fig. 6.2 Speed degradation with reducing Vpp

6.3 Reduction Techniques for Interdie Speed-Variation Errors

Unfortunately, the distribution of interdie speed variation broadens with reducing
Vbp, as shown in Fig. 6.3a, b, resulting in increase in faulty chips. Then, let us
investigate how it broadens on the assumption that each chip in a wafer is
composed of many identical MOSFETs with interdie variations in the channel
length L and threshold voltage V.. In this case, the speed ratio At of the slowest
chip, composed of the MOSFET with the largest channel length L (i.e., Ly +
AL,,.,) and the highest V; (i.e., Vio + AVimax), to the average chip, composed of
an average MOSFET with average values in L (i.e., Ly) and V; (i.e., V), is
approximately given as

At = T(Vt() + AVtma)nLO + ALmax)/T(Vm»LO)

(Lo + ALmax) /Lo} {1 — AVinar/ (Voo — V)3 2. &1

Figure 6.4 plots At vs. Vpp for (Lo + ALya)/Lo = 1.1, AVynax = 50 mV, and
Vio = 0.35 V. It is obvious that At becomes intolerably large as Vpp approaches to
the Vo (=20.35 V), and may cause faulty chips. For example, At is as small as 1.21
at Vpp = 1 V, but as large as 1.79 at Vpp = 0.5 V. Compensation techniques for
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Fig. 6.3 Distribution of speed variation of chips and compensation with Vg application. The
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the variations are thus indispensable, especially for lower voltage operations. An
effective solution is to compensate with power management, that is, adaptive
controls of internal power supplies, such as substrate bias Vgg and operating voltage
Vpp, as described below.

6.3.1 On-Chip Vg Compensation

If Vyo is adjustable with Vg, the speed variation of the chip caused by interdie V;
variations is compensated for by controlling Vgg. Hence, ideally, all chips have a
unified speed, as seen in Fig. 6.3c. Here, an internal Vg control with an on-chip
Vgp generator [1-3] is indispensable for general purpose LSIs, because an external
Vgg control needs an additional power supply of Vgg. However, careful attention
must be paid to the instabilities [1-3] involved in the on-chip Vg control.

In the past, DRAM designers encountered numerous problems that occurred even
in static or quasistatic Vgg and Vpp controls. It is well known that the DRAM has
been the only large-volume production LSI using a substrate bias Vg that is supplied
from an on-chip Vg generator. In the NMOS DRAM era in the 1970s and 1980s,
when a quasistatic Vg was supplied to the p-type substrate of the whole chip (i.e.,
both array and periphery), the generator caused instabilities (surge current [1] or a
degraded Vg level [1]) at power-on and during burn-in high-voltage stress tests, and
shortened the refresh time of cells due to minority-carrier injection to cells [1]. Poor
current drivability of the generator consisting of charge pumps, a large substrate
current generated from MOSFETs in the peripheral circuits, and the substrate struc-
ture were mainly responsible for the instabilities. Even so, DRAM designers were
fortunate because both the static bias setting of a deep Vg of about —3 V and a
sufficiently high V; of about 0.5 V allowed small changes in V;, even with quite large
quasistatic Vgp variations and Vg noise [1, 2], as seen in Fig. 6.5a. Thus, a small AV;
and a high V), result in a small AV -to-V,y ratio, causing stable operation. In the
CMOS DRAM era since the late 1980s, Vgg was removed from peripheral circuits
primarily to eliminate instabilities caused by the generator and has only been supplied
to the array to ensure stable operation. However, in the low-voltage low-V,; CMOS
era, in which on-chip Vgg compensation will be again needed for the peripheral logic
circuits, we may face more serious instability problem than the NMOS DRAM era.
Note that the compensation usually relies on strong dependence of Vi on Vg, which
is developed at about Vgg = 0 V, for better compensation efficiency. Instead,
operations of low-V,; MOSFETs are more susceptible to Vgg noise, causing possible
instabilities as follows.

In addition to noise coupled to the Vg line itself, noise coupled to power lines
may change Vyy. Figure 6.5b illustrates the substrate-noise generation mechanism
[1,2,4]. A Vgg (i.e., Vgn for NMOS and Vgp for PMOS in the figure) of 0 V means
no difference between the substrate and source voltages (i.e., Vgs for NMOS and
Vpp for PMOS). If the substrate line and the source line are separated to enable Vg
compensation, a voltage difference (i.e., substrate noise) is actually developed
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Fig. 6.5 Substrate noise. (a) V, vs. Vg for bulk MOSFETs and (b) coupling noise in a CMOS
inverter [4]

during high-speed active operation, and thus the voltages coupled to each line can
be different. Note peripheral logic circuits in a modern CMOS SRAM/DRAM. As
in MPUs and ASICs, the tight connection between the source (i.e., a power line of
Vpp or Vsg) and the well (i.e., substrate) in each MOSFET never creates a voltage
difference between source and well, thus ensuring a fixed Vg of 0 V throughout the
chip. The voltage difference, however, may cause a large V, variation, because V;
drops more sharply with a shallower substrate bias, as mentioned earlier. This
would result in unstable active operation, especially at low Vpp (i.e., low Vi),
with a large AV -to-V g ratio. To be more exact, in addition to the above-described
coupling noise to the substrate and power lines, Vgp droop is also hazardous
because it is also responsible for the V, variation. The droop occurs when the
total substrate current /gg of MOSFETSs exceeds the drive current of the charge
pump in the Vgp generator. To reduce the droop the pumping current must be
increased, or the Igg must be reduced. Unfortunately, the charge pump in the
generator has poor current drivability, and it consumes higher power if larger
drive current is necessary. Therefore, a smaller Igg MOSFET is desirable for
reducing the droop. FD-SOI structures are good candidates due to the negligible
Isg, as mentioned below.

Figure 6.6 compares a bulk MOSFET and an ultrathin BOX planar FD-SOI
(SOTB, see Fig. 5.10) in terms of compensation capability. An on-chip Vg
generator comprises a V; detector and a charge pump. The charge pump changes
Vgp according to the detected V, so V| can be set to a desired value. For the bulk, the
source/drain-substrate current, Iz, is inherently large due to p—n junctions. The Igg
is further enhanced by higher Vpp necessary to offset the large V; variation of the
bulk. Hence, Vg tends to be unstable due to the poor current driving capability of
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Fig. 6.6 Comparison between a bulk MOSFET and an ultrathin (UT-) BOX planar FD-SOI
MOSFET (SOTB) in terms of Vg compensation capability

the charge pump, making the on-chip Vgg approach extremely difficult. In contrast,
for the SOTB, the UT-BOX stops /gp generation, so the charge pump generates a
stable Vpg, making the on-chip Vg approach possible. Fortunately, the SOTB
realizes a large V, change of 0.2 V with a Vg change of 1 V without increasing A,,,
as shown in Fig. 6.7 [5]. In addition, a positive or negative Vg is applicable without
Igg thanks to the UT-BOX structure. Even for FinFETs, V, is adjustable with Vg if
a UT-BOX is used on the bottom. Figure 6.8 shows the device model and simula-
tion results of such a FinFET [6]. Obviously, the potential is sufficiently applied
from the substrate to the top of the fin even for a fin height and width of 20 nm.
Consequently, a large V, change of 0.2 V is realized with a Vg change of 1 V for a
fin height of 20 nm.

There is a controversy about applying a forward Vg to bulk MOSFETs.
Although controlling with forward Vg is more effective in reducing speed varia-
tions because the V,; — Vg characteristics are more sensitive to Vgg. If a forward
Ve must be used, however, requirements to suppress noise become more stringent,
calling for a uniform distribution of the forward Vgg throughout the chip. Addi-
tional current consumption, in the form of bipolar current induced by the forward
VBB, is another matter [3] that must be considered.

Special attention must also be paid to instabilities in unusual operating
modes. For example, power-on CMOS latch-up and/or the rush current [1]
tend to be enhanced by a lower V,y (even for enhancement MOSFET in some
cases) that is developed at a shallow Vgg of around 0 V during power-on. This is
because the heavy substrate capacitance is slowly charged up from a floating
0 V to a floating Vg due to the poor current-driving capability of an on-chip
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from [6] with permission; © 2010 IEEE



6.3 Reduction Techniques for Interdie Speed-Variation Errors 211

Vgp generator. Enhanced instability at burn-in test with a high-stress voltage is
another concern [1].

6.3.2 On-Chip Vpp Compensation and Others

Internal-Vpp control with an on-chip voltage down converter (VDC) [1-3] (i.e.,
series regulator) may play a key role in compensation for other interdie parameter
variations that Vg control cannot manage, as mentioned before. For example, it
never reduces subthreshold currents, unlike the Vgg control, but it compensates
for speed variations more effectively. The VDC design is simpler than the well-
known buck converter, and it has been well established in DRAM designs despite
lower conversion efficiency. In the low-voltage nanoscale era, VDCs having a
low dropout (i.e., a small difference between Vpp and the converted voltage Vpy,
e.g., a dropout < 0.1 V) [1] may be popular for minimizing a power loss at
VDCs. Even combination of Vg and Vpp controls may be realistic to tackle the
variation issue. In fact, such sophisticated compensations are justified by recent
experimental data of a 65-nm multicore LSI [7], as shown in Fig. 6.9. The speed
variation between 80 cores in a chip turned out to be more serious with reducing
Vpp even for 65-nm devices. This suggests that even each core needs its own
compensation scheme for core-to-core speed variations that are enhanced by
further device and voltage scaling. In any event, Fig. 6.10 shows an example of
power supplying scheme for nanoscale memories. All internal voltages are
adaptively controlled with on-chip voltage converters that operate at an external
voltage Vpp, so they are compensated for variations of process, voltage, and
temperature (PVT variation). Two major voltages are Vi, and Vpy for dual-Vpp
and dual-Vy circuits, respectively. V is a low-dropout voltage from an on-chip

a b

_gMeasured Measured _e Measured

3 1.2V 0.9V 0.8V

8 [ [] Measured F,, bins for Vpp=1.2V
— Fitted Distribution for Vpp= 1.2V
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1.2V | 5.93%
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0.8V | 8.64%

Frequency (GHz)
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Fig. 6.9 (a) Measured core-to-core F,,, variation for an 80-core LSI and (b) critical path delay

distribution and its variation, a/u, for different Vpp. Reproduced from [7] with permission; ©)

2010 IEEE
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Fig. 6.10 PVT variation- Voo
immune nanoscale memory o
chip
converters
compensation
for A(PVT)
VDL VBB
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1/0 > Per. Array
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VDC. Vpgg is a substrate voltage and Vpy is a boosted voltage, for example, for
DRAM wordline.
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