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Preface

The majority of the books on signal integrity focus on techniques to validate and design physical
passive channels, such as the package, printed circuit board, and power delivery network. Unfor-
tunately, we cannot mitigate all signal integrity issues with package or board-level design
improvements. Relying only on physical design improvements can lead to suboptimal or unreal-
istic system-level solutions. We must consider signal integrity issues at the early design stage of a
modern high-speed I/O interface; engineers from various fields (such as architecture, circuit, sys-
tem engineering, and signal integrity) must work together to find the best system-level solution
for a target application.

This book serves as a bridge for engineers coming from different fields, because it is writ-
ten from the perspective of I/O (input/output) link design. It starts with the basics of signaling
components, which serves as a good starting point for circuit and architectural engineers who
want to delve further into signal integrity issues. It also introduces the concept of I/O design, for
the benefit of signal integrity and systems engineers.

Traditionally, I/O interface designs had clear boundaries for the roles for circuit, signal
integrity, and systems engineers. Circuit designers designed a transceiver to meet the target per-
formance requirements, using either a simplified channel model, or more complex channel mod-
els provided by the signal integrity engineers. Signal integrity or systems engineers designed the
board and package to minimize signal-integrity issues, using either a simple behavior driver
model, or a more accurate full-circuit model provided by the circuit designers. Although this
approach is still widely used, it is no longer sufficient for today’s high-performance systems. For
instance, in high-speed I/O systems, noise and jitter (due to devices and boards) are no longer
independent and separable: Engineers must co-optimize them in the circuit and board designs,
sometimes even at the architectural level. To model this complex interaction of noise and jitter,
modern high-speed interface designs need a new simulation methodology: one that predicts the
accurate link-level performance (including the interaction of noise or jitter between the transmit-
ter, receiver, and passive channel [such as packages and boards]). Traditional SPICE-based simu-
lation approaches can no longer predict the performance of such a complex interaction. Some
novel simulation methods have recently appeared in technical journals, and at conferences, but no
comprehensive book has been written in this area. This book is perhaps the first book to system-
atically cover this new simulation methodology.

One of the lessons learned from the advances in power integrity engineering is that an
ideal, stable power-delivery network design is no longer possible for modern power-hungry
multi-core processors. Circuit designers have learned to design with significant power noise. Any
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residual jitter or performance degradation due to power noise is budgeted for in the system mar-
gin. For example, in a high-speed I/O interface, the jitter induced by power supply noise is one of
the dominant device-timing error terms. Consequently, power supply noise can no longer be bud-
geted for under the transistor voltage margin headroom. Additionally, this supply noise-induced
jitter has broad frequency content, causing it to interact with the other parts of the channel, further
complicating modeling issues. This book covers the basics of power supply—induced jitter, and
describes characterization and simulation techniques.

Passive channel analysis and modeling has been, and still is, the main task for signal
integrity engineers. Decades spent in the study of transmission-line modeling and macro model-
ing have given us fast channel simulations, but research is still in progress. Numerical inaccura-
cies or instability issues in transmission-line simulation or macro modeling methods are still
some of the hottest topics at signal-integrity conferences. Until now, there has been no single
numerical algorithm that provides a stable and accurate broadband model for general intercon-
nect structures. Signal integrity engineers must understand the limitations of existing modeling
methods, and apply them carefully. This book reviews the crucial limitations of some popular
numerical models, and presents practical tips that you can use to avoid them.

This book is written for practicing engineers and managers working on high-speed system
designs, as well as for professionals and graduate students doing research in this field. We have
attempted to address all the latest issues and technologies with sufficient background and illustra-
tions. Most of the information contained here has been verified, and has been widely used in real
applications. Despite the fact that we have devoted significant effort toward making this book
readable for entry-level engineers and graduate-level students, some of the advanced topics
require some basic background on the part of the reader. As we cover different subjects from dif-
ferent engineering fields, the background requirements for individual chapters vary slightly. The
minimum requirement is a basic knowledge of circuit theory. In addition, depending on the chap-
ter, a basic knowledge of electromagnetics and/or statistics is required.
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CHAPTER 1

Introduction

Dan Oh and Chuck Yuan

Computing devices, such as computer servers, workstations, personal computers, game consoles,
and smart phones, have become increasingly more powerful with each new generation of semi-
conductor process. Thanks to Moore’s Law, which states that the number of transistors on a chip
doubles every two years [1], there is not only more functionality available for a given device, but
also an increase in performance. To keep up with the increase in performance, the data communi-
cation speed between the components of the computing device has also been increasing, rising
from a few hundred Mb/s in the early 1990s to several Gb/s in 2008. It is projected that data com-
munication rates will soon increase to tens of Gb/s. For instance, the next generation PCle speci-
fication is considering 8Gb/s as a target data rate and is expected to be in production by 2012.

As data communication reaches multi-gigabit/sec rates, the task of ensuring good signal
integrity, both on-chip and off-chip, becomes increasingly important. Understanding the high-
frequency physical effects introduced by the wire or interconnect is as important as the silicon
design itself. Moreover, device jitter (generated by on-chip circuitry) now becomes a signal-
integrity (SI) problem, because system-level behavior (such as jitter amplification and cancela-
tion) must be modeled. The time when signal integrity was considered, only after the silicon was
built, has passed. The I/O interface designer, or system designer, must perform a thorough signal-
integrity analysis to avoid producing non-reliable or overly constrained systems, or incurring
costly recalls of products from the marketplace.

Signal-integrity design considerations must be considered upfront to ensure the robust
operation of modern high-speed digital systems. New design methodologies must be introduced
and employed to account for the physical effects that could be ignored at lower data rates. To
minimize timing errors with the new target data rates and channel designs, clocking or timing
circuitry designs must be optimized. Before building any hardware or system, worst-case design
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parameters and interconnect electrical behavior must be evaluated and analyzed. A detailed and
accurate understanding of the electrical behavior of interconnect, advanced signaling, and circuit
techniques (such as equalization) can be used to overcome the non-ideal effects introduced by
interconnects.

Accurate prediction of system behavior at multi-gigabit data rates is a challenging task that
requires a signal-integrity engineer who possesses knowledge of, and experience in, several diverse
engineering disciplines. Specifically, such an engineer must have knowledge of digital system
engineering, high-speed I/O circuit design, electronic package and printed circuit board design,
communications theory, microwave engineering, and computational electromagnetics. Because of
these multi-disciplinary requirements, signal-integrity engineers come from many different techni-
cal backgrounds, such as circuit and printed circuit board design, RF/microwave engineering, and
electromagnetic modeling. The signal-integrity engineer then gains the necessary knowledge and
experience on the job. Few universities offer courses and training programs that specifically teach
signal integrity, which contributes to the growing shortage of signal integrity engineers.

Because signal integrity is a relatively new, fast-evolving, and multi-disciplinary field, few
good reference books exist on the subject. H.B. Bakoglu’s book, published in 1990, is a good intro-
duction to signal integrity [2]. Bakoglu’s primary audience is the silicon circuit designer who wants
to understand the impact of interconnects on high-speed data transmission. H. W. Johnson’s book,
published in 1993 [3], is a practical handbook for signal integrity engineers. W. Dally’s work, pub-
lished by Cambridge University Press in 1998 [4], offers comprehensive information on high-
speed digital system design. It offers excellent information about designing high-speed signaling
systems by considering the impact of circuit design, packaging and interconnect design, and power
distribution network design. Recently, more books on signal integrity design and engineering have
become available [5—19]. Those books cover a wide range of topics, including printed circuit board
design, system timing analysis, substrate noise coupling, and power supply noise modeling.

Although the aforementioned books have been very useful to signal integrity engineers,
most of them focus on one specific topic. Few take a systematic approach and discuss how to
design a high-speed system from the architecture design phase to production, or how to ensure
robust system operation under worst-case operating conditions. Finally, few offer information
about how to achieve maximum system yield for high-volume manufacturing. Some of the mate-
rial is now outdated, because the data rates have increased from a few megabits to several giga-
bits. As a result, signal-integrity engineers, who must confront the new challenges of
multi-gigabit designs, lack adequate reference material. They must study topics that are common
in communication theory, circuit theory, microwave engineering, and computational electromag-
netic theory to understand and design a multi-gigahertz system.

This book offers a comprehensive discussion of high-speed signal integrity engineering. It
is intended as an intermediate to advanced text to aid signal-integrity engineers in acquiring the
necessary skills and knowledge needed to design and model multi-gigabit digital systems. It
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assumes the reader has some basic understanding of various electrical engineering subjects, such
as VLSI design, transmission-line theory, and microwave engineering. This book draws on 10
years of high-speed signal integrity design experience, from more than two dozen engineers at
Rambus Inc. Rambus®-designed I/0 interfaces have had a wide range of data rates, ranging from
800Mb/s in the early 1990s, to 16Gb/s in 2009. Most Rambus I/O interfaces have been propri-
etary, and SI engineers have worked closely with other circuit and architecture engineers to
ensure reliable channel performance. SI engineers were involved in defining signaling definitions
and circuit requirements, characterizing and simulating a prototype virtual channel, and account-
ing for mass production environments. This book shares more than a decade of collective experi-
ence in analyzing various I/O interfaces, such as on-board parallel busses, backplanes, consumer
memory, and PC main memory.
What is unique about this book?

» This book takes a systematic approach and considers signal integrity from the architec-
ture phase to high volume production.

» This book covers a broad range of topics, including the design, implementation, and ver-
ification of high-speed I/O interfaces.

* Passive-channel modeling, power-supply noise and jitter modeling, as well as system
margin prediction, are considered in extraordinary depth.

* Both signal integrity (SI) and power integrity (PI) are considered in a holistic approach,
designed to capture actual system behavior. The impact of power noise-to-signal quality
(including both on-chip and off-chip noise) is also considered.

* Methodologies for balancing system voltage and timing budget are explained in detail to
help ensure system robustness in high-volume manufacturing.

* Practical, yet stable, formulae to convert various network parameters are described for
the first time, as network and transmission line theories are an important part of channel
analysis. Broadband modeling of interconnects is quite challenging. Some fundamental
issues with existing models and tools are described, along with potential improvements
and tips to avoid inaccurate models.

» This book takes a systematic approach, and considers signal integrity from the architec-
ture phase to high volume production.

» This book presents the most recent advances in SI and PI engineering. Specifically,
equalization techniques to improve channel performance are explained at a high level.
High-volume manufacturing modeling and link jitter/statistical simulation methodolo-
gies are covered for the first time. The relationship between jitter and clocking topology
is explored in detail. On-chip measurement techniques for in-situ link performance test-
ing are also presented.
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1.1 Signal Integrity Analysis Trends

Signal-integrity engineering is a relatively new engineering discipline; its development is driven
by the need to design high-speed digital systems. In the early 1990s, when digital systems were
relatively slow in terms of operating data rates, signal integrity was often an afterthought. Engi-
neers did not have to worry much about the parasitic effects of passive interconnect, which
includes package and printed circuit board traces, via transitions, and connectors. The physical
designs of the package and PCB were often simply “connecting dots” in layout tools. However,
as the data rates of the high-speed systems increased, people encountered numerous system fail-
ures due to parasitic effects, such as crosstalk, reflections, and power-supply noise. As a result,
signal integrity engineering has grown from relative obscurity into one of the most important
engineering disciplines. This section reviews the history of signal-integrity engineering, dis-
cusses its evolution over the past decade, and explores its future directions.

1.1.1 Pre-1990: Era of “Black Magic”

During the early days of the computer, transistor device speed limited the I/O speed. As a result,
the parasitic effect on the digital system was negligible. There was no need to be concerned about
signal integrity, unless one was designing super computers. During this period, the noise prob-
lems related to crosstalk and supply noise were addressed on a case-by-case basis. The necessity
of trying to debug system failures drew engineers, with various technical backgrounds and expe-
rience, to SI engineering. Typical engineering backgrounds included analog design, I/O circuit
design, printed circuit board (PCB) and package design, microwave engineering, and electro-
magnetic modeling. In fact, SI tasks were considered a “side job,” rather than as a primary job
function.

During these early days, SI engineering was in its infancy. Several problems typified the
period: First, the physics of noise in digital systems was poorly understood. Though parasitic
effects at high frequency were well studied in related microwave engineering, little knowledge
was transferred to digital design. Second, digital designers ignored the impact of parasitic effects
during the design phase. The problem was addressed only after the appearance of system instabil-
ity, or a failure. Little effort was spent trying to understand the failure mechanism. As a result,
signal integrity was jokingly referred to as “black magic,” rather than engineering. Third, a very
limited number of tools and methodologies were available with which to model the parasitic
effects in digital systems accurately. Finally, the roles and responsibilities of SI engineers were
not well defined. As stated before, most engineers had diverse technical backgrounds, and most
had a primary job other than SI engineering.

Fortunately, researchers working for high-end system manufacturers (such as IBM®, DEC®,
HP®, and Bell Labs®) and engineering schools devoted a vast amount of time to modeling and
analyzing interconnect systems. Although their work was published in technical journals and
conferences (beginning in the early 1970s), there were no textbooks on these topics, as their
applications were limited to very high-end computing systems, such as supercomputers and
mainframes.
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1.1.2 1990-2000: Era of “Passive Channel”

By the early 1990s, the data rates within a computer system had reached several hundred
megabits. For example, a high-end PC system had a memory system running at 500-800Mb/s in
the early 1990s, while Intel’s microprocessor was operating in the gigahertz range. Noise consid-
erations for such systems became much more important. An early signal integrity—related confer-
ence called Electrical Performance of Electronic Packaging was established in 1992, and a few
other electrical engineering conferences included signal integrity as part of their conference ses-
sions. During this period, SI engineering was quickly developing and rapidly changing in both
technical breadth and depth. More practical issues and solutions soon complemented the early
research work done by the high-end system manufacturers and university researchers. Figure 1.1
illustrates an SI engineer’s various tasks in a typical design process. Many pieces of the “puzzle”
had to fit together in order to design a robust high-speed digital system. In contrast to SI engi-
neering in the pre-1990 period, SI engineering was now no longer an afterthought, but an inte-
grated part of high-speed digital system designs. Tools and methodologies that were once only
available to a few high-end system manufacturers became readily available through various EDA
vendors.
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During this period, much of the SI analysis focused on modeling transmission lines.
With HSPICE stable and accurate transmission-line model implementation, engineers were
finally able to evaluate the impact of crosstalk, loss, and reflections. Frequency dependent loss,
due to dielectric and conductor skin loss, was conveniently evaluated in transient analysis.
Electromagnetic (EM) 2D and 3D solvers became available with which to extract either RLGC
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(Resistance, inductance, conductance, and capacitance) matrices or scattering parameters. SI
engineers created SPICE circuit models based on physical designs using EM modeling. Corre-
lation was performed to validate the passive model in the time domain (using time domain
reflectometry [TDR]/scope), or in the frequency domain (using vector network analyzer
[VNA]). Finally, the system time and voltage margins under worst-case operating conditions
were verified.

Much of the SI work of this period focused on passive-channel modeling and its correlation
with hardware measurements. This period can be characterized as “modeling from transmitter die
pad to receiver die pad.” Everything in the passive channel was modeled. However, what was
implemented in silicon was treated as a black box. Behavior models (such as IBIS) were often
adopted for transmitter and receivers to minimize SPICE transient simulation time. The interac-
tion between the passive channel and active (Tx/Rx) circuits was ignored, or poorly modeled.
Even when a “violation” of the passive channel specification was observed, the overall system
failure could not necessarily be concluded. Furthermore, many companies did not understand the
importance of signal-integrity engineering; some continued to treat SI as a back-end process, and
ignored it until problems appeared later in the design cycle. In addition, there was still some
debate regarding the roles and responsibilities of SI engineers, and the future of SI engineering
[20]. In summary, SI engineering played an important, but limited, role in high-speed digital
system design during the 1990s.

1.1.3 2000-Present: Era of “Entire Link”

At present, data rates for computing systems have reached several gigahertz levels. For example,
Sony’s PlayStation® 3 uses a differential XDR™ memory system that supports data rates rang-
ing from 3.2Gb/s to 6.4Gb/s. Intel’s microprocessor currently operates at more than 3GHz. Data
rates for parallel on-board interfaces and high-end graphics memory interfaces have reached sev-
eral Gb/s levels. Data communications for modern routers and switches have driven the need for
very-high-speed serial links. For example, the Optical Internetworking Forum (OIF) standards
call for 6 to 12Gb/s for backplane systems. For multi-gigahertz applications, the channel often
defines the speed limit. As a result, much of the design attention focuses on mitigating the non-
ideal physical effects caused by channel, and in particular, by inter-symbol interference (ISI).

During this period, SI has become one of the important architecture drivers. SI engineers
now interact with system architects, circuit designers, and system engineers throughout the
design cycle: from conception to mass production to cost reduction. SI engineering has gone
beyond conventional passive interconnect modeling, and now attempts to model the entire link.
This includes the transmitter, receiver, clock, and channel. SI engineering excels in signaling
architecture analysis and performance trade-offs. SI modeling analysis of the entire link influ-
ences design issues, such as equalization architecture, clock architecture, timing calibration
architecture, coding, and/or error correction architectures. A significant portion of this book is
dedicated to this new era of signal integrity analysis, which is henceforth referred to as signaling
analysis.
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1.1.4 Future: Era of “Power Optimized Link”

This section describes new areas where SI analysis will be required in the near future, based on
the authors’ current experience and technology trends. Briefly look back at what has happened in
the past from a device point of view. The scaling of CMOS feature size and voltage has helped
maintain constant power per unit area [21] allowing more transistors to be packed in the same
area. This directly increased the performance of the chip, which in turn, required a high-speed I/O
interface. However, the voltage scaling has significantly slowed, as the threshold voltage (Vth)
could not scale accordingly due to leakage power. As a result, power consumption per unit area is
no longer constant and continues to increase. Figure 1.2 shows this scaling trend and the power
consumption for microprocessors.
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Figure 1.2 Microprocessor Vdd, Power/10, and Feature Size vs. Year [21] (© 2005 IEEE).

Given the slowdown in voltage scaling, the current generation of I/O interface designs
needs to consider the optimized data rate for a target process. Power per bit became a common
metric for evaluating the link performance, rather than pure performance. Power consumption for
a given process is normalized, in terms of FO4 (fan out of 4) delay time, in order to predict the
optimum data rate, independent of process technology in [22]. Basic trade-off analysis, in terms
of data rate and power consumption with different signal conditioning schemes, would be useful
in future signaling analysis.

Traditional I/O interface designs focus on one target data rate, which represents the highest
performance in terms of data rate, power consumption, and system cost. This is no longer suffi-
cient for power-critical applications, such as fast-growing mobile applications. Application



8 Chapter 1 Introduction

processors for such systems now use multiple I/O data rates to optimize the power consumption
for various applications. Furthermore, extensive power-managing schemes, such as shutting
down the I/O interface (or portions of it), are now commonly employed [23]. Therefore, signaling
design must consider a wide range of data rates, and signal integrity analysis must consider non-
ideal conditions (due to transitions to different power modes or data rates), to achieve uninter-
rupted or minimum degradation of I/O performance.

3D integration is another new area to apply signaling analysis. 3D integration shortens the
I/0O channel, but is subject to more on-chip noise, because the small form-factor makes providing
a stable supply quite challenging. In this application, I/O performance is limited more by clock
distribution, because the clock tree can span a greater distance than the I/O interconnect itself.
Modeling and minimizing the jitter of the clock distribution is crucial in this application. So far,
the impact of core noise on I/O has largely been neglected, as I/O typically has a separate power
rail (but this may no longer be true for 3D integration). For high-speed I/O with 3D integration,
an on-chip power regulator is desirable, and the design trade-off between the on-chip regulator
and I/O interface is critical.

On-chip regulators will be more common with off-chip interfaces, because low-swing sig-
naling is desirable for low-power applications [23]. Such interfaces have a minimum output sup-
ply noise, even for single-ended signaling designs, and the major supply noise—induced jitter
would be from the pre-driver or clock tree. Power supply noise—induced jitter for these circuits
will play a more important role, and the signaling analysis must include the impact of these
effects. In summary, future signal integrity analysis will be more challenging, and will require a
broader knowledge of interface architecture.

1.2 Challenges of High-Speed Signal Integrity Design

This section provides detailed descriptions of a number of the challenges facing signal-integrity
(SD) engineers during high-speed SI design.

One challenge is that system-design methodology must change so that SI concerns are
accounted for during the architecture phase, rather than later in the process. This issue is more
pronounced for designs moving into high data rates. In the past, engineers have relied on their
own experience until something goes wrong. This can be very costly in terms of product delay
and returns.

SI engineers also need to identify the critical timing and voltage parameters and relation-
ships of the design. Having a good understanding of the signaling methods and clocking architec-
ture is critically important. Not all SI engineers will have the opportunity to work on a new
signaling method; most engineers typically work with a standard defined by industry consortium.
Even in this case, the SI engineer needs to understand how signaling functions and its key
requirements. Identifying worst-case scenarios is also crucial.

SI engineers must be able to build accurate models for passive interconnect as well, includ-
ing the package, PCB, and connectors. These models must capture frequency dependent loss,
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crosstalk, and reflections. They must also capture 3D, as well as full-wave effects. These models
can be used in either time-domain or frequency-domain simulations.

SI engineers must build confidence in the accuracy of the passive model by performing
detailed correlation with the hardware, in both the time and frequency domains, using VNA and
TDR. The impact of manufacturing tolerances must be considered for high volume productions.

SI engineers also need to build an accurate model of the power distribution network, to
account for the effects of supply noise on system performance. The power distribution network
must not only be appropriate for on-chip power delivery analysis (such as IR, EM, and AC supply
noise); it must also be able to capture system behavior, such as coupling between signal and sup-
ply rails. The supply voltage tolerance at transistors and package pins must be defined. Bypassing
requirements on-chip, on-package, and on PCB must be defined for suppressing high, medium,
or low frequency supply noise.

SI engineers need to account for the effects of non-ideal circuit behavior as well, such as
transmitter jitter and receiver offset and/or sensitivity. Deterministic noise sources (such as DCD
or IST), and random noise sources (due to thermal or shot noise) must be modeled. The ability of
SI engineers to work in a multi-disciplinary environment is very important when accessing the
risks or benefits of various design options, and when helping to define an optimal signaling archi-
tecture, in terms of both speed and power. Moreover, SI engineers must understand the relation-
ship between supply noise and jitter for a given clocking architecture. Certain clocking
architectures may be more susceptible to noise than others. Finding the noise-to-jitter transfer
function is essential.

Finally, SI engineers must be able to work in the lab, using various instruments, ranging from
VNA, TDR, DCA (digital sampling scope), spectrum analyzers, and BERT (bit error rate tester).
One must be able to capture waveforms in the lab, correlate them with simulation, and explain the
observed system behavior. Using the correlated model, one must be able to find the root cause of
the failure or instability, as well as to recommend design changes for future improvements.

1.3 Organization of This Book

Chapter 2, “High-Speed Signaling Basics,” is an overview of signaling basics. It describes the
fundamental blocks of I/O signaling channels and introduces basic I/O interface design. Without
delving into details, it depicts an overall description of I/O interface design, including various
clocking and topology options that are often not considered in a traditional signal integrity sub-
ject. It also covers major noise components in high-speed I/O links. The basic physics of these
noise components are discussed, along with modeling issues.

The remaining chapters are organized into four parts. Part I consists of three chapters on
passive-channel modeling. The first chapter, Chapter 3, “Channel Modeling and Design Method-
ology,” presents an overall channel modeling and design methodology. It focuses on a general
flow of passive channel modeling. Channel modeling often requires conversion of various net-
work models, and Chapter 4, “Network Parameters,” provides conversion formulae for different
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network parameters. It also presents a few issues in S-parameter modeling, which has recently
gained more popularity. This chapter also describes the passivity condition of a network parame-
ter. Finally, Chapter 5, “Transmission Lines,” discusses the transmission line model, as well as a
popular recursive convolution method and its limitations. Generating transmission line models
from measurement data is described in detail. The characteristics of three different interconnect
types, a PCB trace, package trace, and on-chip interconnect, are discussed.

Part II considers the simulation and analysis aspects of the channel. Five chapters are
devoted to this topic. The first chapter, Chapter 6, “Channel Voltage and Timing Budget,” dis-
cusses challenges in link performance analysis and reviews conventional voltage and timing
budget analysis. The remaining four chapters address these challenges, and cover new simulation
methodologies. Chapter 7, “Manufacturing Variation Modeling,” introduces Design of Experi-
ment (DoE) in channel analysis. DoE guarantees reliable channel performance for mass-produc-
tion systems with manufacturing variations. Chapter 8, “Link BER Modeling and Simulation,”
presents a statistical link simulation framework, which can model both device-timing jitter and
voltage noise, in addition to the traditional channel effects. Although the statistical link simulator
is a powerful tool, used to predict the link’s performance, it has a few serious limitations (such as
difficulties in modeling non-linear drivers and accounting for data coding). Chapter 9, “Fast
Time-Domain Channel Simulation Techniques,” explores a fast-time domain simulator, which
can be used in conjunction with the statistical framework to mitigate the issues from a pure statis-
tical approach. A significant portion of jitter or noise can be mitigated by using a proper clocking
architecture. Chapter 10, “Clock Models in Link BER Analysis,” reviews some of the common
clocking architectures and their simulation models for statistical link simulators.

Part IIT explores the impact of power noise to link performance. Chapter 11, “Overview of
Power Integrity Engineering,” as its name implies, provides an overview of power integrity engi-
neering. Simultaneous Switching Noise (SSN) analysis is a hot issue for modern high-speed mem-
ory interface designs. Chapter 12, “SSN Modeling and Simulation,” discusses an efficient and
accurate simulation methodology for SSN analysis, using a DDR2 memory system to demonstrate
the effectiveness of the presented simulation methodology. Noise mechanisms of SSN for common
single-ended signaling technologies are also explained. The reduction of SSN is quite challenging,
due to the physical limitation of package designs, and Chapter 13, “SSN Reduction Codes and Sig-
naling,” presents bus-coding techniques to mitigate SSN. By using differential signaling or data
coding, SSN (due to output power supply noise) is no longer the dominant factor for timing jitter.
Power supply noise, on the pre-driver and clock path, induces a significant amount of jitter. Chapter
14, “Supply Noise and Jitter Characterization,” discusses the basics of power supply noise—induced
jitter (PS1J). Chapter 14 also covers useful on-chip measurement circuits for measuring power
noise and power distribution network (PDN) impedance. The proposed measurement technique is
further extended to substrate noise measurement in Chapter 15, “Substrate Noise Induced Jitter.”

Part IV is devoted to advanced SI/PI topics. Chapter 16, “On-Chip Link Measurement
Techniques,” describes on-chip measurement techniques for signal performance and noise meas-
urement. Such features are becoming more important, due to the popularity of 3D packages, such
as PoP, SiP, and 3D integration. Modern high-speed links utilize signal-conditioning techniques,
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used to overcome physical channel limitations, and Chapter 17, “Signal Conditioning,” presents a
general overview of these equalization techniques. Chapter 18, “Applications,” provides three
signaling examples to demonstrate the list of common features used in different applications. The
first example is an XDR memory system for the high-end PC, game, and graphics applications.
Several key architecture-level features, such as FlexPhase for timing adjustment and Dynamic
Point-to-Point (DPP) for mitigating multi-drop issues, are also reviewed. The second example is
Mobile XDR™ for low-power applications. Additional features, used in Mobile XDR to reduce
the interface power, are reviewed in detail. The third example applies these advanced signaling
features to the current generation of DDR main memory systems, in order to provide a future
roadmap for increasing the data rate. A few highlights of future high-speed interfaces are also
presented.
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CHAPTER 2

High-Speed
Signaling Basics

Chuck Yuan and Dan Oh

Signal-integrity analysis has evolved greatly over the last two decades, reaching beyond tradi-
tional passive-channel analysis. Previously, driver and receiver performance dominated link per-
formance. However, as data rates continue to increase, link performance is limited more by noise
and jitter than intrinsic transistor performance. As the interface speed increases, the noise and jit-
ter (due to the device, channel, and power distribution network) start to interact with each other.
This interaction makes analyzing link performance a challenging task, and a common topic for
both circuit designers and SI engineers. Often, SI engineers focus on high-frequency modeling
and simulation of passive channels: They lack a system-level or circuit-level design perspective.
This chapter presents a basic introduction to system-level issues and various noise sources in
high-speed link designs.

2.1 1/0 Signaling Basics and Components

The particular signaling method used in a digital system has the most direct impact on signal
integrity. It fundamentally determines how fast, efficient, and robust the digital system will be. In
the past, relatively little attention has been paid to an optimized signaling method for high-speed
data transmission, because overall system performance was not severely limited by I/O perfor-
mance. With system data rates approaching multi-gigahertz, one must carefully choose the sig-
naling method to achieve the desired system performance and robustness. This section introduces
the basics of signaling from the perspective of high-speed I/O design and explains how each
aspect of a signaling method affects signal integrity.

Signaling is a method used to translate digital symbols (1s and Os) into physical quantities
(voltage or current). A signaling system can be characterized by six basic elements: topology,
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transmitter, receiver, interconnect, termination, and clock. Many different signaling methods are
available, based on different combinations of these six basic elements.
Here is a brief description of how a typical signaling system works:

1. The transmitter translates logic 1s or Os into either voltage or current levels, or analog
signals.

2. The analog signals are delivered to the receiver by interconnects between the transmitter
and receiver.

3. The receiver compares the analog signal to a reference (typically voltage, Vref) to trans-
late the signal back to logic 1s or Os.

4. After the analog signals arrive at the receiver, terminators remove them from the system.

The clock tells the transmitter when to send new signals, and the receivers when to
sample them.

Ideally, the signals arrive at the receiver with no distortion. However, this is not the case in
the real world, especially when data rates reach many hundreds of megahertz. As the data rate
increases, so does signal distortion. In addition, different signaling methods result in dramatically
different amounts of signal distortion. Consequently, choosing the right signaling method is
essential for high-speed I/O systems. Things to consider when designing, or determining, a sig-
naling method include the data rate, silicon area, power, and system cost. A good signaling
method achieves the right balance of these factors for a target application.

2.1.1 Signaling Topologies

Several common signaling topologies exist, as shown in Figure 2.1. Point-to-point topology is the
simplest and best, in terms of signal integrity. With point-to-point, one transmitter communicates
with one receiver. Multidrop signaling topology (popular for memory systems) is more challeng-
ing in terms of signal integrity. With multidrop, several transmitters and receivers share the same
communication channel or interconnect. These two topologies are most commonly used. How-
ever, many other interesting topologies exist, such as near-end clustering, far-end clustering, and
Y-junction.

2.1.2 Transmitters

The transmitter translates the logic 1s or Os into analog signals, or waveforms, in terms of voltage
or current. These, in turn, propagate down the channel to the receivers. The two major classes of
transmitters are single-ended and differential. Transmitters can be further classified as either volt-
age-mode or current-mode transmitters. The voltage-mode transmitter directly forces the output
voltage, whereas the current-mode transmitter injects a constant current to drive the output volt-
age. Transmitter output impedance plays an important role in determining whether the driver is
voltage-mode or current-mode (as described in the following subsection).
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Figure 2.1 Various Signaling Topologies

2.1.2.1 Transmitter Output Impedance

Output impedance is the ratio of delta voltage and delta current at the operating point:
R,.; = (AV/AI). Figure 2.2 shows the output IV characteristic of a transmitter when transmit-
ting a logic 1. Each point on the curve has dynamic output impedance, which is a function of the
operating point. When a device is operating in the linear region of the IV curve, R, is constant
and relatively small, making the device a voltage-mode driver. On the other hand, R, is also con-
stant, but large, when the device is in the saturation region, making the device a current-mode
driver. If AV is so large that it encompasses both the linear and saturation regions, the output
impedance is non-linear, and varies with the voltage.

2.1.2.2 Single-Ended versus Differential Transmitters

Single-ended signaling uses one wire to send signals from a transmitter to a receiver. In contrast,
differential signaling requires two wires to send signals. From a pin-count perspective, the over-
head of differential signaling is 2:1. However, this ratio is actually about 1.3 to 1.8, because the



16 Chapter 2 High-Speed Signaling Basics
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Figure 2.2 |V Characteristics of a Typical CMOS Transistor

signal-to-power/ground ratio, required for reliable operation at high speed, is smaller for differ-
ential signaling than for single-ended.

The main advantage of differential signaling is superior noise immunity. The receiver only
sees the relative voltage, or voltage difference, between the two transmission lines in the differen-
tial pair, enabling it to reject common-mode influences, such as crosstalk, simultaneous switch-
ing noise, and power supply noise. The inherent noise immunity and high gain of differential
circuits make them less sensitive to the attenuation of the signal in the transmission medium,
allowing for reduced signal levels. Differential signaling also improves switching speed, reduces
power dissipation, and mitigates the impact of noise in the digital system. Additionally, because
the currents through the differential pair are complementary, there is little net magnetic flux. Con-
sequently, the fields radiated by each signal are of opposite polarity, and cancel out dramatically,
reducing the far-field electromagnetic radiation.

2.1.2.3 Voltage-Mode versus Current-Mode Transmitters

As previously stated, the major difference between voltage-mode and current-mode transmitters
is their output impedance. Often, the voltage-mode driver requires less voltage, because it oper-
ates with low V. (see Figure 2.2), making it ideal for low-power interface designs. However, the
current-mode transmitter offers better power-supply noise rejection, particularly for single-ended
signaling, because the voltage-mode transmitter references a local ground. There is finite imped-
ance (Z,,,) between the local ground and the system ground, as shown in Figure 2.3. Z,,,, is a
function of the power-distribution design on the die, package, and board. R is typically big for
the current-mode case. The termination on the receiver side is not shown in the figure.

Voltage-Mode Transmitter Current-Mode Transmitter

Rout Zo Zo
? Rout
9 Vref Vref
[ |
Zgnd Zgnd
Figure 2.3 Equivalent Circuits for Voltage-Mode and Current-Mode Transmitters with Non-Ideal
Grounds
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With a voltage-mode transmitter, the voltage launched into the channel (V(¢)) depends on
Z,4,q> because V(7) is a function of the voltage drop across Z,,,, which is shared by transmitters
on the same die. Coupling occurs through Z,,; when a neighboring transmitter switches. With a
current-mode transmitter, the current (/(r)) is independent of Z,,;, because it is biased in the
saturation region. We can observe this in Figure 2.2, where a small change in AV does not
incur a large change in current in the saturation region, and has little impact on the signals
launched on the channel. The current-mode transmitter has very good isolation from power
supply noise.

Figure 2.4(a) is a commonly used single-ended current-mode driver, also called a high-
common mode (HCM) driver [16]. Figure 2.4(b) is a single-ended voltage-mode driver, also
called a low-common mode (LCM) driver, because it often uses a low-power supply. The volt-
age-mode driver has an additional pull-up device to maintain constant impedance all times.
Because the current-mode driver is high-impedance, it does not require the additional pull-up.
Figure 2.4(c) and Figure 2.4(d) illustrate differential versions of the current-mode and voltage-
mode drivers, respectively.

VS
\4 —
WAL vout
R
TN
IN _I Vout Vo _I
(a) (b) (©) (d)

Figure 2.4 (a) Single-Ended Current-Mode, (b) Single-Ended Voltage-Mode, (c) Differential
Current-Mode, and (d) Differential Voltage-Mode Transmitters

2.1.2.4 Transmitter Output Timing Jitter

Transmitter output timing jitter (¢5) accounts for the uncertainty involved with transmitting data
at a given time. In Figure 2.5, CLOCK and DATA are shifted by half of a CLOCK cycle (cycrg)-
This is the ideal timing offset between CLOCK and DATA, and maximizes the sampling window
at the receiver. 7 represents the amount of time that CLOCK and DATA vary from this ideal tim-
ing relationship.

to contains both static and dynamic components. The static component is caused by the
skew between the clock and data signals, and the duty-cycle distortion (DCD) on either the clock
or data signal. Employing correction circuitry and performing calibration procedures can reduce
the static error. The dynamic component of ¢ is difficult to minimize. It is due to dithery clock,
power-supply noise, ISI, and so on. Finally, ¢, is often specified at the package pin under an ide-
alized test condition. Therefore, it includes any timing error due to the package, such as coupling
and attenuation, in addition to device effects.
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Figure 2.5 Definition of Transmitter Output Timing

2.1.2.5 Full-Circuit versus Behavior-Driver Models

A full transistor model always provides an accurate simulation response, but it requires a signifi-
cant amount of time to simulate. Often, a simpler behavior model, such as IBIS, or voltage-con-
trolled current source, is used for SI analysis [7-9]. Although these models provide reasonably
good accuracy, one must consider potential limitations. In general, a current-mode driver fits bet-
ter with behavior models, because it tends to be more linear than a voltage-mode driver is. Using
a tabular model, behavior models (such as IBIS) can mimic the non-linear output waveform
response. However, this approach often fails to model non-linear termination characteristics.
Consequently, the simulation will lose accuracy when there is a significant reflection from the
channel.

Additionally, with single-end drivers, power-supply noise can push an output driver into
the non-linear region; a simple behavior model cannot model this phenomenon. Moreover, typi-
cal behavior driver models do not include pre-driver and crowbar currents [10]. The references at
the end of this chapter include proposals for improved versions of behavior models [11] [12].
Chapter 12, “SSN Modeling and Simulation,” discusses an alternative approach that uses a full-
circuit driver in conjunction with current mirrors.

2.1.3 Receiver

The receiver’s function is to translate the voltage waveforms received from the transmission
medium or channel into logic 1s or 0s. A receiver is characterized by its input sensitivity (Vjy),
which represents the voltage resolution, and by the set-up and hold times (5 and #), which repre-
sent the timing resolution. Vjy consists of three components: an input voltage offset, which is
static and can be corrected by offset cancellation techniques; receiver deadband, which is deter-
mined by receiver bandwidth, or IST and power supply noise at the receiver; and random voltage
noise, due to the thermal properties of the resistors and transistors. The second and third compo-
nents are dynamic, or time varying, and generally hard to mitigate.
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tg and ty define the receiver time resolution, or aperture time, required to sample the data
reliably. For the system to operate reliably, the window defined by both Vjy, f, and 7y must reside
completely within the data eye for all the worst cases. To understand this in more detail, examine
the example shown in Figure 2.6. Here, the receiver window (lightly shaded) overlays the data’s
eye diagram. The height of the window is two times that of the input voltage requirement (Vjy).
The width of the window defines the set-up and hold times (#5 and #g). This window represents
the worst case, as defined by process, supply voltage, and temperature variations (PVT). The
receiving window (dark shaded area) must be smaller than, and reside completely within, the
window defined by Vj, s, and 7.

@] Aperture time

Offset # .
Voltage® ' #<

)l SV ‘tHV
Figure 2.6 Eye Diagram lllustrating Receiver Input Voltage and Timing Requirements

It is important to note that the shape of the receiver window is a hexagon or diamond, rather
than a rectangle, due to the finite edge rate of the input signals. This information may be useful
when trying to determine whether a system would pass or fail for a given set of eye diagrams. A
rectangular window is too pessimistic for multi-gigabit systems.

2.1.4 Terminators

Terminators absorb signals after they arrive at the receivers. If signals are not removed from the
signaling system, multiple reflections and resonance will occur, severely distorting the signals
under certain conditions. Often, when the data rate is below a few hundred megahertz, termina-
tors are not used, which simplifies the design and minimizes power consumption.

Figure 2.7 illustrates five types of transmission-line-termination methods: series, parallel,
RC network, Thevenin network, and Diode network.

Series termination places a resistor at the transmitter (Tx). If the sum of the terminator
resistance (Rg) and the Tx output impedance (R,,,) is equal to the transmission line impedance
(Z,), the channel is perfectly terminated at the source. The voltage launched into the channel is
half of the Tx voltage, due to the resistor divider.
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Figure 2.7 Common Termination Methods

Parallel termination places a resistor at the receiver (Rx). The resistor connects to a termi-
nation power supply (V4), or to GND. When the resistor value (Ry) equals (Z,), the channel is per-
fectly terminated at the load (Rx). Ry removes the signal from the channel, when it arrives at Rx.
The main disadvantage of parallel termination is that it consumes DC power.

RC network termination places a resistor and a capacitor at the receiver (Rx). Similar to
parallel termination, the termination resistor absorbs the signals during AC switching. The capac-
itor maintains the DC voltage level, thereby reducing DC power consumption. The resistor should
be equal to Z,, and the capacitor value should be chosen so that the RC constant is larger than
twice the loaded propagation delay (200pF-600pF). Although RC network termination was pop-
ular in the past, it becomes less useful for multi-gigabit applications due to the large RC constant.

Thevenin network termination connects one resistor to power, and the other resistor to
GND at the receiver (Rx). It is equivalent to parallel termination, but does not require a separate
termination supply (and the resulting additional DC power consumption). During switching
activities, the termination provides additional current, which reduces the burden on the driver,
and makes it optimal for high-voltage swing applications, such as TTL logic. When used in
CMOS systems, the resistor values must be carefully chosen, to obey the proper Rx switching
voltage levels.

Diode network termination places two diodes at the receiver (Rx). Diodes do not absorb
signal waveform energy as resistors do. Instead, they only limit the amount of overshoot and
undershoot (commonly referred to as clamping). Signals are reflected back to the channel. For
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high-frequency applications, a diodes network is not used alone, and must be combined with
other termination methods.

2.1.4.1 On-Chip versus Off-Chip Termination

The termination network can be implemented either on-chip or off-chip (on-board). Electrically,
a large difference exists between these two termination schemes, especially for very-high-speed
applications. Three reasons exist as to why on-chip termination is better, in terms of signal
integrity:

» With off-chip termination, the receiver package parasitic acts as a stub at high speed, so
the signal is not entirely absorbed by the terminator.

* The terminator connects to the receiver package pin with a PCB trace. This connecting
PCB trace also acts as a stub, and creates an impedance discontinuity.

* The off-chip (on-board) resistor has its own package parasitic. As a result, for multi-
gigabit applications, on-chip termination is highly desirable.

An additional advantage of on-chip termination is that the termination value can be
changed dynamically, which is useful for multi-rank systems, and it can be turned off during idle
time to lower power consumption. On the other hand, on-chip termination varies significantly
over process and temperature variations. Seeing at least +/—~10% impedance variation for on-chip
termination is common. For high-speed interfaces, calibrate on-chip termination periodically to
account for temperature variations.

2.1.4.2 Single versus Double Termination

The termination network can be implemented either on one end (series or parallel termination),
or on both ends (both series and parallel terminations). In many practical applications, a single
termination is sufficient to remove signal reflections in the channel: The signal is reflected from
one end and absorbed at the other. A single termination also significantly reduces power con-
sumption, compared to a double termination. However, channel resonance can occur when large
multiple reflections exist within the channel, and the electrical length of the channel is a multiple
of a quarter of the wavelength. When using a double termination at both source and load, the sig-
nals are absorbed at both ends. The multiple reflections only occur within the channel. The
receiver only receives the reflections of reflections. Hence, the signal integrity at the receiver is
much improved. As mentioned earlier, for on-chip termination, the impedance variation is quite
large. A double termination drastically reduces the reflection, without requiring a high precision
termination. The trade-off, of course, is the cost of implementation with the performance goals.

2.1.5 Interconnect

Interconnects, or passive channels, play an important role in high-speed signaling when they are
used to communicate between transmitters and receivers. In fact, interconnects become a major
bottleneck as the frequency reaches multi-gigahertz. At a system level, a typical interconnect
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consists of cables, connectors, PCB power/ground planes, PCB traces, PCB vias, package sub-
strate traces, package vias, package wirebonds, package solder balls, and die solder bumps. As an
example, Figure 2.8 shows a chip-to-chip interconnect system consisting of a wire-bond package
on one side, and a chip-scale package (CSP) on the other side. PCB traces connect two chips
together. At the chip level, the wiring connecting transistors is much smaller when compared to
the system-level interconnect, and has very different electrical properties. To understand why
interconnects are important to signal integrity, the following section provides an analysis of their
electrical behavior based on simplified equivalent circuit models.

Wirebond

Figure 2.8 Chip-to-Chip Interconnect System

2.1.5.1 Distributed Model for Transmission Lines

For electrically long interconnects, such as cables, PCB traces, and package substrate traces, a
distributed transmission line model is required to accurately represent their electrical behavior.
(Chapter 5, “Transmission Lines,” discusses transmission lines in detail.) This section discusses
the basic characteristics of transmission lines.

Transmission lines have four important electrical behaviors to keep in mind. One is that a
finite signal propagation delay exists for a given length of the line. For example, the delay is
roughly 150 ps/in for PCB micro-stripline, and 170 ps/in for PCB stripline. Another is that signal
reflection occurs if the termination impedances do not match the characteristic impedance of the
line. The reflection coefficient is determined by

= M 2.1
Z,+ 7

where Z; is the load impedance. When the length of the line is a multiple of a quarter of the wave-

length, a standing wave is built up on the line. The reflected waveform interferes with the inci-

dence wave constructively at certain points, and destructively at other points. This condition is

referred to as resonance. Another behavior is signal attenuation exists when the resistance (due to
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conductor loss) or the conductance (due to dielectric loss) is not negligible. Finally, signal
dispersion occurs when the propagation constant v is a function of frequency. Specifically, the
high-frequency component of the signal is attenuated more than the lower frequency compo-
nents. The signal waveform changes shape as it propagates along the line. As a result, inter-sym-
bol interference (ISI) occurs; in other words, the current signal waveform (or bit) is distorted due
to signals (bits) transmitted previously.

2.1.5.2 Lumped Model for Interconnect Discontinuities

A - or T-lumped equivalent circuit model (as shown in Figure 2.9) can be used to represent the
behavior of electrically short interconnects, such as package wirebonds, package/PCB vias,
package solder balls/bumps, and connector pins. However, the accuracy of such lumped models
deceases as frequency increases. For one thing, they do not capture frequency-dependant loss,
due to conductor and dielectric. Also, they do not capture the distributed behavior. To ensure the
accuracy of the model shown in Figure 2.9, the electrical size should be much smaller than the

wavelength of the highest frequency of interest. That is, I/ Ay, << 1, where [ is the length of the
line, and A, = 1/fnax- Typically, a factor of 10 is used.

n Equivalent Circuit T Equivalent Circuit
R L L/2 R/2 R2 L2

C G

=

Figure 2.9 - and T-Lumped Equivalent Circuit Model for Electrically Short Interconnects

C/2 G/2 C/2 T

How does a short interconnect affect signal integrity? The two basic properties to examine
1
are delay and reflection. The propagation delay is #; = / V' LC. Even though the individual

delay may be small for many structures, such as solder balls and vias, they can accumulate along
a long interconnect path. To minimize skew between different signal lines, the propagation delay,
due to various interconnect structures, needs to be taken into account. Reflection is caused by a
difference in impedance from the intended transmission line characteristic impedance. The effec-
tive impedance is Z; = \/L/iC From (Equation (2.1), earlier), it is clear that the amount of
reflection is proportional to the difference of Z,;and Z,,. Much of the interconnect design effort is
directed towards optimizing the physical design, so that its impedance (Z,4) matches the trans-

mission line characteristic impedance (Z,).
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2.1.6 Clocking

For the system to operate reliably, a method must exist for coordinating when the transmitter
sends data, and when the receiver receives data. This method is referred to as clocking or timing
conventions. The four classes of clocking methods are as follow:

» Asynchronous: No clock is used. This method uses handshake mechanisms to ensure
the correct sequencing of events.

» Synchronous: Every component gets the same clock frequency and known phase.

* Mesochronous: Every component gets the same clock frequency, but an unknown
clock phase.

* Plesiochronous: Every component gets almost the same clock frequency, and a slowly
drifting clock phase.

Commonly used clocking architectures are common (synchronous) clock, source synchro-
nous clock, forwarded clock, and embedded clock. The common clock timing method is simple
and widely used, but its use is limited to frequencies below 300MHz. The source synchronous
timing method is used in high-performance systems and has no theoretical frequency limit. The
forwarded clock tracks timing variations due to supply noise and temperature. The embedded
clock not only tracks out transmitter jitter, but also removes the need to route clock wires in the
system. However, the tracking bandwidth is typically more limited than that of the forwarded
clock. Chapter 10, “Clock Models in Link BER Analysis,” discusses the advantages and disad-
vantages of the different clocking schemes and provides simulation models.

2.2 Noise Sources

The robustness of a high-speed digital system is largely dependent on the noise impact from vari-
ous sources. The signal at the receiver is the sum of the intended signal, plus all the unintended
noise. One can increase the signal-to-noise ratio, reject the noise, or both, to transmit information
reliably. Understanding the physics of noise sources and mitigating their impact is the key to
robust high-speed signaling.

Two categories of noise sources exist in digital systems. The first category of noise source
affects the silicon directly (transmitter, receiver, clock, and terminator). These sources include
power supply noise, transistor device noise, alpha particles, thermal (Johnson) noise, shot noise,
flicker noise (or 1/f noise), process variations, electromagnetic interference (EMI), and so on.
The second category of noise source affects the passive channel directly. These sources include
attenuation (or loss), crosstalk, reflections and/or resonances, inter-symbol interference (or ISI),
and so on.

Self-induced noise is noise whose magnitude is proportional to the signal magnitude (that
is, power-supply noise, crosstalk, reflections, and EMI). Self-induced noise cannot be mitigated
by simply increasing signal magnitude. On the other hand, noise sources that are due to thermal
noise, or process variations, are independent of the system’s switching activities.
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Noise sources can also be classified as random or deterministic noise. A device’s thermal
noise, or process variation, are examples of random noise. Random noise can be described by an
unbounded Gaussian distribution. The impact of random noise on system performance is negligi-
ble when the data rate is less than 3Gb/s. However, it becomes important for data rates higher
than 3Gb/s, and especially, for data rates higher than 5Gb/s. Noise sources that affect the channel
(that is, ISI or crosstalk) are deterministic. In contrast to random noise, deterministic noise is
bounded.

This section primarily focuses on noise sources that signal-integrity engineers have direct
influence over, namely, power-supply noise and noise on the channel. The section covers the
underlying physics of the noise sources and illustrates how they can result in signal degradation,
ultimately reducing the channel voltage and timing margins. Although the fundamental noise
mechanism remains the same, the relative importance of various noise sources varies, depending
on the signaling methods used in a particular system. For example, crosstalk could be the domi-
nant noise source in a single-ended signaling system, whereas ISI could be the dominant noise
source in a differential signaling system. The challenge to signal-integrity engineers is to perform
accurate and detailed modeling and analysis of the specific system, and determine the relative
importance of various noise sources. Please refer to Chapter 6 of Digital System Engineering [1]
for a more detailed analysis of device noise, process variation, and EMI.

2.2.1 Attenuation or Loss

The signal attenuation, or loss, in the channel, is due to three major components: device parasitic
capacitance (C;), transmission line dielectric loss, and transmission line conductor loss.

Figure 2.10 shows an equivalent circuit for an example channel. In the figure, R; represents
the substrate loss (which is typically less than 10€2). C; represents the parasitic capacitance from
various sources (such as ESD structure, termination network, driver and receiver transistors, and
routing metals). C; is a low-pass filter for high-frequency signals. The RC constant, formed by the
termination, determines the rise time of the signal that can be launched into the channel. To
understand how C; attenuates high-frequency signals, one must analyze the scattering parameters
for the R;C; network, which is determined by

CiT CiT

Figure 2.10 Transmitter and Receiver Parasitic Capacitance Model
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5, = 5y = —2F (2.2a)
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where Z,, is the characteristic impedance, and
JoC;
Y=—""T"—"— 2.3)
1 + joCiR;

If Z, is equal to 502, and R; is equal to 10(2, S}, approaches 0.28. This means that 70% of
the signal is lost, due to just the parasitic capacitance C;. The value of C; determines the amount
of signal lost at a given frequency, before approaching the asymptote value determined by the R;
value. This example illustrates the critical role of C;in channel loss at high frequencies. Reducing
C;is a must for multi-gigabit data rates. The value of C; is a function of the process and the silicon
design. The ESD parasitic capacitance is typically 30%—40% of C;. C; decreases as device geom-
etry shrinks. For example, the value of C; is 3pF-5pF for a 130-nm process. C; can be reduced to
1.0pF-2pF for a 65-nm process.

The physical medium that connects the transmitter and receiver consists of many different
parasitic elements and transmission lines, as illustrated in Figure 2.8. The primary loss mecha-
nism on the physical medium is due to loss in the transmission line; the propagation constant (y),
and the characteristic impedance (Z,) characterize this. The propagation constant is a complex
number determined by

vy =a+jB. 2.4)

The signal wave on the transmission line is in the form of e *. The real part (@) is referred
to as the attenuation constant representing the loss of signal. When « is larger than zero, the sig-
nal wave is decaying exponentially.

The four types of transmission-line losses are dielectric loss, conductor loss, radiation loss,
and leakage loss. The attenuation constant is determined by

a=a,ta;+ ot a, 2.5)

where «,. is the attenuation constant for conductor loss, @, is the attenuation constant for dielec-
tric loss, « is the attenuation constant for leakage loss, and «, is the attenuation constant for radi-
ation loss. For data rates below 20 Gb/s, the losses due to radiation and leakage are negligible.

The dielectric loss, due to material properties, is the second major source of signal loss.
The dielectric loss for a material is characterized by the loss tangent. This is determined by
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"

tand = — (2.6)
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wheree = &' — je" = g, (1 — jtan 8)ey, &y = 8.854 X 107 !2, The physics behind dielectric loss
is due to electrical polarization [2]. An ideal dielectric material is one that has no free charges.
However, all material consists of molecules, which in turn, are made of charged atoms and elec-
trons. When a time-varying electric field is impressed onto a material, molecules inside the mate-
rial align in the direction opposite that of the applied electric field. Hence, the material is
polarized, with the negative and positive parts of the molecule displaced from their equilibrium
positions. The time-varying electric field causes the molecules to vibrate. The vibration of the
molecules generates heat and dissipates electric energy. The attenuation dielectric constant for
inhomogeneous material is determined by

_ftanéw\/;

c

oy 2.7)
where c is the speed of light in a vacuum. For a transmission line with inhomogeneous material,
the attenuation constant has a similar form, except that the dielectric constant is replaced by an
effective dielectric constant &, [2], which is the ratio of capacitance with and without dielectric
present.

Regarding (2.7), it is important to note that the dielectric loss linearly increases with signal
frequency and loss tangent. The most common PCB material is FR4, which has a loss tangent of
0.02. To reduce signal loss, you can use a lower loss tangent material, such as Rogers 4350, but
the penalty is higher cost. This may not be acceptable for consumer products, but it may be feasi-
ble for the backplanes of computer servers or Internet routers. Furthermore, the dielectric con-
stant and loss tangent may be functions of frequency. They may also be functions of temperature
and humidity. For example, the FR4 loss tangent may increase to 0.03 at high temperature, while
the dielectric constant can increase by 20% in higher humidity.

The third major source of signal loss is due to transmission line conductor loss. The DC
resistance of a conductor is determined by

Ry =— 2.
“= 28)

where p is the resistivity, / is the conductor length, and A is the cross-sectional area. The internal
impedance of the conductor is a function of frequency

Z, = R, (1+)) (2.9)

where the surface resistivity R, is determined by
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1.0
g =10 _ [ (2.10)
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And, the skin depth & is determined by
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It is important to note that AC conductor loss is proportional to the square root of the fre-
quency. For coaxial cable, the attenuation constant is obtained by

5 @2.11)

a.

~ 0.014272\/f<1 1

Z v D> (dB/m) (2.12)

where Z, is the characteristic impedance, d and D are the diameters of the inner and outer con-
ductor, respectively. For a microstrip line, the closed form equation for attenuation constant is
more complicated (refer to page 96, [2]).

The surface roughness of the conductor induces additional loss. The attenuation constant
for a microstrip line is modified [3] as follows:

20 A
a, = oyl 1.0 + 7tan 1.40 E (2.13)

where « is the attenuation constant for a perfectly smooth conductor, A is the rms surface rough-
ness, and 0 is the skin depth. When the ratio of surface roughness to skin depth reaches 2, the
increased conductor resistivity could reach 75%.

It is evident from the previous discussion that signal loss, due to C; and the transmission
line, depends on signal frequencies. For a PCB trace length of less than 6 inches, signal loss due
to C; dominates. In contrast, for an 18-inch trace with FR4, the dielectric loss dominates. Con-
ductor loss becomes much more significant when loss dielectric material, such as Rogers, is
used.

2.2.2 Crosstalk

Crosstalk noise (or coupled noise) is a generic term that refers to signal-to-signal coupling, signal-
to-supply coupling, or supply-to-signal coupling. Crosstalk is the direct result of the physical design
of the chip, package, or PCB, as well as the connector where the electromagnetic coupling occurs.
On-chip crosstalk is primarily capacitive (that is, electric field coupling). In contrast, crosstalk due
to package wirebonds is primarily inductive (that is, magnetic field coupling). In general, particu-
larly on transmission lines, both capacitive and inductive couplings exist. Crosstalk noise can be
classified as either near-end crosstalk (NEXT), or far-end crosstalk (FEXT). NEXT refers to the
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crosstalk noise observed at the side where the signal is sent. FEXT refers to crosstalk noise
observed at the side where the signal is received. Chapter 5 discusses NEXT and FEXT in detail.

2.2.3 Reflections and Resonances

Reflections occur when impedance discontinuities exist in the transmission line. Impedance dis-
continuity often occurs when a mismatch exists in the physical dimensions of the vias, BGA
balls, and connectors. Moreover, the manufacturing variations in the physical dimensions (such
as dielectric thickness, trace width, and spacing) all contribute to impedance variations. For low-
cost high-volume manufacturing, having +/—~10% to +/—15% impedance variation in PCBs, and
+/-20% impedance variation in the package impedance, is common.

2.2.4 Inter-Symbol Interference (ISI)

Inter-Symbol Interference (ISI) is not an independent noise source: It is the result of channel fre-
quency dependent loss and reflections. As an example, Figure 2.11 shows a single-bit response at
the receiver for a long backplane channel. Each circle in the plot indicates the center of the bit. As
shown from this plot, the single-bit pulse is widened to occupy a bit before (or precursor) and four
bits after (post cursors), due to the large channel frequency dependent loss. As in the case of
reflections, the residue waves of past bits are superimposed onto the current bits. From the per-
spective of single-bit response, the ISI effect is the same, whether it is due to loss or reflections.
However, reflections can occupy many more bits than attenuation for a long and low-loss channel.
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Figure 2.11 Single-Bit Response of a Backplane Channel

To illustrate how ISI generates bit errors, assume that Tx transmits a 101 pattern, as shown
in Figure 2.12. Because the channel is a linear time invariant (LTV) system, the final wave at the
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receiver is simply the superposition of time-shifted single-bit pulses. Due to the post cursors of
the first single bit 1 pulse, and the precursors of the second single bit 1 pulse, the 0 bit becomes a
1 bit, resulting in a single-bit error.
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Figure 2.12 Large ISI-Induced Bit Errors

2.2.5 Power Supply Noise

Power supply noise, and its impact on link jitter, is one of the major bottlenecks in high-speed
interfaces. The power distribution network (PDN) must be carefully designed, in order to limit
power noise. Excellent textbooks have recently been published on the subject of designing power
distribution networks [4—6]. However, their impact on link jitter has not been covered. Part III of
this book addresses the topic of jitter induced by supply noise in detail. However, a few key issues
related to power supply noise are introduced here.

2.2.5.1 Power Distribution Network (PDN) and Bypass Capacitors

A bypassing capacitor can provide the transient charges needed by the switching devices on sili-
con and reduce the PDN impedance. A power distribution system consists of three different hier-
archies: silicon, package, and PCB. At each hierarchy, capacitors suppress supply noise at
different frequency ranges. For example, the capacitors placed on the silicon suppress very high
frequency noise (>500MHz). Modern high-speed designs must have on-chip decaps for reliable
operation. Many system-level designers often neglect this on-chip capacitance and overdesign
the PDN. Similarly, low to medium frequency noise is suppressed by capacitors of different sizes
and types placed on the package and PCB. It is important to note that capacitors on the PCB are
less effective at high frequencies, because of their parasitic inductance. Capacitors placed on the
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package are more effective due to lower parasitic inductance. Package PDN inductance is often
larger than that on the PCB. This is particularly true for wirebond packages. Furthermore, pack-
age inductance, in a power distribution network, interacts with the on-die bypass capacitors to
create a resonance in the effective impedance of the power distribution network. Supply noise is
the largest when a large switching current exists at resonant frequencies. Figure 2.13 plots typical
PDN impedance versus frequency, where the package resonant frequency occurs most often
between 100MHz-300MHz. The design goal is to set the target impedance of the PDN below a
certain limit over a broad frequency band, given the amount of switching current and allowed
voltage variations (including both DC drop and AC noise).
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Figure 2.13 Effective Impedance of a Power Distribution Network

2.2.5.2 Power Supply Noise and On-Chip Circuitry

Unlike noise sources, such as crosstalk and reflections (which directly influence the signals on
the channel), supply noise directly affects the circuit operations in terms of functionality and per-
formance. Supply noise could degrade system performance in several different ways: First, sup-
ply noise increases signal delay uncertainty in the design. Signal delay could increase when the
supply voltage falls below the nominal voltage, or decrease when supply voltage rises above the
nominal supply voltage. The net effect of power supply noise on the propagation of clock and
data signals is an increase in delay uncertainty, and the maximum delay of the data path. For
example, +/—10% variation in supply voltage could cause —/+15% variation in the delay of clock
buffer and clock distribution. This, of course, depends on the process and circuit design. As a
result, power supply noise imposes a limit on the maximum frequency of the design.

Second, supply noise increases on-chip clock jitter. In a typical high-speed link, a phased-
locked loop (PLL) generates the on-chip clock, based on a reference clock input. A PLL consists
of a phase detector, charge pump, loop filter, VCO, and frequency divider (as shown in Figure
2.14). Supply voltage variations in these circuit blocks result in timing jitter on the PLL clock
output. In particular, the supply noise in the VCO dominates the timing jitter contributions. Fur-
thermore, supply noise in the clock buffers and distributions changes the clock delay dynami-
cally, as previously described, introducing additional timing jitter. Figure 2.15 plots the PLL
noise transfer functions versus frequency for various circuit blocks. Specifically, the noise in the
reference clock is a low-pass filter, because the PLL feedback path completely tracks the input
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phase noise, resulting in the same phase noise at the output. On the other hand, the noise in the
clock buffer is a high-pass filter; it is directly routed to the output and the feedback path provides
no filtering. The noise in the VCO is a band-pass filter, with the low frequency phase noise
tracked out slowly (due to the integration effect) by the loopback path, and the high-frequency
phase noise filtered out by the VCO supply noise sensitivity.
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Figure 2.14 PLL Jitter Model

10
—_
m R0
T D AN
= o —?\v o
[ v,
\
A :
€ 10 R I Ref Clk
=) oy v
s / N == \CO
[ U N \
o /7 . \ =xxs Clk Buffer
c 20 7 - S
g ’ \
l— , N \
(] 1 4 . \
9 -30 7 : N,
o U4 N \
=2 ¥4 . \
/ . \
-40 Y TR .4 . Y
1.E+05 1.E+06 1.E407 1.E+08 1.E+09 1.E+10
Frequency (Hz)

Figure 2.15 PLL Noise Transfer Functions

Third, supply noise could reduce circuit-noise margin and headroom. Verifying a circuit’s
supply-noise sensitivity is one of the major design goals for critical circuit blocks. A typical cir-
cuit design goal is to ensure robust operation under the worst case +/— 10% supply variations
from a nominal supply voltage. This variation includes both DC (IR drop) and AC (dynamic
noise) components. If the supply noise exceeds the designed target, such as at the worst-case
PDN resonance, the circuit may not have enough voltage headroom to function properly and
could fail. Unfortunately, this design goal is increasingly difficult to achieve. Chapter 14, “Supply
Noise and Jitter Characterization,” discusses this topic in detail.
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Finally, supply noise can degrade gate oxide reliability. The gate oxide thickness is
reduced, as process geometry scales, in order to improve device performance and to reduce
power consumption. However, thin oxide poses the risk of electron tunneling and reliability. Par-
ticularly, high-supply voltages increase the stress on thin oxide, and reduce its long-term reliabil-
ity. As a result, the overshoot in power supply voltage must be limited to minimize the risk of
device breakdown.

2.3 Jitter Basics and Decompositions

Jitter characterization and simulation have become an integral part of high-speed link design.
This section reviews jitter basics and decomposition and also categorizes the noise and jitter
sources mentioned in the previous section, and applies them to different jitter types. M. P. Li’s
book is recommended for further reading on the subject of jitter in high-speed links [13].

2.3.1 Jitter Representations

Jitter is defined as the short-term variations of a digital signal’s significant instants from their ideal
positions in time [14]. Timing variations that occur slowly (less than 10Hz) are called wander or
drift, whereas jitter describes more rapid variations. Jitter is measured using various devices, such as
real-time or equivalent-time (sampling) oscilloscopes, time-interval analyzers (TIA), or a spectrum
analyzer. Different measurement devices report jitter using different jitter representations. In this
section, six commonly used jitter representations are reviewed: jitter sequence, jitter spectrum, auto-
correlation, power spectrum density (PSD), probability density function (PDF), and phase noise.

2.3.1.1 Jitter Sequence and Spectrum

Jitter sequence is simply the sequence of the amount of jitter for a given data pattern. Figure 2.16
shows an example of data pattern along with some possible deviations. In this example, Az, At,,
Ats, Aty, Atg, At;, and Atg represent the jitter sequence. As shown in this example, some of the
jitter terms are missing, depending on the data pattern. For a clock pattern, all jitter terms are
present. Jitter sequence is also referred to as Time Interval Error (TIE), or phase jitter. Jitter
sequence can be plotted, in order to show jitter characteristics. Figure 2.17 shows a sinusoidal jit-
ter in a clock signal, where the vertical axis is the jitter amount in time.

At |€ AL At 4 At At AL [€ At |5

Ideal Locations

Figure 2.16 Jitter Sequence of the Sample Data Pattern
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Figure 2.17 Plot of a Sinusoidal Jitter Sequence

For a clock pattern, period jitter is defined as the period deviation from the ideal period.
The period jitter can be calculated by taking the difference of the jitter sequence. Cycle-to-cycle
Jjitter is defined as the difference between two consecutive periods. Cycle-to-cycle jitter is calcu-
lated by taking the difference of period jitter. A more general definition for nth-cycle jitter is the
difference between any two periods within n cycles. The nth-cycle jitter concept is used to define
the jitter spec, to control the jitter spectrum contents. For instance, by increasing the order, more
low-frequency jitter components can be accounted for.

Figure 2.18 shows phase, period, and cycle-to-cycle jitter measurements for sinusoidal jit-
ter. As shown in the figure, the period jitter filters the significant low-frequency jitter compo-
nents. Both the period and cycle-to-cycle jitter measurements significantly filter low-frequency
jitter components, but do not filter the high-frequency jitter components. It is interesting to note
that, even though the cycle-to-cycle jitter measurement filters the low-frequency content more
than the periodic jitter measurement, it slightly amplifies the high-frequency jitter measurement.
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Figure 2.18 Various Jitter Measurements for a 1-GHz Clock with Sinusoidal Jitter of
Magnitudes of 1.0 (at 10MHz) and 0.2 (at 200MHz)

Jitter sequence in the time domain can be converted to jitter spectrum in the frequency
domain by applying a Fourier transform. Conversely, jitter sequence can be generated from jitter
spectrum by using an inverse Fourier transform. For a jitter sequence generated from a data
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pattern, not all the jitter terms are defined, as shown in Figure 2.16. To find the jitter spectrum for
this case, the missing jitter terms can be interpolated before applying the Fourier transform.

Although jitter sequence can be measured in the time domain, jitter spectrum cannot be
directly measured in the frequency domain. Consequently, jitter spectrum has a limited usage in
practice. Nonetheless, it can be useful for a link-jitter simulator, as it provides an efficient way to
simulate the jitter response by avoiding the time-domain convolution of the jitter sequence with
the jitter transfer function.

2.3.1.2 Power Spectrum Density (PSD) and Autocorrelation

Power spectrum density (PSD), rather than jitter spectrum, is often used to characterize a stochas-
tic process. PSD is directly measured using a spectrum analyzer with phase detector [15]. The
PSD frequency plot shows various jitter characteristics. The jitter spikes at the multiples of data
frequencies are data-dependent jitter. On the other hand, the jitter spikes at frequencies other than
the data frequency are periodic jitter. Furthermore, the noise floor, after removing the jitter
spikes, represents the random noise.

PSD is also related to the autocorrelation of jitter sequence through the Fourier transform:

Sx(f) = / Ry (De 7@ dt (2.14)
where -
Ry () = /At(t + 7)An(t)dr. (2.15)

—o0

Ax(¢) is the TIE, or phase jitter, of the clock signal, and 7 is the delay time. Hence, PSD or auto-
correlation Ry, (7) can be calculated from TIE or jitter sequence data.

2.3.1.3 Phase Noise

Radio frequency (RF) designers studied jitter before it became a serious issue for digital design-
ers. The RF community commonly uses the phase noise in place of phase jitter. This section
reviews the differences between phase noise and phase jitter, or jitter sequence and PSD.

Phase noise is not voltage noise: It is timing jitter representing the phase deviation of the clock
signal. To observe the difference between jitter and phase noise, consider the sine wave signal:

X() = sinQ@mfyt + o)) (2.16)

where f; is the nominal frequency, and () is the phase noise or variations. To see the relationship
to jitter (A#(z)) the preceding equation is rewritten as

iU 2.17)

X() = sinQ@mfyt + P
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Now the phase jitter and phase noise is related with

¢(0)
27y

An(t) = (2.18)

Phase noise, as used in RF applications, is often dealt with in the frequency domain rather than
the time domain. The relationship of the PSD of phase noise to the PSD of jitter is determined by

Sai(H) = (2.19)

1
Q@ fy)? Seth-

The units of Sa,(f) and S, (f) are sec?/Hz and rad’/Hz, respectively. If phase jitter is nor-
malized to a unit interval (UI), the scaling factor simplifies to 1/ (2m)*. RMS jitter is one of the
popular jitter-measurement parameters and it is defined by

[ fu
1
Jrus = Ffo /Scp(f)d.f' (2.20)

)

2.3.1.4 Jitter Probability Density Function (PDF) in Statistical Domain

Jitter can also be analyzed in the statistical domain by using histograms, probability-density func-
tions (PDF), or cumulative-density functions (CDF). The histogram is created by plotting the fre-
quency of occurrence versus the range of values of a particular parameter of interest. The height
of the histogram represents the cases that fall within a particular unit interval. A PDF is then cal-
culated by normalizing the histogram, by dividing the number cases within each interval by the
total number of cases.

Similarly, one can obtain a timing histogram by binning edges at a reference voltage in the
eye diagram, as shown in Figure 2.19. One can collect many statistics from the histogram plot,
such as mean, median, standard deviation, and peak-to-peak values. If the eye diagram is
obtained by averaging (as in Agilent’s digital sampling scope [DCA] eyeline mode), the his-
togram removes RJ. Otherwise, both DJ and RJ are contained in the histogram plot. Histograms
complement eye diagrams, and offer further insight into jitter components.

Although PDF provides a convenient way to describe jitter distribution, it is a rather simpli-
fied version of jitter representation, because it loses both time and frequency information. Hence,
it cannot be converted to other, more general, jitter representations, nor can it be used to simulate
accurate jitter amplification or tracking. As discussed in Chapter 6, “Channel Voltage and Timing
Budget,” link analysis based on statistical PDF models often results in pessimistic results when
compared to more general models (such as jitter sequence, jitter spectrum, or PSD).
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Figure 2.19 Sample Histogram Generated from an Eye Diagram at 16Gb/s

2.3.2 Jitter Decompositions

To facilitate identifying and understanding the sources of jitter, jitter is often decomposed into
subcomponents, as shown in Figure 2.20. Specifically, the jitter is separated into two large cate-
gories: deterministic jitter (DJ) and random jitter (RJ). The DJ can be decomposed into data-
dependent jitter (DDJ), and bounded uncorrelated jitter (BUJ). The duty cycle distortion (DCD) is
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Figure 2.20 Jitter Component Decompositions
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an example of DDJ, whereas periodic jitter (PJ) is an example of BUJ. Sinusoidal jitter (SJ) is a
single-tone (frequency) case of PJ. Modern test equipment, such as Agilent’s Digital Communica-
tion Analyzer (DCA-J), performs jitter decomposition as part of the post processing of measured
time domain waveforms. Figure 2.21 shows a sample output from Agilent’s DCA-J. It is impor-
tant to keep in mind that the jitter separation method is an approximation, based on a mathematical
model. The balance of this section provides short descriptions of the various jitter components.
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Figure 2.21 Jitter Decompositions Performed by Agilent’'s DCA-J

The deterministic jitter (or DJ) is repeatable, predictable, and bounded. DJ can be quanti-
fied in terms of a peak-to-peak value. As shown in Figure 2.20, DJ consists of DDJ and BUJ.
DDJ is defined as any jitter components that are correlated with the data pattern in the link. Pas-
sive channel introduces several non-idealities that cause DDJ. These include channel attenuation,
crosstalk, and reflections. Both inter-symbol interference (ISI) and duty cycle distortion (DCD)
contribute to DDJ. (ISI was previously discussed in Section 2.2.4.) DCD is defined as the varia-
tion of the pulse width in the data pattern. This is most effectively illustrated using a 101010 pat-
tern. The pulse width for 1 may be different than the width for 0. DCD is typically introduced by
the mismatch of even and odd delays in the transmitter. For single-ended signaling, DCD can
also be due to the mismatch of rising and falling edges, and if the decision threshold is higher or
lower than it should be. Furthermore, DCD is amplified by a lossy channel, because the narrow
pulse contains more high-frequency components, which can be attenuated by the channel.



References 39

BUIJ refers to any unbounded jitter not correlated with the data stream. PJ is an example of
BUJ, which represents jitter that repeats in a certain time period that is independent of the data
pattern. PJ, in general, consists of multiple frequency contents (SJs). Power supply modulation is
often the root cause of PJ in the system. Many other examples of BUJ exist, including any
crosstalk that is not correlated with the data pattern, phase interpolation errors, and external
noise-induced jitter due to EMI.

On the other hand, random jitter (RJ) is unbounded and unpredictable. RJ is often assumed
to be a Gaussian distribution, because the primary cause of RJ is the thermal noise in the transis-
tors. More importantly, a Gaussian distribution, based on the central limiting theorem, can
approximate the composite effect of many uncorrelated random noise sources. Because Gaussian
distribution is unbounded, the peak-to-peak value of RJ is theoretically infinite, so using peak-to-
peak to quantify RJ is meaningless. Consequently, RJ is best represented by a standard deviation,
or root mean square (rms) value. Depending on the BER, the RJ impact on the link’s total jitter
can be derived by multiplying the rms value by two times the Q factor, as described in Chapter 6.

2.4 Summary

This chapter briefly reviewed the fundamental components of I/O signaling: channel topology,
driver options, termination choices, and clocking architectures. A successful channel design must
consider a good balance of performance, power, and cost for target applications. In addition to
these basic signaling blocks, various noise sources and mechanisms were presented, along with
an introduction to jitter basics. A good signal integrity engineer needs to understand, and be able
to quantify, the impact of these noise sources. A significant portion of this book is dedicated to
modeling and simulating the impact of these noises.
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CHAPTER 3

Channel Modeling and
Design Methodology

Chuck Yuan, Ravi Kollipara, Dan Oh, and Hao Shi

The passive interconnect (or channel), along with the transmitter (Tx) and receiver (Rx), is one of
the three primary components of an I/O system. The channel connects the Tx with an Rx. The
signal from the Tx may be distorted by the passive channel due to channel loss, dispersion, reflec-
tion, and crosstalk. When the data rate is sufficiently low, we can ignore the impact of the passive
channel. At multi-gigabit data rates, the channel becomes the limiting factor in achieving a target
data rate. Furthermore, the impact of the channel is strongly dependent on the signaling method
used. Specifically, for a given data rate, the channel has a greater impact on single-ended signal-
ing than on differential signaling due to single-ended signaling’s higher crosstalk and simultane-
ous switching noise. In modern designs, the impact of the passive channel cannot be neglected
and must be evaluated.

Designing a high-speed channel presents many difficult challenges, especially when the
data rate is in the multi-gigahertz range. First, one must develop a systematic methodology for
channel simulation and modeling. The models must be accurate enough for the targeted data rate,
and one must be able to simulate them in a system environment efficiently. Many iterations,
involving hundreds (if not thousands) of simulations are required to optimize system yield in
terms of channel topology, channel parameters and their variations, and signal-conditioning
methods, if required. Second, one must adopt a signal integrity—driven physical design. Attention
must be paid to crosstalk and impedance discontinuities in packages, PCBs, and connectors. One
must carefully design the power distribution network, in order to minimize the impact of supply
noise on system performance. Finally, one must rigorously correlate the channel model with
hardware and verify the system performance over process, voltage, and temperature (PVT).
Figure 3.1 illustrates these important aspects of channel design and lists the detailed steps
involved.
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Figure 3.1 Passive Channel-Design Components

3.1 Channel Design Methodology

To demonstrate how to successfully manage the design challenges that high-speed channel design
presents, this chapter describes the proven design process and methodology used for the Rambus®
Direct RDRAM® and XDR™ channels [1-4]. The channel design and modeling methodology is,
in essence, the process of balancing device and system characteristics with architectural con-
straints. This process enables the creation of component and channel specifications that guarantee
the system operation, at the intended frequency, over all processing ranges and operating condi-
tions. It is important to realize that not all SI engineers have the opportunity to define an I/O inter-
face from the ground up. The typical case is that a standard-setting body defines the signaling
methods and specifications. Sometimes, that body only defines a part of the system, as is often the
case for memory interfaces, where only memory specifications are explicitly provided. Under-
standing how the standards are derived is very useful in performing trade-off analysis. The fol-
lowing discussion assumes that one has an option to define and design an I/O interface.

The Rambus channel design methodology considers system-level effects as key elements
of the overall device and system requirements and specifications. We apply a top-down method-
ology, whereby the system-level specifications drive the component-level specifications, as illus-
trated in Figure 3.2. SI engineers work with architectural engineers to define the system
requirements in the first step. Next, we perform the first-order analysis, where we create channel
models, based on the extrapolated historical design and data. In the third step, we attempt to iden-
tify critical channel parameters, based on the proposed signaling topology and methods. We ana-
lyze these critical parameters to evaluate their impact on system performance and the design
goals. After we are satisfied with the design, we proceed to the fourth step, which is to create a
more detailed channel (signal integrity) model and power integrity model. We then use these
models to define the initial specifications for various channel components, including the Tx and
Rx parameters. These specifications define the I/O silicon/circuit design.
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Figure 3.2 Top-Down Channel Design Methodology

The key design goal is to ensure robust system operation under the permitted worst-case
process variations. This goal is achieved using balanced specifications for all the system compo-
nents, and without overly constraining any particular component (which could result in signifi-
cant or unnecessary yield loss). The process outlined in Figure 3.2 answers many of the following

questions:

* What signaling scheme should be used, single-ended or differential signaling?
*  What is the trade-off between point-to-point and bussed topology?
*  What are the maximum data rates that need to be supported?

*  What is the limiting factor of the design? Is it passive channel or device?

e What are the characteristics of Tx and Rx?

*  What are the adequate Tx voltage swing and Rx voltage sensitivities?
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*  What are the acceptable Tx output timing (tQ) and Rx input timing (tS/tH)?

» Isactive signal conditioning (Tx or Rx equalization) needed?

* Do we need per-bit timing calibration? Should it be one-time or periodic?

* Isondie termination (ODT) required? What are the ODT value and its tolerance?
* Do we need to calibrate ODT and driver rise time?

*  What type of package do we use (wirebond, C4, or CSP)?

*  What is the maximum trace length?

* What are the impedance tolerances of the packages and PCBs?

*  What is the skew tolerance budget for the packages and PCB traces?

* What type of transmission lines do we use (microstrip or stripline)?

*  What type of connectors do we use?

The preceding questions range from architectural to physical implementation details.
Ultimately, one needs to balance the bandwidth, power, capacity, silicon area, and cost
requirements at the system level. The answers to these questions depend on the targeted appli-
cation. For the consumer market, cost is a major concern, whereas for the server market, per-
formance (bandwidth and power) is the more important consideration. Figure 3.2 illustrates a
systematic methodology that makes addressing these design trade-offs easier. The following
sections use the Rambus XDR memory interface design to demonstrate many of the points
described previously.

Specifically, why should one use point-to-point differential signaling when many other
choices are available (as listed in Figure 2.1 in Chapter 2, “High-Speed Signaling Basics™)? For
many years, a popular method of connecting digital systems has been multi-point connections.
The Direct Rambus DRAM (RDRAM) memory channel [2] is a good example. The Direct
RDRAM memory channel started at 800Mb/s/pin and scaled to 1.6Gb/s/pin in later designs.
However, the further performance improvement of multi-point single-ended topologies is very
difficult due to a number of factors, including stub lengths, effective stub impedances, and
device capacitive loading, as well as driver and termination implementations. Consequently,
XDR data path (DQ) chooses point-to-point topology to achieve 3.2Gb/ps to 6.4Gb/s data rate.
In contrast, the command/address (RQ) path still uses a bussed topology, similar to RDRAM sig-
nals, and operating at 800Mb/s. This bussed topology makes supporting larger memory capacity
possible. As a result, there are two different channels to analyze, one for DQ and the other
for RQ.

During the initial exploration phase in the design of the Rambus XDR memory system, the
following system requirements were proposed:

* Supported data rates: 3.2Gb/s to 6.4Gb/s
* Controller package: C4 (Flip-chip) or wirebond package
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* DRAM package: Chip scale package (CSP)

* Short channel: Maximum PCB trace of 5 inches without connectors

* Long channel: Maximum PCB trace of 8 inches with up to three connector crossings

* No package and PCB trace matching or skew requirements

* Controller package layer count: 2-2-2 or 3-2-3 build up package for DQ traces

* PCB layer count: Four layers with two signal-routing layers

* Microstrip lines are used for differential DQ signals

 Strip lines are used for single ended RQ signals

After building channel models based on past designs, the simulations are performed to
determine the channel topology and signaling method. In the end, a differential point-to-point
signaling topology (shown in Figure 3.3) is chosen to ensure data rate scalability. The key design
features of this topology are:

*  On-chip termination to minimize reflections

* Low voltage swing (200mV) to minimize power consumption

* Bi-directional data transfer to maximize channel efficiency
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Figure 3.3 XDR Signaling Technology

The next step is to identify the critical channel parameters. These include the die parasitic
capacitance, ODT impedance tolerance, channel impedance tolerance, package via impedance,
package-plating stub for wirebond package, dielectric loss (as a function of temperature and
humidity), as well as PCB trace length. For example, a clear trade-off exists between Tx voltage
swing and channel attenuation introduced by die parasitic capacitance and PCB trace loss. One
could also consider introducing signal conditioning into the I/Os, such as Tx finite impulse
response (FIR), or Rx linear equalization. In this case, a design trade-off exists between silicon
complexity and power/area impact versus system performance enhancement. One must have an
accurate channel model in order to quantify the system performance gain due to various channel
parameters and design options. After extensive simulations, it is clear that signal conditioning
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provides marginal performance improvement at 3.2Gb/s, in particular, for a short memory chan-
nel (< 5 inches). For example, Figure 3.4 shows the channel parameter variations for a short XDR
channel.
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Figure 3.4 Channel Parameter Variations for a Short XDR Channel

Because XDR is targeted for consumer products, such as game consoles or DTVs, conven-
tional packaging and PCB technologies are used. This, in turn, imposes low-cost manufacturing
constraints on the design. The design challenges and goals include:

* Use of conventional package and PCB design rules

* Use of 1000} differential impedance PCB traces in a microstrip line or stripline configu-
ration

* Support for four-layer conventional PCBs with +/—15% impedance variation

* Support for wirebond or flip-chip BGA packages, with +/—20% impedance variation

* Generation of accurate broadband interconnect models that capture high-frequency effects
* Robust system operation under worst-case process variations

* 100% system and component yield at 3.2Gb/s

The last goal of achieving 100% yield is very important in the game console market,
because the system performance does not vary. This means that every part produced can be used
in the system. Similarly, every system built should be robust and suitable for shipment to cus-
tomers. In contrast, one can tolerate a small yield initially, if the market permits different perfor-
mance levels. This is typically true in the graphics market, where high-performance products are
first introduced in high-end products, and later cost reduced for use in lower-end products. To
achieve 100% yield, one must apply a statistical simulation technique, as described in Chapter 7,
“Manufacturing Variation Modeling,” to consider the impact of process variations. In addition,
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one must use a reliable voltage and timing budget methodology to ensure robust system operation
under the worst-case operating conditions (as described in Chapter 6, “Channel Voltage and Tim-
ing Budget”). The voltage and timing budget, derived from the channel simulations, drive the
specifications for I/O silicon designs.

To build confidence in the proposed system design, we build prototype silicon and systems
to validate our assumptions and models. We then apply the verification results from the prototype
system to the silicon and PCB/package design to create the next-generation design. Therefore,
the channel design methodology, shown in Figure 3.2, is an iterative process. With each iteration
of the design, we gain more confidence in the signaling technology, and eventually drive the
design into production. We use the channel simulation results to derive/optimize the physical
design rules and guidelines for the silicon, package, and PCB.

In the previous discussion, the assumption is that one has an option to define an I/O inter-
face from scratch, which is obviously not very common. In most cases, the signaling architecture
is pre-defined by a standard-setting body, which performs an analysis similar to the one
described. The SI engineer’s job is to verify that his or her particular design meets the specifica-
tion. In the case of memory systems, specifications are explicitly given only for DRAM, not for
the controller. The SI engineer must back-calculate the specification for the passive channel. You
can use the aforementioned methodology to facilitate this process. The difference is that the
design space is much smaller, and the number of variables is restricted to package and PCB
design parameters; the silicon related parameters are fixed. If, however, one ignores the potential
impact of the package and PCB (as is done in many practical situations), the risk of having an
unstable system increases dramatically as data rates increase. The signal integrity driven design
outlined in Figure 3.2 minimizes such a risk and should be adopted.

3.2 Channel Modeling Methodology

As previously discussed, obtaining accurate channel models that one can use to predict channel
behavior reliably is essential. Accurate channel modeling is particularly important when operat-
ing at multi-gigabits per second data rates, where the channel becomes the bottleneck. Channel
non-idealities, such as reflections and attenuation at high frequency, become much more domi-
nant. Ultimately, the simulation results offer very little value, if one does not trust the underlying
model. One cannot reliably make design trade-offs without having confidence in the accuracy of
the model. In this chapter, we specifically refer to the channel model as a passive channel model
for traces, vias, wirebonds, and connectors.

Figure 3.5 shows a commonly used modeling methodology for designing high-speed mem-
ory interfaces [2—4]. This methodology is based on the fact that the channel is made of many sub-
components. You create an equivalent circuit model for each subcomponent, using an
electromagnetic solver. The electromagnetic solver could be 2D, 2.5D, or 3D. It can also be either
a quasi-static solver or a full-wave solver. You generate the channel model by combining the
equivalent circuit models for all the subcomponents. Field solver simulation is an important area
in channel modeling and is discussed in Section 3.3.
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Figure 3.5 Example of a Common Channel-Modeling Methodology

The process of modeling a channel subcomponent starts with the physical design database,
using electromagnetic field solvers. The first decision is whether to use a quasi-static or full-wave
field solver. The choice depends on the electrical size of the structure. The quasi-static solvers pro-
duce the equivalent circuit model in the form of inductances, capacitances, and resistances. They are
good for electrically small structures, such as C4 bumps or BGA balls. On the other hand, the full-
wave solvers generate scattering (or S) parameters. S-parameters can be used directly in modern cir-
cuit simulators. Chapter 4, “Network Parameters,” covers using S-parameters in a circuit simulator.
However, the S-parameter is a “black box” model that offers very little physical insight into how to
improve the design. Converting the S-parameter to an equivalent physical circuit model offers the
opportunity to study design sensitivity to certain parameters. It is important to note that the key
phrase here is equivalent physical circuit model. Because an equivalent physical circuit model is
only an approximation, there could be many equivalent models for a given S-parameter. Because an
equivalent physical model relates the design to common circuit parameters, such as capacitance,
inductance, and impedance, it is more convenient to work with than a raw S-parameter model.

Section 12.2.2, in Chapter 12, “SSN Modeling and Simulation,” describes a simple equiva-
lent circuit-generation method for electrically short interconnect structures, such as vias, wire-
bonds, and connectors. For more complex structures (such as a complete package model), one
can generate equivalent circuit models by using both lumped and distributed circuit elements, in
conjunction with a general numerical optimization [5]. We can compare the accuracy of various
equivalent circuit models—in this example, using coupled vias (Figure 3.6 shows the geometry).
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We use both full-wave and quasi-static solvers to generate frequency dependent S-parameters,
and static models using RLGC lumped elements, respectively. Then, an additional model is gen-
erated using a one-segment PI model, by curve fitting the full-wave model. Figure 3.7 shows the
resulting S-parameter simulation data. Note that the figure plots S11, S21, S31, and S41, which
represent the reflection, near-end crosstalk, insertion loss, and far-end crosstalk, respectively. In
general, the RLGC model generated from the S-parameter fits well with the full-wave model at
lower frequency range, as expected. In Figure 3.7, the following RLGC values are used to fit data:
C, = C; = 0.289pF, C, = C4 = 0.28pF, C, = C34 = 5.14fF, L3 = Ly, = 950pH, and
K = 0.29. Section 3.3 discusses the accuracy of field solver modeling.
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Figure 3.6 Geometry of Two Single-Ended Vias

Generating a model from a physical design involves simplifying the physical design,
because the physical design contains many details, which may or may not influence the accuracy
of the model. Including everything in the design often slows down the EM solver dramatically.
Including all the physical details is neither practical nor necessary. Deciding what to include and
what to simplify is an important decision. In addition, different EM solvers may offer different
levels of accuracy. As a result, verifying a model based on prototype hardware is an essential part
of ensuring the integrity of the model.

The model needs to be verified in both the time and frequency domains. There have been
many debates over the pros and cons of using time-domain reflectometer (TDR) versus vector
network analyzer (VNA) to accomplish this verification. The truth is that both methods are useful
and needed to derive a complete picture of the passive channel. The time domain measurement
using (TDR) offers a direct measurement of impedance discontinuities and crosstalk. One can
easily identify the type, location, and the amount of discontinuities in the physical design. VNA
measures the high-frequency behavior accurately, whereas TDR provides direct measurements
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of the channel impedance profile and of the amount of crosstalk (far end or near end) in the chan-
nel. Section 4.2.1 discusses a few key issues in comparing these time- and frequency-domain
methods.
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Figure 3.7 Comparison of Full-Wave, Quasi-Static, and RLGC Pi Models of S-Parameters

3.3 Modeling with Electromagnetic Field Solvers

We can generate an equivalent circuit model, using electromagnetic solvers, for a given physical
design, or the layout of a package and PCB. We then include these models in system-level tran-
sient simulations using SPICE, which may include the non-linear behaviors of drivers and
receivers. At a very high level, this sounds like a straightforward procedure. However, one must
consider a number of factors in order to generate accurate models. First, one must determine the
desired level of accuracy and the frequency of interest. The answer to these questions determines
which EM field solver to use, and the complexity of the equivalent circuit model. Second, how
will one use this model in the analysis? The answer to this question determines whether the
model is purely mathematical and does not correspond to the physical design. Finally, one must
trade off the computational costs versus accuracy. The answer to this question determines what is
included in the physical model for the EM solvers, and how much computational resource is
required. A physical design database usually contains many physical details that may have negli-
gible influence on the electrical behavior of the design. Determining what to include in EM simu-
lations involves experience and judgment. This, in turn, creates the need to correlate the model
with lab measurements.
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As mentioned previously, the two types of electromagnetic field solvers are quasi-static
and full-wave. Quasi-static field solvers solve the Poisson or Laplace equation. The correspon-
ding extracted physical parameters are inductances and capacitances, or transmission-line param-
eters. The equivalent circuit models consist of inductances and capacitances. The quasi-static
solver is appropriate for interconnect structures that are much smaller than the wavelength of the
highest frequency of interest. Typically, you can apply the 1/10 wavelength rule; that is, the
largest dimension of the structure is smaller than 1/10 of the wavelength of the highest frequency.
Figure 3.8 illustrates this, using a lossy transmission line with different lumped element models.
The transmission line is 1 inch, with R = 3.332Q)/m, L = 500nH/m, G = 0, and
C = 200pF/m, which has about a 254-ps flight time. Applying the 1/10 wavelength rule, a one-
segment model is accurate up to 400MHz in this case (as shown in Figure 3.8). However, this
simple rule does not work for high-order lumped models, as demonstrated by the 5- and 10-seg-
ment cases. In general, a significant number of segments are required to model high-frequency
distributed effects.
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Figure 3.8 Lumped vs. Distributed Transmission-Line Models

Full-wave solvers solve the vector wave equation of the Maxwell equations. The extracted
corresponding physical parameters are scattering parameters (or S-parameters). Theoretically,
there is no limit to what structure these solvers can handle. However, most full-wave field solvers
have a low-frequency limit, with the accuracy of the solver degrading at lower frequencies. At
higher frequencies, more unknowns are required to obtain accurate solutions, and the computing
resources limit the size of the problem. We can derive analytical formulae, through conformal
mapping and/or eigenfunction expansion, but for simple geometries, we can often use numerical
techniques, such as Finite Element Method (FEM), Finite Difference Time-domain Method
(FDTD), or the Method of Moments (MoM). With increased capabilities, and the ease-of-use of
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commercial EDA tools (such as ANSYS® Q3D Extrtactor® [6] and HFSS™ [7]), the majority of
models are now generated through these field solvers.

In addition to different types of EM solvers, we can choose to model in either two-dimen-
sions (2D), two-and-a-half dimensions (2.5D), or three dimensions (3D). A 2D solver is appro-
priate for package and PCB traces, whereas a 3D solver is often the right choice for wirebond and
vias. we can use 2.5D solvers to model package/PCB traces and vias, but not wirebonds.

Finally, we can choose to model the entire interconnect structure, or break it into smaller
pieces. The advantages of the first approach include convenience and accuracy, as it accounts for
the interactions of the different interconnect segments. As the data rate increases, full-wave
solvers are often required to simulate the entire interconnect structure. The disadvantage of the
whole model approach is the large computational cost due to the large structures. In addition, we
cannot easily evaluate the impact of individual segments, which is necessary for design optimiza-
tion. In contrast, breaking the interconnect structures into smaller pieces makes them easier for
the EM solver to handle, and enables optimization of each segment of the interconnect structure.

3.4 Backplane Channel Modeling Example

This section demonstrates a typical modeling process, using a backplane system as an example.
Backplanes are used in networking, telecom, and server applications to route signals. The
example backplane link is a high-speed differential, point-to-point serial link between a chip on a
line card, and a chip on a switch card, connected through a backplane with ten independent com-
ponents, as shown in Figure 3.9. The links are full duplex links, and have various trace lengths
and via stub-lengths on the line, switch and backplane PCB modules, and chip packages. The
links also go through various connector pair combinations, which result in various impedance
and crosstalk profiles. Because low bit-error rates must be ensured on all the links in the system,
the task is a challenging one [8—12]. Models are needed of all the components in order to predict
the channel loss, impedance profile, crosstalk, and delay. These, in turn, predict the data rate that
can be supported with a given set of Tx and Rx equalization techniques, and at a specified BER.
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Figure 3.9 Example of a Backplane Channel with Various Components
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The Tx and Rx parasitics may be considered part of the passive channel. The model, at a
minimum, consists of the Tx or Rx on-die termination, and the parasitic capacitive loading of the
Tx or Rx. This capacitive loading results from the ESD structure, die pad, on-chip interconnect,
and driver or receiver circuit. We extract these parasitics using on-chip extraction tools, or by
probing the pad with a simulated VNA, and then curve fitting the resulting S11 to a simple paral-
lel RC circuit (or a more complex model). Alternatively, the die pads can be directly probed using
a high-speed microwave probe and a VNA.

The most commonly used packages in backplane systems are flip-chip packages. We can
use the 3-D field solver to model the package, from the flip-chip bumps to the BGA ball pads of
the PCB. We can also characterize the package using a VNA and microwave probes, which land
on the flip-chip package pads on one side, and close to the BGA ball pads (using very short trans-
mission lines) on the PCB side. Probing a packaged chip is much easier than a bare die, because
the chip can be powered and clocked. Consequently, the Tx or Rx die parasitics are extracted by
probing from outside the package near the BGA balls, using short transmission lines, and de-
embedding the package S-parameters from the measured S-parameters.

We model the line card, switch card, and backplane PCB traces using 2-D tools. However,
we use a 3-D field solver to model the via pin fields of the through-hole backplane connector, the
signal vias under the line card and switch card chip packages, and the vias near the AC-coupling
cap. The backplane connector has three to six columns of differential pairs, with each pair having
a different delay. Typically, the connector is modeled using a 3-D field solver. Another alternative
is to extract the S-parameters of the connector using connector-characterization test boards and a
VNA. Special test fixtures with TRL (Through, Reflection, and Length) calibration structures are
used for this purpose. Another approach is to use simple connector test boards, probe the back-
side of the vias (on the card and the backplane sides) with differential probes, and then de-embed
the card and backplane via models from the measured S-parameters in order to extract the con-
nector model. In this case, the card and the backplane test board signal vias are not connected to
any signal layers on the test boards.

3.4.1 Data-Rate Limitations from Tx and Rx Blocks

Link data rates are limited, not only by the purely passive components, but also by the active
components. The main limitation comes from the low-pass filtering effect of the Tx or Rx para-
sitic capacitive loading. Figure 3.10 illustrates this effect for a few parasitic capacitance values of
either Tx or Rx. Even if the channel between Tx and Rx is perfect, or completely absent, the large
parasitic capacitance values still seriously limit the link’s data rates. Consequently, minimizing
the capacitive loading of Tx and Rx as the data rates increase is critical. Other limitations to the
data rate, introduced by Tx and Rx, include duty cycle error, intra-pair skew, power supply
noise—induced jitter (PSIJ), and limited receiver sensitivity (due to voltage noise sources and
receiver input offset). Correcting some of these limitations, introduced by the channel, is possible
by using Tx and Rx blocks with active equalization and crosstalk cancellation. However, these
features increase the link’s power consumption. In some cases, one can even minimize the impact
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of the Tx and Rx lumped parasitic capacitive loading, by using on-chip inductive structures, and
by distributing the capacitance across the inductors to make the LC loading look more like a
transmission line loading of 100 () differential. The downside of this technique is that inductors
take up space on the chip interconnect layers and introduce resistive losses.
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Figure 3.10 Impact of Tx/Rx Capacitive Loading

3.4.2 Impact of Through Via Reflections at the Connector Pin Fields

Backplane connectors have pins that protrude beyond the seating plane of the connector. The part
of the backplane where the connectors are installed is called the connector footprint area. It con-
tains plated through-hole vias with diameters large enough to accommodate the protruding con-
nector pins. The connector is inserted into these via holes using a press, and both the electrical
and mechanical connections to the backplane are made by press fit. This eliminates the soldering
process from the backplane assembly, and facilitates easy field repairs, because we can remove
the connector with special tools.

One drawback to press-fitted backplane connectors is that the protruding pin size requires
large-diameter backplane vias. With some older generation connector footprints, this lowered the
backplane differential through-via impedance to 50—60(). As a result, though the actual physical
length of these vias is less than a centimeter, they had a significant impact on the link data rates.
To illustrate this effect, we simulated the insertion loss of a 6-inch FR4 backplane trace with two
impedance-matched vias, one impedance-matched via and one impedance-mismatched via, and
two impedance-mismatched vias (see Figure 3.11). Figure 3.11 shows the corresponding eye dia-
grams for the three cases at a data rate of 6.4Gb/s. In this particular case, the loss at the Nyquist
frequency doubled for a 6-inch FR4 backplane trace with a 60-ohm differential impedance press-
fit connector via on each end, compared to the matched differential impedance vias on each end,
and the eye opening is significantly reduced. Even worse, the insertion loss is non-monotonic,
due to the resonance introduced by the large impedance discontinuities at the two locations. We
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can see from the eye diagram that this contributes to reduced eye timing margin. The situation,
presented by the lumped parasitic capacitances of Tx and Rx, is similar to that of the low-imped-
ance backplane through-vias, in that the fast data edges see a low impedance termination, despite
the matched resistive termination. Additionally, the insertion loss will demonstrate modulating
behavior, similar to that in Figure 3.11, if the channel length is short.
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The newer generations of backplane connectors have smaller diameter protruding pins, and
so the diameter of the backplane connector pin field vias is smaller. This improves the differential
impedance of these backplane vias to 80—95 (). This is a significant improvement over the older
generation connector footprint via impedance, though still not a perfect match to the channel
impedance of 100Q). If a better-matched channel is desirable, we could design the differential
impedance of the channel to match the through-via impedance of the backplane connector vias.
However, the connector impedance must also match this lowered channel impedance. An
example of this approach is the recent PCle Gen3 channel impedance specification, which is 85 ()
differential.

3.4.3 Impact of Via Stub Reflections at the Connector Pin Fields

For thick backplanes, vias attached to the stripline layers in the mid- to upper layers of the back-
plane will have significant stub lengths. We can model these via stubs as open-ended transmis-
sion lines. An open-ended transmission line presents a short, at the input of the transmission line,
at frequencies when the stub length equals an odd multiple of the quarter-wave lengths. At these
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frequencies, all the incident power is reflected back to the transmitter (Tx), and no power is deliv-
ered to the receiver (Rx). To illustrate this effect, we attached a 6-inch long FR4 backplane trace
to one side of a single backplane via, as shown in Figure 3.12, then routed the trace on the top
stripline layer (see Table 3.1 for details). Figure 3.12 shows the simulated transfer function for
the backplane trace with the via on one end. The stub causes resonance at SGHz, severely limit-
ing the bandwidth of the channel, and the data rate it can support. For a 10Gb/s NRZ data rate, the
Nyquist frequency is SGHz. This means that the link’s bandwidth is significantly less than
10Gb/s, even though the link can easily support this data rate with a trace routed on a bottom
stripline layer. Unfortunately, all the links in a backplane system run at the same data rate, so the
worst-case link determines the entire system’s data rate. Figure 3.12 also illustrates the transfer
function, but with the transmission line model of the via stub replaced by a lumped element
capacitance, as is often done at much lower data rates. As the figure shows, it is completely inef-
fective in predicting the channel cutoff at SGHz. Chip packages often have plating stubs in order
to lower package cost. The effect of plating stubs on the channel transfer function is similar to
that of via stubs, and may limit the data rate of the system.
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Figure 3.12 Backplane Via Attached to Trace Routed on Top Stripline Layer and Transfer
Function with Via Modeled as Transmission Line and Lumped Capacitance
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Table 3.1 Backplane Parameters

Parameter Type Value
Backplane thickness 6.35 mm (250 mil)
Backplane trace length 6-inch long FR4 trace

Backplane via impedance and delay 50Q) and 54.4 ps

Stub length for top stripline routing without back drilling 5.84 mm (230 mil)
Stub delay for top stripline routing 50.0 ps

Stub length for top stripline routing with back drilling 2.03 mm (80 mil)
Stub delay for top stripline routing with back drilling 17.4 ps

Back drilling is an effective way to remove the bottleneck presented by the via stubs. Back
drilling has proven to be reliable and cost-effective [13], and can leave a stub as small as 5 mil.
Another way to eliminate via stubs is to use surface-mount connectors in conjunction with blind
vias. However, this option is not popular, as it adds significant cost to the system. One disadvan-
tage of press-fit through-hole connector vias is that a stub length of up to 80 mils is still present,
in order for the top-most stripline layer-routed vias to accommodate the ~100-mil long press-fit
connector pin and provide a reliable contact. However, the resonant dip in the transfer function,
caused by the 80-mil stub, occurs well beyond 10GHz, and does not present a problem below a
12.5-Gb/s data rate. Figure 3.13 shows a top stripline trace, attached to the two backplane vias,
and the impact of back drilling on the transfer function. As shown in Figure 3.13, the resonance at
5GHz (without back drilling the via stub) is pushed to near 15GHz with back drilling, allowing
the link to operate at a data rate of ~ 12.5Gb/s. The smooth transfer function of the channel
(shown in Figure 3.12) is modulated by the secondary resonance (shown in Figure 3.13), which is
caused by the reflections at the two vias. This resonance frequency is at multiples of the inverse of
the roundtrip time of the backplane trace. The stub resonance frequency dominates the channel
cut-off, rather than the secondary resonance frequency.

3.4.4 Impact of Crosstalk in Backplane Channels

Far-end crosstalk (FEXT) is the crosstalk of concern in memory channels. This is because mem-
ory channels are bi-directional links, and at any given time, the signal flow is only in one direc-
tion (that is, WRITE or READ). Typically, we route the memory signals on the top or bottom
surface, as microstrip lines. FEXT is non-zero, due to the inhomogenity of the microstrip
medium. In addition, the memory signals are single-ended, which also exacerbates the crosstalk.
On the other hand, near-end crosstalk (NEXT) is the primary concern in backplane channels,
because the links are full duplex. The chips are transmitting and receiving at the same time on dif-
ferent links. The transmitting and receiving links must be handled properly, so that NEXT (from
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Figure 3.13 Back-Drilled Backplane Vias Attached to Trace Routed on Top Stripline Layer and
Transfer Functions with and without Back Drilling

a full swing Tx) does not couple to a highly attenuated Rx signal, and degrade the signal to
crosstalk ratio, resulting in a high BER. FEXT is of less concern with backplanes, line/switch
cards, and package traces, as the differential pairs are routed in internal layers as edge-coupled
striplines. FEXT is negligible for striplines, as long as the dielectric mediums, above and below
the striplines, have nearly the same dielectric constant. However, connectors and vias still con-
tribute to FEXT in the backplane links. NEXT is always present for both microstrip and
striplines.

Figure 3.14 provides an example of connector-pin assignments and routing that result in
greater crosstalk at the receiver. If a differential signal pair in the connector-pin field region is not
fully surrounded by ground vias, then the connector-pin assignments result in Tx and Rx back-
plane via pairs facing each other, as shown in Figure 3.14(a). This results in higher crosstalk at
the receiver, due to NEXT. Here, the Tx and Rx references are with respect to either the switch
card chip, or the line card chip. The crosstalk at the receiver is also higher, if the Tx and Rx links
are routed in the same stripline layer, due to NEXT being non-zero, as shown in Figure 3.14(b).
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The via crosstalk is proportional to the via coupling length. Consequently, two through-via differ-
ential pairs, as shown in Figure 3.14(c), will have higher crosstalk. Figure 3.15 is an example of
connector pin assignments and routing that result in lower crosstalk at the receiver. The Tx and
Rx pairs are better isolated, as shown in Figure 3.15(a) and (b), resulting in lower NEXT at the
receiver. If the via pairs alternate between through-vias and stub vias, or better yet, between
through-vias and back drilled vias, the crosstalk is further reduced, as shown in Figure 3.15(c).
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Figure 3.14 Poor Crosstalk Isolation: (a) Connector-Pin Field Assignment, (b) Stripline Routing,
and (c) Two Through-Via Pairs Next to Each Other
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Figure 3.15 Good Crosstalk Isolation: (a) Connector-Pin Field Assignment, (b) Stripline
Routing, and (c) Through-Via Pair Next to Back-Drilled Via Pair



62 Chapter 3 Channel Modeling and Design Methodology

3.4.5 Impact of Intra-Pair Skew

Controlling the intra-pair skew of a differential pair is important at high data rates. For example, a
1% mismatch in the single-ended delay of a 30" channel, with 5ns of transit time, translates to a
skew of 5% Ul at a data rate of 1.0Gb/s. The same amount of delay mismatch translates to a skew
of 50% UI at 10Gb/s. The former case will have minimal impact on the eye diagram and the link
BER. The latter case will have significant impact on the eye diagram, as the rise-time degrades,
and results in a high BER (see Figure 3.16). Consequently, the absolute skew needs to scale in
proportion to the UI, so that the intra-pair skew, as a percentage of the UI, remains the same.
Sometimes, matching delays across all the components can be difficult; for example, in a high-
density package. In such cases, one can compensate for the skew introduced in a package by
introducing an intentional skew in the opposite direction, on the line or switch card. We must can-
cel the skew in delay, not the skew in length, as the propagation velocities could be different in
the two components. Even length matching within a component may not guarantee zero skew, if
the two traces have different numbers of bends. Again, it is the delay that we must match, not
necessarily the length.

Zero Skew 0.5Ul Skew

Figure 3.16 Receiver Eye Diagrams at 10Gb/s: Zero Skew and 0.5Ul Skew

Another deleterious effect of skew at high data rates is the increased conversion of the dif-
ferential signal to a common signal, as the rise times shorten. Typically, a differential impedance
of 100} is targeted across all the components; there is no equivalent common impedance. Con-
sequently, unlike the differential signal, the generated common signal does not propagate
smoothly across the components, and is reflected at the component interfaces. This contributes to
jitter and radiation, which may cause EMI.

3.4.6 Impact of Manufacturing Variations

The backplane link designer must consider the impact of manufacturing, environmental, and
voltage variations on system performance to ensure satisfactory system operation under the
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required conditions. Typically, we design SerDes circuits to minimize the impact of process, volt-
age, and temperature variations on the performance of the transmitters and receivers. If the oper-
ating environmental conditions (for example, temperature and humidity) are not tightly
controlled, the impact on the channel performance could be significant [11] [14]. Chapter 7 cov-
ers various methods of handling the channel manufacturing variations. This section presents a
brief summary of an analysis, performed on a backplane channel, to account for manufacturing
variations [10]. We analyzed four links of a dual-star 14-slot ATCA backplane. The first two links
have backplane trace lengths of 10" that go through different connector row pairs. The second
two links have backplane trace lengths of 1.1" that also go through different connector row pairs.
All four links have maximum stub lengths of 75 mil on the line and switch cards and 100 mil on
the backplane. Typically, the links with the longest stub lengths have the worst margins. We esti-
mated both the nominal and worst-case voltage margins, at a data rate of 6.4 Gb/s and a BER of
le-15 (see Table 3.2). We estimated the worst-case margin using the Monte-Carlo method,
choosing nominal minus 3-sigma as the limit, and simulating for the absolute worst-case margin
by aligning the worst-case loss of each component. In general, this is sufficient to ensure margin
at the Monte-Carlo corner, because many components are in the system, and the probability of all
the components aligning in a worst-case loss configuration is negligible.

Table 3.2 Voltage Margin at a BER of 1e-15 for Links Operating at 6.4Gb/s

Link Nominal Worst-Case Monte-Carlo Simulated Worst Case
1 25 mV 15 mV 6 mV
2 16 mV 17 mV 6mV
3 79 mV 66 mV 50 mV
4 86 mV 74 mV 53 mV
3.5 Summary

This chapter covered the passive channel design goals and challenges, along with methodologies
for developing channel models. The key lessons of this chapter are:

» Channel design is critical to the robust operation of a high-speed system.

* A systematic methodology is required for successful channel design.

* Developing an accurate channel model, and verifying it with hardware, is crucial.
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CHAPTER 4

Network Parameters

Dan Oh

Typically, the passive components of an I/O channel consist of various lumped elements and
transmission lines, which introduce significant signal dispersion, reflection, attenuation, and
crosstalk. One of the main tasks of signal integrity engineers is to provide accurate passive-chan-
nel models for high-speed channel analysis. RF engineers used network parameters (such as Y-,
Z-, ABCD-, T-, and S-parameters) for decades as a convenient way to model a complex passive
channel. Network parameters are becoming increasingly popular with circuit and SI engineers.
Most of the modern SPICE simulators now support network parameters (such as S-parameter) as
a circuit model for both time-domain and frequency-domain simulations. With these modern
SPICE simulators, network parameters can represent an entire passive channel. For instance, in
high-speed link BER simulation (described in Chapter 8, “Link BER Modeling and Simulation”),
the channel simulation does not require a detailed topology based on circuit models. A single net-
work-parameter model for the entire link is sufficient for performance analysis.

Building accurate network models requires a thorough understanding of network parame-
ters, including precise definitions and conversion formulae. In SI analysis, preparing network
models for time-domain simulation poses additional challenges that are not concerns for RF engi-
neers. This chapter reviews the fundamentals of network parameters, along with accurate meth-
ods with which to generate time-domain network models. In particular, the chapter provides
various formulae for converting between different network parameters, along with clear defini-
tions and assumptions. It also describes the conversion between mixed-mode and single-ended
parameters. The formulae derived are for general multi-conductor cases, so there are no restric-
tions on applications. The chapter also reviews the fundamentals behind causality and passivity
checks, and presents a few practical tips to help ensure the accuracy of network parameter models.

65
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4.1 Generalized Network Parameters for Multi-Conductor
Systems

4.1.1 N-Port versus General 2-Port Network Parameter Representations

Before we delve into the details of network parameters, let us first define a general representation
for network parameters. Figure 4.1 illustrates two different network representations of a two-line
transmission line. Figure 4.1(a) is a traditional N-port representation, where each terminal is
defined as an independent port, resulting in four ports for four terminals. Figure 4.1(b) is a gener-
alized 2-port representation, where the terminals are grouped into two ports.

a, a, a,(l) a,(1) P u
- 1 2
—> <+ —> <+ — -—
- —> - —>
b, b, b,(1) b,(1) - —
a (2) 2 bl bZ
a a
4 s = 2 o T,
- — - —
b, b, b,(2) b,(2)

(@) (b) ()

Figure 4.1 Representations of Coupled Transmission Lines: (a) N-Port, (b) Generalized 2-Port,
and (c) N-Port representation for T Junction

The N-port representation is the most general form, because it can model arbitrary struc-
tures where input and output ports are not explicitly defined [1]. (The T-junction structure
shown in Figure 4.1(c) is one such example.) The N-port representation also results in a very
compact formula for converting between different network parameters. Most textbooks use this
representation.

However, the N-port representation is not convenient for merging with, or post-processing
to, other ABCD or transmission line parameters, because the input and output ports are not
clearly defined. Moreover, the conversion process can be numerically unstable for certain cases,
where no explicit connection exists between any two terminals. The two-line transmission in
Figure 4.1(a) is an example of this stability issue. Near the DC point, the coupling between a; and
by, or a, and bs, becomes small. The formulae used to convert the S-parameter to other parameters
(such as Y- or ABCD-parameters) can be unstable due to the inversion of the ill-conditioned
matrix. On the other hand, the T-junction structure does not suffer from this problem, because all
the terminals are physically connected.

For transmission-line type structures where the input and output ports are clearly defined,
the generalized 2-port representation (consisting of N-terminal for each port) always produces
numerically stable formulae. This chapter covers both definitions and describes the conversion
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formulae for each. For other general derivations, (offered to prove a concept, or for the purpose of
illustration), the N-port representation is used because of its generality and simplicity.

4.1.1.1 N-Port Network Parameters

The N-port network parameters for impedance, admittance, and S-parameters, are defined by

v=17Z1 (4.1a)
71=Yv (4.1b)
b= SPa 4.1¢)

where Z = Y ™!, For the N-port representation, all voltages are measured with, or defined by,
local references. Therefore, in general, there could be N signal conductors with N reference con-
ductors. The conversion between the S- and Z-parameters is

Z =270 - S)'dA + SHZL? (4.2a)

S =222 —-7Z)Z + 7)) ') (4.2b)

The reference impedance conversion of the S-parameter is often useful. The conversion can
be performed indirectly, using the preceding equations, by converting to Z and then converting
back to S, using a different reference impedance.

To demonstrate the potential numerical instability of (4.2), we replace the two transmission
lines in Figure 4.1(a) with two resistors. Assuming that both the resistor and reference impedance
values are 50}, the resulting S-parameter is:

1/3 0 2/3 0
0 1/3 0 2/3
2/3 0 1/3 0
0 2/3 0 1/3

(4.3)

The matrix (I — S”) has an eigenvalue of zero, indicating that it is ill conditioned. In prac-
tice, multi-conductor transmission lines have significant coupling terms between neighboring
lines, and these coupling terms help improve the matrix condition number. Nonetheless, one
should avoid using this general N-port representation for uniform transmission lines, as a more
stable equivalent 2-port representation is available.
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4.1.1.2 Generalized 2-Port Network Parameters

Figure 4.2 shows a generalized 2-port network, for a multi-conductor system. The figure also
includes the definitions of the port variables. Assuming that the reference characteristic imped-
ance matrices (Z,; and Z,,) for the wave variables are diagonal matrices, then Kurokawa [2]
defines the power waves (Ez} and 5,-) in the frequency domain, as

> . 1 - . >, .

aj (l) = T[ZOJ(Z)] [ ’l)j(l) + l](l)Z()‘] (l) ] (443)
b(i) = R — [3,G) — T()Zqy ()] (4.4b)
" 2VRelz 0 T T '

where * represents the Hermitian conjugate. This popular definition of power waves has been
demonstrated to be incompatible with measurement data, and a new definition has been proposed
[3]. However, when the reference characteristic impedances are real, both definitions are identi-
cal. We stay with the earlier definitions of power waves, because this real reference impedance
assumption is quite reasonable in practice.

- -+ - =4

G —p <+ " \7j : Line voltages
b, v, 44— > 5.0, fj : Line currents
———O = .
- N a ; : Incident power waves
] : J
ViLh > <+ Vo, ly N
’ Port1 Port2 b/’ : Reflected power waves
-+ .
O— ——O v; :Incident voltage waves

V; :Reflected voltage waves

Figure 4.2 Generalized 2-Port Network Input and Output Definitions

Similar to the N-port representation, N terminals in each port can be associated with N dis-
tinct reference conductors. The number of the reference conductor can also be one, when there is
a well-defined single return path for all the signals. In such cases, this return path is defined as a
ground conductor, in field solver modeling.

The conversion formulae for the network parameters, based on the general 2-port represen-
tation, are quite complicated; the following four sections describe them. The first of these sec-
tions covers the conversion formulae for network parameters, based on line voltage and current,
such as Z-, Y-, and ABCD-parameters. The next section deals with network parameters based on



4.1 Generalized Network Parameters for Multi-Conductor Systems 69

voltage and current waves, such as S- and T-parameters. The third section describes the conver-
sion between line and wave parameters. Finally, the fourth section examines the conversion
between a normal (single-ended) mode and a mixed mode, which is applicable to both the N-port
and generalized 2-port representations.

4.1.2 Line Voltage and Current Network Parameters: Z, Y, and ABCD

The line voltage and current represent measurable quantities at transmission lines, and are the
sum of both forward and backward waves. They are also the conventional voltage and current
used in circuit analysis. This section examines the conversion process for the network parameters
associated with line parameters. The line voltage vectors () and v,) and line current vectors (7]
and 7,) on a multi-conductor system are related by the impedance matrix Z, the admittance matrix
Y, and the ABCD matrix, as follows:

_Tzl =7 1:1— _|Zn Zo ’jl_ (4.5a)
| V2 | | Zy Zyn]li,
_lz =Y 11)1— — _Yll Y12 i)l_ (45b)
L2 Uy _| LYo Yoo || o |
> > 7] A B >
[TJ = ABCD|: 2= [ ][ 2 ] (4.5¢)
iy —1i, | C D i

where a minus sign is inserted in the second entry of the input vector for ABCD, in order to allow
them to be cascaded. For instance, the ABCD matrix of two cascaded ABCD systems, from port
1 to port 3, is

[?J = ABCDu,s)[ = J = ABCD ) - ABCD(M)[ 2 J (4.6)
3 3

131 - -

Due to the cascading nature of the ABCD-parameter, it is very useful for merging and
dividing network models. For instance, one can use it to de-embed port discontinuities in model-
ing transmission lines based on measurements, as described in Section 5.4.2. Table 4.1 provides
the conversions between the Z-, Y-, and ABCD-parameters.
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Table 4.1 Conversion Formulae for Z, Y, and ABCD Matrix Parameters

4 Y ABCD
Z [ﬂ} _ |:le Zn}[ﬂ} Yy = Zy — Z25'7,)"" A =1Z,Zy
() 2, Zn]li Yy = (Zy — Z0yZi'Zy)' B =172y — L),
Yo = —Z1,'Z, Yy C=12
Yy = —Z5'Z Yy, D =75'Zy
Y Zy =Y — Y'Y ™! [ﬂ} _ [Yu leJ[ﬁJ A=-Y;'Yy
Zy = (Y — Y0¥ 'Y ™! b Yy Yull % B =-Yy
Zy, = —Y'YZy C=Y, - Y,Y5'Yy
Zy = ~Yn'YZy D = -Y;, Yy
ABCD le = AC71 Yll = DB71 7;1 _ A B 172
Z,=AC'D-B Y, =C-DB A 7 C D 1
Z21 = (:71 Y21 = _B71
Z,» =C'D Yy, =B A

4.1.3 Voltage and Current Wave Network Parameters: Sand T

Typically, high-frequency measurements are performed using wave parameters, rather than line
parameters. This section describes the conversion between two wave network parameters (S- and
T-parameters). The incident and reflected voltage-wave vectors (TJT and T)j_), and the incident and
reflected power-wave vectors (5}- and b;) are related by the voltage-mode S-parameter matrix S,
and the power-mode S-parameter matrix S”, as follows:

== >+ v v >+
Uy V1 11 12 || Y1
=8 .= » » R (4.7a)
L}z } |:vz+} [SZI Szj[vf}
b a St Sh || 4
=8 . |= 5 - 4.7b
[52} [a2:| |:S‘51 S L a ¢ )

Here, S is the conventional S-parameter obtained from VNA measurement, and used in
most circuit simulators. The voltage-mode parameter S” is more useful, from the link analysis
point of view, because typical receivers work with voltage instead of power. Distinguishing
between these two parameters is important, as they differ when the termination loads from two
ends are not identical. For real-valued diagonal reference characteristic matrices, S” and S are
related by [2]:

S’ j) = S"GNVZL, ()] Z, (). (4.8)
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Note that S” is asymmetric when the reference characteristic impedance values are differ-
ent. In such cases, the magnitude of S” can be even greater than unity; unlike S”, which is always
smaller than or equal to unity.

Yet another useful network parameter based on wave quantities is the scattering transmis-
sion matrix parameter (T). It relates the incident and reflected input-port wave vectors to the inci-
dent and reflected output-port wave vectors as follows:

b 7 T T 7
[ -)]:| B T [a2:| - [ ) 12:|[a2:|. (4'9)
a 52 T2 1 T22 52
Similar formulae for the voltage-mode scattering transmission matrix can be derived, but
the details are omitted from this section. Table 4.2 shows the conversion formula between T and
S?. The advantage of the T-parameter matrix over the S-parameter matrix is that it can be easily

cascaded, similar to the ABCD case. For instance, the T-parameter matrix of two cascaded
T-parameter systems, from port 1 to port 3, is

b, a- a-
raffonenfl] e

Table 4.2 Conversion Formulae for S” and T Matrix Parameters

SP T
s’ |:5)1} _ |:S11)1 SIfz]i‘ﬂJ Ty = —S7S5,'S5, + S4,
b, S5 S || @ Ty, = S§iSh; !
T, = —S5, 'S5,
T, = S5
T St =TTy [51:| _ |:T11 T12:||:52J
St =Ty — T;,T'Ty a T Tyl b
S5, = T3'
S5, = —Ty'Ty

4.1.4 Conversion between Line and Wave Parameters

Because modern circuit simulators can directly accept the S-parameter as a circuit model, the need
for converting the S-parameter to other line parameters (such as the Z- or Y-parameter) is not as
important as it used to be. However, converting wave-based network parameters (such as the
S-parameter) to line-based network parameters is still quite useful, because line-based parameters
are often more intuitive, and can be approximated with equivalent circuits in a straightforward
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manner. For example, we can generate a wirebond package model with a full-wave EM modeling
tool, which results in an accurate broadband S-parameter model. However, if the operating fre-
quency is sufficiently low, this model can be replaced with an inductance matrix by first converting
to a Z matrix, and then fitting it with a linear function, producing an equivalent inductance matrix.
Similar approximation processes can be applied to other small discontinuities, such as vias. (Sec-
tion 12.2.2 illustrates this approximation process.)

The conversion formulae between the line voltage and voltage wave are quite complicated
when compared to the previous conversion formulae used within the same domain. Conse-
quently, this section presents only one conversion formula (between S” and ABCD), rather than
deriving various conversion formulae for different combinations of line parameters versus wave
parameters. One can easily perform the conversions between other parameters by first converting
to either S” or ABCD, and then converting to the other parameters in the same domain.

The line voltage and current vectors relate to the incident and reflected voltage and current
wave vectors, as follows:

v =0 0, =03 + 0, (4.11a)

i1 =Zo1(@f —o70), b= 2Ly — v3) (4.11b)

where Z,; and Z,, , are the reference characteristics impedance matrices for two ports. Table 4.3
[4] provides the conversion formula between ABCD and S*. This formula is valid, even for full
Z,, and Z,, , matrices, and they do not have to be real matrices. Note that the numerical instabil-
ity issue, with the two-resistor example in Section 4.1.1, does not appear in this new conversion
expression. For instance all the matrices associated with inversion in Table 4.3 are diagonal
matrices that are nonsingular. Therefore, the equations in Table 4.3 are always stable for any gen-
eralized two-port parameters that have direct connections between the input and output ports,
such as transmission lines.

4.1.5 Conversion to Mixed-Mode Parameters

Differential signaling is commonly used for high-speed I/O interfaces. The system response of
the differential mode provides a good picture of the channel quality for the first-order analysis.
Blockelman and Einsenstadt [5] first introduced the concept of a mixed-mode S-parameter,
which is a conventional (single-ended) mode S-parameter converted to differential and common-
modes S-parameters. This section reviews this mixed-mode conversion (described in [5]), and
generalizes it to handle other network parameters.

For the purpose of the mixed mode conversion, we use the general N-port representation of
network parameters [1], based on (4.1) to derive a more general expression.
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Table 4.3 Conversion Formulae for S* and ABCD Matrix Parameters
S’ ABCD

= [%l} _ [Sh S’fz}[ﬁ} A= —A[Q—S3 '(S% D]
0y S5 Sh |l 95 B = A[Q—S5 "'(S5,+DIZ,,

C = —0[V—S} (S5, —D]
D = O[¥ -85, (S5 +DIZ,,
Q= @a+sy)°'sy,
V= (S),—D'Sh,
A= [@+Sy)~'SH-D-1""
0 =Z,i[S,—D 'S +D-1!

ABCD S5 =2A+A+0+ Q)" | [A B|7%
S5 = 0585 (—A +A -0+ Q) ] Lc D7

S, = 05A — A — 0 + Q)
+0.5(A + A — @ — Q)SY,

A =BZ,;
® = ZOJC
0=2,DZ,}

First, let us define the differential- and common-mode voltages and currents as follows:

g e e g L L. L.
v (i) = ) — (), 196) = 5 LI = ()] (4.12a)

N | . > ey a0 <.
() = E[U(i) + o(H], 1°G) = () + () (4.12b)

where the ith and jth lines are assumed to be differential terminals. For a two-line transmission
line, the differential and common-mode characteristic impedances (Z¢ and Z¢) are related to the
even- and odd-mode characteristic impedances (Z¢"*" and Z2%) as follows:

even

Z
74 = 2704 7¢ = 2 . (4.13)

Using (4.4), and assuming real characteristic impedance matrices, the mixed-mode power
waves can be written as:

b

V2

N 1
al = —

v [aG)—ag)1, 5 =

[B(i) — B(j)] (4.14a)
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e 1 1

V2 V2

Based on the relations given in (4.11-4.13), one can convert any network parameter to a
mixed-mode parameter (and back), by first scaling, and then adding or subtracting the correspon-
ding rows and columns of the differential pair, as described in the following paragraphs. These
column and row operations produce a fast conversion between a single-ended parameter and

[a() +a()].b¢ = [B()+B(j)]. (4.14b)

mixed-mode parameter.

In general, a multi-conductor system can contain both differential and single-ended lines.
In such systems, the coupling between the differential and single-ended lines can be an interest-
ing subject. For instance, a memory I/O interface often uses single-ended signaling for data trans-
mission, but routes the clock signal differentially in order to reduce the clock jitter due to
coupling from the data signal. In this case, the coupling factor from the single-ended signal to the
differential-mode clock signal is an important design parameter. The generalized conversion for-
mula (similar to the formulation given in [5]), and including both differential and single-ended
lines, is provided in the following paragraphs.

First, we define the transformation matrix that converts single-ended variables to differen-
tial variables, and vice versa:

o 04
= | = MM e = || = MYSY” (4.152)
e e
LV 4 LV
7] R
M= =M= |7]=M"T" (4.15b)
[N [N
a a
a"=a | =MNasa=|a|=MEa" (4.15¢)
g .
La | La |
o ]
"= |b|=Mb=b=|b"| =MD" (4.15d)
L5 ] L5 ]

where x” and x" represent the single-ended parameters for positive and negative terminals, and Xx*
represents the stand-alone single-ended parameters. x¢ and x° represent the differential and com-
mon-mode parameters, respectively. The transformation matrices (M,ﬁM s M;W, and M%) convert
the single-ended line voltage, line current, and power waves to the equivalent mixed-mode vari-
ables. The counterpart transformation matrices (M¥S, M¥5, and Mﬁf’,f) convert the mixed-mode
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line voltage, line current, and power waves to the equivalent single-ended variables. These matri-
ces can be constructed based on (4.12) and (4.14).

The conversion formula, used to convert a single-ended network parameter to the mixed-
mode parameter, is derived as follows:

M = MMZIMYS = 7. = MYSZMYMM (4.16a)
YY = MMYMMS < Y = MMSYMMSM (4.16b)
" = MMM = & = MY MY (4.16¢)
S = MMS'MMS < §* = MMSS" ' MM, (4.16d)

The final mixed-mode parameter can be put into the following form:

de XL‘d Xsd
XM =] X X< X (4.17)
de X¢s X5

where the superscript ij indicates the conversion from the i-mode to j-mode. For instance, X%
indicates the conversion of the differential mode to common mode. Table 4.4 summarizes how
one can fill these matrices for converting single-ended parameters to mixed-mode parameters. For
stand-alone single-ended parameters, the entry is simply 1 for the corresponding diagonal term.

Figure 4.3 shows an example of six transmission lines, which consist of four differential
conductors (two pairs), and two single-ended conductors. The following equations show the con-
version matrices MM for the column- and row-wise orders. (4.18a) is the column-wise case, and
(4.18b) is the row-wise case.

Column-Wise Row-Wise
1 — ] 1 N 2
o I 3 3 I
3 I O 5 I G
4 I, | () 7 I
5 I 1 | 9 I | )
6 I 1 2 11 I | 2

Figure 4.3 Sample Mixed-Mode Conversion with Six Conductors: S-Parameters Are Measured
Using Both Column-Wise, and Row-Wise Orders
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Table 4.4 Transform Matrices to Convert Single-Ended Variables to Mixed-Mode Variable and
Vice Versa

I =1 0 0 0 0 0 0 0 0 0 0
o B} 0 0 1 -1 0 0 0 0 0 0 0 0
% "ld="|_"z
% i 00 0 0 0 0 1 -1 0 0 0 0
vy v =, - 0 0 0 0 0 0 0 0 1 -1 0 0
v v o=v, -,
. ;e=:+v“' }é }4 0 0 0 0 0 0 0 0 0 0
1 1 2
v | L[ | e o 0 ¥ ¥ o 0 0 0 0 0 0 0 @.18a)
v, Vit “loe 0o 0o 0o 0 0 }é % 0 0 0 0
Vg Vi =V vy,
iy N 00 0 0 0 0 0 0 % % 0 0
v Ve 0 0 0 0 1 0 0 0 0 0 0 0
Vi i 0 0 0 0 0 1 0 0 0 0 0 0
el L Ve 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
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d
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vo | = | e o Yoo Mo o 0o 0o 0 0 0 0 (4.18b)
¥ Vi =y 4, Y 0 0 0 0 % 0 % 0 0 0 0 0
vy Vi =1+,
N v 0 0 0 0 0 % 0 % 0 0 0 0
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4.2 Preparing an Accurate S-Parameter Time-Domain Model

Although the S-parameter was used for several decades in RF applications, it was used mainly in
the frequency domain. The recent application of the S-parameter to time-domain simulations has
raised several numerical issues. For example, in a typical frequency-domain analysis, the knee
frequency Fy,.., (defined as 0.5/¢,;,) covers sufficient energy for digital signals [6]. However, as
demonstrated in a later example, this knee frequency could still lead to significant inaccuracy in
a time-domain simulation. This section covers several issues associated with broadband model-
ing and presents several tips for building accurate broadband S-parameter models.

4.2.1 Accuracy of Time-Domain (TDR/T) and Frequency-Domain (VNA)
Measurements

The signal-integrity community has had many debates about comparing the accuracy of the S-
parameter model, based on time-domain and frequency-domain measurement methods [7] [8].
Many of these discussions focused on the dynamic range of the measurement instruments used to
compare the accuracy of measured data. This type of accuracy comparison is useful in RF appli-
cations, but it is less useful for digital applications, because both TDR and VNA devices can pro-
vide sufficiently accurate measurements. With reasonable instrument bandwidths, and proper
calibration procedures, any error introduced by either of these two devices is negligible, when
compared to the process or manufacturing variations typically observed in digital systems. A
more critical issue, and one often neglected, is the model’s numerical stability in transient time-
domain simulations.
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In digital applications, we should compare the measurement accuracy in the time domain,
rather than in the frequency domain, because measured models are ultimately used for transient
simulation. For instance, the comparison of step or single-bit responses from the two measure-
ment methods is more meaningful. Under this condition, the time-domain measurement could be
more advantageous, whereas the frequency domain data would suffer additional errors, such as
inaccurate low-frequency measurement data and numerical errors associated with the inverse
Fourier transformation. These drawbacks of frequency-domain models are often overlooked.

Unfortunately, most modern circuit simulators do not support network models using time-
domain representation, such as impulse or step responses. As a result, you must convert even
time-domain measurement data to the frequency domain first. This results in two domain trans-
formations for transient analysis. These two domain transformations result in an error that is
worse than the error in the frequency-domain measurement. Agilent recognized this problem,
and added support for the time-domain impulse model [9]. The balance of this section focuses on
improving frequency-domain models, because most models are still generated in the frequency
domain.

4.2.2 Maximum Frequency Range

The specification of the maximum frequency range for the S-parameter model is perhaps one of
the most controversial issues in the field of frequency-domain modeling and measurements.
Johnson’s proposal of the knee frequency Fy,,. seems to cover enough of the energy spectrum for
digital signals [6]. Yet, many different sources advocate for an even higher frequency, and claim
that F,,. is no longer valid for high-speed operation. Three, or even five times, the Nyquist fre-
quency has been proposed as the maximum range. Occasionally, one can observe that, even with
the same input-signal frequency content, the required maximum frequency range changes,
depending on the characteristics of the passive channels.

The confusion arises from the fact that, when engineers were trying to determine the maxi-
mum frequency, they focused solely on capturing the energy content of the digital signals, and
often ignored the numerical side effect related to transforming the frequency-domain data to the
time domain. The knee frequency is perfectly valid, if we perform all the analyses solely in the
frequency domain. It is also valid if we can transform the frequency-domain channel model to the
time domain without a numerical side effect. However, in practice, we must consider the numeri-
cal side effect in the broadband model; the knee frequency is no longer sufficient. This numerical
side effect is even more severe for electrically short circuit elements due to their slowly decaying
nature (as demonstrated in the next example). Furthermore, if some of subcomponent models
(such as vias, connectors, pads, and balls) are generated without a specific target data rate, the
knee frequency cannot even be defined.

To demonstrate the modeling issues associated with electrically short elements, consider a
simple example of two S-parameter models for very short (0.5 cm), and long (30 cm), lossy
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transmission lines. The short line response could be representative of a short via, solder ball, or
connector pins. The long line represents a long backplane trace. The HSPICE W-element is used
for simulation with the following parameters: L, = 30nH/m, C, = 120pF/m,R, = 1.74Q /m,
G, =0,R, = 14.7mQ/\/I£/m, and G; = 12.8S/Hz/m. Figure 4.4 shows the S21 responses.
Assuming the final channel consists of these two transmission lines in series, SO0GHz is a large
enough frequency range to capture this channel response, regardless of the signal spectrum con-
tents, because the channel effectively filters out all the high-frequency contents. To increase the
time-domain resolution, we pad the frequency responses with zeros, up to 150GHz.
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Figure 4.4 S21 Responses of Short (0.5cm), Long (30cm), and Combined Case

Consider two methods of computing the time-domain responses. The first method computes
the overall frequency-domain response by multiplying the two transmission line responses. Then,
the time-domain response is obtained by taking IFFT of the overall response. The second method
computes the impulse responses of the short and long transmission lines by taking IFFT of the
individual frequency responses. Figure 4.5(a) shows the time-domain response of the short trans-
mission line. Clearly, the impulse response of the short line suffers from the aliasing effect and
windowing. Padding zeros is effectively the same as applying the rectangular window, and causes
ringing (Gibbs phenomena) in the time-domain waveform. However, this ringing is eventually fil-
tered out after the response passes through the long transmission line, as shown in Figure 4.5(b).

The major issue with a short element is that the frequency response decays extremely
slowly, and even with truncation at relatively high frequency, it can lead to aliasing problems. Due
to ringing, this aliasing effect is hard to detect, and we can observe it accurately only after filtering
out the ringing. Figure 4.6 shows the impulse responses of the combined channel response, using
frequency-domain multiplication and time-domain convolution. Although a discrepancy exists in
the two impulse responses, predicting the impact on the real signal is difficult. To better under-
stand this impact, the single-bit (pulse) responses are calculated. Figure 4.7 shows the single-bit
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responses of the short, long, and combined channel. Figure 4.8 compares the frequency-domain
multiplication and time-domain convolution. Considering the fact that the impact of the short
transmission line must be small in this case, the magnitude of error shown in Figure 4.8 is fairly
significant. Moreover, the error can increase, as we add more short S-parameter elements corre-
sponding to a channel with many connectors, via transitions, and small interconnections.
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Figure 4.5 Impulse Responses of (a) Short Transmission Line, and (b) Long Transmission Line
and Combined Case
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Figure 4.8 Single-Bit Responses Based on IFFT of Overall Response and Convolution of Two
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This aliasing error cannot be avoided, because circuit simulators do not combine the fre-
quency-domain models before converting to the time-domain model. Consequently, we must pro-
vide an S-parameter that captures the complete frequency behavior, regardless of the actual
signal data rate.

To summarize, the following practices are recommended when using the S-parameter for
time-domain simulation:

If only frequency-domain analysis is used, then F},,, can be used as the baseline for
determining the maximum frequency range. The remaining recommendations apply to
time-domain analysis.

Use the cutoff frequency of the S-parameter response, which captures all the dynamics
of the frequency response, as the baseline for determining the maximum frequency
range (rather than the signal bandwidth).

If possible, try to merge the S-parameter models in the frequency domain to avoid an
aliasing problem. This will also speed up the transient simulation.

Try to generate the S-parameter model for the entire channel in the frequency domain.
(Many of today’s circuit simulators support S-parameter generation.)

If the frequency response is still flat or not band limited, apply a filter (window) [10] to
limit the bandwidth. Apply the filter only to the high-frequency region beyond Fj,,, to
minimize the aliasing and windowing effect.

Consider the lumped element representation when the S-parameter has a flat response.
Small (short) elements do not need to be modeled using an S-parameter. Use the formu-
lae in Section 4.1.4 to convert the S-parameter to other Z- or Y-parameters, and fit with
lump elements. Do not use the S-parameter for everything. (This is particularly true for
crosstalk responses. In fact, the frequency response of near-end crosstalk has a non-zero
steady value.)
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* For S-parameter models with both long delays and a flat response, consider using trans-
mission lines to approximate the model. The transmission-line simulation algorithm
does not suffer from the instability issue associated with S-parameter models (as dis-
cussed in Chapter 5, “Transmission Lines”).

* When an S-parameter is measured or generated from simulation, use the linear fre-
quency steps to guarantee a smooth phase response. The non-linear frequency steps are
good for capturing slow magnitude response, but may result in data points that are too
coarse for phase response. If the existing measurement data does not have enough points
for phase response. add interpolated points to aid the simulator.

* Provide accurate DC values (see the following section for more details).

* Filter measurement noise and check for the passivity. (Section 4.3 reviews the necessary
passivity condition.)

So far, the assumption has been that the S-parameter models are used in the time domain
using direct convolution. Due to advances in the macro-modeling field, a recursive convolution is
considered as an alternative solution for time-domain simulation. A recursive convolution relies
on the rational function approximation of the frequency domain response. It has been widely
used for transmission-line modeling (see Chapter 5). Although the concept of fitting the fre-
quency data with a known function may not suffer from aliasing and truncation problems, it has
issues that are more complex. These issues are related to its approximation accuracy, which
involves fitting a highly oscillatory S-parameter response using a smooth rational function. Much
work has been done to improve the accuracy of approximation over the last decade, but it still
remains challenging due to numerical stability issues. The current research in this area can be
found in Triverio and Grivet-Talocia [11].

4.2.3 Accurate DC Modeling

One of the most critical bottlenecks for frequency domain-based techniques is lack of DC (zero
frequency) values. This section demonstrates the importance of DC values using step responses.
For the sake of simplicity, the system is assumed to be linear without loss of generality. The digi-
tal system response in terms of step responses can be written as follows:

¥ = ; (ay — a_u(t — kT) (4.19)

where gy, is the input symbol, and u(?) is the step response. This expression emphasizes that the
step response has a direct impact on the final accuracy of the system response. Applying the ini-
tial and final theorems to the step response, we have:

limu() = lim[sU(s)] = lim [H(s)] (4.20a)
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lim u(r) = lim(sU()] = lim[H(s)]. (4.20b)

It is now clear that the infinity value of the frequency response of the channel directly deter-
mines the instant time response, whereas the DC value of the frequency response influences the
steady-state value of the step response in time.

Now we use the example shown in the previous section once again, to demonstrate the
impact of DC values. Modeling DC or very low frequency points using frequency-domain tech-
niques is challenging, because the wavelength is large and the coupling between the electrical
and magnetic fields is weak. This example uses the long transmission line, only to isolate the
accuracy issue with the short line. Two different DC values are estimated using the step and linear
extrapolation methods. The calculated DC values are 0.98 and 1.0, for the step and linear extrap-
olations, respectively. Figure 4.9 and Figure 4.10 show the corresponding time-domain impulse
and step responses. Although the impulse response does not show a significant difference, due to
its high-frequency nature, the step response clearly shows a considerable difference.
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Figure 4.10 Step Responses Based on Step and Linear DC Point Interpolations

As expected (and shown in Figure 4.10), the DC value difference causes the steady-state
offset in the step response. A direct correlation exists between the difference in DC values and the
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steady-state offset. In fact, the final steady-state value is the DC value illustrated in (4.20b).
Therefore, a better estimation of S-parameter DC values is obtained using the time-domain step
responses, TDR and TDT. To verify the results, Figure 4.11 provides a closer view of the transi-
tion region; where one finds no significant error.
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Figure 4.11 Enlarged View of Step Responses Near the Transition

When the time-domain measurement data are not available, more elegant extrapolation
methods (based on causality or passivity conditions) can be used instead of simple numerical
extrapolation techniques, such as linear and spline interpolations [12] [13]. Section 4.4.5 briefly
describes this approach, which is based on the generalized dispersion relations [20] [21]. Trans-
mission-line parameter extraction also has a similar DC modeling issue (discussed in Section
5.4.4). (The actual measurement example is also found in that section.)

4.3 Passivity Conditions

Measurement data containing noise is common, and it can even violate the passivity condition.
This is particularly true for small coupling terms, which are more subject to numerical error (as
discussed in Section 4.2.2). Repairing the passivity violations in the measurement data or macro
model has become a subject of special interest [ 14] [15]. In this section, the basic passivity condi-
tions are informally derived and reviewed. The passivity conditions for both the Z- and S-parame-
ters are discussed. We start with the S-parameter first, because it provides a better physical model
with which to define the passivity condition. We use an N-terminal representation of the S-param-
eter, defined in (4.1), in this section, because the passivity conditions are applicable to any passive
structure other than transmission lines. More detailed derivations and descriptions are available
[11][16] [17].

4.3.1 Passivity Conditions for S-Parameter

The word passivity, in general, denotes that a system is incapable of generating energy. Such sys-
tems can only absorb energy from external sources. In other words, the net energy (sum or inte-
gral of power) produced by the difference in the input (incident) and output (reflected) powers



86 Chapter 4 Network Parameters

must be non-negative. This leads to the following definition of passivity for the S-parameter for
the time domain:

N t t
> / [a?(T) — b (T)ldr = / [a’'a — B'Bldr = 0. 4.21)
i=1 —o0 —

This definition can be applied to general systems, including both lumped and distributed cases.
The integral equation allows the system to generate energy after it absorbs it, but not the other
way around. Consequently, it is implicit that passive systems are causal. In fact, it can be explic-
itly shown that a passive system satisfying (4.21) is also causal [11].

Alternatively, this more general version of the passivity condition is used in [16]:

/ [a"a — B'bldr = 0. (4.22)

The main difference between (4.21) and (4.22) is that the passive system satisfied by (4.21) is
always causal, whereas the passive system under (4.22) can still be non-causal, particularly for
timing varying or non-linear systems. We use (4.21) in this section, because it is safe to assume
that most physical systems are causal. In addition, for linear timing invariant (LTI) systems, all
passive systems are causal, and both definitions lead to the same passivity conditions [16]. By
definition, any non-causal system is not passive; however, not all causal systems are passive, SO
enforcing causality does not guarantee passivity.
For LTI systems, the passivity definition (4.21) can be written as follows [16]:

 each element of SP (5 ) is analyticinRe{s} > 0

. S"(s*) = SP* ()

« I — SP"(5)8P(s) anonnegative definite matrix forallRe {s} > 0

The superscript * denotes the complex conjugate, and the superscript H denotes conjugate-
transpose. SP is the scattering parameter matrix. A matrix satisfying the preceding conditions is
called bounded-real. A matrix B is nonnegative if xX’BX = 0 for any constant vector X.

By definition, passive systems map real inputs to real outputs, so their impulse responses
must be real, as implied by the second condition. To informally prove the third condition, con-

sider the lossless system first. Under this assumption, we have > |a|* = > |b|* which leads to:

bip = (SPa)SPa = a"SPHSPa (4.23)
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and then:

I=S" <1 - 18 = 0. (4.24)
Now, in the case of a lossy system, we have 2 |a? > E |b* which leads to:

ata > bf'p = afla > (SPa)!'SPa = afla > af'SPisra (4.25)
and then:

I> SS9 <1 — SPHSP > 0. (4.26)

Both lossless and lossy systems that are passive satisfy the third non-negative definite matrix con-
dition. Note that the positive definiteness can be checked using the following relation:

Re[Eig(I — $P18P)] > 0. (4.27)

The preceding Laplace-domain conditions are general, and they can be applied to both
lumped and distributed systems under the LTI assumption. However, these conditions are not
practical, because they require the verification of the entire half-plane. Fortunately, similar condi-
tions for the frequency domain can be derived as follows [11]:

¢ SP(jw) is causal, or equivalently, satisfies the Kramers-Kronig dispersion relations
© SP(—jw) =S¥ (jo)
o I — SP(jw)SP (jw) is a non-negative definite matrix for all

Similar to the Laplace-domain case, one can apply these conditions to both lumped and dis-
tributed systems.

4.3.2 Passivity Conditions for Z- and Y-Parameters

This section describes the passivity conditions for impedance and admittance matrices Z and Y.
As demonstrated later, the final frequency-domain expression is limited to lumped systems, and
is somewhat more inconvenient than the S-parameter case. Consequently, use the S-parameter for
passivity checking, instead of the impedance or admittance matrices.

Substituting (4.11) for the passivity definition (4.21):

t

N t
> | w@indr = / ¥idr = 0. (4.28)
i=1J—o —

[’
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The vectors » and 7 represent line voltage and currents, respectively. This definition can be
applied to both lumped and distributed cases.
For LTT systems, the passivity definition (4.28) can be written as [16]:

+ eachelement of Z (s ) is analyticinRe{s} > 0
« Z(s7) =Z7(s)
o ZH(s) + Z(s)isa non-negative definite matrix for all s such thatRe{s} > 0

A matrix satisfying the above conditions is called positive-real. The third expression can be
readily derived from the S-parameter condition (I — SP’S? = 0) by using the conversion formula
shown in (4.2a). A similar definition can be derived for the admittance matrix Y. The earlier
Laplace-domain conditions can be applied to both lumped and distributed systems under the LTI
assumption. However, again, it is not practical, as it requires the verification of the entire half-plane.

The corresponding frequency domain conditions are [11]:

+ eachelement of Z (s ) is analyticinRe{s} > 0
© L—jo) = Z(jo)
« Z"(jw) + Z(jw) is a non-negative definite matrix for all w except for simple poles jw, of

Z(s), where the residue matrix must be nonnegative definite

 asymptotically, Z(s) — AsinRe{s} > 0, where A is a real, constant, symmetric, non-

negative-definite matrix

Unlike the S-parameter case, the preceding conditions are not completely free from the ver-
ification of the entire half plane. In addition, these conditions are valid only for lumped systems;
they cannot be used for distributed systems, such as transmission lines. This is a critical draw-
back, because macro modeling has been widely used, even for distributed systems. The fact that
macro modeling uses a rational function, which represents lumped systems, does not change the
underlying property of distributed systems; so, it does not justify using the preceding passivity
conditions. However, many macro modeling papers have misused the preceding conditions to
measure data representing distributed systems. It is also important to note that a perfectly passive
distributed system, which passes the S-parameter passivity test, can be detected as non-passive by
using the earlier test for impedance. The possibility exists that such data could result in rational
function impedance models that are non-passive.

The main difficulty in verifying the passivity of distributed systems is due to a delay that
causes oscillation in an impedance or admittance matrix, or even in the S-parameter. Passivity
testing or correction is more effective, after the delay is explicitly removed from such parameters
[14]. Delays can be extracted analytically for transmission lines, as described in the next chapter.
However, such delay extraction is impossible with general S-parameters, or even with non-uni-
form transmission lines.
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4.4 Causality Conditions

In the previous section, we informally showed that the passivity condition inherently assumes
that the system is causal. The S-parameter passivity condition was defined only along the imagi-
nary axis, assuming the system is causal. This section discusses the causality condition, as well as
numerical issues that are associated with checking the causality condition.

A LTI system is causal if, and only if, the impulse response /(¢) is vanishing for # < 0[16],
or, in other words:

h(t) = 0,t <O. (4.29)

The frequency-domain counterpart of the preceding equation is referred to as a dispersion rela-
tion. It can be derived by expressing A(f) as:

h(t) = sgn(t)h(t) (4.30)

where sgn(?) is 1 for ¢+ > 0 and —1 for # < 0. Now, by applying the Fourier transform, we have:

1
F{h®)} = H(jw) = 77— 3 {sgn(®)}*S{h(D)}

- Llpy / H(f"(’j, do' = H (H(jw)). 4.31)

jm 1)

Here, F{ - } and H{ - } denote the Fourier and Hilbert transformations, respectively. P.V. stands

for Cauchy’s principal integral:

w—E& +o
P.V. / = lim / + / . (4.32)
—oo wte

Now, let H(jw) = U(w) + jV(w), where U(w) and V(w) are the real and imaginary parts of H(jw),
respectively. Then, equating the real and imaginary parts of (4.31), we have:
w — W

1 V)
Ulw) = _P.V. / ——do' + U. (4.332)

0w — o

V(w) = —% P.Vv. / ) = U= 4y (4.33b)
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Note that U(w) must be an even function, and V(w) must be an odd function. The preceding equa-
tions are known as the Kramers-Kronig dispersion relations, or Hilbert transform. Now, before
proceeding with the causality condition, we describe a useful property for a minimum-phase sys-
tem, where both the system and its inverse are causal and stable. The magnitude and phase of a
minimum-phase system are related by:

arg[H(jw)] = —H{log|H(jw)|} (4.34a)

loglH(jw)| = loglH( = )|+ H{arg[H(je)]}. (4.34b)

The causality violation can be checked by measuring the error between the original data
and the Hilbert transformed data, as follows:

A(jw) = H(jw) — H(jo) (4.35)

where H(jw) is the reconstructed transfer function of H(jw) using the Hilbert transformation. The
Hilbert transformation can be performed using any numerical integration scheme, or the discrete
Hilbert transformation. In [18], Young and Bhandal derive a direct transformation expression,
based on a piece-wise linear approximation that bypasses numerical quadrature schemes.

Although the preceding condition (4.35) is conceptually straightforward, it can be quite
challenging, due to the numerical side effects. Typical measurement or simulation data provides
only limited frequency information, whereas the frequency responses of the network parameters
are not necessarily band-limited, or could be wide-band in nature. This is particularly true for
coupling terms (as described in Section 4.2.2). In addition to this truncation error, a discretization
error can also be significant, when compared to the causality violation amount. After all, the
causality violation may have resulted from inaccuracies in the numerical modeling or measure-
ments. Consequently, any numerical errors due to frequency truncation and discretization could
be interpreted as causality violations in (4.35). This is why checking a causality violation is
numerically very challenging. Moreover, one of the conditions for checking the passivity of the
S-parameter requires checking the causality, as described in the previous section. In fact, the
causality condition is perhaps the most difficult condition to test of the three conditions for the
passivity test.

A rigorous approach to bound the numerical errors, associated with testing the causality
condition, is presented by Triverio and Grivet-Talocia [19] and Asgari, Lalgudi, and Tsuk [20]
and discussed in the following section.
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4.4.1 Generalized Dispersion Relations

To minimize the numerical error, the generalized dispersion relations (or generalized Hilbert
transform) is introduced [19]:

H(w—w

Hy(jo) = Ly(jw) + 2
j

.PV. / H(’;‘)) ~ L) wd_w, (4.36)

[T - w,)
g=1

where the so-called subtraction points {wq} — are spread over the available frequency range ().

Ly(jw) represents the Lagrange interpolation polynomial for H(jw):

N (0~ wp)

Ly(jw) = EH(zwq) 11 (4.37)

p= lp;ﬁq(w - (1)1,)

Equation (4.36) reduces to the original Hilbert transformation for N = 0 as Ly(jw) = 0, and the
IT terms disappear. The interpolation points are referred to as subtraction points, and the earlier
dispersion relations as dispersion relations with subtractions. Now, the causality error expression
(4.35) can be written as:

Ap(jw) = H(jw) — Hy(jo) (4.38)

where H,, (jo) is the reconstructed transfer function H(jw) using the Nth-order generalized Hilbert
transformation (GHT). The denominator terms in (4.36) attenuate the frequency response. The
generalized Hilbert transformation is numerically more stable than the original transformation,
because the integrand in (4.36) contains the polynomial denominator terms that significantly
attenuate H(jw), further reducing the impact of high-frequency truncation.

Finally, the Lagrange interpolation polynomial, just like any other polynomial interpolation
scheme, suffers from a polynomial oscillation between interpolation points, known as Runge’s
phenomenon [21]. This oscillation increases the truncation error of the GHT, but it can be reduced
by using Chebyshev nodes [19]. For the frequency range of [ —wpay (1 =€), @pa (1 —&) ], the
Chebyshev nodes are given by:

W, = —Op(1—g)cos (q
n—

1 ’7T>, qg=1,..,N. (4.39)

As demonstrated in the following section, the truncation error in (4.35) generally reduces as the
order of Lagrange interpolation increases.
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4.4.2 Truncation Error Bound

Although the generalized dispersion relations help to reduce the sensitivity to frequency trunca-
tion, (4.38) is still subject to both frequency truncation and discretization errors. It is critical that
we have an upper bound error estimation of these errors to avoid false causality violations. This
section reviews the error bound analysis described in Triverio and Grivet-Talocia’s paper [19],
and discusses the recent accuracy and speed enhancements shown in Asgari, Lalgudi, and Tsuk’s
work [20].

Applying an integration in (4.36) using the existing data over the frequency set (), we have:

Mo

Hy(jw) = Ly(jo) + =
jm

Pv. / H(’,.vw)_LH(’.w) do’ | N_L”(iw) do (4.40)

0w-o) " &I -a
g=1 g=1

where € is the complement set that covers the frequency range not covered by data. Comparing

the preceding equation with (4.36), the truncation error Ty(jw) is given by:

N
H w - w .,
Ty(jw) = - Hjw)  do’ (4.41)

jr , 0—w
QOc 1_[1 (0" — w,)
7=

A tight bound of this error term is rigorously derived in Triverio and Grivet-Talocia’s paper
[19]. Assuming that:

|H(jw)| = M|w®| for o € Q€anda = 0, 1,2,.. (4.422)

The bound for the truncation error is given by:

0]

MY o Wmax — Wy
ITv(jw)| = ;2 (w,) 1n<wmax_w>

(continues)
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et o) gy o) i

Omax T @ p=1 (wq - wp)
P#q

—(—D**t ln<

In Section 4.3, the S-parameter was recommended for checking the passivity condition.
The transfer terms and far-end crosstalk terms of S-parameters have low-pass filter characteris-
tics, making the impact of frequency truncation small. On the other hand, the reflection terms and
near-end crosstalk terms of S-parameters have high-pass filter characteristics with « being zero.
Figure 4.12 shows the truncation errors for a few different sampling points for a case where
M = landa = 0.

1.E+00
o 1.E-02
o
S
=
c
g
= 1.E04
° == Chebyshev (N=4)
S
] oy 2222 Uniform (N=4)
1E-06}-- Chebyshev (N=8) | | M _
Uniform (N=8) !
Chebyshev (N=12) :
= = = = Uniform (N=12) ,
1.E-08 -

0 10 20 30 40
Normalized o (% of w.x)

Figure 4.12 Truncation Error Bound with Various Numbers of Interpolation Nodes

As Figure 4.12 illustrates, the uniform distributions result in larger errors near the end for
all cases. On the other hand, the Chebyshev distribution produced evenly spaced errors between
the nodes, and the maximum errors are smaller than the uniform case. In all cases, the truncation
error is largest at the end that is beyond the interpolation interval. Figure 4.12 also demonstrates
the fact that as the interpolation order increases, the truncation error is reduced in both the Cheby-
shev and uniform cases.

For typical applications, the order of the Lagrange interpolation polynomial should be at
least eight to minimize the truncation error. In fact, one can arbitrarily choose to make the order
of the interpolation large, so that the maximum error bound, due to the truncation, is smaller than
the discretization error associated with numerical integration. The upper bound parameters, M
and a, can be estimated based on existing data (see Section 4.4.4).
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4.4.3 Discretization Error Bound
Because one must calculate the Hilbert transformation of tabulated data through numerical quad-

rature, it inherently suffers from discretization error, in addition to the truncation error discussed
in the previous section. Now, the causality equation (4.38) can be rewritten as:

Ey(jw) = H(jw) — Hy(jo) = Ay(jo) + Ty(jo) + Dy(jo) (4.43)

where A (jw) is the numerically calculated reconstruction error, and Dy (jw) is the discretization

error. Now, a tabulated Hy(jw) is causal only if the following condition is met:

By Gwp)| = [TyGog] + IDyGop| k. (4.44)

This condition guarantees the causality of the data, but it can lead to false violations, if the
bounds for 7y(jw) and Dy(jw) are not estimated conservatively. On the other hand, the resolu-
tion (or sensitivity) of the preceding test depends on the amplitude of the numerical error
bounds. The resolution of the causality check is improved if 7y(jw) and Dy(jw) are small. A
very tight bound was given for 7y (jw) in the previous section. After obtaining a good bound esti-
mation for Dy(jw), you the causality check can be accurately performed. In addition to a good
bound estimation, we need to minimize the discretization or numerical integration error.

Both regular and generalized Hilbert transformations contain a singular kernel. This singu-
larity can be analytically extracted and integrated to reduce numerical quadrature errors [19]. The
bound for the integration error can be estimated using two distinct quadrature rules with different
accuracy levels. Alternatively, one can use a more strict error bound, based on the worst-case
bound for the given quadrature scheme to eliminate any false violations [19].

A simple, but perhaps a numerically more robust approach, is proposed by Asgari, Lalgudi,
and Tsuk [20]. The remaining part of this section reviews this approach. Because the integrals
containing Ly (jw) in (4.40) cancel, it is rewritten as:

N
[T~ @) ., ,
Ay(w) = Ly(jo) + —————— x P.V. / . Hw)  do” (4.45)
JjmT QO , w w
(0" — w,)
q=1

To perform the preceding integral in closed form, Hy(jw) is interpolated by a spline-based
interpolating function, as follows:

N,—1 L N,—1

Hy(jo) = > D (o — ) - lg(w) = D Hyjw) - 1o () (4.46)
k=—N,1=0 k==N,,
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where N, is the number of non-negative frequency points, L is the maximum order of the interpo-
lation polynomial, () represents the internal [w;, w; 1], 1g, (@) is one for @ € () and zero else-
where, and ay, is the spline coefficient for the kth internal and the /th power of w.

Substituting the preceding approximation for (4.45), and performing partial fraction and
analytical integration, we have:

N,—1

A 1 _
Hy(jo) = L (jw) + pm > |:H(k) (jw)In

== W1 — W

N

- E (k) (jog) In

wk—w

N ©— w,
11 J (4.47)
P

w, —

Wi+ — @ p=1;p#q%q

q

Now, the causality condition (4.45) can be rewritten as:

Ay(w) = H(jw) — Hy(jo) = Ay(jo) + Ty(jo) + Dy(jo) + Iy(o)  (4.48)

where Ay(jw) is the numerically calculated reconstruction error, Dy(jw) is the discretization
error, and Iy(jw) is the spline-based interpolation error. Similar to (4.44), a tabulated Hy (jw) is
causal only if the following condition is met:

[AyGop| = |TyGwpl + IDyGiwy) + IyGop| k. (4.49)

As mentioned previously, the resolution and sensitivity of the causality test can be
improved by using accurate error bounds for |Dy(jw,) + Iy(jw,)|. (Various ways to estimate the
error bound of |Dy (jwy) + Iy(jowy)| are discussed in [20].) The first, and most rigorous approach,
is to calculate the error bound based on the error analysis of the spline interpolation. This bound
guarantees no false violations. Other approaches are based on the numerical estimation of two
different interpolation schemes. For instance, one could perform the first estimation of Hy(jw)
using the cubic spline, and perform the second estimation using another interpolation scheme.
According to Asgari, Lalgudi, and Tsuk [20], a linear interpolation resulted in a highly conserva-
tive bound, while a quadratic interpolation produced an inaccurate bound. The same third-order
interpolation, based on a cubic Hermite spline (CHS), produced a reasonable value.

4.4.4 Lossless Coupled Transmission Line Example

In this section, coupled lossless transmission lines are considered to test the algorithm described
in the previous section. An AC analysis of the microstrip structure (shown in Figure 4.13) is per-
formed to generate a four-port S-parameter. The characteristic impedance is approximately 50().
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100 pym

25 pm

Length=5cm

Termination=70Q

Ideal Ground

Figure 4.13 Lossless Coupled Microstrip Example

The following setup is used to check the causality: The 20th order Lagrange interpolation,
with the Chebyshev node distribution described in (4.39), with ¢ = 0.01. EN(jw) is estimated
using the cubic spline. The truncation and numerical interpolation errors are estimated using the
cubic Hermite spline, as recommended in Asgari, Lalgudi, and Tsuk’s paper [20]. To make a sys-
tem response non-causal, we alter the S-parameter of the coupled line system by adding Gaussian
noise with an amplitude of 0.01, a 0.5-GHz center frequency, and a 50-MHz sigma. (Noise is
added to only the imaginary term to make the resulting response non-causal.) To determine the
bound of the truncation error, we use M = 0.5 and @ = 0in (4.42a). « = 0 works for most of the
S-parameter data. However, determining a reasonably accurate M value can be quite challenging
for arbitrary data, and may require trial and error to achieve a fair estimation.

Figure 4.14(a) shows the calculated error, due to reconstruction through the generalized
dispersion relationships for S11 data. This error term contains both of the errors due to numerical
and causality violation. To test causality violation, the bound of the numerical error is plotted
also. The original data is non-causal if it exceeds the numerical error bound. As shown in the fig-
ure, there is a causality violation, due to the added Gaussian noise, around the 0.5-GHz center
frequency. The numerical error is decomposed into the truncation error in numerical integration,
and the error due to interpolation and discretization, as shown in Figure 4.14(b). Figure 4.15,
Figure 4.16, and Figure 4.17 show the analysis repeated for S12, S13, and S14, respectively.

4.4.5 Causality-Enforced Interpolation

Interpolation of S-parameter data is often necessary, especially for DC points. However, a simple
numerical interpolation to real and imaginary parts could violate a causality condition. Conse-
quently, the generalized dispersion relations (described previously) can be used to interpolate S-
parameter points in Triverio and Grivet-Talocia’s paper [12]. First, the imaginary part is
interpolated using a standard numerical interpolation scheme. Then, the real part is derived through
the generalized dispersion relations. Significant improvement is seen when using this scheme, as
compared to a conventional interpolation, or to using dispersion relations without subtractions. In
fact, applying dispersion relations without subtractions resulted in the worst-case approximation.
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Figure 4.14 (a) Causality-Checking Plot with Numerical Error Bound, and (b) Truncation Error
and Numerical Interpolation and Discretization Error for S11
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4.5 Summary

This chapter reviewed the conversion formulae for various network parameters, including the
conversion between single-ended and mixed-mode parameters. Modeling frequency domain data
for time-domain simulation requires special attention, in order to guarantee an accurate channel
response for broadband digital signals. This chapter described a technique to properly determine
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Figure 4.16 (a) Causality-Checking Plot with Numerical Error Bound, and (b) Truncation Error
and Numerical Interpolation and Discretization Error for S13

the maximum frequency range, along with other tips to improve numerical stability. The passivity
and causality conditions are crucial to a reliable time-domain simulation. The chapter also pre-
sented an intuitive and informal derivation for passivity and causality conditions, along with
potential numerical issues.
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CHAPTER b5

Transmission Lines

Dan Oh and Joong-Ho Kim

Chapter 4, “Network Parameters,” discusses general network parameters that can represent arbi-
trary passive structures. These network parameters provide accurate channel models for fre-
quency domain analysis, but they can lead to numerically unstable or erroneous time-domain
models. For uniform interconnect structures, a transmission line model provides a more physi-
cally intuitive and accurate circuit model than general network models. A thorough understand-
ing of transmission line models helps SI engineers develop accurate channel models and leads to
better physical channel designs. The first quarter of this chapter covers the basic theory of the
telegrapher’s equations and transmission line parameters. It also presents the formula used to
convert transmission line parameters to other network parameters.

The second quarter of this chapter reviews a popular time-domain simulation technique,
based on the recursive convolution for a lossy transmission line model. This method is based on
the frequency-domain rational function approximation. It provides a fast and accurate time-
domain model when compared to the traditional direct convolution method. However, the accu-
racy of the recursive convolution strongly depends on the rational function approximation, which
is not always stable. The chapter explores the potential numerical instabilities associated with the
recursive convolution approach.

The third quarter of this chapter discusses the modeling of transmission lines, based on
measurement data. Transmission line models are commonly generated using electromagnetic
field solvers. The accuracy of field solver models is limited by the accuracy of the input material
parameters. However, material properties in high-frequency regions, such as conductor conduc-
tance and dielectric loss tangent, are hard to measure or characterize. Consequently, the direct
measurement-based transmission line model can be quite useful, and even the effective material
property can be calculated from transmission line models.
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The last quarter of this chapter examines an on-chip interconnect model. A high-speed I/O
interface uses a high-frequency clock, which is routed over a relatively long distance, because the
I/O interface block often takes a large portion of the die peripheral. A simple RC network may
not be sufficient to model clock nets for I/O interfaces, but a transmission line model can provide
more accuracy. However, on-chip wires are quite different in nature than off-chip interconnects,
because they often do not have clear return paths. The summary section provides a comparison of
the various RLGC parameters of motherboard traces, package traces, and on-chip interconnects,
and points out the key differences.

5.1 Transmission Line Theory

Maxwell’s equations for the transverse electromagnetic (TEM) waves on multi-conductor trans-
mission lines are reduced to the telegrapher’s equations. The general form of the telegrapher’s
equations, in the frequency domain, is given by:

90(z, ) . R -

- e = [R(w) + joL(w)]i(z,w) = Z;(w)i(z,w) (5.1a)
91 (z,w) ) - .

T [G(w) + joC(w)]v(z,0) = Y (0)v(z,w) (5.1b)

where ¥(z) is the voltage vector across the lines, and 7(z) is the current vector along the lines. R,
L, G, and C are the resistance ({)/m), inductance (H/m), conductance (S/m), and capacitance
(F/m) matrices per unit length; generally, they are functions of frequency.

The general solution to the preceding coupled differential equations is as follows [1]:

Ww) = ¢ V@A + V2B (5.2a)
Z, ()i (w) = ¢ V@A — YV @2(,)B (5.2b)

where
Z.(0) =Y.' (@) = ¥ () (G + joCw) ' = ¥Y() (5.3a)

W(w) = [ (R) + joL)) (Gw) + joCw)) ]'? = [Z, (@)Y (@)% (5.3b)

Y, and Z.. are the characteristic impedance and admittance matrices, respectively. W is the propa-
gation constant matrix. Equations (5.2a) and (5.2b) assume that Z; and Y, are symmetric, and Z,Y,
are diagonalizable, as follows:
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i
ZY,=MDM ' =M¥ M ' =M M™! (5.4)
Ui

where W is the modal propagation matrix, and i, is the modal propagation constant. Note that
Y,Z, and Z,Y, have the same eigenvalues, ensuring that the current waves propagate in the same
way as the voltage waves, even though the eigenvectors are different. The modal propagation
constant plays an important role in exploring and understanding various phenomena in transmis-
sion line analysis. One such example is the impact of crosstalk, discussed in Section 5.2.

The conversion from the transmission parameters (Z . and W) to other network parameters is
shown in Table 5.1 [1] [2]. When we apply functions to matrix A, the following definition is used:

Sfn(ay) 0
fn(A) = MfnAM ! = M M! (5.5)

0 Sfn(ay)

where g; is the element of the diagonalized matrix A.
After Z,. and W are obtained, RLGC matrices are obtained using the following formulae:

R(w) = Re[W(w)Z, (w)], L(w) = ilm[‘l’(w)lc(w)] (5.62)
G(w) = Re[Z, (o)W (w)], C(w) = ilm[ZC_l(w)qf((u)]. (5.6b)

Table 5.1 Conversion Formulae Between the Transmission Line Parameter Matrices and Z and
ABCD Matrix Parameters

Z, v z ABCD
Z,%¥ Z.(») = ¥()Y; (») Z,, = Z coth(¥)) A = Z_cosh(W)HZ_ '
W(w) = [Z(w)Y)(w)]? Z,, = Z csch(¥)) B = Z,_sinh(W¥))
Z.(w) =Y.' (w) 7, =121y,7,, =17, C = sinh(W)Z;!
Y/ (w) = G(w) + joC(w) D = cosh(Wi)
Z,(w) = R(w) + joL(w)
z cosh(W1) = Z,'Zy, | [z z,][7 See Table 4.1
Z. = Z,,sinh(¥)) 5l | Zy Zynll i,

ABCD cosh(Wl) = D See Table 4.1 B A B %
Z. = Besch(W)) -
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5.1.1 Quasi-Static Approximation

One of the underlying assumptions in the previous transmission line equations is that the propa-
gation wave is a TEM mode. In general, transmission lines in an inhomogeneous dielectric
medium, or one containing conductor loss, do not support TEM modes. Full-wave analysis
(Maxwell equations) is required to accurately characterize hybrid modes in transmission lines.
However, when the transverse components of the electric and magnetic fields are predominant
over the longitudinal components, the fundamental hybrid mode becomes a quasi-TEM mode, in
which TEM properties dominate the hybrid modes. The valid range of the quasi-TEM mode can
be determined using dimensional analysis on the Maxwell equations [3-5]. In essence, a quasi-
TEM model is valid when the transverse dimensions are much smaller than the wavelength. For
integrated circuit applications, this means that the quasi-TEM model is sufficient, assuming that
the conductor loss can be neglected.

The conductor loss due to the skin effect or surface roughness causes an electric field in the
direction of the current flow, which is ignored in a quasi-TEM mode. Fortunately, study shows
that the quasi-TEM approximation is also valid at the frequency range where the skin effect is
predominant [6]. On the other hand, dielectric loss does not contribute any additional electric field
in the current flow direction, and does not impact the quasi-TEM approximation as much as the
conductor loss. Finally, because the electric and magnetic field distributions of a TEM mode are
close to those of a static case, one can use static analysis to characterize quasi-TEM lines, instead
of full-wave solvers. This justifies why many transmission line solvers are quasi-static tools.

5.1.2 Properties of RLGC Matrices

Typical transmission-line models use RLGC matrices as an input to specify the transmission line
parameters. RLGC models have evolved from constant matrices into fully frequency-tabularized
matrices. When digital I/O speed is slow, the frequency-varying nature of skin effect and dielec-
tric losses can be ignored; constant RLGC matrices are sufficient for transmission line simula-
tion. As I/O speed increases, the dispersion due the frequency-dependent losses can no longer be
ignored, so R and G values are expressed using equations to model frequency dependency. The
following expressions are widely used for modeling the skin effect and dielectric loss:

R() = R, + jV/R, (5.7)

G(w) = Gy + ifGa (5-8)

The preceding expressions work well when the loss is still relatively small. However,
when frequency dependent loss is large, these simple expressions do not accurately capture
transmission line behavior. Furthermore, these equations, in fact, violate the causality and
cause additional accuracy issues. HSPICE’s W-element model supports a tabular format that
allows arbitrary frequency dependency. With this tabular format, S-parameter data (from either
a full-wave solver or a measurement) can be used to accurately model transmission lines.
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Section 5.4 describes the detailed methodology for extracting the transmission line model from
measurement.

The rest of this section is devoted to the review of the physical properties of L and C matri-
ces. Instead of simply listing the properties, this section presents brief derivations based on static
assumption. These properties are also discussed in the context of telegrapher’s equations. First
consider the capacitance matrix. The capacitance matrix (C) relates the total free charges on the
conductors to the voltages in the following manner:

Co =g (5.9)

The capacitance matrix is calculated by obtaining the charges for N independent voltage excita-
tions. The following matrix form describes the solution:

C=QvV. (5.10)

By alternately exciting a unit voltage on one conductor with respect to the other conductors
and the ground conductor, V becomes an identity matrix and C is simply equal to Q. Now, Q
represents the physical charges on the conductors and the following properties can be
deduced:

* Because Q is symmetric, due to reciprocity, C is also symmetric:
Ci,/' = Cj,i (Slla)

* Because the diagonal elements of Q are the charges on the excited conductors, and the
off-diagonal elements of Q are the induced charges on the resting conductors, the diago-
nal elements of Q are positive, and all the off-diagonal elements are negative:

Ci; > 0and C;; < Oforj # i (5.11b)

* Furthermore, the magnitude of the sum of the induced charges must be smaller than the
charges on the excited conductor, because some charges are induced on the ground con-
ductor. This makes C diagonally dominant:

c.| >

>Cy

i#j

(5.11¢)

* Because C is real, symmetric, and diagonally dominant, it is positive definite.

The preceding capacitance matrix is called the Maxwellian capacitance. The physical self-
and mutual-capacitances (C; and C7}) are calculated using the following relationships:
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C,=Ci+ >cCp,. (5.12b)
i#j

In contrast, the inductance matrix (L) relates to the magnetic flux difference between the
signal conductors and the reference conductor due to the currents on the signal conductors in the
following manner:

Li = . (5.13)

This static inductance is referred to as external inductance. It does not include any internal
inductance due to skin effect. All the elements of L are positive. By exploring isomorphism
between electrostatic and magnetostatic formulations, the inductance matrix is calculated using
the following expression [7]:

1
L= ;ijjg (5.14)

where c is the speed of light, and Cp,, is the capacitance matrix for a free-space case, where all
dielectric layers are replaced with free space.

L is symmetric due to reciprocity. The inverse of a positive definite matrix is also positive
definite, so L is positive definite based on (5.14). This Maxwellian inductance matrix L is related
to the physical inductance as follows:

Ly =Ll (5.15)

In the previous section, the solutions (5.2a) and (5.2b) to the telegrapher’s equations (5.1a)
and (5.1b) assume that the product ZY is diagonalizable (5.4). For lossless transmission lines,
this condition is satisfied, because it is a given that both L and C are symmetric and positive defi-
nite, and so LC and CL can be diagonalizable with generally »n distinct eigenvalues for inhomo-
geneous media [8]. For homogeneous media, both the L and C matrices are related to the
following equation, based on (5.14):

LC = —. (5.16)

Therefore, all eigenvalues of the LC matrix for homogeneous media are identical. This is an
important property, because it is closely related to the physics behind transmission line crosstalk,
which is the topic of the next section.
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5.2 Forward and Backward Crosstalk

Crosstalk in transmission lines has been described in a variety of ways. In this section, forward
crosstalk is defined as the crosstalk occurring during the wave propagation. Hence, forward
crosstalk does not depend on the termination conditions. On the other hand, backward crosstalk
is any coupling due to reflection, making it a strong function of line impedance and termination
conditions. The terms near-end crosstalk and far-end crosstalk represent the sum of forward and
backward crosstalk at the source and load ends of a transmission line, respectively. For crosstalk
analysis, assume that the transmission line is uniform and lossless. The coupling mechanism is
not a strong function of losses (except for ground conductor loss).

Traditionally, the crosstalk phenomenon is explained with capacitive and inductive cou-
pling behaviors. This approach leads to a mathematically simple expression that describes the
coupling effects for two or even three coupled transmission lines. For instance, Dally and Poulton
[9] provide the amplitude of the far-end crosstalk (V) and the near-end crosstalk (Vj) of the sym-
metric two-line transmission line shown in Figure 5.1:

Figure 5.1 Symmetric Two-Line Transmission Line System

l LsCs Cm Lm Vs tq Cm Lm Vs
Vi = —em) s S (5]7a)
2 (C;,+Cn LgJt, 2\(CG+Cp) L),
vo= LG Ln)y (5.17b)
Yale+e) L)” '

where [ is the length of the transmission line, and Vs is the aggressor voltage swing. Figure 5.2
shows the near-end and far-end crosstalk responses due to the rising step for a microstrip case.
Note that the expression for the far-end crosstalk is only valid when the skew, between the even
and odd modes, is smaller than the risetime (¢,).
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Figure 5.2 Near-End and Far-End Crosstalk Based on Inductive and Capacitive Coupling
Analysis

However, the coupling phenomenon is fundamentally due to mode interaction in the elec-
tromagnetic sense. An explanation based on simple capacitance and inductance cannot explain
all the physics behind the crosstalk mechanism, and it can sometimes result in misleading
crosstalk effects, even for seasoned signal integrity engineers. For instance, a common misbelief
is that one can eliminate coupling by sending signals in modal space. It is also widely believed
that forward crosstalk is related to the derivative of the aggressor signal. The following section
covers the basics of forward and backward crosstalk based on a modal analysis instead of capaci-
tance and inductance couplings. The modal analysis will demonstrate that forward crosstalk is
not really a function of the derivative of the aggressor response, and that transmitting signal in
modal space does not solve crosstalk problems.

5.2.1 Mode Discontinuities and Reflection (Backward Crosstalk)

In waveguide theory, different media supports different propagation modal spaces. When two dif-
ferent media are connected, it creates discontinuity at the interface. The propagating modes are
converted from one modal space to another, potentially causing mode coupling and reflection.
Consider a case where the source is single-ended terminated and the transmission line is loosely
coupled. In this case, the mode configuration (eigenvector) of the source and transmission line is
all single-ended, so the modal spaces are identical and no conversion occurs. Only signal reflec-
tion occurs, depending on the impedance mismatch, but no coupling occurs. On the other hand, if
the same system has a strongly coupled transmission line, the propagating signal is converted to
coupled mode from single-ended mode, reflecting some of the modes due to the modal imped-
ance mismatch at the interface. When these coupled modes have different amounts of reflection,
crosstalk occurs, which is referred to as backward crosstalk. Note that the reflection of modes
occurs at the interface, so backward crosstalk occurs only at the interface. After the signal crosses
the interface, no additional crosstalk occurs, with the exception of potential forward crosstalk that
occurs only for special media, and which the next section describes.
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Mathematically, the mode reflection from the following expressions of the transmission
and reflection coefficient matrices can be calculated using the following matrix equation [18]:

T=d+ZY)! (5.18a)
r=@@yY +0nzY -1 (5.18b)

where Z, is the termination matrix, and Y, is the characteristic impedance of the transmission
line. To avoid crosstalk, both the T and I matrices must be diagonal; otherwise, the coupling
terms will result in crosstalk. Based on (5.18), T and I' are diagonal, if and only if Z,Y, is diago-
nal; that is, Z, must be a simple linear multiplication of Z.. Consequently, the termination net-
work also requires cross terminations between signal nodes to avoid crosstalk.

Such termination can cause significant power consumption and can require significant sili-
con area if the termination is on chip. On-chip termination is necessary for high-speed links, in
order to avoid signal reflection. As shown from the earlier expression, the backward crosstalk is
related to the mode conversion, which is associated with eigenvectors, and it is not directly
related to eigenvalues. In other words, backward crosstalk is not directly related to any wave
propagation characteristics. Specifically, it is independent of signal-edge rate and transmission-
line length. The waveform shape of the coupled noise is identical to the source (aggressor) wave-
form, except for the polarity. This assumes that the eigenvectors are not a function of frequency.

In practical printed circuit board (PCB) applications, backward crosstalk occurs not only at
the source or load ends, but also near trace escape areas, wirebond, via transitions, connector transi-
tions, and package- and board-trace impedance mismatches (strictly speaking, the mode mismatch).
Consequently, properly matching the trace impedance, in order to avoid coupling, is almost impos-
sible (or at least impractical). A more effective way to handle crosstalk is to cancel it using equaliza-
tion schemes [10-14]. These crosstalk cancellation techniques have been studied for SerDes
applications that use differential signaling. However, so far, no commercial product has adopted any
crosstalk cancellation method. The method can be more effective for memory interfaces, because
they often use single-ended signaling, which is very sensitive to crosstalk. Unfortunately, high
implementation costs and design complexity prohibit the use of such techniques in real applications.

Now an exact expression for the near-end crosstalk (Vj) of the symmetric two-line case
shown in Figure 5.1 is derived based on the modal analysis. The resulting expression is compared
with Dally and Poulton’s expression (5.17b). Then, HSPICE simulation is performed to compare
the accuracy of these two expressions. Based on Figure 5.1, odd and even capacitance and induc-
tance are written as follows:

Lodd = Ls - Lm = Lll - L12 (5198.)
Leven = Ls + Lm = Lll + L12 (519b)
Coaa = C; +2C, = C; — Cp (5.19¢)

Ceven = Cs = Cll + C12 (519(1)
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where L, L,,, Cy, and C,, are physical inductance and capacitance, and Ly, L1,, Cq;, and Cy, are
Maxwellian quantities where C,, is negative. The characteristic impedance matrix is obtained
using the following expression:

ZS Zlﬂ
7, = (5.20a)
Z, Z

1 1 \/Lodd \/Leven
Z; = E (Zoda + Zeven) = 5( Coud + Cﬂ,m) (5.20b)

1 1 \/Leven \/ L,a
Z, = 5 Zeoven-Zoaa) = E( Coen Cou d)- (5.20¢)

Applying this equation along with the termination, the transmitted term of the coupled voltage is

ZnZ,

TR2,1) = 22—
@1 7> - 7:+ 7,7,

(5.21)

The preceding expression does not reduce to (5.17b). To test the accuracy of these two equations,
an HSPICE simulation is performed using the following transmission line parameters:

2.9350E-07 5.3183E-08 | 1.1632E-10  -1.0459E-11 (5.22)

5.3183E-08 2.9350E-07 | -1.0459E-11  1.1632E-10 | '
The HSPICE simulated near-end crosstalk was 70.06mV. Equation (5.21) results in 70.05mV,
which exactly matches the HSPICE simulation. Equation (5.17b) results in 67.78mV, which
clearly demonstrates that (5.17b) is only an approximation.

5.2.2 Mode Propagation (Forward Crosstalk)

The claim that there is no crosstalk during signal propagation may surprise many people. However,
this is true from the modal analysis point of view. Transmission lines are just one of the special types
of waveguides that support TEM (or quasi-TEM) wave propagation modes. As long as the transmis-
sion lines are uniform, these modes are independent and do not couple each other. Any propagation
signal can be decomposed into a sum of transmission-line propagation modes, and then recomposed
back to the original signal. Consequently, no mode conversion occurs during the propagation.

Now, the question becomes: What causes forward crosstalk? The answer is the modal
velocity difference between propagation modes. In general, all N independent modes of transmis-
sion lines can propagate at different mode velocities. As the line length increases, the flight time
of each mode can be significantly different. First, the original signal is decomposed into various
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transmission modes, before it propagates through the transmission lines. Each mode arrives at the
end of the lines at a different speed, and by the time it is composed back to the original signal,
each mode has accumulated significant skew. This skew is seen as coupling noise at the far end.
Therefore, forward crosstalk linearly increases as the transmission line length increases due to
the accumulation of skew.

Figure 5.3 demonstrates this forward crosstalk mechanism. For the sake of simplicity, this
example uses a balanced two microstrip-line system. In this case, there are odd and even modes,
(0.5, 0.5) and (0.5, -0.5), respectively. Any voltage excitation is decomposed into the combina-
tion of these two modes before propagation. Figure 5.3 shows the transmission line excited with
1V at the aggressor line, and OV at the victim line. The three plots in Figure 5.3 illustrate the volt-
age waveforms at three different locations, and show both the line and modal voltages. At the
source location A, there is no delay difference, due to even and odd modes, and the net line volt-
age at the victim is zero as shown in the first plot. As the odd and even modes travel along the
line, the skew starts to accumulate, and the waveform at location B shows the typical forward
crosstalk waveform. The second plot in Figure 5.3 demonstrates how the skew has distorted both
the aggressor and victim waveforms. At the aggressor, the skew has created a porch that causes
timing jitter. In a realistic simulation, this porch is seen as edge slow down. On the other hand, at
the victim line, the skew has generated a pulse. When the length of the line is extremely long, the
skew between the odd and even mode waveforms can be more than a bit time, causing the com-
plete decoupling of the odd and even waveforms, as shown in the third plot in Figure 5.3. In prac-
tice, the coupled region of traces is typically short, and this degenerate case seldom occurs.
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1
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0( Yy ) { )
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A% B % o
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Even — ] | S —
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Odd —_-_ - e Y L —.‘__",._.
Even . VI —

Figure 5.3 Example of Forward Crosstalk Based on a Coupled Transmission Line

Figure 5.4 demonstrates the odd and even mode velocity difference, using the transmission
line described in (5.22). The length of the line is 40 cm. All the source and load ends are termi-
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nated with Z,. The victim line is excited with a PRBS data pattern. Examine three different
aggressor data patterns: quiet, even, and odd. As expected, the odd-mode data pattern arrives first,
followed by the single-ended mode (quiet data pattern), and the even-mode data pattern. It is
interesting to note that only the single-ended mode has a porch during the rising or falling edge,
because it consists of both even and odd modes, as predicted in Figure 5.3. On the other hand, the
pure even or odd modes propagate at one speed and do not have any porch.

@0 @200p @400p @600p @800p @1n

Figure 5.4 Quiet-, Even-, and Odd-Mode Data Patterns for Microstrip

Because forward crosstalk is due to the modal velocity difference, there is no forward
crosstalk for traces in homogeneous media, because they all have the same modal velocity—see
(5.16). Consequently, a homogeneous strip-line case does not have forward crosstalk. However, it
can have far-end crosstalk due to various mode conversions and reflections (backward crosstalk).
A buried microstrip has less forward crosstalk, because the difference in mode velocity is rela-
tively small when compared to a conventional microstrip.

For high-speed digital cables, using a homogenous medium, such as coaxial or shielded
twisted cables, is highly desirable to avoid forward crosstalk. One can also significantly reduce
forward crosstalk by twisting cables, because it averages out the crosstalk impact. With differ-
ential lines, the twisting orientation of the two differential pairs should be in opposite directions
from each other to further average out any accumulation of crosstalk from the two twisted pairs.

To conclude this section, derive the forward crosstalk expression for the far-end crosstalk
(Vr) of the symmetric two-line case shown in Figure 5.1 based on the modal analysis. A more
general expression that is valid for any skew between even and odd modes is derived. The skew,
between the even and odd modes, is calculated as:
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totew = Todd — Tewen = [N (Lyy — Li)(Cyy — Cpp) — IV(Ly, + Lip)(Cyy + Cy)

I

Ch L c, L,
INL,Cy, <—12 - ‘2> = VL, (C, + cm)< - > (5.23)

Cll Lll (Cs + Cm) Ls

Here, the approximation of V1 — x = 1 — x/2 is applied to simplify the expression. Now, the
following expressions for forward crosstalk are derived by overlapping the even- and odd-mode
pulses with different skew amounts:

|4
VUp = (todd - teven)?
IVL(Cy + Cpy) Cn L, \V;
= —=m )= (5.24a)
2 C, +C,) L)t
for |tpgs — tevenl < trand for |t,gq — tevenl > t,» we have
|4
o= (5.24b)

Further approximating \/LJ (C,+ C,)to \/LSCS results in (5.17a). Figure 5.2 can be general-
ized based on equation (5.24a) to include different mode skew amounts, as shown in Figure 5.5.
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Figure 5.5 Far-End Crosstalk Based on Modal Analysis

5.3 Time-Domain Simulation of Transmission Lines

Transient simulation of lossy transmission lines has been a hot topic for the last two decades. The
fundamental difficulty encountered in the transient simulation of a transmission line is that its fre-
quency characteristics are transcendental, and that its terminations can be non-linear devices. The
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non-linear device limits the analysis to be performed only in the time domain. A conventional or
direct approach for handling the transcendental nature of transmission lines is numerical convo-
lution with the Fourier or Laplace transformation [15-17].

The W-element in HSPICE [18] has gained wide adoption due to its modeling efficient and
accuracy. Although the W-element, or similar algorithms, has been used for more than a decade,
there are still on-going discussions concerning the accuracy of transient simulation [19]. The
W-element uses a recursive convolution in conjunction with matrix delay extraction to simulate
transmission lines. This section describes the basics of a transmission-line simulation technique
and presents some of the challenges and potential issues. Transient simulation of lossy transmis-
sion lines can be unstable for severely lossy lines. This section provides a few tips to avoid this
instability. In addition to the topic of recursive convolution, the section also reviews a traditional
direct convolution technique.

5.3.1 Transmission Line Model Based on Method of Characteristics

Figure 5.6 shows an equivalent circuit representation of transmission lines that is the most suit-
able for modified nodal analysis (MNA). Based on the method of characteristics [20], the detail
expressions can be derived as follows:

—=y >
_H_
[\®)
=4
_<_>_
[\®)

Figure 5.6 Transmission Line Circuit Model Representation

11(w) = Yd@)t(0) — 27, (w) (5.25a)
15(w) = Yo (0)0y(w) — 21 (w) (5.25b)
where
ip(@) = e VN (TIxw) + ipw)) (5.25¢)
ip() = e YT (0) + Tp(w). (5.25d)

The exponential propagation matrix (e~ ¥) contains delay and exponential decay. Long
transmission lines reveal severe exponential attenuation. A rational function, which is used to fit
the exponential propagation matrix in the recursive convolution approach, does not really model
the exponential decay well, due to its slow varying nature. This deficiency becomes more severe
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as the line length increases. One way to improve the accuracy of long transmission lines is to
segment them into smaller lines to reduce the exponential attenuation of each segment. A few
segments are typically enough. However, using too many segments can lead to inaccurate
results.

The delay of ¢ ¥ is also an issue for rational function approximation, as it generates
highly oscillatory behavior. Consequently, extracting the delay before applying rational function
approximation is preferable. In the early days, the transient simulation techniques, based on direct
convolution, did not extract the delay, and the resulting time-domain waveform showed a non-
causal response. Extracting the delay helps both the recursive and direct convolution methods in
terms of accuracy and simulation time. Because the most dominant delays in transmission lines are
due to the inductance and capacitance, the following formula can be used to extract the delay [18]:

e Y@ = ,~ VW) o (5.26)

—W(w)l ;

where e is the delay-less exponential propagation function, and the delay matrix 7, is repre-

sented by:

74 = [C(0)L()]"2L. (5.27)

Note that the asymptotic values of C(w) and L(w) are used in the preceding equation. Any
dynamic delay terms are still in (5.26). To model the extracted delay in the time domain, the fol-
lowing decomposition can be used:

e 0T = Mq_e*jw‘;dm M;l (5.28)

Here, 7 i and M. are the eigenvalue and eigenvector matrices of C(%)L(). All the 74, T4
and M, matrices are real and frequency-independent. The modal exponential delay matrix cor-
responds to a shift of the modal input signals in the time domain and is easily implemented.
This time-domain delay element requires a sampling time step that is smaller than the delay
itself. Consequently, the largest simulation time steps in transmission-line systems are limited
by the smallest delay of any transmission line model. A short transmission line can be more
effectively modeled using a few RLGC lumped elements. The dispersion effects caused by
skin effect and dielectric loss are negligible for short lines, and a constant lumped RLGC
model is sufficient. The coupling resistance often requires complex voltage-dependent models,
but these can be omitted for short lines, as long as it does not contribute to major attenuation or
coupling.

5.3.2 Companion Model for Time-Domain Simulation

The transmission-line model shown in Figure 5.6 can be easily converted to the companion
model as shown in Figure 5.7. Then, this companion model can be applied to modified nodal
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analysis (MNA) [21]. This section describes the companion model for the direct convolution
approach. The subsequent section describes the companion model for the recursive convolution
approach.

i)

*

i 2llvl(t Zle(lrl)
P B o

N—’

Figure 5.7 Companion Transmission-Line Model

The direct convolution method has been known to be numerically inefficient and inaccu-
rate. Early implementations of a direct convolution approach were applied without extracting
delay; as a result, they produced non-causal responses in addition to the computation time over-
head [15-17]. For transmission lines, the delay extraction can be done analytically, as shown in
the previous section. With a proper delay extraction, the direct convolution method does not add
significant simulation time when compared to the recursive convolution approach, and it provides
arobust and stable way to simulate transmission lines.

The stability issue becomes more important when simulating general S-parameter models.
Recent studies have been conducted on the delay extraction of the S-parameter based on a numer-
ical algorithm [22] [23]. With short transmission lines, or strong coupling terms, the direct convo-
lution of the S-parameter can result in an inaccurate response due to aliasing (refer to Section
5.2.2). However, the direct convolution of transmission line models does not suffer from this
issue, because the convolution of transmission line parameters can be performed in a band-lim-
ited way, as described in the following paragraphs.

Consider a companion model for the characteristic impedance (Y,) in (5.18). To fill the
admittance matrix for MNA, the asymptotic value of Y, is extracted, as follows:

Y.(w) = Y, + Yc(w) (5.29)

where Y., is the asymptotic value of Y., which can be easily calculated numerically, because it
saturates rather quickly. Then, the convolution is applied to only Y,(w), which has a limited band-
width. Now, the equation for the companion model, at time ¢,, can be written as:

7i(tn) = Yci))i(tn) - [27bi(tn) + 7Yci(tn)] (530)

where
Tya(ty) = Y.(0%v,(t,) (5.31a)
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Tyra(ty) = Y.()*v,(1,) (5.31b)

and

-ibl(tn) = 67W(w)l *<72(tn) + —l)ﬂ(tn)>

— e—\;l(w)l *|:e—jw1'd<_l’2(tn) + 7)‘2 ([n)>j| (5323)

_l)fz(tn) = e—‘l’(a))l *<_l)1(tn) + Ybl(tn)>

_ e\if(w)l*|:ejwrd<'l’l(tn) + 7p (;}J)} (5.32b)

The convolution of e~ Y@

and the current vectors 71(1,), 15(1,), 1(t,), and 7, (z,), are some-
what complicated. First, the delayed versions of the current vectors 7,(t,), 1,(t,), Yﬂ (t,), and
7,1(t,) are calculated in the modal space. The resulting currents are convolved with the delay-less
exponential matrix function e~ @ (which has no asymptotic value), so the direct convolution

can be performed more efficiently.

5.3.3 Time-Domain Model with Recursive Convolution

A recursive convolution was first introduced by Semlyen and Dabuleanu [24]; it has been applied
to various applications, such as time-domain solvers and device models [27-30]. It reduces the
simulation complexity of O ( n2) in direct convolution, to O(n). The recursive convolution relies
on the rational function approximation that is, in principle, only valid for lumped systems. Again,
in principle, the rational function cannot represent either distributed systems, or any systems with
a transcendental behavior. For long lossy transmission lines, the rational function approximation
could lead to significantly inaccurate results.

After extracting the dominant delay in the transmission lines, the modeling of the exponen-
tial decaying function with a rational function is a key to accurate simulations. Both skin effect
and dielectric loss accelerate exponential attenuation and impose a challenge to rational function
approximation [19]. Even with a recent advance in the approximation method [25] [26], a rational
function cannot adequately model exponential decay over wide frequency ranges, as loss severely
increases. As previously mentioned in Section 5.3.1, one can divide a long line into segments.

Once again, first look at a companion model for the characteristic impedance matrix Y.(s).
In the Laplace domain, Y. (s) can be approximated as:

Pys? + -+ +Ps! + P M

Y, + E% (5.33)

Y.(s) =
C() qMSM+ +q1s1+1 m:ll+s/wpm
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where ¢,, and the elements of Y., (P,, and A,,) are all real, and w,,, is positive real. Note that a

pm
common pole is used for all matrix elements. Alternatively, each matrix element can be fitted
using its own poles. The corresponding time-domain expression using a series of decaying expo-

nentials is written as:

I

M
Y.() =Y.+ DA, e (5.34)
m=1

Now, assuming the input v, (¢) is piecewise-linearly continuous, Y, (£)*?; (f) is expressed as

the following convolution integral:
i (1) = e“"<‘"”*<72<rn) + ?fzu,,))

= oY *[e—jmd (72(r,,) +ip (m))]. (535)

By integrating the preceding integral and rearranging terms, the following recursive formula is
obtained [18] [27]:

M M M
Y. (1,)%0;(t,) = <Ym + DA, - D Dm(T)>5i(rn) - > z,(t,) (5.36a)
m=1 m=1 m=1

where
z,(t,) = (Dm(Tnl)e‘”ﬂmT" - Dm(Tn>>6,-(tn1> + e “mlig, (t,_1) (5.36b)
Am - T
D, (T,) = — (1 — e “m). (5.36¢)

The companion model is written as:

_l}i(tn) = Yczi(tn) - |:27bi(tn) + _[Yci(tn):| (5373)
where
] M M
Y. =Y.+ D A,- 2D, (5.37b)
m=1 m=1
M
7Yci(tn) = E zm(tn) (537C)
m=1

and the expressions for z,,(z,) and D,, were given by (5.36b) and (5.36¢), respectively.
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The recursive convolution of the delay-less exponential propagation function e @ is cal-
culated in a straightforward manner by approximating with a rational function, as follows:

M Am

e TOl =
m:l] + s/wpm

(5.38)

Note that there is no infinity term for the exponential propagation function. A recursive convolu-
tion can be applied to the delayed versions of 7;(z,,), 72(1,), 1o (t,), and 7, (z,,), similar to (5.36a).

In the previous derivation, the assumption was that the input signal is piecewise linear. A sim-
ilar expression can be obtained by assuming a piecewise step approximation, but the computational
complex remains the same yet it reduces simulation accuracy. On the other hand, higher-order
approximations could improve simulation accuracy, but they significantly increase computation
time. Note that, generally, the rational approximation may result in complex conjugate poles. Then,
A,, and ), could be complex conjugate pairs with positive real values. One can still derive the
recursive convolution formulae for this case, but it is a rather long complex expression. One can
simplify the complexity of expression, based on piecewise step assumption, but the resulting equa-
tion is still quite complicated, and replacing the complex poles with real poles may be more effi-
cient. The complex conjugate pairs represent oscillatory behavior in the frequency domain, and it is
not necessary when modeling transmission lines, which have a smooth monotonic behavior.

5.4 Modeling Transmission Line from Measurements

This section discusses preparing accurate transmission line models, and describes the details of
how to take S-parameter measurements, de-embed port discontinuities, and convert to transmission
line parameters, based on the method described by J. Kim, D. H. Han, W. Kim, D. Oh, and C. Yuan
[31-33]. This section also discusses two potential accuracy issues associated with measurement-
based models. First, a measurement error near the resonant frequency is examined. The character-
istic impedance measurement is very sensitive to the reflection caused by the port discontinuities;
as aresult, characterizing the characteristic impedance over a wide frequency range based on meas-
urements is difficult. To address the port discontinuity issues with the characteristic impedance
measurement, the section presents a de-embedding technique that mitigates the port discontinuity
issue. Second, a time-domain simulation error due to inaccurate DC values is identified. A hybrid
approach, which uses a combination of both time and frequency measurement data, is proposed to
mitigate the DC accuracy issue. Several measurement examples, such as MCM-L coplanar lines
and package microstrip lines, are considered to validate the accuracy of the proposed method.

5.4.1 Converting S-Parameter to Transmission Line Parameters

Frequency-domain measurement is considered to be the preferred method for high-frequency
measurements. This is particularly true for characterizing coupling effects [41]. This section
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covers a method of obtaining transmission line models from S-parameter data. First, the S-
parameter is converted to ABCD parameters, using the conversion formula shown in Table 4.3 in
Chapter 4. Then, the conversion between ABCD and transmission line parameters is done using
the formula in Table 5.1.

The D matrix of the ABCD parameter is diagonalized to find the propagation constant
matrix, using (5.4):

cosh(y) 0
D = cosh(W/]) = Mcosh(W)H)M ™' = M M~ (5.39a)
0 cosh(yl)

where W is the modal propagation constant matrix. Applying the same diagonalization to the
measured D, we have:

M 0
D=M Y (5.39b)
0 Ay

Finally, the propagation constant matrix is calculated as:

1 1 cosh_]()\l) 0 |
v=M¥YM =M n 1 M (5.40)
0 cosh (Ay)

where Re{cosh™'();)} = 0. To satisfy the causality, the positive attenuation factor must be cho-
sen. The imaginary part of the propagation constant needs special attention: the cyclically
mapped phase output of the S-parameters should be unwrapped to the true radian phase. Note
that the propagation constant matrix W is generally not symmetric for multi-conductor transmis-
sion lines.

The characteristic impedance matrix (Z,) can be easily computed using the measured C
matrix, as follows:

Z. = C'sinh(W]) (5.41a)
where

1
sinh(W/) = E(e“” — e Y (5.41b)

and

eVl=MeY' M. (5.41¢)
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It is interesting to note that, unlike the propagation constant matrix, the characteristic
impedance matrix is always symmetric, even for the asymmetrical multi-conductor transmission
lines. After the propagation constant and characteristic impedance matrices are determined, the
frequency-dependent RLGC matrices can be calculated using (5.6).

5.4.2 De-embedding Measurement Parasitic

The high-frequency measurement data is very sensitive to discontinuities caused by two ports at
the end of transmission lines. At resonance frequencies, the reflection coefficient (or S11 meas-
urement) is less accurate, resulting in inaccurate characteristic impedance values. On the other
hand, the propagation constant measurement does not suffer from this resonance, and it can be
extracted accurately, using methods such as the multi-line method, which uses two measurements
of two different line lengths [31-33], [42—45]. Figure 5.8 is an example of the geometry for the
multi-line method. In this example, the two- or four-port measurements were made using SOLT
(Short, Open, Load, and Through) calibrations. All the measured S-parameters are smoothed
using a 10-point average FIR filter technique and the number of measurement points is increased
using spline interpolation for accurate time domain analysis.
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Figure 5.8 Schematic Top Metal Layer for Two Sets of a Single Transmission Line with Two
Different Lengths

Using Table 5.1, the measured transmission matrix for two different lengths of the same
transmission lines (/; and /,) can be represented using ABCD matrices of the parasitic probe pads
and the transmission line, as follows:

I 0| Z.cosh(WI)Z,' Zsinh(Wl) [T 0 A, B,
= ! ! (5.42a)

X I|| sinh(WI)Z:'  cosh(Wil) ||Y 1 C,, D,
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[I 0] Z.cosh(Wi,)Z-"  Z.sinh(Wl,) [1 0} A,, B,

= 2 5.42b
X I sinh(W1,)Z, ! cosh(Wl,) [LY I C, D, ( )

where X and Y are the admittance matrices of the parasitic probe pads at two ends. A lumped rep-
resentation is used to represent pad discontinuities. It is important to note that X and Y are full
matrices that take the coupling between probes into consideration. Using the inversion of the
matrix of the shorter transmission lines and eliminating the admittance matrix Y from the equa-
tion, the following equation can be derived:

| 0 ZC COSh(‘I’(lz - ll))Z;1 ZC Slnh(ll’(lz - ll)) I 0 _ Mll M12 (5 43a)
X I sinh(W(l, — I)Z.! cosh(W(l, — I))) -X I M, M,, '
where
-1
Mll M]2 Amz Bma Am1 Bml
= : 43b
|:M21 M22:| sz sz le Dml (5 3 )

By multiplying (5.43) using the inverse of the port discontinuity matrix, the ABCD matrix
of the transmission line parameter is calculated as:

Z,cosh(W(l, — V2" Z_sinh(W(l, — [}))
sinh(W(l, — [))Z,! cosh(W(l, — [)))

I oM, Mu,|[1 o
= e : (5.44a)
-X IJ[My My |X I

Matrix A is the transpose of matrix D for uniform transmission lines (see Table 4.1 in
Chapter 4). Consequently, Z,. cosh(W (I, — [,))Z_ " is equal to the transpose of cosh(W (1, — [,));
we can then algebraically compute the parasitic probe pads by multiplying out the right side and
comparing the diagonal terms:

X = My — MM, + M)~ (5.44b)

After the parasitic probe pads are de-embedded, the propagation constant and characteristic
impedance matrices can be calculated using the procedure described in Section 5.4.1. Then, fre-
quency-dependent RLGC matrices for HSPICE simulation are obtained using equations (5.6a)
and (5.6b).
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5.4.3 Examples

Two microstrip lines are built as a test structure. The lines are 6.558 mm and 13.337 mm long,
and 76.6 um wide. The package substrate material has a thickness of 35.5 um. The signal and
ground metal layers are copper, with thicknesses of 35.5 um and 16um, respectively. It is impor-
tant to note that transmission lines should be designed to be as short as possible (to extract the
characteristic impedance in the S-parameter measurements), but not so short that the measure-
ments are affected by the proximity effects between the two probes.

Figure 5.9 shows the propagation constant and characteristic impedance. Data is measured
from 45MHz to 26.5GHz, with 801 linear points. The measured characteristic impedance, shown
as a solid line in Figure 5.9(b), has discontinuities at A/2 due to resonance [43]. Figure 5.10
shows the admittance of the parasitic probe pads.

To extend the modeling frequency range, the characteristic impedance is obtained in the
7-GHz to 26.5-GHz range by fitting data from 45MHz to 7GHz (A/4), which is sufficiently far
from A /2. The high-frequency nature of the characteristic impedance can be extrapolated with
acceptable accuracy, because at 7GHz, the characteristic impedance reaches a steady region, which
is close to the infinite-frequency characteristic impedance. This is because the field is concentrated
near the surfaces of the signal and ground conductors; as a result, internal inductance (due to skin
effect) becomes negligible at high frequency, leaving only external inductance (steady term). To
guarantee this steady behavior at A /4, the trace length of the DUT must be designed accordingly.

Once again, a rational function is used to fit the characteristic impedance [33]. This approx-
imation uses a 14th order rational function. Figure 5.11 shows the comparison between the mea-
sured and fitted data up to 7GHz. A good match exists for both the real and imaginary parts of the
characteristic impedance. Figure 5.9(b) shows the overall comparison. To verify the accuracy of
the extrapolated characteristic impedance, it is compared with a full-wave solver model, shown in
Figure 5.9(b). The simulation was performed using HFSS, with the frequency-dependent dielec-
tric constant and loss tangent. At f = 26.5GHz, the difference between the extended and simu-
lated characteristic impedance is less than 1%. Now, the characteristic impedance and
propagation constant functions are converted to RLGC parameters, as shown in Figure 5.12.

5.4.4 Impact of DC Values in Transmission Line Models

Although an accurate high-frequency model can be obtained from frequency-domain measure-
ments, it still lacks DC values. DC, or low frequency, responses are important for digital signals,
because they have a wide bandwidth (from DC to about the third harmonic frequency). Figure
5.13 shows the frequency spectrum of a 5-GHz digital signal with a 20ps risetime. Although the
high peaks appear at 5GHz and 15GHz, the low-frequency region below ~1 GHz still has large
amplitudes. The low frequency content of the digital signal can be understood more clearly by
considering the spectral content of the step response shown in Figure 5.13, and the superposition
principle shown in Figure 5.14.
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Figure 5.14 Digital Pulses Represented by the Sum of Steps and Impulses

Although DC, or low frequency, responses are important data points for a transmission
line, accurately capturing the low-frequency response using either frequency-domain measure-
ments or full-wave solvers is difficult. VNA equipment has a minimum supporting frequency of
~50MHz. As the data rate increases, VNA equipment continues to support higher frequency
characterization. Unfortunately, this also raises the lower frequency bound. From the simulation
point of view, full-wave Maxwell’s equation solvers have difficulties in solving the low-fre-
quency response [34] [35]. Because full-wave solvers are formulated to capture wave phenomena
(E and H fields are coupled), they lose accuracy in the frequency range where the structure under
consideration is seen as lumped elements (E and H fields are uncoupled). Recently, Zhu and Jiao
showed an excellent improvement in this field [36].

As an example, we used VNA to measure the coplanar transmission line, shown in Figure
5.15. The dimensions are shown in the figure. The dielectric constant is 3.8 and the loss tangent is
0.02. The ground conductors of the coplanar line are not connected to the bottom-side metal
plane. Two trace lengths, of 2.54mm and 5Smm are used for VNA measurements, and a single
50-mm trace is used for TDR measurements.
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Figure 5.15 Coplanar Line on MCM-L Substrate: Top Layer (Left) and Cross Section (Right)
[33] (© 2010 IEEE)

Using the method described in the previous section, one can extract the characteristic
impedance and propagation constant, as shown in Figure 5.16. The characteristic impedance and
propagation constant can be used to generate the RLGC model of the transmission line which can
be simulated using the frequency-dependent tabular W-element model in HSPICE [37]. The
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time-domain simulation waveform is compared to the TDR waveform in Figure 5.17. The Tek-
tronix TDR equipment has a risetime of 30ps and amplitude of 250mV. A 5-cm transmission line

is connected to ground in the far end.
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In the simulation, we extrapolate the low-frequency data for the characteristic impedance and
propagation constant in Figure 5.16 (from DC to 50 MHz) using the slopes at SOMHz. However, as
shown in Figure 5.17, the simulated waveform using the VNA measurement does not agree well
with the TDR measurement waveform. This is due to the inadequate DC response related to the low-
frequency constraints of the transmission lines. The following paragraphs cover this issue in detail.

Next, the measurement data is also compared with a 2D field-solver model, based on quasi-
static analysis such as HSPICE, or Maxwell 2D. The extracted parameters, based on the analyti-
cal W-element RLGC model, are as follows:

R =5468 + 2.1126 X 1073 Vf Q/m

L =1423 nH/m

G =139453 X 10°!1'f S/m

C =12336 pF/m. (5.45)

Figure 5.16 illustrates that the HSPICE simulation, based on this analytical model, also
shows a significant discrepancy from the measurement. This problem is again due to inadequate
DC modeling. The following paragraphs demonstrate the sensitivity of DC modeling in transmis-
sion line models.

To study the sensitivity of transmission line models, consider slightly different RLGC
parameters. Table 5.2 provides the detailed values. The four similar transmission lines differ only
in their DC resistance values.

Table 5.2 RLGC Models with Different DC Resistances

Case 1 Case 2 Case 3 Case 4
L, (nH/m) 340.8
C, (pF/m) 112.3
R, (Q)/m) Se-6 300e-6 5 25
R, (mQ/m) 1.435
G, (S/m) 0
G, (pS/m) 13.1

The transmission line is 0.2 m long, with short termination. All the lines are identical,
except for the small differences in DC resistance (R,). The DC resistances for the four cases are
1), 60, 1Q, and 5Q), respectively. The step source has amplitude of 250mV, a risetime of
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30ps, and an output resistance of 50(). The source is connected to a line to be measured through
a lossless transmission line, whose characteristic impedance is the same as the output resistance
in order to simulate the TDR waveforms. The simulations use the HSPICE 2008.09 version. All
the transmission lines have a different response, as shown in Figure 5.18. The simulation data
shows a strong dependency on DC resistance values, although skin effect and dielectric loss
terms supposedly dominate in this example.

140m; e
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0,1
80m§
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0] Case?2 -~ ) .

0 1in 2n 3n 4n 5n 6n 7n 8n
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Figure 5.18 Pulse Responses Using HSPICE with RLGC Parameters in Table 5.2 [33] (© 2010
IEEE)

Observe that HSPICE produces an inaccurate response when the DC resistance sets are
small (R, < 300, () /m). For example, although the DC resistance of both Case 1 (1)) and
Case 2 (60u()) is negligible, the response shows a large discrepancy (see Figure 5.18). This
problem can be solved by entering more accurate DC information. The following section pres-
ents an accurate way to obtain DC values from the time-domain measurements.

5.4.5 DC Characterization of Transmission Line Parameters

Because frequency-domain measurements have a fundamental problem with low frequency data,
a time-domain approach is considered to calculate a correct DC value. A transmission line can be
characterized from the transient behavior of the line by using the short-pulse propagation tech-
nique [38] or TDR [39]. In this section, TDR is used to extract the transmission line parameters of
the low-frequency region. The first reflection from the near end of the transmission line provides
information about the characteristic impedance, whereas round-trip reflections from the far end
provide information about the propagation constant. As an example, Figure 5.19 shows the TDR
waveforms of the coplanar line from Figure 5.15, with both short and open terminations.
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Figure 5.19 TDR Measurement of Transmission Lines with Short and Open Ends

Because the two lines have the same characteristic impedance, due to the identical cross
section, the TDR waveforms in Figure 5.19 show the same first reflection. As shown in the figure,
the first reflection and round-trip reflections is separated using time windowing, but only if the
length of the transmission line is long enough when compared to the risetime and falltime of the
signal. In general, the impedance can be calculated using the following equation from the TDR
waveforms:

1+7T
1-T

impedance = 50 (5.46)

where 50() is the impedance of the TDR equipment and cables. In Figure 5.19, the amplitude of
the input is 250mV. The impedance of the short-end waveform at the steady state (t ~3.5ns) is
1.2Q, which is the DC resistance of the line. At r+ = 1.2ns, the voltage is —80.2mV, and the
impedance is 25.7().

To match simulation waveforms with the TDR measurements shown in Figure 5.19, the
transmission line model must satisfy two low-frequency conditions. Here, these conditions are
derived using the final-value theorem [40], and the static DC resistance. If the limits exist, the
final value of the function y(¢) for time t — % is equal to the limit of the product of the corre-
sponding Laplace transform Y(s), and the variable s as s — 0 [40]:

lim y(t) = lim{sY(s). (5.47)
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This is the final-value theorem of the Laplace transform. The final-value theorem can be
applied to the step response, as shown in Figure 5.19. In this figure, a step x(¢) is applied to a sys-
tem H(s), which is the Laplace transform of A(z). The system response is y(f) = x(¢)*h(f).
Because the Laplace transform of x(z) is 1/s, Y(s) is H(s)/s. Now, we apply the final-value theo-
rem for the ideal step response to Y(s):

lim (1) = lim[s¥(s)] = liny H(s) (5.48)

where the final-value of y(¥) is related to the low-frequency value of H(s), with s = jo = j27f.
Although the final-value theorem is developed using the ideal step function, it is also valid for a
step function with a finite risetime.

Applying this final-value theorem to the TDR waveforms in Figure 5.19, the first reflection
is written as:

(5.49)

where Z,. (s) is the characteristic impedance of the transmission line, and 50} is the characteristic
impedance of the signal source and cables. Then, according to the final value theorem in (5.48),
the final value of the first-reflection y(#) in Figure 5.19 has the following relationship:

Z.(s—0) — 50

Z.(s—0) + 50 (5-50)

lim y(0) = lim H(s) =

The first reflection can be measured using TDR measurements if the length of the transmis-
sion line is large when compared to the risetime of the step input (see Figure 5.19). The longer
transmission line has the longer first reflection time window. Therefore, if the length of the trans-
mission line is infinite, y(# — %) can be measured. However, the infinite-length transmission line
is not required to measure y(t — ), because y(f) quickly reaches a steady-state value that is equal
to y(t — ). In Figure 5.19, the value at r = Ins can be used for y(r — ). Then, based on (5.44),
Z. (f— 0) can be calculated from the first reflection in Figure 5.19. For the lines with DC losses,
Z.(f— 0) is given by:

Rpc

ZL. (f—)O) = GiDC (551)

where Rp is the per-unit-length DC resistance of the transmission line, and Gp is the per-unit-
length DC conductance. For the example shown in Figure 5.19, the amplitude of the input is
250mV, and Z, (f — 0) = 25.7Q).
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The second low-frequency condition can be derived from the static resistance of the trans-
mission line. The steady-state response of TDR waveforms must reach the static resistance value
at the end, as shown in Figure 5.19. The static resistance for this case is 1.2€) based on the short-
terminated step response. This value matches the calculated value based on the cross section and
conductivity information. We can express the steady-state input impedance, seen from the near
end of the transmission line in Figure 5.19, as:

R; + Z.tanh(yl)

7. =
" “Z. + R, tanh(y])

(5.52)

where y and / are the propagation constant and length of the transmission line, respectively, and
R, is the termination. With DC, the following simplifications are valid for transmission lines:

Rpc
Z(f—0) = /= apc = VRpcGpc,

GD C

tanh(apcl) =~ apcl (5.53)

where ap ¢ is the DC attenuation constant. Then, the input impedance at DC, Z,,, (f — 0), can be
simplified as follows:

Z 0) = L P&
i (F=0) =17 R,Gpcl

(5.54)

Based on (5.51) and (5.54), from the low-frequency components, Rpc and Gpc, can be
calculated using the following expressions:

R
Gpc = 7 (f— 0P (fD_C) 02 [S/m] (5.55a)
Rpc = % Zin (I’;_) 0~ R [Q/m]. (5.55b)
- ——5— 7., (>0
ZC (f—> 0)2 in (f )

A convenient way to measure R is to use transmission lines with short terminations, where
Rpc = Z;, (f— 0) /1. Referring to Figure 5.19, since Z;, (f— 0) = 1.2Q) for a 5-cm length, then
Rpe = 24.0Q /m. Also, since Z, (f — 0) = 25.7Q), then Gp = 36.3mS/m. Note that G can-

not be accurately measured with the impedance measurement using open termination.
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When both Gpc and Rpc are zero, Z. (f— 0) = \/L(f—> 0)/C(f— 0). When Gp = 0,
and Rpc # 0, then Z, becomes infinity at DC. This zero Gp value causes a DC convergence prob-
lem for time-domain simulations, and is often approximated to match Z, (f — 0), or assumed a
small arbitrary value. A better approach is to approximate Gpc with small values using the TDR
response. Recently, the S-parameter has been used to directly simulate transmission lines, without
converting to a transmission line model. This S-parameter model at DC also suffers from the same
inaccuracy problem, and the DC condition of the S-parameter must be set properly, as follows:

RpcGpe + Rpe/Z, — GpcZ,
2 + RpcGpe + Rpe/Z, + GpcZ,

Sip =8 =

2
2 + RpcGpc + Rpe/Z, + GpcZ,

S =Sp = (5.56)

where Z,, is the reference characteristic impedance.

In the absence of timing-domain measurements, one can interpolate the DC points of the S-
parameter data using the generalized dispersion relations described in Section 5.4.1. The corre-
sponding transmission-line parameter can be obtained from this interpolated S-parameter using
the equations shown in Section 5.4.1.

To demonstrate the proposed DC enhancement, the low-frequency constraint is applied to
the MCM-L transmission line models in Figure 5.15. In Figure 5.17, the frequency-dependent W-
element model (extracted from VNA without any DC constraints) showed a discrepancy in the
TDR measurement waveform. Based on the TDR measurement in Figure 5.19, the DC resistance
and conductance of the line are extracted as Rpc = 24.0Q)/m, and Gp = 36.3mS/m. Figure
5.20 shows the final comparison. As the figure illustrates, the enhanced model with DC correc-
tion has a good correlation to measurement.

5.5 On-Chip Wire Modeling

As I/0 speed continues to increase, even on-chip routings start to exhibit transmission-line effects.
This section discusses the transmission line modeling of on-chip interconnects. Traditionally, on-
chip global nets are modeled using RC or RLC networks. Due to the highly lossy nature of on-chip
wires, circuit engineers insert a buffer to account for loss and to minimize a delay due to the RC
network. However, buffers are subject to power-supply noise, and minimizing the number of
buffers is desirable. In a high-speed I/O interface, modeling the global clock net is more important
than the core area, because the 1/O clock frequency is often much higher than the core clock fre-
quency. Modern I/O interfaces operate at multi-gigahertz data rates that will soon reach 10Gb/s in
future designs. This will require routing the SGHz clock signal net over the interface area, which
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Figure 5.20 Low-Frequency Compensated Time-Domain Simulation Using VNA Measurement

often covers the entire die side of the processor. On the other hand, the core frequency remains rel-
atively constant due to peak power consumption, and chip performance is increased by using multi-
cores. With high frequency I/O clock nets, on-chip wires can no longer be modeled using simple
lumped RC models; transmission line models or distributed RLGC models are preferable [46—48].

In addition to the high frequency nature of the I/O clock, each segment of clock wires for
the I/O interface is relatively long when compared to core clock wires. This is because a smaller
number of repeater buffers is used for I/O to minimize the buffer jitter induced by power-supply
noise. For low-power applications, the LC resonance tank is considered as a clock distribution
[49]. This resonant circuitry saves power consumption by eliminating the need for buffers. The
importance of accurately modeling the clock wires is even more pronounced for this application,
because the wire inductance becomes a part of the LC resonance tank. The on-chip modeling
method presented by Qi, et al. [50] was originally developed to model clock wires for the LC res-
onance tank, but it can be applied to other general on-chip clock wires. This section reviews the
on-chip wire modeling method described by Qi, et al. [50].

5.5.1 Challenges of On-Chip Wire Modeling

Off-chip PCB, or package, traces have well-defined return paths for signals. This is not true for
on-chip wires, because they do not have a clear signal return path. The power or ground planes in
the PCB or package are replaced by grids. Because the return path is loosely defined, it varies
with the signal frequency contents. As a result, resistance and inductance of an on-chip wire is a
strong function of frequency. The low-frequency contents of a signal return through a wide area
of neighboring wires, whereas the high-frequency signal contents return through very close
neighbor wires via the proximity effect. This can result in inaccurate low-frequency models due
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to a limited modeling area. This frequency dependency of resistance and inductance is quite dis-
tinct from the conventional frequency variation caused by skin effect in PCB and package traces.
In fact, the impact of skin effect is very small for on-chip wires, because the wire cross sections
are typically smaller than the skin depth.

Figure 5.21 illustrates the proximity effect on the return path. At gigahertz frequencies, the
proximity effect impacts on-chip wires in a profound way. Due to high frequencies, currents tend
to return closer to the signal wires, resulting in a smaller loop inductance, as shown in Figure
5.21. This is because current always tries to find the path of least impedance. At DC or low fre-
quencies, wire resistance dominates the wire loop impedance, instead of inductance. Therefore,
currents spread themselves out over many parallel paths to minimize the resistance (see Figure
5.21). For the small-wire geometries used in current IC technologies, the proximity effect domi-
nates, and the skin effect is not evident.

Low-Frequency Current High-Frequency Current

SEdeddd GhEedll

Figure 5.21 Return Current Paths for Different Signal Frequencies

5.5.2 Efficient Model Representation for On-Chip Wires

Although a full transmission line model can be used for on-chip wires, it can present a significant
burden to simulation efficiency, because a short transmission line limits a simulation time step.
For on-chip wires, distributed elements can be as accurate as transmission lines, without sacrific-
ing the simulation time. PEEC 7 segments is often used to model the distributed effects of on-
chip wires [51]. A standard RC extraction tool (such as QuickCap™) can be used to calculate
wire resistance and capacitance for on-chip applications. As typical clock routing in an I/O inter-
face is rather uniform, and on-chip clock nets can be also modeled using a simple 2D static solver.
The inductance of wires can be computed using FastHenry [52]. To speed up circuit simulation,
the forward couplings between two segments are ignored. Furthermore, wires are modeled using
a single filament, because skin effect can be safely ignored and the current distribution is fairly
uniform.

Figure 5.22 shows the equivalent RLC circuit model for a typical coplanar clock wire.
Assume that the majority of the currents return from the nearest grounds at multi-gigahertz fre-
quencies. The number of 7 segments can be determined by the clock frequency and the wire
length to capture the distributed effects. Note that a full-wave solver is not necessary for more
accurate on-chip wire modeling. A full-wave solver not only takes a significantly long simulation
time, but it is less accurate when the return path is not well defined.
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Figure 5.22 Segmented = Model for On-Chip Wires

5.5.3 Model Correlation with Measurements

The proposed on-chip wire model is validated using a test structure implemented in a 90nm
process as shown in Figure 5.23. Both single-ended and differential clock traces are built and
characterized. The S-parameters from the simulated circuit models are compared to the mea-
sured ones.

Figure 5.23 Single-Ended and Differential Clock-Test Structures

For on-chip measurements, the parasitic due to the probing pad can cause significant dis-
continuities. The de-embedding method, based on the two-line method described in Section
5.4.2, may not be adequate for on-chip measurements. On-chip probing requires probing pads
with rather long feeding traces to the DUT wires. Consequently, the port discontinuities take a
significant portion of the measured responses, and applying the two-line method is inadequate. In
this section, a simple RLC model is generated using field solvers. Figure 5.24 shows the probe
pad model that includes the wire feed from the pads to the DUT wires. The total feed structure
adds ~7% to the total DUT inductance, and ~2% to the total DUT resistance at high frequencies.
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Figure 5.24 Compact Model for Probe Pads and Feeding Wires

Based on this simple RLC model, the S-parameter of the probe structure is calculated. Then, it is
de-embedded from the total measured S-parameter, by converting to ABCD parameters using the
conversion formulae presented in Table 4.3.

For the first correlation, a single-ended clock wire is considered. Figure 5.25 shows the S-
parameter correlation. Excellent agreement is seen between the measurement and the simulation,
up to 20GHz. RLC parameters can be obtained from measured S-parameters to compare to the
simulated RLC results. Figure 5.26 plots the loop resistance of a single-ended clock tree. As
expected, the resistance is flat in the low-frequency region and ramps up at higher frequencies
due to the proximity effect. The mismatch at lower frequencies is largely due to the process vari-
ations, and its impact on current return loops, which is not modeled in this simulation. There are
+/-28% wire resistance variations and +/-50% via resistance variations in this process. The
inductance is compared in Figure 5.27. As predicted, inductance becomes smaller at high fre-
quencies because return loops are smaller. Typical inductance variation due to skin effect is much
smaller than the variation caused by the proximity effect. Capturing this large inductance fre-
quency variation is extremely important to LC resonance clock distributions. Depending on the
operating clock frequency, the inductance contribution from wires can vary significantly, which
in turn, determines the peak resonance frequency in the clock distribution. Similar to the resist-
ance case, some mismatch is observed in the low frequency region.

In high-speed I/O interfaces, differential clocks are used even with on-chip wire routing.
Figure 5.28 illustrates mixed-mode differential S-parameters that have been measured and corre-
lated. Section 5.1.4 describes the conversion between single-ended and mixed-mode S-parame-
ters. A good match exists at most of the frequency points. The mismatch above 10GHz may be
due to the frequency-independent pad model used in the simulation, as the previous pad model
does not accurately model delay.
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5.6 Comparison of On-Chip, Package, and PCB Traces

This section compares different transmission line types by their off-chip and on-chip levels:
microstrip lines in a typical PCB motherboard, microstrip lines in a BT substrate package, and an
on-chip wire. Figure 5.29 provides the geometry information for the motherboard and package
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traces. The lengths of the motherboard traces are 8cm and 16cm, whereas the package traces
lengths are 6.56mm and 13.34mm. The on-chip wire uses the structure in the previous section, as
shown in Figure 5.23. Figure 5.30 shows the converted RLGC parameters. As expected, the
resistance of an on-chip wire is significantly higher than the package and PCB traces, and it is
constant over a wide frequency range. This indicates that the skin effect, or proximity effect, is
not so severe, whereas the resistance of the package and PCB traces shows that the skin effect is
frequency-dependent. As shown in Figure 5.30, the resistance of the package trace is also higher
than that of the PCB trace. This is because the cross section of the package trace is smaller, result-
ing in a smaller area for current. In the on-chip wire case, both the inductance and capacitance
vary, even at extremely higher frequencies, indicating that the transmission line model is not a
good choice for modeling on-chip wires.

PCB Motherboard Package Substrate
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Figure 5.29 Microstrip Geometries: PCB Motherboard and Package Traces
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A more meaningful comparison can be achieved using the propagation constant function
and characteristic impedance of the transmission parameters. Because we are interested in a qual-
itative comparison, the following simplified definitions for the propagation constant and charac-
teristic impedance are used:

Y(w) = VZw)Y(w) = a.(v) + oy(w) + B(w) (5.57a)
Z(w) = VZ(w)/Y(w) = VLw)/Cw)) (5.57b)

where

a.(w) = Rw)V C(w)/Lw) (5.57¢)
ay(w) = Glw)VL(w)/C(w) (5.57d)
Bw) = oV L(w) - C(w). (5.57e)

a.(w) and o, (w) represent the attenuation due to conductor loss and dielectric loss, respectively.
B(w) represents phase delay (see Figure 5.31). a(w) is almost flat for the on-chip wire, because
DC loss dominates. a.(w) for the package trace is larger than the PCB trace, as noted previously.
On the other hand, a;(w) for the package and PCB is similar, because the dielectric loss is not a
strong function of conductor geometry. The characteristic impedance for the package trace satu-
rates to the steady value more slowly than for the PCB trace. This is because the internal induc-
tance plays a more significant role in package traces, due to their smaller conductor geometry.
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5.7 Summary

This chapter provides a review of basic transmission-line theory. It discusses the fundamental phys-
ical properties of RLGC parameters and crosstalk phenomenon. It also discusses and compares
popular transient simulation techniques for lossy dispersive lines (and also covers the pitfalls of
these simulation methods). It presents a methodology with which to derive a frequency-dependent
RLGC parameter, along with using S-parameter measurements. This chapter introduces a DC accu-
racy enhancement method, based on time-domain TDR response. On-chip wire modeling requires
special attention and a segmented 7 model provides sufficient accuracy. Finally, the chapter covers
the properties of different transmission lines: on-chip wires, package traces, and PCB traces.
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CHAPTER 6

Channel Voltage and
Timing Budget

Dan Oh and Chuck Yuan

Previous chapters have discussed the accurate modeling of passive channel structures. The fol-
lowing chapters focus on the analysis and simulation aspects of the channel. The ultimate goal of
signal integrity (SI) design is to determine whether the I/O channel under study can meet the tar-
get performance requirements under the worst-case operating conditions. To that end, one needs
to perform analysis beyond the traditional modeling of devices and passive channel. A few key
questions to answer are:

* What are the adequate voltage and timing budgets for a target system to ensure reliable
link performance while avoiding system overdesign?

* How do we ensure that the high-volume production system has sufficient margin?

* How can we account for various device jitter and noise components, in addition to the
traditional passive channel and output driver?

* How do we model different clocking topologies and their associated jitter?

Although these questions are important to modern high-speed I/O analysis, little literature
is available. This chapter through Chapter 12 present materials that help answer these questions.
The following is a brief overview.

Development of I/O systems starts with a test-chip design that typically uses an ideal sys-
tem environment. For instance, printed circuit board (PCB) trace impedance is well controlled (to
eliminate signal reflections), and sufficient numbers of bypassing capacitors are placed to mini-
mize power-supply noise. However, one must consider various manufacturing variations to
ensure success in high-volume production. Chapter 7, “Manufacturing Variation Modeling,”
describes a Design of Experiment (DoE) method, based on the Taguchi method, to account for
manufacturing variations in channel simulation. The Taguchi design of experiment also enables
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one to optimize the channel design. For instance, one can use Taguchi analysis to maximize the
signal eye opening (voltage margin) by optimizing the driver’s strength and termination.

Traditional SI analysis tends to focus on characterizing the impact of deterministic jitter
due to passive channel attenuation and dispersion, and output driver slew rate and non-linearity.
Typical deterministic jitter includes inter-symbol interference (ISI), crosstalk, and signal skew.
However, a significant part of link jitter comes from device jitter, such as phase lock loop (PLL)
jitter, clock buffer jitter, duty cycle distortion (DCD), and reference clock jitter. As a result, the
link simulations must capture the link margin loss due to these jitter components to predict link
voltage and timing margin. Chapter 8, “Link BER Modeling and Simulation,” presents a statisti-
cal link simulation flow that simulates typical deterministic jitter sources, as well as active device
jitter (including both deterministic and random jitter).

The statistical link simulator described in Chapter 8 is based on the assumption that the sys-
tem or channel is linear and time invariant. Therefore, strictly speaking, it cannot be applied to
non-linear drivers with time-varying on-die terminations (ODTs). It also assumes that the data
pattern is random and uniform, so that it cannot handle data coding. Chapter 9, “Fast Time-
Domain Channel Simulation Techniques,” describes a fast time-domain channel simulation
method, used in conjunction with the statistical simulator, to overcome the aforementioned limi-
tations in the statistical method. The time-domain method is particularly useful for single-ended
signaling interfaces, because it can handle simultaneously switching output (SSO) noise. Chapter
9 also reviews the basics of the AMI (Algorithm Model Interface) model proposed by the IBIS
standard.

The clock signal contributes one of the most dominant jitter components. Chapter 10,
“Clock Models in Link BER Analysis,” describes the basic mechanism of clock jitter, the model-
ing methodology, and various types of clocking topologies, as well as clock jitter amplification
and tracking. Chapter 10 also extends the statistical approach described in Chapters 8 and 9 to
include jitter tracking. Chapter 11, “Overview of Power Integrity Engineering,” discusses the
power supply noise-modeling budget, as device jitter is often due to supply noise. Finally,
Chapter 12, “SSN Modeling and Simulation,” describes how the impact of intersymbol interfer-
ence (ISI), or SSO, noise is mitigated using data coding.

This chapter discusses how channel voltage and timing budgets are defined. Balancing the
channel voltage and timing (VT) budgets is one of the most critical tasks in designing high-speed
I/0O links. VT budgets must be appropriately assigned to individual channel components, such as
the transmitter, receiver, and passive channel. An improperly balanced VT budget could cause a
system failure or result in an overly stressed specification for a particular subcomponent, causing
unnecessary yield loss and higher system costs.

However, very few engineers have the opportunity to define a channel’s VT budget, unless
they are involved with a standard-setting body, or working on a proprietary standard. Instead,
much of practical signal-integrity analysis focuses on modeling and simulating a system to deter-
mine whether the designed system meets the specifications of a given standard. Different /O
interfaces have distinct electrical specifications, and they require different simulation setups and
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approaches. Even without the benefit of setting the channel VT budget, a thorough understanding
of how voltage and timing specifications are defined makes a system design trade-off possible.
For example, one can trade channel ISI (that is, impedance variation) for crosstalk, if one knows
how much channel timing error is allocated.

The following sections describe commonly used voltage and timing equations, explain the
basic concepts behind them, and address the limitations associated with these equations. (Specif-
ically, the equation-based timing budget cannot account for the interaction between different
components, and the spectrum of various noise components.) Finally, a statistical link simulator
is proposed to close a timing budget of a high-speed I/O interface.

6.1 Timing Budget Equation and Components

The simplest way to define the channel timing budget is to linearly sum up the individual jitter
components from the transmitter, receiver, and passive channel. The channel timing budget is
balanced if the sum is less than the symbol time or UI (unit interval). The underlying assumption
in this simple approach is that all jitter components in the channel are linearly independent. Using
the worst-case values for all the jitter components in the equation guarantees that the system will
function in a worst-case scenario. Consequently, using such an equation to define the jitter speci-
fications or budgets for each component of the channel is convenient. These budgets can, in turn,
be translated into a device (transmitter and receiver) AC specification, and listed in a device
datasheet. Because of its simplicity, this methodology was widely adopted for many years, even
though such a methodology is known to be pessimistic.

Lower data rate systems, such as DDR and RDRAM memory systems, only consider deter-
ministic jitter (DJ) components in their channel timing equations. When the data rate reaches
multi-gigabits per second, such as PCI Express (PCle), FlexIO, or XDR memory systems, the tim-
ing budget equation is extended to include random jitter (RJ). Specifically, the total peak-to-peak
jitter is determined by linearly summing the DJs, and the root-sum-square of the RJs, as follows:

T] = Tlp; + Tlgy = 2,DJ + 20pup+\| D, 07 (6.1)

In (6.1), Qpgr is the value of the Q-function at the target bit error rates (BER), DJ repre-
sents the deterministic jitter components, and o represents the random jitter (RMS) components.
The Q(x) function is the area under the normal distribution function, from x to infinity, and is
related to the complementary error function, erfc(x), as determined by

1 X
o) = 2erfc<\6>. (6.2)
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A Qpgg of 7.03 at BER = 10~ is commonly used as a target value for links with error
detection schemes. For memory systems without error detection, use a much lower bit error rate.
For instance, a Qpgz of 9.26 guarantees a BER of 1072, As the data rate continues to increase,
use lower BER target values to maintain a constant error rate for a fixed time. Table 6.1 lists the
Q g for various BER targets.

Table 6.1 Target BER vs. Qgpr

BER 10 10* 10° 10+ 10°
Oz 1.28155 2.32635 3.09023 3.71902 4.26489
BER 10° 107 10° 10° 107
Onir 4.75342 5.19934 5.61200 5.99781 6.36134
BER 10" 10 107 10 107
Oxan 6.70602 7.03448 7.34880 7.65063 7.94135
BER 10 10" 10 10 10%
D 8.22208 8.49379 8.75729 9.01327 9.26234
BER 10+ 10 10 10 107
Oper 9.50502 9.74179 9.97305 10.19916 10.42045
BER 107 10+ 10 107 10~
Oxin 10.63722 10.84974 1105823 1126293 11.46402

A variety of channel and device effects can introduce deterministic and random jitter (DJ
and RJ) into equation (6.1). (Chapter 2, “High-Speed Signaling Basics,” provides a detailed
description of various jitter characteristics.) For example, DJ includes duty-cycle-distortion
(DCD), intersymbol interference (ISI), sinusoidal or periodic jitter (PJ), crosstalk, simultane-
ously switching outputs (SSO) jitter, and electromagnetic interference (EMI). DJ comes from all
components of the link, including the transmitter, receiver, and passive channel. In contrast, ran-
dom jitter (or RJ) comes only from the transmitter and receiver devices, and is primarily the result
of thermal noise, shot noise, and flicker noise.

6.2 Fibre Channel Dual-Dirac Model

Equation (6.1) is equivalent to the double-delta or dual-Dirac model used in the Fibre Channel jit-
ter specification [1]. The dual-Dirac model makes two assumptions: First, that the deterministic
jitter is represented by two delta PDFs, separated by the total peak-to-peak DJ values. Second, the
random jitter is modeled by the Gaussian distribution with the effective standard deviation o,
which is the root-mean square sum of the individual os, as shown in (6.1). Figure 6.1 illustrates
the dual-Dirac model.
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Figure 6.1 Fibre Channel Dual-Dirac Model

To demonstrate that (6.1) is equivalent to the double-delta model, consider two cases at a
10Gb/s data rate: One case with DJ = 52ps and o = 2ps, and the other with DJ = 9.6ps and
o = 5ps. AtBER = 10~ 2, both cases result in 80ps, the total jitter based on (6.1). The bathtub
curves for these two cases, using the log scale of BER and Q-space scale, are shown in Figure 6.2.
The Q-function scaled plot shows a clear linear variation near the lower BER region. As shown in
Figure 6.2, the dual-Dirac model predicts a 20% UI margin, as expected. Based on Figure 6.2,
one might erroneously conclude that the case where DJ = 9.6ps and o = 5ps is the better sys-
tem, because it shows better margin for the BER range above 10~ 2. However, in practice, this
case is less desirable because it results in a smaller margin for the BER range below 10~ '2, This
example also demonstrates that an accurate DJ and RJ decomposition is important for system
margin analysis.

Because the dual-Dirac model approximates the DJ distribution using simple delta func-
tions, it ignores the detail distribution of DJ. This approximation results in pessimistic jitter esti-
mation [2] [3]. To demonstrate this limitation, consider the four different probability density
functions (PDFs) shown in Figure 6.3. The variation of TJ due to different DJ distributions is
illustrated by Madden, Chuck, and Oh [3]. Figure 6.4 shows the total PDFs after convolving with
1ps RJ and 5ps DJ, and 1ps RJ and 20ps DJ, respectively. As shown in these figures, the double-
delta model results in the worst-case deterministic jitter. This pessimism increases as the DJ dis-
tribution widens.

Figure 6.5 compares the resulting BER curves for the 1ps RJ and 20ps DJ case. The BER
curve is calculated using the complementary error function for the double-delta (DD) case;
numerical integration is used for the other cases. As expected, the double-delta case shows the
most pessimistic curve. The discrepancy between the double-delta distribution and the other dis-
tributions increases as DJ increases. Note that, in general, the different DJ distributions have large
differences in the high BER region. And while the difference is smaller in the low BER region
(where RJ is dominant), a significant difference still exists. This is due to the fact that when RJ is
convolved with DJ, the resulting function is no longer a conventional Gaussian normal distribu-
tion function, even at the tail area of the convolved function.
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Figure 6.2 Timing Bathtubs for Two Different DJ and RJ Values Using Fibre Channel Dual-Dirac
Model: Using Log(BER) Scale and Using Q-Space Scale
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Figure 6.3 Four Test-Case DJ PDF Distributions: Double Deltas (DD), Uniform (UNIF),
Piecewise Uniform (ASYM), and Triangle (TRI)

The popular tail fitting method [2] [3] based on the double-delta model always assumes the
normal distribution, and produces somewhat different RJ numbers [3]. Table 6.2 lists the results
of tail fitting the bathtub curves in Figure 6.5. For curve fitting data, BER values between 107
and 107 % are used. Because the approximation is based on the pessimistic double-delta DJ repre-
sentation, it typically results in an underestimation of DJ, as shown in the table. More interesting
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is that it overestimates RJ. This discrepancy increases more for cases where DJ distribution is
tight around the center.
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Figure 6.4 The Final PDFs for the Four Distributions Shown in Figure 6.3: Using 1ps RJ and
5ps DJ and Using 1ps RJ and 20ps DJ

Table 6.2 DJ and RJ Estimation of the Bathtub Curves in Figure 6.5 Based on the Tail-Fitting
Method

DD UNIF ASYM (left) ASYM (right) TRI
DJ 20ps 16.1ps 15.3ps 15.3ps 15.4ps
RJ 1ps 1.145ps 1.193ps 1.228ps 1.181ps
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Figure 6.5 The Final Bathtubs for the Four Distributions Shown in Figure 6.3

The asymmetric DJ distribution results in an asymmetric bathtub curve, as shown in Figure
6.5. The tail-fitting method produces two different RJ values; one for the left side and one for the
right side of the bathtub curve (see Table 6.2). However, only one RJ value is in the original dis-
tribution. In practice, slightly different RJ values are observed for the systems with the same RJ
source but with the different DJ distributions. The main cause of this discrepancy could be the
numerical difficulty associated with extracting RJ and DJ values from the total jitter. The tail-fit-
ting method illustrates this issue in Table 6.2. Finally, it is also interesting to note that the asym-
metric bathtub approaches the uniform case in the low BER region, because, for both cases, the
normal distribution is integrated over the constant interval.

6.3 Component-Level Timing Budget

This section provides a specific example of a channel timing budget. As stated earlier, at low data
rates, the linear sum approach is used for individual components, as follows:

T] = Tipx + Tlgy + TV ey + Tlcix = (DJyx + 20ppro1x) + (DJgx + 20ppr0Orx)
+ DJey + (DJgx + 2Qppr0cik) (6.3)

where the timing budget is broken into subcomponents, such as a passive channel (7Jp), trans-
mitter (7Jry), receiver (TJzy), and clock (7J; k). Notice that the passive channel does not have a
random jitter contribution. Equation (6.3) results in a pessimistic timing budget. For high-speed
applications, the root-sum-square of random jitter in (6.1) is preferred:

TJ = (DJyx + DJgx + Dicy + DJerg) + 2Qpgr \/U'%x + okx + 0Lk (6.4)

The first-generation PCle specification (2.5Gb/s) is based on (6.3), whereas the second-
generation PCle specification (5Gb/s) is based on (6.4). Table 6.3 compares these two
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approaches, based on the PCle2 specification [4] [5]. Equation (6.3) clearly predicts the pes-
simistic total jitter, as compared to (6.4). As will be shown in the following section, even (6.4)
predicts somewhat pessimistic final jitter values. On the other hand, although (6.4) results in a
better timing budget, it requires the extraction of the DJ and RJ components for each component,
which can be quite an expensive process. In practice, this extraction is only done during the sys-
tem characterization stage. The individual device timing testing for a production line is done
using (6.3) with a limited data length (for instance, BER = 10~° or larger).

Table 6.3 Comparison of PCle Gen2 Timing Budget for Data-Clock Architecture at 5Gb/s Using
the Linear Sum and Root-Sum-Square Approaches (TJ is at 107'?)

(ps) DJ RJ Linear Sum Root-Sum-Square
Transmitter 30 1.4 50
Receiver 48 1.4 68
Channel 58 0 58
Reference Clock 0 4 56
Effective Sigma 4.46
Total 136 63 232 199

So far, the timing specifications in (6.3) or (6.4) are based on the system-level jitter impact.
To make these components meaningful for testing, the final device-level specification needs to be
carefully defined, based on the system-level specifications. The component-level timing specifi-
cation must consider the difference in the device impact on the system and on the testing environ-
ment. Due to this difference, the component-level specification is often larger than the
system-level specification. Most of the device vendor specification is based on the component-
level values. The system vendor needs to account for this difference when building the overall
system. For standard I/O interfaces, the standards committee (such as PCle) often provides a ref-
erence design guide, so system vendors do not need to worry about this difference.

6.4 Pitfalls of Timing Budget Equation

The timing budget equation in (6.1) is based on several assumptions. In this section, these
assumptions, and their impacts, are discussed. As mentioned in the previous section, one of the
assumptions is that the double-delta DJ approximation ignores the detailed DJ distribution, and
predicts a pessimistic system margin. Another crucial assumption in (6.1) is that all jitter compo-
nents are independent. This independent assumption results in
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* Linear summation of deterministic jitter components
* Root-sum-of-square of random jitter components

e Linear sum of the above two sums

Let’s take a closer look at the impact of these individual approximations. The linear sum of
deterministic components results in pessimistic results. For instance, the crosstalk effect, jitter
induced by SSO noise, and channel ISI are not truly independent. All of these effects are correlated
with the channel or package resonance. Although the final system response, in terms of voltage,
can be calculated by linearly adding individual response due to crosstalk, SSO noise, and victim
ISI response, the jitter amount cannot be linearly added. Imagine a case where the victim line expe-
riences crosstalk noise that has an opposite sign than the ISI reflection, resulting in reduction in the
final jitter. Thus, adding peak-to-peak deterministic jitter values could be rather pessimistic. As
discussed in the previous section, deterministic jitter is often specified for individual subcompo-
nents of the link, such as the transmitter, receiver, and passive channel. The worst-case determinis-
tic jitter, for each of these components, does not add linearly. For example, the worst-case data
pattern for the transmitter jitter, in general, does not correspond to worst-case channel or receiver
jitter.

Similarly, the root-sum-of-square of random jitter components ignores the complete spec-
trum of random jitter components and neglects the correlation between the various random jitter
components. This approximation again results in pessimistic jitter values.

Random jitter in the clock signal requires special attention. Most systems use a common
clock generator for both transmitter and receiver. This causes some of the low-spectrum jitter that
appears at the transmitter to be tracked by the receiver. So, the spectrum content of the clock jitter
needs to be considered carefully to avoid pessimistic budgets. Chapter 10 provides a detailed dis-
cussion of clock jitter.

In contrast to the previous two approximations, the last approximation of the linear sum of
DJ and RJ results in optimistic results. Until recently, it was not well known that the channel cor-
relates (colors) the component/device-level jitter distinctively, depending on the noise source. In
particular, the transmitter device jitter is amplified by the ISI of the passive channel. Chapter 10
discusses this jitter amplification in more detail.

The net effect, due to aforementioned approximations, tends to produce a pessimistic tim-
ing budget. To demonstrate this, consider a PCle link timing budget using a statistical link simu-
lation tool. The jitter specification at 5Gb/s for a CDR-based PCle Gen?2 system was presented in
Table 6.3. By adding the deterministic components specifications linearly, and the random com-
ponents statistically, the budget table predicts almost zero link margin at 10~!> BER. A more
accurate link margin can be determined using a statistical link simulator with all jitter component
models at the maximum allowed value [6].

Figure 6.6 shows the test system. TX DJ is set equal to 0.15UI, where 0.1UI is assumed to
be due to DCD. TX equalization is set to 6dB. Assuming that the CDR tracks low-frequency RJ,
only high frequency is included in TX RJ (7mUI RMS) with a flat spectrum from 1.5MHz to
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100MHz. Moreover, reference clock jitter with 20mUI RMS and a flat spectrum up to 2.5 GHz is
used. The TX PLL transfer function is set to a 16-MHz bandwidth, with 3.0dB peaking (accord-
ing to the PCle Gen2 [4] specification). As shown in Figure 6.7, the channel alone generates
0.25U1 DJ, versus the spec of 0.29UI. Rx has no linear EQ, where the CDR model is adjusted so
that, when simulated with the TX and the channel, the CDR dithering range is roughly 0.24UI
(which mimics the RX DJ specification). Additionally, the RX has 7mUI RJ. The sum of DJs is
0.64UI, which is 0.04UI better than the specification value in Table 6.3. As a result, one would
expect that the link has a 0.04UI timing margin at BER = 10~ 2,
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Figure 6.6 Typical PCl Express System for Long Channel Application
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The BER bathtub predicted by a statistical simulator is shown in Figure 6.8. The simulated
timing BER bathtub is asymmetric due to the asymmetric eye shape. Rather than the expected
0.04UI timing margin at BER = 107 '2, the simulation shows an additional 0.05UI timing mar-
gin. This demonstrates that (6.4) gives pessimistic results. However, the bathtub curve is gener-
ated based on the dual-Dirac (Double Delta) model in Table 6.3 (with DJ = 0.68UI and
RJ = 0.022UI), zero timing margin at BER = 10~ '?is obtained (see Figure 6.8). This shows the
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close relationship between the dual-Dirac model and (6.1). Finally, if the simulated bathtub curve
is fitted with the dual-Dirac model, as shown in Figure 6.9, the effective link DJ and RJ are
0.355UI and 0.039UI, respectively. Significantly smaller link DJ, and slightly larger RJ, are esti-
mated. This is due to the complex interactions between the various jitter components in the link,
further demonstrating the pitfalls of the current budgeting approach, based on a timing equation.
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Figure 6.8 Bathtub Curves Using a Statistical Simulation vs. the Dual-Dirac Model
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6.5 Voltage Budget Equations and Components

The voltage budget equation is much simpler than the timing equation, and is often expressed as

Vix, Deadband T 2QperVex ri = Vix swing — Vist = Varx — Vsso) (6.5)
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where Vry peadbana 15 the receiver deadband and Viyx gs is the receiver random voltage noise.
Vix swing 18 the transmitter voltage swing, Vi, is the channel intersymbol interference, Vyrx is the
channel crosstalk, and Vggo is the output voltage noise due to simultaneous switching output
noise. Equation (6.5) states that the voltage at the receiver pad must be larger than a certain
amount (this is the receiver voltage input requirement). However, this requirement is not often
directly used.

A more practical use for the voltage budget is to require a minimum transmitter voltage
swing at the receiver input. This is often done using an eye mask, which specifies the eye opening
at various timing locations. Figure 6.10 illustrates one common eye mask. Some I/O interfaces,
such as the DDR memory system, use two different eye opening requirements: one for the set-up
side, and one for the hold side [7].

Vhigh

D

Lt
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Figure 6.10 Typical Eye Mask Example

6.6 Summary

This chapter provides an overview of channel analysis and discusses why and how a channel
budget is defined and used. At low data rates, the simple linear sum of deterministic jitter is used.
At multi-gigabit data rates, random jitter is included, using a root sum of squares (RSS). This
approach is based on the dual-Dirac model, and it contains significant pessimism. The better
approach is to use a more rigorous statistical simulator. However, such simulation requires more
sophisticated component models, which may not be available during the initial design stage.
Although one often does not have the opportunity to define the channel budget directly, one can
still quantify pessimism in the design by checking an existing budget against mass production
parts, and allowing a tighter budget for next-generation interfaces.
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CHAPTER 7

Manufacturing
Variation Modeling

Dan Oh

The voltage and timing budget analysis, discussed in Chapter 6, “Channel Voltage and Timing
Budget,” must guarantee reliable channel operations in the real world. This means that for high-
volume manufacturing (HVM), the channel must be robust, even under worst-case operating con-
ditions. To this end, variations in the channel (such as trace impedances and the material
properties of the packages and printed circuit boards [PCBs]) and process variations in the trans-
mitter and receiver must be considered in the channel analysis. Accurately characterizing these
variations will result in a more relaxed and/or realistic specification of these parameters. Accu-
rate specifications improve the component and system yield, and ultimately reduce the overall
system cost.

As mentioned in previous chapters, performing the channel analysis based on worst-case
conditions guarantees adequate channel performance. For example, the passive channel analysis
is typically performed under a preselected set of worst- or corner-case conditions. The result is a
worst-case value for channel timing jitter (fcy). tcy must satisfy the timing budget equation,
based on the linear sum methodology discussed in Chapter 6. Engineers often derive the prede-
fined corner cases from previous experience, engineering judgments, or educated guesses. These
predefined cases do not necessarily represent the true worst-case conditions, but are close
approximations. Worst-case—based analysis often results in pessimistic performance distribu-
tions that lead to overdesigned systems. Because the corner cases, and/or samples, are not statis-
tically balanced, performing any qualitative analysis, such as sensitivity analysis or analytical
system modeling, is difficult.

Alternatively, one can characterize the channel using statistical analysis. Statistical analysis
is preferred over worst-case—based analysis, because it not only predicts the performance distri-
bution, but also provides additional information (such as sensitivity and worst- and best-case con-
ditions) based on well-defined mathematical models. The overall channel design can be
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optimized using statistical analysis. For example, driver strength and termination values can be
tuned to produce a better channel voltage margin.

One of the widely used statistical analysis methods is based on the Monte Carlo method
[1]. Because the Monte Carlo approach randomly generates a large number of samples to charac-
terize the performance distribution, it is more suitable when simulation times are short. However,
it may not be ideal for channel analysis, where there are many parameters to vary, and each sim-
ulation could take a significant length of time. The other widely used statistical method is based
on Design of Experiment (DoE) methods, such as orthogonal arrays and Central Composite
Design (CCD).

A common experiment used by many engineers to study the sensitivity of each parameter is
changing one parameter at a time while the rest of the parameters are set to nominal values.
Although this approach seems to be intuitive and results in the smallest number of experiments, it
does not produce an accurate statistical model. This is because the calculated outputs are strongly
biased towards the nominal settings.

A better experiment design can be obtained using orthogonal arrays (OAs), based on the
Taguchi method [5-7]. Genichi Taguchi developed this method to improve the quality of manu-
factured goods. The Taguchi method is widely used in many engineering fields, including, more
recently, channel simulation [2—4].

This chapter reviews statistical analysis, based on orthogonal arrays. Realistic channel-
simulation examples are employed throughout the entire process, and a linear regression model is
used to model performance. Although a surface response model is commonly used to optimize
the performance [8], it is beyond the scope of this book and it is omitted.

7.1 Introduction to the Taguchi Method

Correct usage of DoE provides a balanced experiment that exercises all the input factors in an
unbiased manner. A brute-force way to perform such an experiment, referred to as a full-factorial
experiment, is to cover all the possible combinations. Although this is a sure way to obtain a bal-
anced experiment, it is not practical, because the number of experiments grows quickly with the
number of factors. For instance, if each factor has three level settings (for example, low (L), nom-
inal (NV), and high (H)), it would take 3" experiments for N factors. In a typical channel model, the
number of variables N can easily exceed 10. The number of experiments would exceed 59,000.

The input parameters that are adjusted in an experiment are called factors. The different
settings for these input parameters (such as L, N, and H) are called levels. In principle, different
factors can have different levels. OAs for mixed-level experiments are available for limited cases.
This chapter focuses on three-level factors, purely for practical reasons.

A variety of small-sized experiments, called fractional-factorial experiments (FFEs),
maintains a statistical balance called orthogonality. The experiment matrix, used for these
fractional-factorial experiments, is called an orthogonal array (OA). Obviously, fractional-
factorial experiments do not provide all the potential information that one could obtain from a
full-factorial experiment; however, they provide sufficient information for post-statistical
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analysis. Taguchi developed a set of OAs that can be applied to various applications [5]. Table 7.1
demonstrates the effectiveness of OAs by comparing the number of experiments required for a
full-factorial experiment to the number required for OAs.

Table 7.1

Full-Factorial and OAs

# of Factors

7.1.1 Properties of Orthogonal Arrays

Comparison of the Total Number of Experiments for Different Input Factors Between

2
3
4
7
15
31
4
13
17

# of Levels

2

LW W W NP DD NN

Full Factorial
4
8
16
128
32,768
2,147,483,648
81
1,594,323
129,140,163

OA

16
32

27
81

One of the most fundamental and important properties of OAs is that all the experiments are bal-
anced. In other words, the impact of a particular factor can be evaluated independent of the other
factors. To illustrate this point, consider the L9 OA, shown in Table 7.2, which supports four
three-level factors with nine experiments. Note that each column contains an equal number of
levels. For any given factor level, the settings of the other factor levels are balanced, allowing the
impact of one factor change to be calculated independent of the other factors (assuming that all

factors are independent). For instance, all the columns contain three Os, three 1s, and three 2s.

Table 7.2 L9 Orthogonal Array

Trial
E1l
E2
E3
E4
ES

#

F1

0
0
0

F2

SN

F3

F4

S NN
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Table 7.2 L9 Orthogonal Array

Trial # F1 F2 F3 F4
E6 1 2 0 1
E7 2 0 2 1
E8 2 1 0 2
E9 2 2 1 0

7.1.2 Interaction of Factors

As described in the previous section, when all the factors are independent, the impact of an
individual factor can be calculated regardless of other factors, as long as all the levels of the
other factors are balanced. However, in real life, some factors are often correlated or interre-
lated. For instance, assume that the impact of factor F1 may increase or decrease, depending
on the setting of factor F2. In this case, the interaction between F1 and F2 has to also be
accounted for. Note that the L9 OA can be used for either four factors, or three factors with one
interaction.

The OA should also be balanced in terms of interactions. OAs, by default, provide a bal-
anced experiment in terms of two-factor interactions, as illustrated in Table 7.3. As with the
single-factor case, the level settings for two factors are balanced. However, this is no longer true
for three-factor interactions, as shown in Table 7.4. L9 OA simply does not contain enough cases
to cover all the combinations of three factors. However, the L54 OA supports 54 experiments and
up to five input factors. It provides a balanced experiment, even for three factor interactions.

Table 7.3 Two-Factor Interaction Setting of L9 Orthogonal Array
Trial # F1/F2 F1/F3 F1/F4 F2/F3 F2/F4 F3/F4

El 0/0 0/0 0/0 0/0 0/0 0/0
E2 0/1 0/1 0/1 1/1 1/1 1/1
E3 0/2 0/2 0/2 2/2 212 2/2
E4 1/0 1/1 172 0/1 0/2 172
ES 1/1 172 1/0 172 1/0 2/0
E6 172 1/0 1/1 2/0 2/1 0/1
E7 2/0 2/2 2/1 0/2 0/1 2/1
E8 2/1 2/0 2/2 1/0 172 0/2

E9 22 2/1 2/0 2/1 2/0 1/0
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Table 7.4 Three-Factor Interaction Setting of L9 Orthogonal Array

Trial # F1/F2/F3 F1/F2/F4 F1/F3/F4 F2/F3/F4
E1 0/0/0 0/0/0 0/0/0 0/0/0
E2 0/1/1 0/1/1 0/1/1 1/1/1
E3 0/2/2 0/2/2 0/2/2 2/2/2
E4 1/0/1 1/0/2 1/1/2 0/1/2
ES 1/172 1/1/0 1/2/0 1/2/0
E6 2/0/2 1/2/1 1/0/1 2/0/1
E7 2/0/2 2/0/1 2/2/1 0/2/1
ES8 2/1/0 2/1/2 2/0/2 1/0/2
E9 2/2/1 2/2/0 2/1/0 2/1/0

The interaction of factors is an important consideration when attempting to model systems
accurately. However, accounting for these interactions in general experiments can be quite com-
plicated. First, a Taguchi analysis is run without any interaction terms, to identify which factors
are most likely related. Based on the results of the analysis, the interaction levels of all the pos-
sible combinations are estimated. From this estimate, a few dominant interaction cases can be
selected for the next Taguchi analysis, which includes interaction columns. This process is quite
complex, and although this is possible in some cases, it is not possible for general cases. Conse-
quently, interaction modeling is omitted in this book.

7.1.3 OA Notations

OA naming notation describes the nature of a specific OA. The most general form of notation is
described in this section. Although this form is not commonly used, all other notations are sim-
plifications of this general form, and their meanings should be straightforward. The most general
notation is

Lfrials (levelsfactors’ Strength)

where frials represents the total number of experiments, /levels represents the number of factor
levels, and factors is the maximum number of input factors supported by the OA. For example,
L,,(3'3, 2) can be used for any number of input factors below 14. In general, using a higher order
of factors can improve the statistical quality of the experiment (and your confidence in the
results), but it is not necessary. No restrictions exist on how one assigns OA columns to the input
factors, but the results could vary, based on the column assignments. strength represents the high-
est number of interaction factors supported by the OA. For example, L9 OA supports a maximum
of four factors and interaction between two of them; it is represented as L9(34, 2). Common short
notations for this OA are L9(34) or L9.
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7.1.4 Common Three-level OAs

Table 7.5 shows common OAs for three-level factors: Lo(3%, 2), L (37, 2), and L,;(3'3, 2). (Note
that the high-order tables for L15(3', 2), Ls4(3°, 3), and Ly, (3%, 2) are listed later in Table 7.17 in
Section 7.5.)

Table 7.5 Lo((3% 2), Li5(3,2), and L,,(3'3, 2) Orthogonal Arrays

Lo(3%, 2) L.s(37, 2) L»,(3%3, 2)
0000 0000000 0000000000000
0112 1111110 1011122012100
0221 2222220 2022211021200
1011 0012120 0101112201210
1120 1120200 1112201210010
1202 2201010 2120020222110
2022 0102211 0202221102120
2101 1210021 1210010111220
2210 2021101 2221102120020

0220111 0010111220121
1001221 1021200202221
2112001 2002022211021
0121022 0111220121001
1202102 1122012100101
2010212 2100101112201
0211202 0212002022211
1022012 1220121001011
2100122 2201210010111
0020222110212
1001011122012
2012100101112
0121001011122
1102120020222
2110212002022
0222110212002
1200202221102

2211021200202
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7.1.5 Sensitivity Analysis (Main/Average Effect)

After the design of experiment is performed using OAs, the output is processed using various
standard statistical analysis tools. Here, “output” refers to the parameters extracted from the chan-
nel simulations (for example, transient SPICE simulations). Typical parameters of interest are the
voltage margin (or data-eye opening at a given sampling point), and timing jitter (or data-eye fuzz
at a given reference voltage for single-ended signaling, or zero crossing for differential signaling).

Carefully balanced experiments yield many useful statistical parameters. This section cov-
ers how to compute the sensitivity information derived from the OA results. Because an I/O chan-
nel depends on so many factors, identifying which of the input parameters has the greatest impact
on the system is important. This impact is referred to as the main effect, or average effect, and it is
derived from the OA.

The main effect for a given factor is calculated by averaging all the values at fixed-level set-
tings. Consider a simple case, where the channel voltage margin (eye opening at the eye center) is
the parameter of interest. The average value (or main effect) of the voltage margin, at three dif-
ferent settings of termination impedance and PCB length, is plotted in Figure 7.1 and Figure 7.2,
respectively. In Figure 7.1, the system output varies linearly with the termination impedance. In
Figure 7.2, there is a non-linear variation relative to the PCB length. Because a typical system
exhibits some sort of non-linear variation, modeling this non-linearity accurately, from a perfor-
mance standpoint, is important. Strictly speaking, the main effect is not sensitivity, because it is
not normalized to unit variation. As a result, if one factor varies more than the others do, that fac-
tor appears to be a more sensitive parameter than the others are, though its actual sensitivity
could be less. What really matters is the total variation over a range, and main effect provides this
information.
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Figure 7.2 Main Effect with Nonlinear Variation

The main-effect plots can also show interactions between two factors by plotting the curve
for a given factor against another factor. Figure 7.3(a) illustrates a case with small or no interac-
tion; the curves are simply shifted from each other. Figure 7.3(b) shows some variations in the
curves, but no drastic change, in terms of the direction of curve, has been observed. This case
shows a minor interaction between two factors. Figure 7.3(c) shows a strong interaction. The
level of interaction can be quantified by measuring the variation of the slopes in the main plots.

7.1.6 Worst and Best Cases Estimations
Predicting the best- and worst-case conditions is quite useful in many applications. Use this
simple expression to estimate the output performance:

Estimation = T + (Fy(L) = T) + -+ (Fy(L) — T) (7.1)

where T is the grand average (the average of all outcomes), and F(L;) is the average value of all
outcomes (with the factor F'; being at level L;). The estimation at the given setting is calculated by
summing individual F; terms with the specified level. Although the expression seems elementary,
it provides an accurate estimation. The best- and worst-case estimations and their settings are
obtained by calculating all the possible combinations using (7.1). When the interaction terms are
negligible, find the best condition by simply picking the maximum (or minimum, depending on
the output performance type) setting for each factor in the main plots.

Note that (7.1) contains no interaction terms, so the estimation can only be accurate when
interaction is small. When a minor interaction exists, the estimation could be slightly off, but the
predicted corner-case setting can still be accurate. A more accurate value is obtained by simply
performing additional experiments based on the predicted settings. Table 7.6 compares data
using the estimation from (7.1) to actual simulation data. The Taguchi method is applied using
various physical parameters (such as dielectric constant, height, trace width, and so on) to com-
pute the PCB trace impedance Z,,. Note that a good match is found in this case.
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Table 7.6  Accuracy of the Estimated PCB Impedance Using (7.1)
F1 F2 F3 F4 F5 F6 F7 F8 F9 Estimation ()  Actual (Q)

2 2 0 2 1 2 2 0 0 41.6 42.0
2 2 0 2 1 2 2 1 0 42.9 43.2
2 2 0 2 1 2 2 0 1 43.2 43.5
2 2 0 2 1 2 2 2 0 44.0 44.0
2 2 0 2 1 1 1 0 2 443 44.5

7.1.7 Linear Regression Models

Linear regression is a widely used statistical technique to model system performance. The first-
order linear regression model (LRM) is expressed as follows:

y:CO+C0F1++ CNFN+8 (72)

The coefficient C; s are typically calculated by performing the least square fit. By adding
additional terms, the interaction can be modeled also:

N N N
y=Cy+ XCF;+ D D CFF;+e. (7.3)
i=1 i=1j>i

The previous expressions can be further extended to handle non-linear behavior by adding
the second-order terms as follows:

N N
y=Co+ DCF, + DBF} + ¢ (7.4)
i=1 i=1

N N N N
y=Co+ XCFi+ DBF; + > > CFF; + «. (7.5)
i=1 i=1 i=17j>i

An analytical expression of output performance can be useful when performing additional

analysis, such as surface response modeling [8]. However, a simple distribution and estimation

of worst and best cases is often sufficient to post process the data. Generating an accurate regres-

sion model is not an easy process. It often involves an unstable numerical approximation that

loses accuracy. The linear regression model is widely developed, and presented in many text-

books, so a detailed description is not covered in this book. Instead, the next section presents a

new way to model output performance that is fast, accurate, and numerically more stable than
linear regression.
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7.1.8 Piecewise Linear Models

Section 7.1.6 discusses a simple, yet effective, way to predict the output performance of a given
factor setting using (7.1). This equation can also be used for arbitrary settings by approximating
them using a piecewise linear assumption. For instance, the impact of a factor F at level j can be
approximated using linear interpolation, based on the two values at levels m and n, where levels m
and n bound the level j. (Any high-order interpolation can be used to improve interpolation accu-
racy.) This model provides a numerically stable and accurate way to model output performance,
regardless of system non-linearity. Interaction can be also accounted for by extending interpola-
tion to 2-D space.

Because the analytical model is no longer present, the distribution and variation cannot be
calculated analytically. However, they can be easily obtained by performing a Monte Carlo simu-
lation using the PWL system model. This approach is more general because it can handle any
arbitrary distributions for input factors.

It is important to note that the Monte Carlo method can also be applied to channel simula-
tion and obtain similar results. The difference is in the simulation time. Here, the Taguchi method
is first applied to derive a piecewise linear (PWL) model for the system. Then the Monte Carlo
simulation is performed using the PWL model. Because the channel simulation takes much
longer than the evaluating PWL model, the simulation time is drastically improved.

7.1.9 Analysis of Variance (ANOVA)

Analysis of variance (ANOVA) is a collection of statistical models that calculate the impact of
variation in a variety of input factors. These models are useful when estimating the contribution
of individual factors to output performance. The details of ANOVA models are readily available
from many statistics textbooks [8], so they are not discussed here.

Perhaps the most important parameter in ANOVA tables is the percent contributions from
individual factors. These values estimate the impact of individual factors: the higher the percent-
age, the more dominant the factor. Table 7.7 is a typical ANOVA table. When the contributions of
some of the factors are small, the accuracy of the table is improved by merging these small terms
with an error term. This process is called pooling. Table 7.8 is an ANOVA table after pooling.
Finally, note that ANOVA analysis assumes that factors are independent. The main plot,
described in Section 7.1.5, shows similar information, but does not provide a numeric value.

Table 7.7 Sample ANOVA Table Before Pooling

Pure %
Degrees of Sum of Variance Sum of Contri-
Factors Freedom Squares Variance (F) Ratio Squares bution
F1 2 0.000193 9.66E-05 2.28 0.000109 0.0709

F2 2 0.000176 8.82E-05 2.08 9.16E-05 0.0598
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F3 2 0.000248 0.000124 2.92 0.000163 0.106
F4 2 0.000258 0.000129 3.04 0.000173 0.113
F5 2 0.00058 0.00029 6.84 0.000495 0.323
Fé6 2 0.000397 0.000198 4.68 0.000312 0.204
F7 2 0.0226 0.0113 266 0.0225 14.7
F8 2 0.00672 0.00336 79.3 0.00664 4.34
F9 2 0.0652 0.0326 769 0.0651 42.5
F10 2 2.37E-05 1.19E-05 0.28 0 0
F11 2 0.0506 0.0253 597 0.0505 33
F12 2 0.00607 0.00303 71.6 0.00598 3.91
Error 2 8.48E-05 4.24E-05 0.68
Total 26 0.153 100

Table 7.8 Sample ANOVA Table After Pooling

Pure %
Degrees of Sum of Variance Sum of Contri-

Factors Freedom Squares Variance (F) Ratio Squares bution

F1 Pooled 0.000193

F2 Pooled 0.000176

F3 Pooled 0.000248

F4 Pooled 0.000258

F5 Pooled 0.00058

Fé Pooled 0.000397

F7 2 0.0226 0.0113 15.3 0.0211 13.8

F8 Pooled 0.00672

F9 2 0.0652 0.0326 44.2 0.0637 41.6
F10 Pooled 2.37E-05
F11 2 0.0506 0.0253 343 0.0492 32.1
F12 Pooled 0.0148
Error 20 8.48E-05 4.24E-05 0.68

Total 26 0.153 0.153 100
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7.2 DDR DRAM Command/Address Channel Example

DDR DRAM is widely used for consumer devices, such as HDTYV, as well as in PCs. However, the
consumer device market is much more cost sensitive than the PC market. Memory subsystems for
consumer devices must be designed using low-cost system solutions. Consequently, the manufac-
turing specifications must be relaxed to reduce the system cost. Ideally, the specifications are relaxed
enough that no testing is required, saving the significant cost associated with screening and testing.

Soldering DRAM devices to a board improves the signal quality for data signals, because
data (DQ) signals are routed point-to-point and need no connector transition. The DDR channel,
used for the consumer market, is of a much lower capacity than the channels used for PCs. How-
ever, because multiple devices must share the same address and command (RQ) signals, routing
RQ signals when the consumer system’s board has a limited number of routing layers can be
quite difficult. Significant reflection would occur in cases like this, due to the long trace branches
and the wide variation in channel impedance. In this section, a multi-drop DDR RQ channel is
used to demonstrate the Taguchi method.

Figure 7.4 illustrates the RQ channel topology. The lead-in trace length is approximately
5 cm. It branches out to two traces and terminates on the board. Note that the termination imped-
ance is slightly higher, in order to boost the receiver swing. Table 7.9 shows the input factor set-
tings and descriptions. A total of 12 factors are presented, and Ly;(3'%,2) OA is used. The
channel setup- and hold-side eye openings and eye fuzz are obtained from HSPICE simulation.
The bit duration is 3.012ns. The setup-side eye opening is measured at a 0.565ns shift from the
eye center to account for clock jitter, transmitter jitter, and the set-up time requirement. The hold-
side eye opening is measured at a 0.69ns shift from the eye center to account for the hold time
requirement. Both cases report the worst side eye opening, above or below the reference voltage
(0.9V). The center of the eye is calculated based on the fuzz center. Table 7.10 lists the results of
the experiment.
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Figure 7.4 DDR RQ Channel Topology
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Table 7.9 Input Factor Settings for DDR RQ Channel Simulation

Factors Description Low Nominal High
1 dtr Risetime of output driver 100ps 170ps 240ps
2 Ctx Driver output capacitance 3pF 3.5pF 4pF
3 Ron_vddio Driver pull up impedance 140 18Q) 220
4 Ron_gnd Driver pull down impedance 140 18Q) 220
5 Cdram DRAM receiver capacitance 1pF 1.5pF 2pF
6 Ldram DRAM receiver leakage inductance 2nH 3nH 4nH
7 DelCdram Pin-to-pin rx capacitance difference -60fF 0 60pF
8 DelLdram Pin-to-pin rx inductance difference -1nH 0 1nH
9 Rt_vddio Pull up termination impedance 2350 2400 2450
10 Rt_gnd Pull down termination impedance 2350 2400 245Q)
11 mbscale PCB impedance scaling factor 0.85 1.0 1.15
12 pkgscale Package impedance scaling factor 0.85 1.0 1.15

Table 7.10 Output Results for DDR RQ Channel Simulation

Setup Eye Hold Eye
Factors Margin (mV) Margin (mV) Fuzz (ps)
1 0:0:0:0:0:0:0:0:0:0:0:0 480 529 376
2 1:0:1:1:1:2:2:0:1:2:1:0 426 526 346
3 2:0:2:2:2:1:1:0:2:1:2:0 399 527 336
4 0:1:0:1:1:1:2:2:0:1:2:1 407 538 358
5 1:1:1:2:2:0:1:2:1:0:0:1 382 500 389
6 2:1:2:0:0:2:0:2:2:2:1:1 420 498 355
7 0:2:0:2:2:2:1:1:0:2:1:2 363 506 406
8 1:2:1:0:0:1:0:1:1:1:2:2 438 522 332
9 2:2:2:1:1:0:2:1:2:0:0:2 398 490 389
10 0:0:1:0:1:1:1:2:2:0:1:2 399 508 379
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Table 7.10 Output Results for DDR RQ Channel Simulation

Setup Eye Hold Eye
Factors Margin (mV) Margin (mV) Fuzz (ps)
11 1:0:2:1:2:0:0:2:0:2:2:2 388 524 363
12 2:0:0:2:0:2:2:2:1:1:0:2 408 501 374
13 0:1:1:1:2:2:0:1:2:1:0:0 399 511 381
14 1:1:2:2:0:1:2:1:0:0:1:0 433 500 295
15 2:1:0:0:1:0:1:1:1:2:2:0 436 546 370
16 0:2:1:2:0:0:2:0:2:2:2:1 433 515 326
17 1:2:2:0:1:2:1:0:0:1:0:1 383 481 410
18 2:2:0:1:2:1:0:0:1:0:1:1 400 535 417
19 0:0:2:0:2:2:2:1:1:0:2:1 353 513 389
20 1:0:0:1:0:1:1:1:2:2:0:1 452 518 380
21 2:0:1:2:1:0:0:1:0:1:1:1 406 507 351
22 0:1:2:1:0:0:1:0:1:1:1:2 422 496 324
23 1:1:0:2:1:2:0:0:2:0:2:2 400 521 361
24 2:1:1:0:2:1:2:0:0:2:0:2 386 514 444
25 0:2:2:2:1:1:0:2:1:2:0:0 411 493 335
26 1:2:0:0:2:0:2:2:2:1:1:0 409 523 432
27 2:2:1:1:0:2:1:2:0:0:2:0 449 531 301

Figures 7.5-7.7 illustrate the main plots for the DDR RQ channel. On the setup-side eye
opening (see Figure 7.5), DRAM input capacitance plays the dominant role. On the hold-side
eye opening (see Figure 7.6), the driver impedance and channel impedance have a greater impact
than capacitance; this is because the eye has shrunk due to the reflection at the hold side. For the
eye fuzz (see Figure 7.7), all the input capacitance, the driver impedance, and the channel imped-
ance are important, because both ISI (caused by the DRAM input capacitance) and reflection
(caused by mismatch) are important.
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Figure 7.6 Main Plots for DDR RQ Channel Simulation for the Hold-Side Eye Opening

Table 7.11 is the ANOVA table for eye fuzz before applying pooling. Table 7.12 is the same
fuzz simulation after pooling. The dominant impact is the DRAM input capacitance, as predicted
by the main effect. Equation (7.1) is used to perform the Monte Carlo analysis, and Figure 7.8
shows the final distribution for the setup- and hold-side eye opening. Figure 7.9 illustrates the dis-
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tribution for eye fuzz. For the setup-side eye distribution, the mean value is 410mV, with a stan-
dard deviation of 18.3mV. For the hold-side eye distribution, the mean value is 514mV, with a
standard deviation of 10.4mV. For the eye fuzz distribution, the mean value is 367ps, with a stan-

dard deviation of 24.8ps.

Table 7.11 DDR RQ Fuzz Simulation ANOVA Table Before Pooling

Degrees
of Sum of Variance
Factors Freedom Squares Variance (F) Ratio
dtr 2 221 110 3.53
Ctx 2 305 153 4.89
Ron_vddio 2 4.84e+03 2.42e+03 77.4
Ron_gnd 2 5.85e+03 2.93e+03 93.6
Cdram 2 1.36e+04 6.78e+03 217
Ldram 2 154 76.9 2.46
DelCdram 2 395 197 6.32

Pure
Sum of
Squares

158

243
4.78e+03
5.79e+03
1.35e+04
91.3

332

%
Contri-
bution

0.448
0.687
13.5
16.4
38.2
0.258
0.94
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Table 7.11

Factors
DelLdram
Rt_vddio
Rt_gnd
mb_scale
pkg_scale
Error

Total

Degrees
of
Freedom

2

[NCRRE NS TR (ST (ST O]

26

Sum of
Squares

192

221

58.3
6.5e+03
3.01e+03

62.5
3.54e+04

Variance

95.8

111

29.1
3.25e+03
1.5e+03

31.3

DDR RQ Fuzz Simulation ANOVA Table Before Pooling

Variance
(F) Ratio

3.07
3.54
0.932
104
48.1

Table 7.12 DDR RQ Fuzz Simulation ANOVA Table After Pooling

Factors
dtr
Ctx

Ron_vddio
Ron_gnd
Cdram
Ldram
DelCdram
DelLdram
Rt_vddio

Rt_gnd

mb_scale
pkg_scale
Error

Total

Degrees of
Freedom

Pooled
Pooled

2

2

2
Pooled
Pooled
Pooled
Pooled
Pooled

2

2

2

26

Sum of
Squares

221

305
4.84e+03
5.85e+03
1.36e+04

154

395

192

221

58.3
6.5e+03
3.01e+03

62.5
3.54e+04

Variance

2.42e+03
2.93e+03
6.78e+03

3.25e+03
1.5e+03
101

Variance
(F) Ratio

24.1
29.1
67.5

323
15

Pure
Sum of
Squares

129

159

0
6.44e+03
2.95e+03

Pure
Sum of
Squares

4.64e+03
5.65e+03
1.34e+04

6.3e+03
2.81e+03
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%
Contri-
bution

0.365
0.449
0
18.2
8.33
2.29
100

%
Contri-
bution

13.1
16
37.8

17.8
7.93
7.39

100
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7.2 DDR DRAM Command/Address Channel Example

Eye Opening Distribution
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7.3 Backplane Link Modeling Example

In this section, a backplane channel is used to demonstrate another example of Taguchi analysis.
The example system comes from Kollipara, et al. [9], where Monte Carlo simulation demon-
strated the impact of the statistical variations in SerDes link performance. Figure 7.10 shows the
system setup. Figure 7.11 illustrates the physical PCB, or package substrate parameters. Note
that the top plane is removed from the field solver model for microstrip traces. Table 7.13 pro-
vides the final list of input parameters that are adjusted; 41 parameters are considered in this case.

Switch Card Package Line Card Package —y

Switch Card Chip —p Line Card Chip ——p

AC-Coupling Cap Line Card PCB ——|

Switch Card PCB—;

Connector 2 \

Backplane PCB I_

Connector 1
e N %
[ |

Figure 7.10 Different Components of a Backplane Channel

H2 er2’62

W
......... IS 2 I L
H1 8r1961

Figure 7.11 Physical Parameters for a PCB or Package Substrate

Table 7.13 Complete List of Input Parameters for Backplane Channel Variations

Component Parameter Description Nominal 3 Sigma
Backplane PCB €115 € Ic:(l)lnéls tr;:Ill';ltive dielectric 4.0 0.2
6,1, 6,0 FR4 loss tangent 0.02 0.002
w Trace width 7.5mil Imil
H, H, Dielectric heights 10mil 1.5mil

T Conductor thickness 0.6mil 0.08mil
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Table 7.13 Complete List of Input Parameters for Backplane Channel Variations

Component

Line Card PCB

Switch Card
PCB

Line Card
Device Package

Parameter
Via_fac
Via_L
Cstub

Connector_fac

€r1> €2

5,1, 8,
w

H,

H,

T

Erl> €12

8r1’ 6r2

HI
H2

Description

Via impedance scaling factor

Via length scaling factor

Stub capacitance scaling
factor

Connector impedance scal-

ing factor

FRA4 relative dielectric
constant

FR4 loss tangent

Trace width

Bottom dielectric height
Top dielectric height
Conductor thickness

FR4 relative dielectric
constant

FR4 loss tangent

Trace width

Bottom dielectric height
Top dielectric height
Conductor thickness

FR4 relative dielectric
constant

FR4 loss tangent
Trace width
Dielectric height

Conductor thickness

Nominal
1
1

4.0

0.02
Smil
Smil
10mil
0.6mil
4.0

0.02
Smil
5mil
10mil
0.6mil
4.0

0.02
2mil
4.4mil
1.2mil

187

3 Sigma
0.1
0.1
0.1

0.01

0.2

0.002
0.67mil
0.75mil
1.5mil
0.08mil
0.2

0.002
0.67mil
0.75mil
1.5mil
0.08mil
0.2

0.002

0.27mil
0.66mil
0.16mil
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Table 7.13 Complete List of Input Parameters for Backplane Channel Variations

Component Parameter Description Nominal 3 Sigma
Switch Card g, FR4 relative dielectric 4.0 0.2
Device Package constant
o, FR4 loss tangent 0.02 0.002
w Trace width 2mil 0.27mil
H Dielectric height 4.4mil 0.66mil
T Conductor thickness 1.2mil 0.16mil
Others C o Cip i ESD and parasitic device Typical 10%
capacitance
@ Copper conductivity 52MS/m 5.2MS/m

Instead of performing a single DoE on all of these parameters, use a two-stage approach.
First, convert the physical parameters for each trace model to electrical parameters (for example,
propagation constant and characteristic impedance). Next, capture the attenuation and impedance
variations using DoE, reducing the total number of parameters to just two for each trace model.
(The following section covers this reduction process.) Finally, combine the final trace models
with the rest of the parameters to simulate and perform the statistical analysis described in
Section 7.3.2. Table 7.14 lists the parameters, which have been reduced to 16. Figure 7.12 illus-
trates the overall process.

Table 7.14 Reduced Number of Input Parameters for Backplane Channel Variations

Component Parameter Description Nominal 3 Sigma
Backplane PCB a Attenuation scaling factor
4 Impedance scaling factor
Via_fac Via impedance scaling fac- 1 0.1
tor
Via_L Via length scaling factor 1 0.1
Cstub Stub capacitance scaling 1 0.1
factor
Connector_fac Connector impedance scal- 1 0.01

ing factor
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Table 7.14 Reduced Number of Input Parameters for Backplane Channel Variations

Component Parameter Description Nominal 3 Sigma
Line Card PCB a Attenuation scaling factor
4 Impedance scaling factor
Switch Card PCB a Attenuation scaling factor
14 Impedance scaling factor
Line Card Device Pack- « Attenuation scaling factor
age
I4 Impedance scaling factor
Switch Card Device a Attenuation scaling factor
Package

4 Impedance scaling factor

Others Ci o Ci ESD and parasitic device Typical 10%

capacitance
Physical Electrical
Parameters Parameters

Suich Cerd ey | oo ﬂ ?
o o = e
Echkﬁ)-lTjnkeg ‘ DoF ‘ | Final Results |

Figure 7.12 Overall Flow of the Backplane Channel Variation Modeling

7.3.1 PCB Trace Modeling

In this section, the DoE process is demonstrated using the backplane PCB trace model, shown in
Figure 7.11. The goal of this DoE is to find the distribution of the characteristic impedance and
propagation constant due to physical parameter variations. The nine physical parameters, €,1, €,
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Or15 8,0, Hy, Hy, W, T, and 0 e, are used in this experiment. The three o limits from Table 7.13
are used for the OA table’s high and low values. Table 7.15 lists the final factor settings.

Table 7.15 Input Factor Settings for PCB Trace-Modeling
Experiments

Factors Low Nominal High
1 e 3.8 4.0 4.2
2 &0 3.8 4.0 42
3 5,1 0.018 0.02 0.022
4 S, 0.018 0.02 0.022
5 T copper 46.8M 52.0M 57.2M
6 w 6.5mil 7.5mil 8.5mil
7 T 0.52mil 0.6mil 0.68mil
8 H, 8.5mil 10mil 11.5mil
9 H, 8.5mil 10mil 11.5mil

Because there are nine input factors, an L,;(3'%, 2) OA is used for this experiment. A quasi-
static field solver is used to compute the impedance values. The mean and standard deviations of
the simulated cases were 47.6() and 3.96(), respectively. Of course, these are not the statistical
values of the final distribution. The final distribution mean and sigma, calculated using Monte
Carlo simulation with a PWL model, are 49.5Q) and 1.38(). 10K samples were used for the
Monte Carlo simulation. A Monte Carlo simulation, using an actual field solver for the sample
number of cases is performed to validate the results. The mean and standard deviations are 49.7(}
and 1.39Q). Figure 7.13 compares the overall distributions and shows a very good match between
the two results.

7.3.2 Complete Backplane Link Modeling

By applying the previous modeling to different traces, the overall backplane channel is con-
structed using HSPICE W-element transmission lines. The impedance and attenuation variations
are modeled by applying scaling factors to the RLGC matrices. Table 7.16 shows the OA factor
settings for the overall channel. Lg;(3%°, 2) OA is used for this experiment. The best- and worst-
case AC responses are predicted, based on the PWL model, and plotted with the nominal case
shown in Figure 7.14. The amplitude at 3.125GHz (which is the Nyquist frequency for this
SerDes link) is used to judge the performance. The overall distribution, once again, is compared
with an exact field solver and PWL model using Monte Carlo simulation, and the amplitude dis-
tributions plotted (see Figure 7.15).
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Figure 7.13 PCB Impedance Distribution Using Field Solver and PWL Model Based on OAs

Table 7.16

o 0 N S Ut AW =

S e S Y = S S Y
A W1 A W N = O

1500

Distribution Comparison

1200

900

e Ficldl

Solver

600

\

300

\

/

\

43 44 45 46 47 48 49 50 51 52 53 54 55 56 57

Factors
Main board PCB «
Main board PCB ¢
Via_fac
Via_L
Cstub
Connector_fac
Line card PCB «
Line card PCB ¢
Switch card PCB «
Switch card PCB ¢
Line card Package a
Line card Package ¢
Switch card Package «
Switch card Package ¢
Cirx

Ci LRX

Zo (ohms)

Low
0.9036
0.9226
0.9

0.9

0.9

0.9
0.9065
0.9272
0.9065
0.9272
0.9284
0.9355
0.9284
0.9355
1.44pF
1.62pF

Nominal

1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.6pF
1.8pF

Input Factor Settings for a Complete Backplane Channel Modeling Experiment

High
1.0964
1.0774
1.1

1.1

1.1

1.1
1.0935
1.0728
1.0935
1.0728
1.0716
1.0645
1.0716
1.0645
1.76pF
1.98pF
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Figure 7.14 AC Responses of the Nominal, Worst-, and Best-Case Channels
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Figure 7.15 S21 Amplitude Distributions at 3.125GHz using PWL and Field Solver Monte Carlo
Simulation

7.4 Summary

Modeling manufacturing variation is very important when analyzing channel performance under
the worst-case operating conditions. Typical channel settings are not sufficient for HVM produc-
tion systems. The Taguchi analysis, described in this chapter, is a very useful tool, as long as the
interactions between factors are small.
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The piecewise linear model introduced in this chapter provides a more robust and reliable
way to generate the output distribution. Although rigorous linear regression models can provide
statistical parameters in a closed form, they are very hard to apply to real-world examples. The
Monte Carlo simulation, with a piecewise linear model, meets most channel-analysis needs.

7.5 Appendix

Table 7.17 L3, 2), Ls,(3%, 3), and Lg, (3*°, 2) Orthogonal Arrays

L3s(3'3,2)

0000000000000
1111111111110
2222222222220
0000111122220
1111222200000
2222000011110
0012012201120
1120120012200
2201201120010
0021021210210
1102102021020
2210210102100
0120210221011
1201021002121
2012102110201
0121002122101
1202110200211
2010221011021
0102220110121
1210001221201
2021112002011
0112201002211

Ls4(3°% 3)
11111
11111
22222
22222
11000
10100
10010
10001
01100
01010
01001
00110
00101
00011
22000
20200
20020
20002
02200
02020
02002
00220

Lg1(3*, 2)

0000000000000000000000000000000000000000
2121102221111010122102012001121011001000
1212201112222020211201021002212022002000
0212110222111101012210201200112101100100
2000212110222111101012210201200112101100
1121011001000121220111222202021120102100
0121220111222202021120102100221202200200
2212022002000212110222111101012210201200
1000121220111222202021120102100221202200
0021211022211110101221020120011210110010
2112010210022120220020002121102221111010
1200112101100100012122011122220202112010
0200021211022211110101221020120011210110
2021120102100221202200200021211022211110
1112222020211201021002212022002000212110
0112101100100012122011122220202112010210
2200200021211022211110101221020120011210
1021002212022002000212110222111101012210
0012122011122220202112010210022120220020
2100221202200200021211022211110101221020
1221020120011210110010001212201112222020
0221202200200021211022211110101221020120
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1220012110021 00202 2012001121011001000121220111222202021120
2001120221101 00022 1100100012122011122220202112010210022120
0210122020112 01122 0100012122011122220202112010210022120220
1021200101222 01212 2221111010122102012001121011001000121220
2102011212002 01221 1012210201200112101100100012122011122220
0211100212022 02211 0002121102221111010122102012001121011001
1022211020102 02121 2120220020002121102221111010122102012001
2100022101212 02112 1211022211110101221020120011210110010001
0222121101002 10122 0211201021002212022002000212110222111101
1000202212112 10212 2002000212110222111101012210201200112101
2111010020222 10221 1120102100221202200200021211022211110101
0201212011202 20211 0120011210110010001212201112222020211201
1012020122012 20121 2211110101221020120011210110010001212201
2120101200122 20112 1002212022002000212110222111101012210201
11022 0020002121102221111010122102012001121011
12012 2111101012210201200112101100100012122011
12021 1202200200021211022211110101221020120011
22011 0202112010210022120220020002121102221111
21021 2020211201021002212022002000212110222111
21012 1111010122102012001121011001000121220111
11202 0111222202021120102100221202200200021211
12102 2202021120102100221202200200021211022211
12201 1020120011210110010001212201112222020211
22101 0011210110010001212201112222020211201021
21201 2102012001121011001000121220111222202021
21102 1220111222202021120102100221202200200021
11220 0220020002121102221111010122102012001121
12120 2011122220202112010210022120220020002121

12210 1102221111010122102012001121011001000121
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CHAPTER 8

Link BER Modeling
and Simulation

Dan Oh, Sam Chang, Jihong Ren,
and Vladimir Stojanovic

The voltage and timing budget analysis, discussed in Chapter 6, “Channel Voltage and Timing
Budget,” must guarantee reliable channel operations in the real world. This means that for high-
volume manufacturing (HVM), the channel must be robust, even under worst-case operating con-
ditions. To this end, variations in the channel (such as trace impedances and the material
properties of the packages and PCBs) and process variations in the transmitter and receiver must
be considered in the channel analysis. Accurately characterizing these variations will result in a
more relaxed and/or realistic specification of these parameters. This, in turn, improves the com-
ponent and system yield, and reduces the overall system cost.

In the past, signal-integrity analysis focused on characterizing the impact of deterministic
jitter sources, such as inter-symbol interference (ISI), crosstalk, driver skew, and receiver sam-
pling offset. Uncorrelated and random noise sources, such as power supply noise, thermal noise,
and reference clock jitter, are difficult to evaluate during the design phase. Typically, the device
jitter caused by these noise sources is measured experimentally. However, if we are to achieve
optimal performance in modern, high-speed I/O designs (with their ever-shrinking timing mar-
gins), considering the effects of both deterministic and random noise sources during the design
phase is crucial.

Traditional SPICE-based simulation techniques accurately predict system-level perfor-
mance, including various deterministic effects from passive channels and devices. Part I of this
book, Chapters 3-5, focuses on passive channel modeling and simulation. Chapter 6 proved that
as the I/O speed increases, the component-level jitter analysis cannot accurately predict the
impact of jitter at the system level. To address this issue, significant effort is being devoted to sim-
ulating the impact of device jitter on the system-level performance, specifically, the system volt-
age and timing margin at a given bit error rate (BER). This chapter starts with the historical
review of link BER simulation methods. It then focuses on the popular statistical approach used
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in LinkLab [1-3] and StatEye [4]. Chapter 9, “Fast Time-Domain Channel Simulation Tech-
niques,” presents time-domain methods.

8.1 Historical Background and Chapter Organization

Perhaps the most critical part of link BER simulation is characterizing the intersymbol interfer-
ence (ISI) of a passive channel. A straightforward approach to computing the probability error
due to ISI is to consider all possible input data patterns, where the pattern length is as large as the
channel response time. Many high-speed channel responses are more than 100-bits long. In such
cases, 2'® combinations need to be considered for PAM?2 signal! Helstrom provides a good sum-
mary of the early work done to improve this ISI calculation [5]. This early work falls into two
categories: one category estimates bounds on the error probability; the other focuses on
improved numerical algorithms with which to perform error calculation. Capsper and Ahmad
present a highly efficient method based on the convolution of the pulse response [6] [7]. Using
random data pattern and linear time invariant (LTI) assumptions, this convolution approach effi-
ciently calculates the probability mass function (PMF) of the ISI effect, without any approxima-
tion. LinkLab and StatEye have adopted this method. Section 8.2 discusses the general
simulation framework, based on this convolution. Section 8.3 describes the convolution method
itself.

Alternative, fast time-domain simulation techniques have been proposed for non-linear
time-invariant systems [8—12]. Using the time-domain simulation can alleviate the random data
pattern assumption associated with the previous convolution approach. This allows the modeling
of data coding, which is an important topic in high-speed data communication. In addition, by
using an improved algorithm, driver non-linearity can be modeled in the time domain. Non-lin-
earity modeling is important in single-ended signaling systems, which often reveal a strong non-
linearity due to asymmetric channel pull-up and pull-down response. Although these techniques
are still not sufficiently fast enough to predict low BER (107! to 10™!®), they are adequate to
characterize the impact of passive channels. Chapter 9 describes the fast time-domain simulation
method, along with an acceleration algorithm to calculate ISI PDF [13]. The IBIS Advanced
Technology Modeling (ATM) standards committee defined an API interface called the Algorithm
Model Interface (AMI) to support the system-level BER simulation [14]. This interface allows IP
vendors to model proprietary circuit features or behavior, such as equalization and clock-data
recovery (CDR) circuitry, in a common EDA environment. The model, however, has limited sup-
port for modeling various jitter types. Chapter 9 also briefly describes the AMI model.

One major limitation of most of the early convolution-based techniques is that they treat a
passive channel response and jitter sources independently. The result is that the interaction
between device jitter and passive channels is not accurately simulated. For instance, to model the
system-level impact of jitter, one must consider both its probability density function (PDF) and
its spectrum information to simulate jitter amplification and tracking. However, the majority of
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the statistical approaches assume a white random jitter spectrum, and jitter is typically modeled
as the receiver jitter, ignoring any transmit jitter coloring due to the ISI of passive channel [4] [6]
[7]. The equivalent voltage noise (EVN) concept, described by Stojanovic and Horowitz [1],
resolves the issues of colored random jitter by using autocorrelation and Gaussian distribution
approximation. (Section 8.4 provides a detailed description of EVN.) This method is based on
perturbation and is only valid when the jitter amount is small compared to the channel response.
Oh, et al., extend this concept to model colored bounded jitter [3]. The transmit duty-cycle distor-
tion (DCD) can also be modeled using the equivalent voltage noise concept. However, a more rig-
orous approach, without any approximation, based on short and long pulse ISI PDFs has also
been presented [2] (see Section 8.3.2).

Modeling clocking architectures is crucial for jitter analysis, because the clocking architec-
ture strongly affects the impact of jitter on the link margin. Clock and data recovery (CDR) is
widely used in high-speed serial link designs, such as SerDes. For other types of on-board I/O
interfaces, including PCI Express, HyperTransport, FlexIO, and Elastic Interface systems, for-
warded or distributed clocking schemes are often used. These interfaces commonly use a single
reference clock for transmitter and receiver; hence, modeling potential jitter tracking is important
to avoid system overdesign. Chapter 10, “Clock Models in Link BER Analysis,” covers jitter
modeling of the various clocking architectures.

8.2 Statistical Link BER Modeling Framework

This section describes the general mathematical formulation and overall flow of statistical link
simulation. The formulation description is presented at a high level to cover the theoretical basis
of many variants of statistical link simulation methods. In particular, this section describes the
details of ISI and random and deterministic jitter modeling, which is shared by most of the statis-
tical link simulation methods.

8.2.1 Mathematical Formulation

With the linear time invariant (LTT) assumption, the output signal y(¢) of a channel at the receiver
sampler without transmitter and receiver jitter can be determined by

y5) = ;bkpv — kD) +y_. = Ekxbk — b )s(t — kD) + y_., 8.1

where p(t) is the channel pulse, s(¢) is the step response, k is the input symbol index, T is the sym-
bol time, and by is the transmit symbol. For the sake of simplicity, assume that y_ . is zero. For
ease of mathematical manipulation, p(¢) and s(f) start from zero, and can be derived from SPICE
simulation or the S-parameter of the passive channel. Because receiver samplers are only sensi-
tive to voltage input (rather than power), the S-parameter based on voltage waves is used (as
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described in Chapter 4, “Network Parameters”). With the transmitter jitter &%, the output of the
channel becomes

¥ = ;(bk — be_p)st — (ef* + kT)). (8.2)

After sampling at 1 = mT + &kX, where XX is the receiver jitter, the sampled signal y,, is deter-
mined by

Im = 2 = bsten’ = s + (m = O (8.3)
Note that €®¥ is not a function of the index k, because it does not alter the transmitted signal,
whereas ' is. Figure 8.1 illustrates this dependency. As shown in Figure 8.1, the transmitter jit-
ter can be approximated as impulses at the rising and falling edges of a pulse. The receiver jitter
can be also approximated as impulses as also shown in Figure 8.1. The difference between these
two approximations is that for the transmitter jitter, the two edges at the rising and falling transi-
tions are uncorrelated, whereas for the receiver jitter, these two edges are identical.

IX Jitter
1 Ideal
By £ (k+1)
eoee 2 Noise Noise
eX(k) ™ (k+1) =
£7%(k) £%(k+1) £X(k)
BX Jitter Ideal

by, J _|

L

fX(k) £RX(K)
Figure 8.1 Impulse Approximation of Transmitter and Receiver Jitter

Now, the transmitter and receiver jitter is mapped into equivalent voltage noise at the
receiver by applying the first-order Taylor series expansion
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I

Y = Db — b_)s(m — BT) — D (b — be—Del*h((m — K)T)
k k

+

eﬁ‘;";wk — b—Dh((m — k)T)

> bp((m = OT) + n™ + X
k

b,p(0) + ;bm((m — BT) + ™ + nfX
m
= yM + yISI + n™X 4+ pfX (8.4)
where A(f) is the impulse response of the channel, y,, is the received signal without ISI, and y™/ is
the voltage noise caused by the ISI of a passive channel. n™ and n®* represent the equivalent
voltage noise for transmitter and receiver timing jitter, respectively. Other noise sources, such as
thermal noise and crosstalk, can be included in (8.4) as additional terms.

Based on (8.4), compute the BER by adding the error probabilities of the upper and
lower eyes

BER(Vggr) = POy < Vrer|bw = DP + Py, > Vrere|b, = OF
= P(yISI + nTX 4 R 4 yM < VREF|])P1

+ P(yIS’ + nTX 4 R 4 yM > vREF|O)P0 (8.5)

where vger is the reference voltage (which is typically zero for differential signaling and non-
zero for single-ended signaling), and P; and P, are the probabilities of the input bit being 1 and 0,
respectively. In general, the random variables y™', n’*, and n®X are correlated, because they are
all functions of the symbol pattern and the channel impulse response. The exact calculation of
BER must take the correlation between y*/, nX, and n®¥ into account by averaging the error
probability over all possible bit patterns. The number of data patterns is strongly related to the
signal length required to capture channel response and jitter spectrum. For instance, a lossy back-
plane channel response can last easily more than 100-bit long for high-speed operation, leading
to 2'% data patterns! Therefore, this approach is computationally prohibitive due to the large
number of combinations. To simplify the computation, assume that the voltage noise terms are
independent, unless specified otherwise. With this assumption, the individually calculated proba-
bility density functions (PDFs) of y™!, ™%, and n®X can be convolved to calculate the final PDF of
the system error. Subsequent sections describe the modeling details of y*/, n™*, and n®X.

Generally, noise sources in high-speed links are either bounded (such as power supply
noise) or Gaussian (such as thermal noise). n™ and n*X can be represented as the sum of two ran-
dom variables: ¢Boded apg gGaussian Then, (8.5) is written as
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BER(VREF) — P({Gaussian + gBaunded + yM < VREF“)PI

+ P(gGaussian + gBounded + yM > VREF|0)P0' (86)

With the probability mass function (PMF) of 727" e can rewrite the preceding equation as
follows:

BER(Vger) = Plzp(é«Gaussian < Vrgr — yM _ V‘I)P({Bounded =)
v

+ Pozp(gGaussian > VREF — yM _ V‘O)P(gBOLtnded — V). (87)

Using the Q-function for the cumulative distribution function of the Gaussian random variable,
the final expression for the BER calculation is

M __ — —
BER(vger) =E<P1Q<w> n P0Q< v );-M+ VREF>>P(§Bounded =). (8.8)

v

Here, o is the variance of £9“**" and Q(x) is the Q-function.

As shown in Equation (8.4), EVN does not model all the receiver-side jitter components.
However, any remaining receiver-side jitter can be modeled afterwards. For instance, in a serial
link application with a CDR, the CDR dither is modeled as a receiver statistical sampling distri-
bution (as described in Chapter 10). Given the sampling distribution P*X| the overall system BER
is the sum of the conditional BERs at each phase

BER = gBERavREFI@PRX@) (8.9)

where ¢ is the phase index and BER,, is the link BER at ¢.

The BER eye diagram, shown in Figure 8.2, is calculated by sweeping Equation (8.8) over
different sampling phases and reference voltage offsets. The timing bathtub is obtained by taking
the horizontal slice at the target reference voltage, whereas the voltage bathtub is obtained from
the vertical slice at the fixed phase. However, these bathtub curves from simple slices of a BER
eye diagram assume an ideal receiver, which samples at a fixed location without jitter. In practice,
a probability distribution similar to P*X in (8.9) describes the receiver sampling distribution.
Consequently, the bathtub curves derived from measurement generally look different from the
bathtub curves directly extracted from a BER eye. To capture the impact of sampling uncertainty
on bathtub curves, we need to use the conditional BER calculation described in Equation (8.9),
but with different phase offset values (as will be described in Section 8.2.3). Figure 8.3 compares
two different bathtubs: one from a single horizontal slice of the BER eye diagram, and the other
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one after integrating receiver sampling distribution. As expected, the bathtub curve-timing mar-
gin is reduced, after accounting for the receiver sampling uncertainty.

Voltage Bathtub

BER

Voltage

Timing Bathtub

BER

Time

Figure 8.2 The BER Eye Diagram of a Typical Lossy Channel
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Figure 8.3 System-Level Timing Bathtub Curves with an Ideal vs. Realistic Sampler

8.2.2 Notes on the Equivalent Voltage Noise Model

The previous section described the general expression for calculating the system-level BER with
random jitter. Before moving on to the next section that describes the statistical simulation frame-
work, a few comments on jitter modeling choices and accuracy issues are given as follows. Two
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choices exist for modeling the receiver-side timing jitter. The first choice is the equivalent voltage
noise concept described in (8.4). The other choice is to model the jitter as the receiver sampling
distribution using conditional probability, as shown in (8.9). The same approach can be applied to
the transmitter jitter as long as the transmitter jitter has only low-frequency content (see Figure
8.1). When the transmitter jitter in Figure 8.1 is low frequency, the impulse at the rising edge is
the same as the impulse at the falling edge, mimicking the receiver jitter impulses in Figure 8.1.

The main advantage of the equivalent voltage noise model is that it can accurately account
for the channel coloring of the transmitter jitter. For instance, it can account for jitter amplifica-
tion due to channel loss. However, because this model is based on a Taylor-series approximation,
it loses accuracy when the jitter amplitude increases. For this reason, low-frequency jitter should
be modeled as the receiver sampling distribution, rather than the equivalent voltage noise. When
the transmitter jitter has both low- and high-frequency contents, modeling these components sep-
arately is more accurate, by treating the high-frequency component as the transmitter jitter and
the low-frequency component as the receiver jitter. When transmitter jitter is affected by the
channel, it is considered high frequency. The transmitter DCD is the highest jitter component.

Figure 8.4 compares the margin loss due to various amounts of Gaussian jitter, using EVN,
the Rx sampling distribution method, and the time-domain simulation. As expected, the margin
loss predicted by the time-domain simulation increases as more bits are simulated (10° vs. 10%).
To capture the impact of RJ at low BER (such as 10"°), time-domain simulation requires too
many bits. The Rx sampling distribution method is the most optimistic, because it ignores the jit-
ter amplification of the passive channel. The EVN method efficiently captures both jitter amplifi-
cation and the tail statistics of RJ, and so predicts the worst margin loss.

30
== Equivalent Voltage Noise

—&— Rx Sampling Distribution
= Time Domain (1e5 bits)
| 7S Time Domain (1e8 bits)

25

20

Margin Loss (ps)

1 1.2 1.4 1.6 1.8 2
RJ (ps rms)

Figure 8.4 Comparison of Equivalent Voltage Model, Receiver Sampling Distribution, and
Transient Simulation of White Gaussian Transmitter Jitter

8.2.3 Overall Statistical Link Simulation Flow

This section presents a general simulation overview and flowchart. Figure 8.5 illustrates a step-
by-step procedure to compute BER, which is described next.



8.2 Statistical Link BER Modeling Framework 205
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Figure 8.5 Flowchart of BER Calculation Using a Statistical Eye

The first step is to characterize the ISI PDF of a passive channel, which can be calculated dif-
ferent ways. SPICE simulation is a brute-force way to compute ISI PDF. One can also use fast tran-
sient simulation techniques, based on the superposition of single-bit or edge responses to compute
this PDF more efficiently. Chapter 9 describes these simulation techniques, along with an acceler-
ation technique used to estimate the bound of PDF, to further speed up the calculation. Section
8.3.1 describes a more commonly used approach based on the convolution of the ISI cursors in a
single-bit response. This technique can be extended to the rising and falling edge responses [16].

The second step is to compute the equivalent voltage noise due to the transmitter and
receiver jitter. As mentioned previously, receiver jitter (and some components of transmitter jit-
ter) can be modeled as the receiver sampling distribution (which is handled in the fourth step).
After the equivalent voltage noise is obtained, the noise is convolved with the previously com-
puted ISI PDF to obtain the final PDF.

The third step involves computing a 2-D BER eye diagram, based on (8.8).

For the fourth and final step, the final BER of the system is calculated by taking into
account the receiver sampling distribution based on (8.9). The timing bathtub is calculated by
sweeping the sampling distribution offset.
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8.3 Intersymbol Interference Modeling

This section describes the ISI PDF modeling of passive channels based on a commonly used con-
volution technique. The first part of this section describes the ISI PDF based on a single-bit
response (SBR). The second part of this section extends this approach to DCD modeling. How-
ever, this convolution approach fails when the non-linearity of the system is severe, or when the
data pattern is non-white. (Chapter 9 describes a time-domain approach that overcomes these
limitations, but at the expense of increased simulation time.)

8.3.1 ISI PDF Calculation Based on Single-Bit Response

When an ideal pulse propagates along a lossy transmission line, the pulse distorts (for example,
becomes widened and attenuated) and creates several non-zero residues at before and later sam-
pling points, due to attenuation and reflection. Figure 8.6 illustrates this using a parallel I/O chan-
nel. The cursor points represent data and edge-sampling locations. In this example, the residues
at the data sampling locations are small, because the channel is short. ISI PDF represents the
noise distribution resulting from these residues.
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Figure 8.6 The Single-Bit Response of an On-Board Parallel Bus with Equalization

Now, consider three ISI cursors to demonstrate the ISI PDF calculation process. Figure 8.7
illustrates the convolution process using these three cursors. This process assumes a random bit
pattern (in other words, there is an equal probability that any individual bit will be either a 1 or a
0), and that the bits are uncorrelated. Based on this assumption of equal probability, the ISI distri-
bution from the first post cursor (30mV) is either —30mV or 30mV, with an equal probability of
0.5, as shown in Figure 8.7. Because the bits are uncorrelated, the ISI distributions from different
cursors are convolved to derive the final ISI distribution. As shown in Figure 8.7, we start with
two ISI cursors and perform the convolution to obtain four cursors. Then, we add additional cur-
sors and perform convolution with the previous cursors. The final ISI distribution consists of
eight voltage locations, each with an equal probability of occurrence (which is 0.125).
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Figure 8.7 1SI PDFs Calculation Flow for Three Cursor Cases

This process can be quite time consuming when the number of cursors is large. Typical
single-bit responses are often more than 100 bits long. A simple way to reduce this calculation
time is to bin the cursors after each convolution. However, the voltage bin size must be suffi-
ciently small to avoid any accumulation errors during multiple convolution steps. A significant
amount of time can be saved by applying the divide-and-conquer approach as described by
Sanders, Resso, and D’ Ambrosia [4]. With this approach, the original N-cursor problem is
divided into two N/2 problems and then computes the ISI PDF for individual N/2 problems. The
final distribution is calculated by convolving these two ISI PDFs. This approach can be general-
ized to a multilevel divide-and-conquer problem, but, in practice, the optimum performance is

achieved using only a few levels.
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Note that at different phase locations (that is, sampling points), the amplitude of the main
and ISI cursors are different. Figure 8.8 illustrates ISI distributions using the data sampling loca-
tions and the transient edge locations (which are offset 90 degrees from data). By adding the main
cursor and ISI PDF at different phase locations, a complete eye diagram is constructed, as shown
in Figure 8.9.
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Figure 8.9 Eye Diagram Obtained from ISI PDFs

Extending this method to handle coupled transmission line systems is straightforward: One
can excite an aggressor line with a single bit and observe the signal response at the end of the vic-
tim line. (The only difference between this and the previous case is that all the cursors including
the main one are noise and must be included in the convolution process.) The final ISI PDF for
the coupled line system is obtained by convolving the crosstalk and IST PDFs.

8.3.2 Transmitter Duty-Cycle Distortion (DCD) Modeling

Non-idealities, such as asymmetric rising and falling edges of the clock path, result in determin-
istic jitter called duty-cycle distortion (DCD). Compared with other jitter components, DCD can
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be particularly detrimental, because it directly modulates the width of the transmitted pulses,
which may be significantly amplified by the channel. As shown by Oh, et al. [3], transmitter DCD
causes odd and even bits to have different bit widths and channel responses. If the even bit is
assumed to be shorter, it produces a smaller swing and eye than the nominal case. The wider odd
bit creates bigger ISI, which exacerbates the reduced eye of the even bit. Compared to TX DCD,
RX DCD is usually less detrimental. RX DCD shifts the data and edge sampling locations for
alternate bits. The modified sampling locations impact both the adaptation of the equalization,
and the CDR phase probability distribution.

TX DCD can be modeled in a manner similar to the way random jitter is treated (described
later in Section 8.4.1 using the EVN model). TX DCD can be treated as impulses at the edges of
the ideal waveform as shown in Figure 8.10; however, the resulting model is limited to small
DCD values. This section reviews a more rigorous approach that is applicable to large DCD val-
ues [3]. This approach captures the DCD impact on channel characteristics by separately comput-
ing the SBRs for the odd and even bits. Figure 8.11 shows the SBRs for a sample channel with
10% transmitter DCD.
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Figure 8.10 Impulse Representation of Transmitter DCD

07 [

o
&

Voltage (V)
o
w

o
-

Time (ns)

Figure 8.11 Single-Bit Responses for Odd and Even Bits with 10%Transmitter DCD and no DCD
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Using the odd and even bit responses, the received signal is calculated by simply shifting
and adding the corresponding single-bit responses. For example, the channel response to an input
sequence b, with the b bit at the even bit time is obtained by

Y = Dby p®(m — 2k — DT) + D byp”((m — 2k)T) (8.10)
k k

where p®*" and p°* are the odd and even bit responses, respectively. Equation (8.10) shows that
the ISI contributions from the other bits, as applied to the current bit, are interleaved among the
odd and even bits. Therefore, we compute the ISI PDFs for the odd and even bits by first interlac-
ing the odd and even ISIs in time, and then computing the PDFs as usual. Figure 8.12 shows the
ISI PDFs for an odd bit, an even bit (10% transmitter DCD), and an ideal bit (no DCD).

0.004

0.002

ISI PDF

0.000 i TR . bl
-0.4 -0. 0

Voltage (V)

Figure 8.12 [SI PDFs for Odd and Even Bits with 10% Transmitter DCD and no DCD

In the presence of DCD, the receiver sees two different eyes: one for the odd bits, and one
for the even bits. After computing the individual odd and even BER eyes, based on the ISI calcu-
lations presented earlier, the final BER contour (shown in Figure 8.13) is generated by averaging
the odd and even eyes. Note that the worst case among the odd and even eyes defines the perfor-
mance of the link. As expected, the even eye is much worse than the odd eye, due to a smaller
pulse width and a larger ISI impact. In this example, the even eye primarily determines the final
overall link performance.

8.4 Transmitter and Receiver Jitter Modeling

In the previous section, the statistical simulation of passive channels is considered. This section
considers device jitter due to the transmitter and receiver. Many of the published statistical
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Figure 8.13 BER Calculation in Presence of DCD

methods share a common approach to passive channel modeling, but differ in their modeling of
device jitter. Most of them ignore the jitter spectrum [4] [6] [7] [10] [15], whereas Stojanovic and
Horowitz’s work [1] models colored Gaussian random jitter. This section describes the methods
that can handle various types of jitter, including colored bounded jitter [1] [3].

8.4.1 Transmitter Jitter Modeling

Transmitter jitter modeling is complicated, because the equivalent voltage noise, n’%, due to the
transmitter jitter, is colored by the channel impulse response, as shown in Equation (8.4). Model-
ing transmitter jitter as simple receiver jitter will result in significant errors, especially for high-fre-
quency jitter components. To derive the model for n’*, we rewrite the transmitter jitter in (8.4) as

n™* = — ;(bk — be—Def*h((m — BT

Npost
_ X X
= - j b(ei Nk — i1 hm—i—1)
KN,

= aTWH™ ™ (8.11)
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where h; = h(kT), and a is a vector of random transmit symbols, W is constructed from the
transmitter equalizer taps w,

w 0 .. O

W = 0w 0 (8.12)
w 0w 0 '
0 -

and a’W is the output of the transmitter equalizer. H'X is constructed from /;:
T heNtem P 0
—h_ m h_ m
HX = — N+ N+ 1+ . (8.13)
0 - thmﬁrm*l hy,, +m

Here, N and N _ are the numbers of the pre- and post-cursors, in the channel impulse response.
pre post

There is no general formulation for calculating the PDF of n’* for deterministic jitter. However, if

£" is sufficiently low frequency, such that all jitter terms in £’ are similar, /¥ can be treated as
receiver jitter. The dominant high-frequency transmitter jitter is DCD (refer to the ISI PDF dis-

cussion in Section 8.3.2).
The rest of this section is devoted to uncorrelated jitter.

When s,flx is either white, or colored unbounded Gaussian, we can compute the effective

sigma using autocorrelation, as follows [3]:

[tr(VaWHXRIXHT™X ' WT)]05 (8.14)

where RI¥is the autocorrelation matrix of /X and tr is the trace operator. If the transmitter jitter is
white, and b, — by_y, in (8.11), is assumed to be an independent random variable for each k, then
the summation terms in (8.11) are independent; so the final PDF is computed by convolving the
summation terms [17].

On the other hand, if the transmitter random jitter &’X is bounded and colored, it can be
first approximated as a white discrete random process, filtered by a coloring filter 4., as fol-
lows [18]:

el = D hepmek — n) = hl, 8y (8.15)
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where £y is a white random variable vector. Substituting (8.15) into (8.11), we have

i)lLT'olor 0 Q
0 il 0
X _ -)TWHTX color . Y > :
" 0 hg;lar Q ow
0 0 l_:l;rular
= a'M3,, (8.16)

A brute-force approach to computing the PDF of n’¥ is to average all the conditional PDFs
with respect to a. However, this approach is impractical, because the size of a can be very large
due to the long channel impulse response time. To speed up this PDF calculation, M is decom-
posed using the singular value decomposition [3]:

n™ = a™gy = a"TUAVEy = D@ u) A0y = DX, (8.17)

In (8.17), U and V are orthogonal matrices whose n™ column and row are i, and v, respectively.
Matrix A is diagonal and its diagonal entries are [A;,...,Agank of m]- This equation expresses n’* as
the sum of dependent random variables X, with variance V,A2. The variance of n’¥ is VSE)\ﬁ
where A, is the singular value of M and V, is the variance of g,,.

To simplify computation, X, is assumed to be independent. Then, the PDF of n’¥ is calcu-
lated by convolving only N PDFs of X,. Note that the variance of the convolved PDFs is still

V. E A2 (the same as the variance of n'X). This approximation usually results in a slightly higher

BER, and is used as an estimate of the PDF of n’*. The largest singular value, A, can be also
used to produce a second approximation that usually yields a slightly lower BER. The difference
between the two approximations provides a guideline with which to gauge the precision of the
n™ PDF estimates: A large difference between the approximations indicates a poor PDF esti-
mate. In typical lossy channels, one or two singular values dominate the M matrix in (8.17).
Figure 8.14 illustrates the impulse response for a relatively lossy channel. Figure 8.15(a) shows
the corresponding distribution of singular values. As shown in this figure, there are only a few

dominant singular values; the rest of the singular values are close to each other.
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To speed up the computation, a single Gaussian random variable is used to approximate all
of X, that have small variances. Figure 8.15(b) compares PDFs calculated using different meth-
ods for the sampled impulse response shown in Figure 8.14. The Convolution line is the con-
volved PDFs of X,,. The Gaussian line is based on the approximate PDF, where the bounded PDF,
using the first two dominant A,, is convolved with a Gaussian PDF representing other small sin-
gular values. The Exact line is the exact PDF using the brute-force method. The Maximum line is
the PDF using the maximum A,,. The approximated PDFs capture the shape of the high BER por-
tions of the exact PDF. As expected, the low BER tails of the approximated PDFs exhibit some
deviation from the target due to the various simplification assumptions made previously, includ-
ing assuming independence between X,,. The Gaussian approximation closely matches the PDF
using all singular values, thereby demonstrating that it can be used to replace small singular val-
ues. Figure 8.16 compares system-level margins, using different PDF approximations. Gray
curves are calculated using the largest singular value approximation, whereas black curves are
calculated using the independence approximation. Both results showed a good match, indicating
that the estimation is very accurate.

8.4.2 Receiver Jitter Modeling

As illustrated in Figure 8.5, the statistical framework, described in Section 8.2.3, separates pas-
sive channel and device jitter components. The ISI PDF and the equivalent voltage noise PDF
distributions are independently calculated and convolved together to obtain the final PDF of total
noise. Starting with the receiver-side jitter, the equivalent voltage noise of receiver jitter in (8.4)
can be rewritten as

n® = BN bty = Bypiy) = ePXaTWHRY (8.18)
k

where #,, is the symbol-spaced channel impulse response, H*¥ is [..../1,,_; — hp—s—1»...]". The
variance of n®X is given by

E((nRX)Z) — E((SRXaTWFIRX)TERXZZTWﬁRX> — ‘/a‘/s(l__}RX)TwTWI:)IRX (819)

where V, is the receiver jitter variance, and V, is the variance of the transmit symbols.
Because n¥ is a function of two independent random variables, @ and e®X its PDF is calcu-

lated by

P(n®) = PR\ PGTWHRY). (8.20)
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To calculate P(a"WH™Y), the convolution method, used for ISI PDF calculation in Section
8.3.1 can be used. When & is bounded, the final PDF of n®X is obtained by multiplying
P(ETWFI RX) with P(®X). On the other hand, when &®¥ is unbounded Gaussian, it can be approxi-

mated as a single Gaussian random variable with the same variance.

8.4.3 Receiver and Transmitter Jitter Examples

To demonstrate the equivalent voltage noise method, a simple lossy channel (shown in Figure
8.17) is considered with a data rate of 10Gb/s. The channel has roughly 10dB loss at SGHz. 3ps
of input Gaussian jitter is applied for both the transmitter and receiver cases. The EVNSs for the
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transmitter and receiver are calculated, and shown in Figure 8.18. The center vertical slices (at
time 0) of the plots are the PDFs of EVNs at the data sampling location. The transmitter jitter
clearly results in more EVN than the receiver jitter. This is because, unlike transmitter jitter,
receiver jitter is not amplified by the loss of the passive channel. The voltage noise is calculated
by multiplying the input jitter by the signal slope (as demonstrated in Chapter 10). Jitter amplifi-
cation of the transmitter jitter due to the loss of the passive channel is one of the main perfor-
mance-limiting factors for a forwarded clocking architecture. Chapter 10 discusses this issue in

depth.
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8.4.4 Device Jitter Simulation Validation

This section validates the jitter simulation methodology using a clock-forwarding parallel I/O
interface. The simulation and lab environment comprises a 6" PCB link on a socket-based sys-
tem-test board, running at 5SGb/s (see Figure 8.19). One can directly measure the parameters for
the transmitter jitter distribution using an Agilent DCA-J. The parameters for the receiver jitter
distribution are obtained by differentiating measured cumulative sampling distributions. Figure
8.20(a) shows the TX and RX jitter distributions. Because the test system is synchronous, the
measured jitter for clock and data directly impacts the final sampling distributions. Incorporating
a previously correlated S-parameter channel model, the statistical simulation produced a reason-
ably good estimation of actual link performance, as shown in Figure 8.20(b). The mismatch in the
high BER region of the bathtub curve may be because individual circuit components, such as
PLL noise, clock path, and phase nonlinearity of TX and RX, are not modeled in detail.

X RX
PHY PKG 6" PCB PKG PHY g
—| > N\
£ 1
1.2pF T

Figure 8.19 Sample Parallel I/0O Link Set-Up

8.5 Periodic Jitter Modeling

One of the most dominant device jitter components in high-speed I/O devices is power supply
noise—induced jitter (PSIJ) in the clock signal. As described in Chapter 14, “Supply Noise and
Jitter Characterization,” the PSI1J spectrum consists of distinct peaks at the reference clock fre-
quency and its harmonics, in addition to the noise floor. The EVN concept, described in the
previous section, can be used to model the impact of the noise floor accurately. However, for
the periodic jitter (the distinct peaks in the PSIJ spectrum), the EVN method presented earlier
is no longer accurate, as the noise components 7’5/, n™ and n®X in (8.5) are assumed to be
independent.

Another approach is to use transient data to curve fit the statistical model, based on the
dual-Dirac distribution [19]. Periodic jitter modeling is not specifically described by Balamuru-
gan, et al. [19], because all jitter components are combined together into transient simulation, and
curve fitting cannot distinguish the differences. Rao, Borich, Abebe, and Yan describe a more rig-
orous approach [20], but it handles a single-tone jitter only at the transmitter side.
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In this section, a more rigorous EVN model is derived [21]. This model extends the equiva-
lent voltage noise concept from random jitter to periodic. In general, the impact of periodic jitter
must be calculated along with channel ISI. This section also provides a comparison of this new
model to the previous EVN approach, which ignores the jitter interaction with IST.

8.5.1 Formulation Periodic Jitter with ISl Interaction

Because receiver jitter is not impacted by channel, it is naturally not correlated with channel ISL.
This makes the previous EVN formulation, based on independent PDF models for channel and
device jitter, still valid for the periodic jitter at the receiver. Alternatively, the receiver jitter can
also be modeled as a sampling jitter distribution, making receiver-side periodic jitter modeling
straightforward.



220 Chapter 8 Link BER Modeling and Simulation

Here, the focus is on modeling transmitter periodic jitter. Because both periodic jitter and
ISI are deterministic, treating them independently by convolving their noise PDFs without con-
sidering their correlation is pessimistic. To account for this correlation, we rewrite (8.4) using
(8.11) as follows:

Y = yM+yISI+ }’lTX

= yM + (_iT\_;ISI + 5TMTX§TX

= yM + ZIT<\_;ISI + MTXETX>
— yM + ET;loml

= yM 4 plol 8.21)

where the ISI vector, v/, is the symbol-spaced single-bit response with the main cursor set to 0
(only the ISI cursors are kept), &7y is the periodic transmitter jitter sequence, and M yy&ry com-
putes the equivalent voltage noise sequence caused by ;. Figure 8.22 illustrates how the ISI
vector is combined with the EVN sequence to generate the total voltage noise sequence v, The

final voltage noise, n"® = """, includes the contributions from ISI and transmitter jitter.

In general, calculating n’* for an arbitrary jitter type is impossible, as it may require too
many combinations of voltage noise sequence v, Fortunately, it can be done effectively for a
periodic jitter sequence, because only a limited number of combinations are possible. This is
illustrated using sinusoidal jitter in Figure 8.21. For the sake of simplicity, consider a short chan-
nel whose single-bit response only lasts five bit times. Different EVN are calculated depending
on the location of the main bit in the jitter sequence. Figure 8.22 shows three different jitter

STX 2TX >TX
&3

sequences, €1, &" and £3”. Based on (8.21), each jitter sequence is multiplied by the convolution

matrix M to generate an EVN sequence. The EVN sequence is then added to the ISI vector, v/,

to generate the total voltage noise sequence v For different jitter sequences, v is different.
Therefore, the PDFs of n'”" are different for different jitter sequences, as shown in Figure 8.22.
As different periodic jitter sequences are equally probable, the final total voltage noise PDF is
simply the average of the total voltage noise PDFs. For the link BER calculation, the PDF of the
final overall voltage noise 7' can be treated similar to the ISI PDF in Section 8.3.1.

When the jitter frequency is not a harmonic or sub-harmonic of the data rate, or there are
multiple tones, the possible number of PDFs to be averaged could be quite large. To reduce compu-
tational time, a few total voltage noise sequences can be selected, which result in the largest bounds
to calculate PDFs. The bound of a noise sequence is the sum of the absolute noise values. Although
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this approximation generally results in a pessimistic estimation, it provides good accuracy for low
BERs, such as 102, because the boundary values of PDF dominate the low BER region.
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Figure 8.22 Different Jitter Sequences from Sinusoidal Jitter

8.5.2 Numerical Examples

Three examples are shown here to validate the method described in this section. The first example
considers a high-speed parallel link, as shown in Figure 8.23 [21]. An 8Gb/s data is transmitting
through a package-on-package (PoP) system. At the controller side, a die is bonded to a substrate
package, while a two signal-layer package with wire-bond is used at DRAM side. All signals in
the substrate and PCB are routed using microstrip lines. The total length, including package and
PCB traces, is about 3 cm. The statistical eye with only ISI and without equalization is shown in
Figure 8.24, with 54ps timing margin left. With transmitter equalization, (0.8,-0.2), the timing
margin is increased to 98ps, as shown in Figure 8.25.
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Figure 8.26 shows a statistical eye with a 100MHz, 20ps peak-to-peak transmitter sinusoid
jitter, which models the correlation between the ISI and EVN of jitter. Observe the additional
20ps link margin loss, when comparing this figure to Figure 8.24. We also simulate a case that
assumes ISI and EVN are independent; Figure 8.27 illustrates the resulting eye diagram. The
assumption produced a more pessimistic estimation, resulting in a 54ps margin loss, as compared
to the expected value of 20ps. The same comparison is performed with TX equalization; the
results are shown in Figures 8.28 and 8.29. Again, the eye diagram with the ISI and EVN correla-
tion model accurately predicts the extra 20ps margin loss, as expected. When TX jitter was mod-
eled as independent jitter, the predicted margin loss was 30ps. The estimated loss, in this case, is
not as pessimistic as in the previous, unequalized case. This example illustrates that the correla-
tion between IST and EVN is more important when ISI is large.
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Figure 8.30 illustrates a second example; this time a parallel link with a clock forwarding
channel at a 3.2Gb/s data rate. The on-chip clock distribution on the receiver introduces a 2ns
skew between the data and clock signals. Sinusoidal jitter of 30ps peak-to-peak, at 50 and
150MHz, is injected at the transmitter. Figure 8.31 shows that the simulated bathtub curves corre-
late excellently with the measurement data. Note that, due to low-frequency jitter tracking, the
50MHz jitter impact is smaller than the 150MHz jitter. Chapter 10 describes the method used to
handle jitter tracking between the clock and data signals.
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8.6 Summary

This chapter reviews the statistical link simulation framework and discusses a general statistical
formulation for computing link BER. It also reviews a fast statistical method to compute ISI
PDFs, along with accurate device jitter models. The transmitter DCD is modeled, using short and
long single-bit responses. The chapter covers how to model transmitter and receiver jitter, based
on the equivalent voltage noise (EVN) concept. Finally, the chapter covers how to apply EVN to
Gaussian noise, bounded random noise, and periodic jitter.

The statistical approach described in this chapter assumes a system that is linear, with uni-
form data patterns. A more typical system requires the transient simulation methods discussed in
Chapter 9. Finally, an accurate jitter model must also account for clocking topology and jitter
tracking. Chapter 10 covers this in detail.



226

Chapter 8 Link BER Modeling and Simulation

References

1.

10.

11.

12.

V. Stojanovic and M. Horowitz, “Modeling and analysis of high-speed links,” in
Proceedings of IEEE Custom Integrated Circuits Conference, Sep. 2003, pp. 589-594.
D. Oh, F. Lambrecht, S. Chang, Q. Lin, J. Ren, J. Zerbe, C. Yuan, C. Madden, and V.
Stojanovic, “Accurate method for analyzing high-speed I/O system performance,” pre-
sented at the IEC DesignCon, Santa Clara, CA, 2007.

. D. Oh, F. Lambrecht, S. Chang, Q. Lin, J. Ren, C. Yuan, J. Zerbe, and V. Stojanovic,

“Accurate system voltage and timing margin simulation in high-speed I/O system
designs,” IEEE Transaction on Advanced Packaging, vol. 31, no. 4, pp. 722-730,
Nov. 2008.

. A. Sanders, M. Resso, and J. D’ Ambrosia, “Channel compliance testing utilizing

novel statistical eye methodology,” presented at the IEC DesignCon, Santa Clara, CA,
2004.

. C. W. Helstrom, “Calculating error probabilities for intersymbol and cochannel inter-

ference,” IEEE Transactions on Communications, vol. COM-34, pp. 430-435, May,
1986.

B. K. Casper, M. Haycok, and R. Mooney, “An accurate and efficient analysis method
for multi-Gb/s chip-to-chip signaling schemes,” in IEEE Symposium on VLSI Circuits
Digest of Technical Papers, Jun. 2002, pp. 54-57.

. B. Ahmad, “Performance specification of interconnect,” presented at the IEC Design-

Con, Santa Clara, CA, 2003.

. D. Oh, “Multiple edge responses for fast and accurate system simulations,” in

Proceedings of IEEE Electrical Performance of Electronic Packaging Conference,
Oct. 2006, pp. 163-166.

J. Ren and D. Oh, “Multiple edge responses for fast and accurate system simulations,”
IEEE Transaction on Advanced Packaging, vol. 31, no. 4, pp. 741-748, Nov. 2008.

P. Patel, J. Cutcher, T. Donisi, M. Tsuk, and S.G. Pytel, “BladeServer 10Gb/s Ethernet
backplane design with equalization using statistical channel analysis,” presented at the
IEC DesignCon, Santa Clara, CA, 2008.

R. I. Mellitz, M. Tsuk, T. Donisi, and S. Pytel, “Strategies for coping with nonlinear
and time variant behavior for high speed serial buffer modeling,” presented at the IEC
DesignCon, Santa Clara, CA, 2008.

K. Xiao, B. Lee, and X. Ye, “A flexible and efficient bit error rate simulation method
for high-speed differential link analysis using time-domain interpolation and superpo-
sition,” in Proceedings of International Symposium on Electromagnetic Compatibility,
Detroit, MI, Aug. 2008, pp. 1-6.



References

13.

14.
15.

16.

17.

18.

19.

20.

21.

227

S. Chang and D. Oh, “Fast ISI characterization of passive channels using extreme
value distribution,” in Proceedings of IEEE Electrical Performance of Electronic
Packaging Conference, Oct. 2007, pp. 127-130.

Algorithm Modeling API (AMI) support in IBIS, IBIS ATM, 2007.

J. Caroselli and C. Liu, “An analytic system model for high speed interconnects and its
application to the specification of signaling and equalization architectures for 10Gbps
backplane communication,” presented at the IEC DesignCon, Santa Clara, CA, 2006.

D. Oh, “Method for computing statistical system performance of high-speed links with
the rising and falling edge responses,” Idea Disclosure, Rambus Inc., Feb. 2005.

H. Hatamkhani, F. Lambrecht, V. Stojanovic and C. K. Ken Yang, “Power-centric
design of high-speed 1/0s,” in Proceedings of Design Automation Conference, July
24-28, San Francisco, 2006, pp. 867-872.

J. R. Barry, E. A. Lee, and D. G. Messerschmitt, Digital Communication, 3rd ed.,
KAP, 2004, ch. 7, pp. 298-299.

G. Balamurugan, B. Casper, J. E. Jaussi, M. Mansuri, F. O’Mahony, and J. Kennedy,
“Modeling and analysis of high-speed 1/O links,” IEEE Transactions on Advanced
Packaging, vol. 32, no. 2, pp. 237-247, May 2009.

F. Rao, V. Borich, H. Abebe, and M. Yan, “Rigorous modeling of transmit jitter for
accurate and efficient statistical eye simulation,” presented at the IEC DesignCon,
Santa Clara, CA, 2010.

S. Chang and D. Oh, “System-level modeling and simulation of periodic jitter in high-
speed links,” in Proceedings of IEEE Electrical Performance of Electronic Packaging
and Systems Conference, Oct. 2010, pp. 117-120.



This page intentionally left blank



CHAPTER 9

Fast Time-Domain Channel
Simulation Techniques

Jihong Ren, Sam Chang, and Dan Oh

Statistical link simulation flow (described in Chapter 8, “Link BER Modeling and Simulation”)
provides an efficient way to predict link performance with device jitter. However, it has the fol-
lowing limitations:

It assumes a white data pattern (or true random bit patterns), in order to calculate ISI
PDF efficiently by convolution of pre- and post-ISI cursors (as explained in Section
8.3.1). This assumption is invalid when there is coding.

Jitter modeling in the statistical domain usually assumes small jitter or a white jitter
spectrum. This assumption is not valid in some cases, such as large sinusoidal jitter.

It assumes that the system response is linear, making it less effective for systems with
strongly non-linear drivers. Statistical approaches are based on the superposition of
single-bit response (SBR) to calculate the ISI distribution efficiently. For SBR-based
techniques to accurately simulate system response, the system must be linear time
invariant (LTT), or able to be closely approximated as an LTI system. Differential signal-
ing systems, with differential drivers, generally satisfy this criterion. In contrast, single-
ended signaling systems, popular in memory interfaces, typically have different rising
and falling edge responses. This variation in response is the result of either asymmetric
I/0 design or mismatches between the pull-up and pull-down drivers. SBR-based tech-
niques are not applicable, or not sufficiently accurate, for these systems.

Fast time-domain simulation techniques were developed to overcome some of these limita-
tions [1-5]. Even with these fast time-domain simulation techniques, the number of bits that can
be simulated within a reasonable amount of time is still limited. Therefore, they are not suitable
for simulating low probability events, such as random jitter. By mixing the statistical and tran-
sient simulation methods, one can take advantage of the strengths of both approaches [5]. For
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example, we first rely on transient simulation to capture system non-linearity in histogram
generation. Then, we separately simulate deterministic and random jitter, one in time-domain
to capture jitter non-linearity, and the other in statistical domain, to capture random jitter tail
statistics.

This chapter reviews such a hybrid framework. Section 9.1 provides a brief overview of the
general time-domain simulation flow in conjunction with statistical link analysis. It also offers a
short introduction to AMI, due to its popularity. Section 9.2 reviews different time-domain his-
togram generation methods, based on single-bit response (SBR), double-edge responses (DER),
and multiple-edge responses (MER). Next, the extreme-value distribution (EVD) method is
described, which extrapolates ISI PDFs based on time-domain histograms. Section 9.3 presents a
numerical example for a complete link analysis, using a GDDR system to illustrate how the
impact of coding on system performance can be simulated using time-domain flow. Section 9.4
provides a comparison of different jitter modeling methods and offers recommendations based on
jitter characteristics. Section 9.5 reviews the peak distortion analysis for the SBR case, and ends
with a detailed description of the dynamic programming algorithm, which searches for worst-
case bit patterns for DER and MER in linear time.

9.1 Fast Time-Domain Simulation Flow Overview

Figure 9.1 summarizes a typical fast time-domain simulation flow. Such link analysis takes into
account the link architecture, passive channel, and equalization algorithms, as well as various
noise sources, in order to evaluate the performance of the system using BER (bit error rate) as the
metric. The high-level steps are summarized as follows.

Pre-Characterization Histogram Generation ’ BER Estimation
(SPICE, Measurements) (Time Domain) (Statistical Domain)
PDN Models Data TX TX (DJ) RX Sampling Jitter
vaw, | ©y r Ty | =
decaps, 1 Bathtub Curve

packages, Step Responses J | H || = »

on-chip PDN) fW Ui 0'(7 | tme

Channel
Models \ é .‘
(packages, Time * | 8 Time
connectors, CLKTX TYROEN IRy o)
RX (DJ
PCB traces) (DJ) ®) FT;))<( ’(Sﬁ (grdq))

Figure 9.1 Hybrid Statistical and Time-Domain Simulation Flow with Signal and Power Integrity
Models

First, HSPICE decks for the entire link are set up for pre-characterization, in order to obtain
channel single-bit responses, or edge responses. The HSPICE decks include detailed channel
models with packages, connectors, PCB traces, and so on. Moreover, the impact of a non-ideal
power distribution network (PDN) can also be taken into account by including detailed PDN
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models with VRM, decaps, packages, on-chip PDN, and so on in the HSPICE deck. By doing
this, simultaneous switching noise (SSO) can be treated as another form of crosstalk. (Chapter
12, “SSN Modeling and Simulation,” presents detailed information about SSO noise simulation.)

Second, with the extracted step or edge responses, the fast time-domain engine constructs
the system response for millions of bits, and gathers the signal histogram. Jitter non-linearity is
captured by including deterministic jitter in the time-domain histogram generation. Random jitter
is addressed in the statistical domain by converting it into equivalent voltage noise (EVN), as
seen by the receiver. The equivalent noise concept converts timing jitter to effective voltage noise
(refer to Chapter 8). This allows for efficient simulation, because capturing the tail statistics of
random jitter in the time-domain is difficult. In addition, a clock channel is simulated for source-
synchronous systems with a forwarded clock, in order to generate receiver sampling clock ticks
for the data channel. This accurately captures jitter tracking between the clock and data.

Finally, based on the time-domain histogram, ISI PDF is estimated with extreme value dis-
tribution (EVD) [6] [7]. The bathtub curves that are generated include ISI PDF, and equivalent
voltage noise from RJ, as well as other noise sources (such as additional independent receiver jit-
ter, sampling offsets, and receiver voltage noise).

9.1.1 Algorithmic Modeling Interface (AMI)

The Algorithmic Modeling Interface (AMI) is a modeling standard for SerDes transceivers, and
is part of the IBIS 5.0 specification from August 2008. AMI allows models from different semi-
conductor vendors to work together, while simultaneously protecting the vendor’s IP, because the
models cannot be reverse-engineered. This allows semiconductor vendors to decide how much
detail to expose to the user. As a result, AMI is widely supported by EDA vendors. This section
briefly introduces the AMI simulation flow and methodology [1].

An AMI model consists of two parts: the analog model and the algorithmic model. The
analog model includes the unequalized passive channel, Tx output impedance and parasitics, and
the Rx input termination network and parasitics. The algorithmic models come from the SerDes
IP vendors, and are supplied as a dynamically linked library. The algorithmic models include
models for equalization, such as transmitter equalization, receiver linear equalization, and
receiver decision feedback equalization, as well as clock recovery.

The first step in an AMI simulation is to characterize the analog model by its impulse
response.

Next, choose one of two processing modes for the algorithmic models: in Mode 1, they
process the impulse response at initialization; in Mode 2, they process the time-domain wave-
forms during time-domain simulation.

In Mode 1, the post-processed impulse response (for example, equalized impulse response)
is used to generate either a statistical eye diagram, or a time-domain waveform. (Note that, in this
mode, a linear time invariant system can only be modeled; for example, if only linear equaliza-
tion is present and the equalization settings are set.)

In Mode 2, time-domain simulation is performed to model non-LTT behavior (such as adap-
tation and clock recovery), or when different encoding schemes are applied. Note that, in this
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case, the analog model is still modeled as an impulse response. Bit patterns are convolved with
the impulse response of the channel. The resulting waveform is first passed to the Tx AMI model,
and then to the Rx AMI model for post-processing. Millions of bits can be simulated in minutes.

9.2 Fast System Simulation Techniques

This section introduces three fast time-domain system simulation techniques: single-bit response
method, double-edge response method, and multiple-edge response method. For systems that can
be well approximated as a linear time-invariant (LTI) system, these three techniques are equiva-
lent. The latter two methods are developed to improve simulation accuracy for systems with non-
linearities such as asymmetric I/O design or mismatches between the pull-up and pull-down
drivers.

9.2.1 Single-Bit Response (SBR) Method

The single-bit response (SBR) method constructs the system response to an arbitrary input data
pattern, using SBR from either simulation or measurement. Assuming the system is linear, the
response to any data pattern is the linear sum of the shifted versions of SBR. Let p(f) be the
SBR of the channel, ¢, be the data sampling phase, T be the bit time, and b,, be the mth transmit-
ted symbol. The voltage seen by the receiver’s data sampler at the mth data sample is
determined by

Y = gbkp(rs + (m — k7). 9.1)

Generally, a system’s response to millions of bits is required to estimate system perfor-
mance and predict BER. The memory of the passive channel often determines the length of the
single bit response. The response time must be long enough to capture any major reflections.

Note that the single-bit response is generated by driving a single bit through a channel
using a realistic driver model, which includes the non-linearity of the drivers, if present. The fun-
damental assumption of the SBR method is that a system can be accurately approximated as an
LTT system. For systems with asymmetric rising and falling edge responses, the SBR method
results in spurious glitches between consecutive ones. Figure 9.2 illustrates these glitches. Most
single-ended signaling systems often have different rising and falling edge responses, due to
either asymmetric I/O design or to mismatches between the pull-up and pull-down drivers. In
contrast, most differential signaling systems do not suffer from this problem, because they have
inherently symmetric rising and falling edge responses (as long as the mismatch between the two
complementary drivers is small).

To handle the more general cases, with asymmetric rising and falling edges, the system
response can be constructed in terms of edge transitions instead of bit responses. The balance of
this section first reviews the double-edge response (DER) method, and then extends it to the
multiple-edge response (MER) method to handle more general non-linearity.
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Figure 9.2 SBR Example with Atrtificial Glitches

9.2.2 Double-Edge Response (DER) Method

The DER method decomposes the input data pattern, in terms of rising and falling edge transi-
tions. The system response can be calculated by superimposing the shifted versions of the rising
and falling edge responses:

Ym = ;(bk = - D)silty + (m = BT + y_o 9.2)

where

5i{(®) = r(®) = Vi, if (b; > bi—y)
= Vien — f(t) otherwise. 9.3)

r(f) and f{7) are the rising and falling edge responses, respectively. V., and Vj,,, are the steady
state DC levels, in response to a constant stream of ones and zeros, respectively. y_ ., is the initial
DC state (either V,;, or V,,). Figure 9.3 illustrates the construction of the single-bit response,
using rising and falling edge responses. Similar to the SBR method, the edge responses with a
realistic driver model is used to drive the passive channel. Therefore, the non-linearity of the
driver is present in the edge responses.

Rising Edge

Single Bit

Falling Edge

Figure 9.3 Construction of Single-Bit Using Double-Edge Responses

9.2.3 Multiple-Edge Response (MER) Method

Both the SBR and DER methods have limited capability when modeling non-linear driver
effects. The DER approach has better simulation accuracy than the SBR approach, when the non-
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linear driver effect is limited by the asymmetric rising and falling edge responses within a bit
time. However, it cannot completely capture the non-linear effect for the rest of the responses,
because the driver switching activity is not considered beyond the current bit time.

To illustrate this point, consider an artificial non-linear driver with three different driver
impedances, at three different voltage levels: x, y, and z, for the low, transition, and high levels,
respectively (see Figure 9.4). Tag the rising and falling edge responses with driver impedance set-
tings: 7.y, () and f;, ., (7). The single bit response is denoted as p, ., .(¢). Because of the
impedance changes, the single-bit response can no longer be accurately constructed by shifting
and adding the rising and falling edge responses with normal impedance conditions (x,y,z,z,z) and
(z,z,2,y,x). Instead, a hypothetical falling edge response (x,y,z,),x) can be derived from the single-
bit response and the normal rising edge response to capture the non-linearity of the system, as
follows:

px,y,z,y,x(t) = rx,y,z,z,z(t) + fx,y,z,y,x(t -1 - Vhigh
/Z/rx.y,z,z,z(t) + fz,z,z,y,x(t - T) - Vhigh~ (94)

X
Single Bit
Rising Edge Rout =y Q for transition
. i =z Q for high state
i’: H =x Q for low state
' ' E Falling Edge

Figure 9.4 Various Responses of an Atrtificial Non-Linear Driver with Three Driver Impedances

The hypothetical edge response is used later, to construct system responses. This is the
basic idea behind the MER method. The rest of this section presents the MER formulation in
detail.

The MER method constructs multiple rising and falling edges, depending on the previous
bit patterns, as follows:

Mo = y"aw),
o0 = 0% — Y+ T) + Vi 9.5)

where 2! (¢) is the falling edge response to a falling edge at time 0 with the previous bit 5_,, and

-

y -1% is the response to the bit pattern b_,,...b_b,. Similarly, for the rising edge, we have
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% =y,
r'o%n) =yt — "0 + T) + Ve (9.6)

Figure 9.5 shows the corresponding MER responses graphically. With this construction, the previ-
ous single-bit response (in Figure 9.4) can be readily recovered from f 91 (r) and r®(r) as follows:

Pryaya® = Y0 = %0 + T) + 10 = Vg, 9.7

y”oé i i i i f1
y001§ rOO

y1o \ r1o

101
Yo

Figure 9.5 Second-Order MER Examples

This formulation of multiple-edge responses (MER) is referred to as the second-order
MER, because it considers the impact of the previous two bits on the current bit. Note that the
first-order MER is equivalent to DER. The preceding formulation can be generalized to a higher
order to achieve greater accuracy, as follows:

rb,m,m,h,z()(t) — yb,m,...,b,zol(t) _ yb,mh,m,.“,b,kﬂb,k(l‘ + kTv) + ‘/low
fbfms'“sble(t) — ybfms'“sbleo(t) — ybfmbfmwakﬂbfk(t + kT) + Vhigh 9.8)

where k is the right-most bit index of the bit pattern b_,,,....b_,b_, such that b_; ., # b_; and
b_,b_e..sb_j1b— 1s the right shifted version of b_,b_,,,....b_1by, where the left-most bits
exposed by the right shift are filled with b_,,,.

Based on the constructed multiple-edge responses, the system response can be estimated in
a manner similar to (9.2), except now the edge responses are selected based on previous bit pat-
terns. For example, with a third-order MER, when a rising edge is preceded by 00, 01, 10, and 11
data patterns, r9%), rOlO(t), r1%%@), and r () responses are selected, respectively.

The mth order MER, which requires a total of 2™ rising and falling edge responses, can be
prepared using 2" data patterns. Although higher-order MERs take longer to prepare input wave-
forms, the impact on the actual simulation time is negligible. For many applications, the second-
order MER, which is based on rising and falling edges and single-bit up and down responses,
provides reasonable accuracy. Most of this chapter’s numerical examples use this simple version.
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Section 9.2.4 presents a simple strategy to predetermine the MER order required to achieve good
simulation accuracy for a given system.

9.2.4 Numerical Examples

This section presents numerical examples with which to compare the SBR, DER, and MER
methods against HSPICE. These numerical examples show that different signaling systems have
different requirements for MER levels, in order to achieve good simulation accuracy. This section
presents a simple strategy to predetermine the MER level required for a given link.

For the first example, consider a simple differential signaling system using a current-mode
driver (as shown in Figure 9.6). Figure 9.7 shows the single-bit response, and the rising and
falling edge responses, from the HSPICE simulation. The system response of the 0111001010
data pattern is approximated using SBR, DER, and a second-order MER. Figure 9.8 compares the
simulation results and illustrates an excellent match for all cases. Figure 9.9 shows the error plot.
In this example, all three approaches result in similar errors.

Probing Point._
Package -
Differential MB Trace
Current-Mode 3
Driver H

Figure 9.6 Sample I/O Channel with a Differential Current Driver
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Figure 9.7 Single-Bit Rising and Falling Edge Responses
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Figure 9.8 Responses to Data Pattern from Differential Signaling System using SBR, DER,
Second-Order MER, and HSPICE
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Figure 9.9 Error Compared to HSPICE for Differential Signaling System (Error Normalized with
Respect to Received DC Swing)

For the second example, consider an RDRAM memory channel [8]. The overall system
consists of an RDRAM controller with two 16-device memory modules (as shown in Figure
9.10). A WRITE transaction is simulated from the controller to a DRAM. Figure 9.11 shows the
waveforms used by the second-order MER for this single-ended signaling system. Figure 9.12
shows the calculated waveforms for the same 0111001010 data pattern. Figure 9.13 shows the
error plot. As expected, the response calculated from SBR shows spurious ripples during a long

period of 1s.
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Figure 9.10 Sample Single-Ended Signa
Memory Modules
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Figure 9.13 Error Compared to HSPICE Case for Single-Ended Signaling System (Error
Normalized with Respect to Received DC Swing)

Figure 9.14 compares the eye diagram from the HPSICE simulation to that from the sec-
ond-order MER simulation for a 1024-bit pseudo-random data pattern. The eye diagrams further
confirm that MER offers reasonable accuracy.

25

Voltage (V)
o

Time (ps)

Figure 9.14 Eye Diagrams for a 1024-Bit PRBS Pattern Simulated with Second-Order MER
and HSPICE

So far, the examples have only used the second-order MER, which considers single-bit
responses together with rising and falling edge responses. It has proved to be accurate, when
compared to the HPSICE simulation.

However, to demonstrate the need for a higher-order MER, the next example is slightly
more challenging. This example is based on another popular single-end signaling system with
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Pseudo Open Drain (POD I/O). POD I/O is widely used for high-speed graphic memory applica-
tions. Figure 9.15 shows the test system. Note from the figure that a significant termination mis-
match has been introduced, in order to make the simulation more challenging. This termination
mismatch shows up in the edge responses (see Figure 9.16). In this system, DER introduces a
large error, and fifth-order MER is required to achieve the necessary accuracy (see Figures 9.17

and 9.18).
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Figure 9.15 Sample Single-Ended Signaling System Based on POD Signaling
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Figure 9.16 Single-Bit Rising and Falling Edge Responses of Single-Ended Signaling System
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Figure 9.18 Error Compared to HSPICE for Single-Ended Signaling System in Figure 9.15
Using DER, Second-Order MER, and Fifth-Order MER (Error Normalized with Respect to
Received DC Swing)

The following steps can be used to predetermine the required MER level heuristically,
before running the MER simulation:

1. Run spice simulation with the clock pattern preceding a rising edge; for example,
0101010111111.

2. Run spice simulation with the clock pattern of the same length without the following ris-
ing edge; for example, 0101010000000.

3. Subtract the two responses to obtain the edge response corresponding to the clock pat-
tern as a leading bit pattern: 0101010.

4. Compare the response with the 01 edge response. The required MER level should cover
the time the two edge responses differ significantly.

5. Repeat steps 1-4 for the falling edge response.

As part of this demonstration, the motherboard trace length of the POD example is swept
(0.4",0.8", and 1.8"). Figure 9.19 shows the rising edge responses for no leading bit pattern and
the clock pattern 010101010101010101, as well as the difference between the two edge
responses for the motherboard trace length of 0.8”. The two rising edge responses differ signifi-
cantly for roughly 1ns. At 500Mb/s, this means a MER order of 5 is required to capture the non-
linearity. The edge response differences for 0.4” and 1.8” last roughly 5 bits and 7 bits,
respectively, at S00Mb/s. Figure 9.20 shows the maximum normalized error for the three cases,
with different methods and MER levels. We calculate the error for a 200-bit long pattern, consist-
ing of a random bit pattern of 150 bits, followed by a 50-bit worst-case pattern for each method.
The SBR and DER methods significantly deviate from the HSPICE simulation results. Higher-
order MER methods achieve good accuracy (error less than 5%) with levels 5, 5, and 7, respec-
tively. This is consistent with the predetermined MER simulation levels.
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Figure 9.19 Rising-Edge Response Compared with Rising-Edge Response Lead by a Clock
Pattern for POD Motherboard Trace Length of 0.8”
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Similar to the SBR method, the MER method is solely based on simple operations, like
shift and addition. Figure 9.21 illustrates that the running time is linear for the length of the data

pattern and the over-sampling rate.

A laptop computer, with a 3GHz Intel Xeon™ CPU and

1GByte of memory, can run a simulation of 100 million bits in less than 4 minutes.
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Figure 9.21 Simulation Time as a Function of Data-Pattern Length (Simulation Is Performed on
Linux Platform with Intel Xeon 3GHz Processor)
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9.2.5 Extreme Value Distribution

Accurate BER simulation requires accurate ISI noise distribution, which, in turn, requires simu-
lating an extremely large number of data bits. For example, for a typical backplane channel, the
SBR could be more than 100 bits due to reflections. To capture the exact ISI distribution, we need
to simulate 2!% bits. Simulating a limited number of bits results in truncation of the ISI distribu-
tion, as shown in Figure 9.22. It compares the exact PDF with the histogram generated by a time-
domain simulation of 103 bits. The exact PDF ends around 10™'°, whereas the time-domain
histogram is truncated at around 107. Figure 9.23 demonstrates the impact of truncation on the
system performance estimation. As Figure 9.23 indicates, the time-domain approach, using a
truncated distribution, significantly underestimates the deterministic noise at the lower BER.
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Figure 9.22 Comparison of Exact, Transient, and EVD-Extrapolated PDFs
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Extrapolation generally provides a better estimate of the performance at lower BER, but it
assumes Gaussian distribution of random noises [9]. Fundamentally, this approximation assumes
that unbounded Gaussian noises generate the tail of the distribution, which makes extrapolation
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inadequate for bounded distributions, such as an ISI distribution. The alternative method uses
extreme value distribution (EVD) to estimate the tails of the cumulative distribution function
(CDF). In the field of computational biology, CDFs are used to evaluate the likelihood of a pro-
tein structure prediction being correct [10] [11]. EVD theory states that the asymptotic distribu-
tions of maximum (or minimum) values in a very large collection of samples from one random
variable belong to three general distribution families, regardless of the random variable type [6].
These families are Gumbel, Frechet, and Weibull. Their CDFs are defined by Equations (9.9a),
(9.9b), and (9.9c¢), respectively.

— e = m)/8

Fx)y =e forx € R (9.9a)
)0 X=pu
FO =9 w5y (©.9b)
@/ =
Foy =4 °¢ TEH (9.9¢)
1 x> pu

The second and third types of CDF are linked to the first type by shifting and taking the nat-
ural log operation [6]. Depending on the application, one may choose to use any of the three types.
For example, for lifetime-distribution modeling in biology, Weibull (9.9¢) is the best choice,
because time is always positive, and Weibull guarantees positive F(x). For modeling ISI distribu-
tion, Gumbel (9.9a) is selected as a starting point to curve-fit the tail portion of the ISI distribution.

To obtain better fitting, the original Gumbel distribution is slightly modified using a
second-order polynomial:

_ e(ax? +bx+c)

PX <x)=e (9.10)
The results of In(-In(F(x))) are used to fit the second-order polynomial series:
ax’> + bx + ¢ = In—In(PX < x))) (9.11)

where the a, b, and ¢ parameters are estimated using the least square approximation. Next, we esti-
mate the tail of the exact CDF, and extrapolate it to a desired bound from the truncated time-
domain histogram. Finally, the PDF is calculated by differentiating the approximate CDF tail.

Figure 9.22 shows a good match between the extrapolated PDF and the exact PDF. EVD
extrapolated the PDF bounds accurately and extended the bound from 107> to 107%3. This
bound is sufficient to model BER values below 10~'2, when combined with random jitter (see
Figure 9.23).
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9.3 Simultaneous Switching Noise Example

Simultaneous Switching Noise (SSN) is one of the major performance bottlenecks in single-
ended signaling systems. (Chapter 12 covers SSN in detail.) This section provides a brief
overview of how the SSN impact can be modeled in link margin analysis based on MER [5]. The
GDDR system for high-end graphics applications is used as an example. The GDDR system uses
pseudo open drain circuits, with push/pull drivers of 60€) and 40(), respectively. The channel
model consists of ten coupled transmission lines for DQ and RQ. All DQ and RQ lines are point-
to-point. By only exciting the driver for the victim channel, and observing the signal at the victim
channel output (just before the slicer), one can extract the edge responses for the victim channel.
Similarly, by exciting the aggressor channel and keeping the victim channel quiet, one can extract
the edge responses for the crosstalk. With this setup, the crosstalk from the nearest neighbors is
only considered, and the crosstalk generated from the second-nearest neighbors is ignored. For
worst-case SSN generation, we have all other lines switching at the same time, and capture the
noise generated on the victim line. Note that, with the PDN model incorporated, the crosstalk
generated includes the effects of SSN. MER naturally simulates SSN without any increase in
computational complexity. Figure 9.24 shows the correlation between MER and HSPICE for
SSN-only, crosstalk-only, and final victim-channel response.
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Figure 9.24 MER- and HSPICE-Simulated Waveforms



246 Chapter 9 Fast Time-Domain Channel Simulation Techniques

Figure 9.25(a) shows the eye diagram for the victim channel, operating at 5Gb/s with a ran-
dom data pattern. The SSN from the other 39 DQs are included. Because MER is time-domain
based, a hybrid statistical and time-domain flow is used to study the effectiveness of different
coding schemes on the final system margin. Figure 9.25(b) shows the system margin improve-
ment using data bus inversion (DBI-DC) coding, which we use in GDDR4 systems to reduce the
impact of SSN (see Chapter 13, “SSN Reduction Codes and Signaling”). Compared with random
data, DBI-DC improves the timing margin from 13ps to 25ps at 10~2° BER. Figure 9.26 com-
pares the ISI distribution and SSN distribution, on the victim channel, for random data and DBI-
DC coded data. The figure indicates that DBI-DC shifts the ISI distribution, and makes the upper
and lower eye asymmetric. Statistical simulators cannot capture this effect.
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Figure 9.25 Simulated Statistical Eye Diagrams and Bathtubs for a 32-bit GDDR System with
No Coding and DBI-DC Coding
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9.4 Comparison of Jitter Modeling Methods

One of the major advantages of the hybrid approach is the freedom to choose different jitter mod-
eling methods, based on jitter characteristics. Many methods have been proposed, and one can
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choose from a variety of statistical and time-domain based methods. Statistical jitter modeling
methods include the equivalent voltage noise (EVN) method [12], the Rx sampling method [13],
and the segment-based method [14]. This section covers using the hybrid simulation framework
to demonstrate the pros and cons of different jitter modeling methods, using sinusoidal jitter and
Gaussian jitter (RJ). (Because the segment-based method can only model transmitter jitter with a
white spectrum, it is excluded from this comparison.) The link used for this demonstration is a
short (3") FR4 channel, with Tx/Rx parasitic capacitance of 1.5pF, running at 8Gb/s. At Nyquist
frequency, the channel has a —10dB loss. Timing margin is calculated at 10~'> BER.

First, consider white Gaussian transmitter jitter. As shown in Figure 8.4, the margin loss
predicted by the time-domain simulation increases as more bits are simulated. It is impractical to
capture the impact of RJ at low BER (such as 10~ !%) using time-domain simulation as it requires
too many bits. The Rx sampling distribution method is the most optimistic, because it ignores the
jitter amplification of the passive channel. The EVN method efficiently captures both jitter ampli-
fication and the tail statistics of RJ, and so predicts the worst margin loss.

Unlike Gaussian transmitter jitter, high-frequency deterministic jitter (such as high fre-
quency SJ) is efficiently simulated in the time-domain with a limited number of bits (for example,
107 bits). Figure 9.27 compares different methods of simulating sinusoidal jitter (20ps peak to
peak) across different jitter frequencies. The jitter amplification factor is roughly 1 for the Rx
sampling distribution method, as it ignores the jitter amplification of the channel. For low-fre-
quency jitter, the time-domain method predicts roughly the same jitter amplification factor of 1,
because low-frequency jitter is not amplified by the channel. At high frequency, the jitter amplifi-
cation of the passive channel takes effect. The EVN method, which independently considers ISI
and equivalent voltage noise, drastically overestimates the impact of SJ. After the correlation
between ISI and equivalent voltage noise is considered, the predicted jitter amplification is closer
to that predicted by the time-domain method.
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Figure 9.27 Comparison of Link Margin Loss Due to Sinusoidal Transmitter Jitter
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Choosing the appropriate modeling methods, based on the location of the jitter source (for
example, transmitter, receiver, or common between the two), as well as the jitter characteristics
(such as jitter spectrum and distribution) is important. Table 9.1 shows the recommended jitter
modeling methods, based on jitter characteristics. For example, if the jitter is only present on the
receiver, or it is low-frequency deterministic jitter, the Rx sampling distribution method is the
most efficient and accurate, because it avoids time-domain simulation and EVN’s first-order
approximation. On the other hand, if it is high-frequency deterministic jitter from the transmitter,
the time-domain jitter model is most accurate, in terms of capturing jitter amplification. For trans-
mitter RJ, the equivalent voltage noise method is recommended due to its efficiency.

Table 9.1 Recommended Jitter Modeling Methods

Location Jitter Noise Type Recommended Method
TX and Common LEDJ Rx Sampling Distribution
HF DJ Time Domain
RJ Equivalent Voltage Noise
RX DIJ/R] Rx Sampling Distribution

9.5 Peak Distortion Analysis

Peak distortion analysis is commonly used to extract a worst-case eye diagram [15-19]. This sec-
tion first describes peak distortion analysis techniques based on single-bit response and multiple-
edge response methods. Typical peak distortion analysis is done at the data sampling phase.
Therefore it only gives worst-case voltage margin. This section extends peak distortion analysis
to multiple phases to generate worst-case eye that has not only the worst-case voltage margin but
also the worst-case timing margin. At the end, numerical examples are presented to compare the
worst-case eye margin extracted using different methods.

9.5.1 Single-Bit Response (SBR) Method

Given an SBR, the largest undershoot can be found by picking the data sequence that results in

the most negative total ISIs, as follows. Beginning with the symbol-spaced single-bit response p;

at phase Az, let p, be the main cursor, and p&/ be a vector that contains all the ISI terms of the

single-bit response at phase Ar. The lowest possible undershoot is given by pX, — | [p¥!|| ,

1
where denotes the /;-norm, the sum of the absolute values of the elements.
1
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9.5.2 Double-Edge Response (DER) and Multiple-Edge Response
(MER) Methods

As shown previously, in non-linear systems, the ISI contributed from one bit not only depends on
the sign of the bit itself, but also on the signs of its predecessors. For example, the ISI from a
single 1 is different from the ISI from a 1 bit preceded by another 1 bit. Therefore, the peak dis-
tortion method described for SBR does not apply to DER and MER. There is a greedy algorithm
designed to find the worst-case data pattern for DER [18]. The algorithm starts from the sample
bit of interest and then works backwards, bit by bit, to find the data pattern that may result in the
worst-case overshoot or undershoot at the sample bit. Unfortunately, unlike the SBR case, the
greedy algorithm does not always result in the worst-case pattern. For example, if a rising edge
results in a disturbance of —0.1 at the sample bit, and is therefore chosen, it eliminates the possi-
bility of a rising edge one bit earlier, which might result in a disturbance of —0.2 on the sample bit.
The algorithm described by Drabkin et al. [19] is similar. It avoids the problem written about by
Lambrecht, Huang, and Fox [19] by always looking only at the local minimums and maximums
of the edge responses. However, this algorithm only works for symmetric or nearly symmetric
rising and falling edge responses, because it has to ensure the alignment of the edge response’s
minimums and maximums. For a case like this, we can always use SBR instead of DER.

The remainder of this subsection introduces peak distortion analysis for DER and MER,
using dynamic programming [20], which is guaranteed to generate the worst-case data pattern for
general applications. Similar to peak distortion analysis based on SBR, this method not only returns
the worst-case eye height, but also the worst-case input sequences that produce the worst-case eye.

The basic idea is as follows. Look at the worst-case undershoot first. For the mth order
MER, letA,  , (j)be the worst-case accumulated signal level at bit M, caused by inputs from
1 to j, where the input ends with pattern b,,,...,b_ at the jth bit. For the next bit, A, _, ( + 1)
can only come from either A;;,  , (j)orAg, 5 ,(j) by appending b_,. The resulting equa-
tion is

A N+ (b — b_ Sl’h*’"""*ble_'
Ay p G+ 1) = min TN 1) B G BARY (N — j)

. . (9.12a)
Ao o () + (boy — b_p)SRT- P (N — j)

where
Skp-mebor = ket = Vi by > by
= Lb_ppsb—n s
= Vaign — f 51 ifb_; < b,

0 ifbh_, = b_o. (9.12b)
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N is the length of the edge response in bit time, and r«fa;) is the symbol-spaced rising (falling)

edge response at phase Az. S&2-»+t-1is defined similarly.
At initialization, we assume the link is at either a high, or low, steady state:

AO ..... 0(0) = Vlow
A 100) = Vign
Apihers(0) = . (9.13)

Because we are searching for the bit pattern that results in the worst-case undershoot at
sample bit M, A, , (M) with b_; = 0 are set to be %, because the input bit at bit M is high.
After filling in the A matrix, the worst-case undershoot is given by min(A(%)). Tracing back from
min(A(N)), we get the worst-case input pattern that results in maximum undershoot.

The recursive relation for the input pattern that results in worst-case overshoot at sample bit M
is similar to the preceding, except that now, at initialization A ,,(0) in (9.13) and A;, =, (M) are
set to be — . Moreover, instead of taking the minimum, we choose the maximum in (9.12a).

The algorithm fills in the matrix A of size 2" by N, where m is the order of MER (m=1 for
DER), and N is the length of the edge responses. Therefore, the running time of the algorithm is
O(2"N). Note that generally m is much smaller than N. Therefore, the running time is roughly O(N).

A trellis graph [21] better illustrates the algorithm. In a trellis, each node corresponds to a
distinct state at a given time, and each arrow represents a transition to some new state at the next
instant of time. Figure 9.28 shows an example of a trellis graph. For the sake of simplicity, the
example is based on DER. Therefore, there are only two distinct states, (s = 1) and (s = 0) For
the mth order MER, the size of the state space is 2™. Consider three post-cursor bits (j = 0,1,2)

and one precursor bit (j = 4)

Post-Cursors Main Pre-Cursors

=0 =1 j=2 =3 =4 Final

Figure 9.28 Trellis Graph for Worst-Case Pattern Search Algorithm

The number associated with each node (s, j) is the worst-case accumulated signal level at
the main bit (j = 3) if the system is at state s at time j. It is the same definition as A, ; (j) in
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(9.12a), with state s being (b_). For example, the possible states are initially 1 for DC high, and 0
for DC low. Therefore, the numbers associated with these two nodes are 0.25 (DC high) and
—0.25 (DC low), respectively.

In this example, we look for the worst-case pattern for the upper eye (for example, the
worst-case pattern that generates the lowest signal level at the main bit, given the main bitis a 1).
Therefore, node (s=0, j=3) is invalid, and is shaded dark gray in Figure 9.28. INF (<) is associ-
ated with the node to ensure that the optimal path is not going through it.

The number associated with each transition is the impact on the worst-case accumulated
signal level at the main bit, if that transition happens. For example, for the transition from node
(s=1, j=0) to node (s=1, j=1), there is no edge transition, therefore, there is no impact on the
worst-case accumulated signal level at the main bit. For (s, j), the possible paths are from (1, j-1)
and (0, j-1). Choose the path that generates the lower signal level, and represent it with a dotted
line. For example, for (s=1, j=3), the path from (s=1, j=2) results in a worst-case accumulated sig-
nal level of 0.25, while the path from (s=0, j=2) results in a worst-case accumulated signal level
of 0.1. Therefore, we choose the path from (s=0, j=2), and represent it with a dotted line. By fol-
lowing the dotted lines, the worst-case bit pattern is obtained. The number associated with the
final node is the worst-case eye height.

Note that multiple paths can result in the same worst-case signal level. In this case, the
algorithm can either remember all the choices, or simply pick one of them. The algorithm makes
no assumptions about the system responses, other than that it can be characterized by MER.

9.5.3 Worst-Case Eye

So far, the discussion has covered peak distortion analysis, as applied to one sampling phase loca-
tion. Although this results in the worst-case voltage opening at one sampling point, it does not
result in worst-case link performance, because link performance depends on both voltage and tim-
ing margins. One can derive the worst-case data pattern for the overall system by performing the
peak distortion analysis at multiple phases across the entire bit time. This results in a worst-case eye
diagram that not only gives the worst-case eye height, but also the worst-case eye width. Because a
typical channel is lossy and low pass, a few phases across the bit time are needed to trace out the
inner eye. For highly reflective channels that exhibit more high-frequency components in their
responses, more phase locations should be considered than are required with purely lossy channels.

9.5.4 Numerical Examples of Peak Distortion Analysis

Table 9.2 compares the worst-case eye heights, simulated by the SBR, DER, and MER methods.
Additionally, the estimated worst-case eye heights are compared to the eye heights simulated by
HSPICE, for the same worst-case data patterns. These simulations use the three examples previ-
ously described. In the differential signaling case, the SBR, DER, and MER methods are equiva-
lent, and estimate the same worst-case eye height, which is very close to what HSPICE predicts.
In all cases, the worst-case data pattern extracted by MER produces the worst-case eye opening
seen in the HSPICE simulation. In the RDRAM example, DER provides sufficient accuracy. For
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the POD example, a fifth-order MER is used to achieve the required accuracy. In this case, both
the SBR and DER methods deviate significantly from the HSPICE simulation results.

Table 9.2 Worst-Case Eye Opening Estimated by SBR, DER, and MER for Three Systems
(Units are in mV.)

SBR/HSPICE DER/HSPICE MER/HSPICE
Differential signaling 604/604 604/604 604/604
RDRAM 785/802 797/803 793/798
POD 434/406 311/396 392/394

As discussed previously, peak distortion analysis is generally used to determine the worst-
case eye height of the link at the sampling point. To estimate the worst-case eye width, the worst-
case eye diagram is extracted by generating a worst-case data pattern at multiple phases across
one bit time. Figure 9.29 compares the eye diagrams generated by the worst-case data pattern for
the data sampling point, and by the worst-case data pattern for five phases across 1UI, using a 7"
FR4 backplane channel with two connectors. The worst-case eye diagram generated for five
phases produces a smaller inner eye than the one for a single phase, and therefore provides a more
accurate estimation of the system margin. For example, the worst-case eye width is reduced from
125ps to 103ps, when the worst-case data pattern for five phases is used. The voltage margin at
the center remains the same as in the single-phase case; however, in general, the worst-case eye
opening in both voltage and timing is achieved.

Voltage (mV)

0 50 100 150
Time [ps]

Figure 9.29 Simulated Eye Diagrams for the Worst-Case Data Pattern at the Sampling Point
and at Five Phases Uniformly Distributed Across 1 Ul (7" FR4 Backplane Channel with Two
Connectors at 6.4Gb/s)
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9.6 Summary

This chapter presents a hybrid simulation flow that mixes statistical and time-domain simulation
methods to overcome some of the limitations of the statistical link analysis methods. Typically,
fast time-domain simulation techniques are based on the superposition of either single-bit
responses or edge responses. Of the edge responses, multiple-edge response (MER) is the
method that captures system non-linearity without sacrificing simulation speed. It simulates mil-
lions to billions of bits in a matter of minutes; therefore, it gathers enough statistics for ISI prob-
ability distribution in a short time. By plugging the ISI distribution into statistical engines (such
as LinkLab [22] and StatEye [23]), we can efficiently estimate BER for links with non-linear
behavior.

Additionally, this chapter presents a worst-case pattern search algorithm for DER and
MER. The dynamic programming algorithm described is guaranteed to find the worst-case pat-
tern for systems that can be characterized with DER and MER. By extracting the worst-case
data pattern at multiple phases, one can more accurately estimate the worst-case eye diagram.
Although this chapter only demonstrates the method using a single-input, single-output sys-
tem, the method can easily be extended to account for crosstalk in a multi-input, multi-output
system.
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CHAPTER 10

Clock Models in Link
BER Analysis

Sam Chang, Jihong Ren, and Dan Oh

Jitter, associated with the clocking circuitry, is one of the largest timing error components in
high-speed links. Clock jitter is generated by clock generation (PLL) circuits, and clock distribu-
tion (buffers) circuits. The dominant source of clock jitter is power supply noise (see Chapter 14,
“Supply Noise and Jitter Characterization” and Chapter 2, “High-Speed Signaling Basics”
Section 2.2.5). Because the jitter induced by power supply noise is strongly colored due to the
frequency-dependent supply impedance profile and circuit sensitivity, modeling the frequency
content of this jitter is crucial, in order to determine accurate channel margin. Traditionally clock
jitter is modeled as an additional jitter term in the timing specification. This can lead to an overly
pessimistic timing specification (as discussed in Chapter 6, “Channel Voltage and Timing Bud-
get”), because the correlation between the clock and data signals is ignored. However, depending
on the clocking topology, a significant amount of clock jitter could be ignored due to the jitter
cancellation between the data and clock signals at the receiver. Modeling this jitter cancellation
requires an advanced statistical link simulator, which models both the data and clock channels,
and the spectrum of jitter sources.

To illustrate this point, let us consider a forwarded clocking system as an example. Figure
10.1 illustrates the channel description, along with various noise sources. Note that there is no
PLL present at the receiver in this example. The transmit side noise induces jitter, which is com-
mon to both the data and forwarded clock paths. At the receiver side, the sampler uses this jittery
clock to sample data signals that contain the same jitter, so the transmitter jitter is canceled at the
receiver. This cancellation occurs only if the delays in the data and clock paths are identical. This
is a very hard requirement to meet in practice, because there is always some skew between the
data and clock paths because clock is distributed to multiple data pins. Consequently, a typical
clock path is usually longer, due to the clock distribution at the receiver side, resulting in imper-
fect jitter cancellation. However, if the frequency of the jitter is sufficiently low, then the clock to

257
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data skew can be neglected. Figure 10.1 also shows several common power supply—related noise
sources. The frequency contents of these noise sources range from a few kHz to hundreds of
MHz. Finally, note that the jitter added at the receiver side cannot be canceled, because it is only
added to the clock path.

* VRM/BRD Clock Path

* AC self-induced

« Core noise
coupling

« VRM/BRD

* AC self-induced
« Core noise
coupling

Forwarded Clock

@
£
@
C

Figure 10.1 Forwarded Clock System with Various Noise Sources

As shown in this example, clock jitter modeling is very complicated, as it needs to account
for jitter spectrum, passive data and clock channels, and the on-chip clock path. In fact, jitter can-
cellation or tracking is effective only when there is minimum jitter amplification on the data and
clock paths, because the jitter amplification behaviors of the data and clock channels are distinct.

This chapter extends the statistical link simulation framework (presented in Chapter 8,
“Link BER Modeling and Simulation”) to model common clocking architectures [1] [2]. First,
the general formulation (shown in Section 8.2.1) is modified to incorporate a common clock jitter
source (described in Section 10.1). This formulation extends the equivalent voltage noise concept
to common jitter source. The resulting model accounts for any jitter tracking between the data
and clock signals. Section 10.2 describes the detailed models for commonly used clocking archi-
tectures. Section 10.3 discusses Clock and Data Recovery (CDR) modeling issues. Finally,
Section 10.4 presents a jitter impulse function model of a passive clock channel, and explains jit-
ter amplification due to channel ISI.

10.1 Independent and Common Clock Jitter Models

The mathematical formulation for the equivalent voltage noise concept can be extended to
include a jitter source that is common to both transmitter and receiver. One example is a for-
warded clock used to receive data. In this case, the receiver clock jitter has the same jitter source
as the data signal. Another example is a common clock architecture that shares one clock source
for both the transmitter and receiver. Adding this common jitter term to (8.4), we have:

Vo = yM + yISI + nTX + nRX + nCOmmon (101)
where y is the ideal received signal without ISI, and y’! is the amount of ISI at the current sam-
pled location. n™¥ and n®X represent the equivalent voltage noise for the independent transmitter
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and receiver timing jitter, ¢’ and &®¥, respectively. nco"m"

2Common

noise for the common source timing jitter, &

represents the equivalent voltage

The expressions of n’* and n®, given in Equations (8.11) and (8.18), can be generalized to
include models for on-chip clock paths, as follows:

n™ = GTWH™ J,, ({™)8™* (10.2a)

T
n® = aTWH™ <ng> gRX (10.2b)

where Z ™ and Z RX are the jitter impulse functions (JIF) of Tx and Rx clock paths, respectively.
J M(Z TX) is the JIF matrix that translates the input jitter to the jitter at the driver location. Each row
of J M(Z TX) is the delayed version of JIF, and the inner product of these rows with 8'% gives the
final transmitter jitter at the driver. Section 8.4 of Chapter 8 provides the definitions for the
remaining symbols, along with Equations (8.11) and (8.18). The JIF concept is covered later in
Section 10.4.

Common

Similarly, deriving the expression of n is not hard:

JM( gTX) ECommon.

(ZRX)T

nCommon — ZITW[HTX I;RX] (10.2¢)

The preceding equations have the same format as the previous expressions in Chapter 8.
Therefore, the same algorithms and procedures (described in Section 8.4) can be applied to cal-
culate probability density functions (PDFs).

10.2 Modeling Common Clocking Schemes

Equations (10.2a, b, and c) are in a general form, which can be used for any clocking topology.
This section presents explicit jitter modeling formulae for common interconnect systems, such as
serial links, parallel buses, and memory channels [1] [2]. The clocking architectures that are dis-
cussed include memory interfaces (such as DDR, GDDR, XDR, and Mobile XDR systems) and
serial interfaces (such as PCle, FlexIO, and Elastic Interface systems).

First, the expressions for the transmitter and receiver input jitter sources are derived and
then these expressions are used to excite the input sources in a time-domain simulation
(described in Chapter 9, “Fast Time-Domain Channel Simulation Techniques”). Finally, the
equivalent voltage noise expressions for statistical simulation are derived. This section also pro-
vides short descriptions of the pros and cons of each clocking architecture.
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10.2.1 CDR-Based Serial Links

Figure 10.2 illustrates a CDR-based system. (Refer to Section 10.3 for a discussion of the basics
of a CDR-based link.) This section focuses on the modeling aspects of a CDR-based link. First
consider the transmitter jitter model. The Tx jitter, 7%, is the input reference clock jitter %! con-
volved with the jitter impulse function of the Tx clock path Z X as follows:

BTX = FTX x gRefl, (10.3a)
TX Data (H™) RX
—’I [ 0 >
& _-F dClk
T ghx en |d,
£ Reft CTX f A4 gFiefZ
CDR
! T Loop g |-
eClk

Figure 10.2 CDR-Based Serial Link

The jitter impulse function, Z X models the transmitter on-chip clock path, which includes
the PLL and clock distribution. The transmitter jitter, '%, is mapped into the equivalent voltage
noise seen at the receiver, as follows:

n™ = GWH™],, (™) R, (10.3b)

In a CDR-based link, the receiver sampling clock jitter, e, consists of two components: the
native receiver clock jitter from the reference clock, 82, and the CDR phase index dithering £P:

eRX = gCDR | (FRX)T ZRef2 (10.4a)

The jitter impulse function, {*¥, models the receiver on-chip clock path, including the PLL
and clock distribution. Note that the native receiver clock jitter has an impact on the CDR dither-
ing, because CDR tracks the low-frequency receiver clock jitter.

The CDR dithering behavior can be modeled in either a time domain [5], or in a statistical
domain using a first-order Markov chain. (Section 10.3.2 describes the Markov chain model in
detail.) The balance of this subsection briefly discusses the time-domain model and the pros and
cons of the time and statistical domain approaches.

In a time-domain simulation, the CDR phase index is generated by applying the CDR filter-
ing logic to the incoming data and edge samples. Any additional receiver clock jitter can be added
to the CDR phase indexes, when the data and edge samples are collected. By doing so, the
impacts of ISI, the CDR filtering algorithm, and the receiver clock jitter are modeled naturally.
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However, time-domain simulation is generally time-consuming. Simulating random jitter in the
time-domain is impractical due to the limited number of bits.

On the other hand, the impact of receiver random jitter on CDR dithering can be captured
by mapping the random jitter into equivalent voltage noise seen by the receiver:

nRX = GTWHRX (FRX)T gRef2, (10.4b)

The impact of this reference clock jitter on the CDR phase dithering is accounted for by
including the equivalent voltage noise in the state transition probability of the Markov chain
model (see Section 10.3.2).

The Markov chain model efficiently captures the impact of ISI and edge selection algo-
rithms on CDR dithering, as well as the noise averaging effect of the CDR filtering algorithm, as
long as a strong correlation between noise and ISI exists only within a window covered by the
CDR loop filter. Therefore, any low-frequency jitter components, which are within the tracking
bandwidth of the CDR, should be carefully removed in the simulation.

However, the Markov chain model does not capture the impact of CDR loop latency, which
may cause jitter peaking if it is excessive [6]. Time-domain simulation is required to model CDR
loop latency. Unfortunately, time-domain simulation is slow and impractical when modeling the
impact of random jitter and noise sources on CDR dithering. Figure 10.3 shows the impact of
CDR loop latency on jitter tolerance for a 2x-oversampled CDR, simulated with a time-domain
CDR behavior model in AMI (refer to Chapter 9). The channel model, used in the simulation,
represents a simple setup for receiver testing, consisting of S-parameters for package and test
traces. The data rate is 6.4 Gb/s. Note that the CDR loop latency has less impact on the jitter tol-
erance at higher frequencies. At lower frequencies, large loop latency results in less jitter toler-
ance, resulting in poorer CDR performance. This kind of time-domain phenomenon can be
accurately captured in time-domain simulation, but not in statistical domain.
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Figure 10.3 CDR Jitter Tolerance vs. Loop Delay
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Finally, here are a few pros and cons of CDR: Because CDR does not require a clock to be
forwarded, it requires less I/O pins. It also allows the Tx and Rx clock frequencies to differ
slightly. However, its usage with an on-board I/O interface (such as parallel bus or memory inter-
face) has the following limitations:

* Data coding is required to provide edge transitions.

 Jitter tracking of the data signal is limited to low frequencies (<10MHz).

* For bidirectional links, the bus turnaround time can be quite large.

10.2.2 PCle Channels with a Common Clock Source

PClIe channels, in on-board applications, commonly share one clock source between both the
transmitter and receiver (see Figure 10.4). Based on the figure, the time-domain jitter model can
be written as:

27X ZTX*TD([:’]CII(I’ gkef) (10.5a)
g = ('TD(H, 8 (10.5b)

where &8¢ is the jitter source and H and H® are the impulse function of on-board traces
from the clock source to Tx and Rx, respectively. Z ™ and Z RX are the jitter impulse functions of
the on-chip Tx and Rx paths, which include both the PLL and on-chip clock distribution. First, a
time-domain simulation is performed using £%¢ and H%* 10 generate the jitter sequence. This
operation is noted as TD in the previous equ ations. Then, this jitter sequence is convolved with
the jitter impulse response of Z X to calculate the final jitter sequence £'X. The final jitter
sequence is used as the transmitter jitter sequence for the time-domain simulation of the data sig-

nal. A similar procedure is applied to calculate the receiver jitter sequence &%%.

TX Data (H™) RX
,> SN H—> _-F —>
gTX

T e A

Clock
S S m—

HDLK1 gRef HCLKZ

Figure 10.4 PCle Channel

For the statistical-domain jitter model, the equivalent voltage noise seen by the receiver due
to reference clock jitter is:
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JM (FIClkl % ZTX) ke

nRe = GTWIH™ ITIRX] (f]akz *ZRX)T gRef, (10.6)

As shown in the preceding equation, the jitter tracking depends on the delay difference between
the Tx and Rx clock paths, and the PLL characteristic difference between Tx and Rx. When the
two clock paths are ideal (without any jitter amplification) and two PLLs on Tx and Rx sides are
identical, the jitter tracking percentage can be defined as:

6NetRJ
14148457

JPSD(@)] (1 — exp(jorye,)) IzdwT
2 [ PSD(w)dw

Tracking Percentage(%) = 100 — 100 X

= 100 — 100 X |: (10.7)

where 7, is the skew between the Tx and Rx paths. 8y,,,,.z, represents the input random jitter,
and Oy,,g; represents the net link random jitter after tracking. Figure 10.5 (b) shows the design
curves for the different input PSDs. Simplified input PSD responses shown in Figure 10.5(a) are
used for this calculation. These design curves can be used to estimate the net jitter given the input
noise bandwidth and skew.

10.2.3 Clock-Forwarding Scheme for Parallel Bus Interfaces

The clock-forwarding architecture, shown in Figure 10.6, is the most commonly used clocking
scheme for I/O interfaces between on-board devices (such as parallel buses and memory chan-
nels). Based on Figure 10.6, the time-domain jitter model is expressed as:

3T = ZCntl % gRef (10.8a)

RX ( ZDRAM ) tp ( I:)IClk, ZC’UI’ gRef) (10.8b)

€

where H % is the impulse function of the on-board clock network. Z Cnil is the jitter impulse func-
tion of the controller on-chip path, including the PLL and clock distribution, whereas, Z DRAM i
the jitter impulse function of the DRAM clock distribution (which may or may not have PLL or
DLL). The jitter sequence for the transmitter jitter is generated by simply convolving % and the
jitter impulse response of Z Cnil For the receiver jitter, we simulate the calculated transmitter jitter
sequence with the clock impulse response in time domain to generate the jitter sequence at the
DRAM. Then, this jitter sequence is convolved again, with the jitter impulse response of Z’ DRAM,

to calculate the receiver sampling locations.
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Figure 10.6 The Clock-Forwarding Architecture for Many Parallel Interfaces (Including FlexIO,
ElasticlO, DDR, and GDDR Systems)

For the statistical-domain jitter model, the equivalent voltage noise seen by the receiver due
to the reference clock jitter is:

Ref _ Z)T HTX I:)IRX JM(gcml) 2Ref 10.9
n [ I (Zcm* Iflczk*ZDRAM)T & (10.9)

In this case, the jitter tracking depends on the delay difference between the data path and the

clock path, including H% and Z DRAM Typically, on-board trace length mismatches are small, and
the tracking depends mostly on Z2RAM.

Figure 10.7 demonstrates a jitter tracking mechanism for the forwarded clock architecture,
which simulates eye diagrams with and without tracking. Figure 10.7(a) assumes 32ps (peak-to-
peak), and 50MHz SJ is only injected in the data path, while Figure 10.7(b) assumes the same
amount of SJ injected into both the data, and the forwarded clock. The eye diagrams clearly show

that, in the latter case, most of the injected jitter is tracked out.

10.2.4 Asymmetric Clocking Scheme for Moderate Performance I/0
Interfaces

While the previously described clock-forwarding architecture provides excellent performance,
implementing it can be quite costly, because it requires a transmitter to continuously send a clock
signal. Consequently, both ends of the devices need to have some sort of timing circuitry, such as
PLL or DLL. This could be an issue for cost-sensitive applications, such as memory interfaces.
To mitigate this cost issue, an alternative asymmetric clocking scheme, which requires timing cir-
cuitry at only one side of the interface, can be used. With memory interfaces, the timing circuitry
often resides in the controller.

During a write operation, a common clock-forwarding scheme is used, as described in the
previous section: The controller forwards a clock signal, along with the data (see Figure 10.6).
During a read operation, there is no return clock, and the controller’s internal clock is used to
sample the data sent by the DRAM (see Figure 10.8). GDDRS is the first system to use this asym-
metric clocking scheme. Recently, Mobile XDR, which is a differential memory interface, also
adopted a similar clocking architecture [7]. Because the skew between the data and the clock
delay is significantly larger for read operations than it is for writes, keeping the passive channel
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length short is important to minimize the skew and, in turn, maximize the jitter tracking between

the data and clock.
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Figure 10.8 Read Case Clock Channel Model for GDDR5 or Mobile XDR Interfaces
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Based on Figure 10.8, the time-domain jitter model for a read operation is expressed as:

€

&

In this case, the receiver jitter is the same as the transmitter jitter for the write case. To compute
the transmitter jitter, the receiver jitter sequence is simulated in the time domain. Then, the result-

27X _ ZDRAM * TP (If]ak % Zle

RX _ (é/Cntl)T E_‘:Ref.

* gRef )

ing jitter sequence is convolved with the jitter impulse response of Z DRAM
For the statistical-domain jitter model, we have:

nRef = Z;T[HRX ITIRX]

This clocking scheme suffers most, in terms of jitter tracking, due to the large skew
between the data and the clock path. However, it does not require any timing circuitry on the
DRAM side, so its implementation cost and power consumption are low. The skew amount
directly affects the amount of jitter to be tracked out. Figure 10.9 represents a Mobile XDR run-
ning at 3.2Gb/s per link. The figure shows the timing margin loss, due to different sinusoidal jit-
ter, while using the same amplitude of 28ps peak-to-peak. The simulation is performed with a
1.5-ns skew. As expected, jitter tracking depends on the source spectrum. In this example, any jit-
ter below 150MHz is in the tracking region, because the jitter in the data and clock signals are in
phase up to this frequency. The jitter from 150MHz to 500MHz is in the anti-tracking region, as

JM ( ZCntl * I:)I Clk

the jitter in the two signals is out of phase.
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Figure 10.9 Link Margin vs. Sinusoidal Jitter
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10.3 CDR Circuitry Modeling

Serial link applications typically use a timing recovery circuit to extract clocking information
from the incoming data stream, which means no explicit clock signal is sent with the data signal.
This clocking scheme is particularly useful for off-board I/O interfaces, where two transceiver
devices may use different clock sources. Such systems are called plesiochronous systems.
Because the clock signal is recovered from the data signal, the quality of the recovered clock in a
CDR-based system is a strong function of the transmitted data signal. Thus, accurate modeling of
CDR requires a complete link model. This section briefly reviews the CDR basics and covers the
Markov-chain-based model [3] [4] for link analysis.

10.3.1 CDR Basics

Figure 10.10 shows a 2x oversampled CDR, commonly used in serial links. It uses data samples
to detect transitions, and edge samples to detect timing errors. In Figure 10.10, the phase mixer
creates a fixed number of phases from the PLL. The phase control logic retards or advances the
phase mixer output, depending on an early-versus-late determination.

Slicer
dataOut
deserializer »
Phase
Control
data Clk + ref Clk
Phase <— —
Mixer PLL
edge Clk

Figure 10.10 2x Oversampling CDR

Early and late information are generated based on the data sequence, d,, and the edge
sample, e,. For example, Figure 10.11 shows a negative (positive) edge sample for a rising
(falling) edge, which implies that the sampling clock is early with respect to the incoming data.
Similarly, a positive (negative) edge sample for a rising (falling) edge implies the sampling clock
is late. To reduce the impact of high-frequency noise and ISI on CDR dithering, we accumulate
and filter early and late information, in order to generate up, down, and hold for the phase-control
logic. The amount of accumulation and filtering determines the CDR bandwidth.

Nominally, CDR locks to the mean of the timing distribution at the transition, where about
half of the edges are late and half are early. Therefore, CDR nominally locks to the mean zero-
crossing phase for all edges (for NRZ) [11].
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Figure 10.11 CDR Nominal Locking Phase (10 and 01 Data Transitions Shown)

Assume that p(?) is the single-bit response of the channel, 7, is the data-sampling phase, and
a,, is the mth transmitted symbol. The transition sample preceding the mth data sample is:

Zm1p = @ty = T/2) + @poyp(ty + T/2) + D @y —4p(ty + T/2 + kT). (10.12)
k=1...

For rising transitions (a,, = 1, a,,_; = —1), and assuming DC balance in the input data,
the mean of the transition samples z,,,—/; is p(f; — T/2) — p(t; + T/2). (A similar analysis is
used for the falling transitions.) When p(t;, — T/2) — p(t; + T/2) = 0, one-half of the rising
transitions are early and one-half are late, as shown in Figure 10.11 [11]. Thus, CDR nominally
locks to the phase ¢, that satisfies:

pt, — T/2) — p(t, + T/2) = 0. (10.13)

10.3.2 Statistical Model of CDR Based on Markov Chain

The CDR phase control logic is inherently a state machine. The probability for the CDR to
change from one phase index to another is determined by noise amount, as well as the CDR filter-
ing algorithm. This behavior can be naturally modeled by a Markov chain [3]. This section
describes in detail a statistical CDR model, based on a first-order Markov chain [3]. Figure 10.12
shows possible phase positions of the recovered clock in a Markov chain. The transitions
between the states are governed by the hold, up, and down decisions to hold, advance, or retard
the current phase i. In an environment with noise and ISI, these transitions have associated proba-
bilities, phoia > Pup,i» A0 Pgoyn; TOr every phase state. The transition probabilities are found from
the statistics of the input data and noise. Moreover, to increase the probability of making the right
decision, designers typically filter the early/late decisions. After the transition probabilities for
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each of the phase states are found, the Markov chain transition matrix T is formed, and the
steady-state phase probabilities are calculated by solving for transitions iteratively, as follows:

Prer =T - py (10.14)
where p¢ is the phase probability distribution vector, and T is the transition matrix, which is
written by:

Phold,1  Pdn2 0 0 s Pup,L
Pup,1 Phold2 Pdn3 0 s 0

T = 0 DPup2  Dhold3 Pdnd -+ 0 | (10.15)
Pan.1 0 0 0 ... Phouar

Figure 10.12 First-Order Markov Chain Model for CDR

Finally, the calculated probabilities, at every phase location, are modeled as the receiver
sampling distribution (as described in Section 10.2.1).

10.3.3 Validation of CDR Model

This section discusses using a backplane serial link to demonstrate how to correlate the CDR
model. The simulation and lab environment is composed of a 14-layer, 30" FR4 backplane chan-
nel, running at SGb/s (see Figure 10.13). The voltage transfer function for a 50-ohm reference is
plotted (insertion loss over frequency). Although the length and transfer characteristics are typi-
cal for a backplane serial link, the 100-mil backplane via stub and the 60-mil line-card via stub
result in a 22-dB insertion loss at 2.5GHz.

Transmitter jitter parameters are again captured by the DCA-J, while the receiver jitter
parameters are extracted from the circuit model. To compare the modeled CDR processes to the
real CDR behavior, data on the clock recovery circuitry is measured in the lab by collecting
position information over a specified amount of time. The comparison between the lab measure-
ment and the statistical simulation of the CDR phase position in Figure 10.14 shows a very good
correlation.
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Figure 10.13 Typical High-Speed Backplane Channel and Its Transfer Function

The CDR position is critical, because it determines the sampling position, and thus the
behavior of much of the receiver circuitry. Figure 10.15 illustrates performance comparisons
between lab measurements and a LinkLab simulation. The figure provides results for both a 30"
backplane channel, and a 16" backplane trace. This (+/—~ mV) voltage margin is defined to be at
BER 107 '3, If this voltage margin is applied to the receiver as an additional offset, it would result
inaBER of 107'%, We use extrapolation, based on an error function, for the measurement data up
to 10~° BER. Again, the simulation produced a good estimate of the actual link performance.
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Figure 10.15 Lab vs. Simulation Comparison of Extrapolated Margin

Figure 10.16 shows the system voltage margin data with additional simulation results,
using a simple receiver model that assumes an ideal sampling location at the center of eye (rather
than using the more complete CDR behavioral model). As shown in this plot, the difference
between including, and not including, the CDR model has an effect of + 5 to 19 mV, or 10 to 38
mV peak-to-peak, for the given channel and data rate. This difference is not constant across fre-
quency, and varies between channels; so, a simplified single offset term could lead to inaccurate
simulation results.
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Figure 10.16 (a) Margin Results vs. Data Rate for Receiver Models with/without Statistical CDR
Model, and Lab Measurement, and (b) Sample Voltage Bathtub Plot for Same 3 Data Sets at
4.4Gb/s Frequency Point

10.4 Passive Channel JIF and Jitter Amplification

As shown in the previous section, a clock is often forwarded along with data for high-speed par-
allel interfaces. At high frequency, channel attenuation [8—10] significantly amplifies clock jitter.
This section describes a closed-form jitter impulse function model [10] for a passive channel, and
illustrates the jitter amplification due to channel attenuation.



274 Chapter 10 Clock Models in Link BER Analysis

As discussed in Chapter 9, the output signal y(¢) can be expressed in terms of the superposi-
tion of progressively delayed channel step responses, as follows:

y() = ;bkpa — k) = ;(bk — b_y)s(t — KT). (10.16)

Transmitter jitter on any one edge affects the superposed waveform in the vicinity of neigh-
boring edges in a way determined by the data pattern. The equivalent voltage noise (n'%) is the
voltage noise at the main edge translated from local jitter and jitter on the neighboring edges in
proportion to the slope of the channel step response at the appropriate time offset. Figure 10.17
illustrates this. The jitter components from all edges are converted to voltage noise through the
corresponding signal slopes (S%). The total equivalent voltage noise, at any point on the super-
posed waveform, is the sum of all the noise. Because of the additive voltage noise from random
jitter, the eye diagram will be fuzzy when compared to an eye with only ISI.

VFinal = S° (De] +(=DS*(0)e2 + 5 (=D)e3

Main Bit €t = Via | S (0)

/MN\

Post Bit | i'w
DS e

Figure 10.17 lllustration of Jitter Amplification Using Step Responses

Slew _rate = S (0)

For a clock pattern, the equivalent voltage noise at the zero crossings is the most important,
because this can be translated back to total jitter by dividing by the slope at zero-crossing point.
Substituting the following input clock pattern to the transmit equivalent voltage noise expression
in (8.11)

al = +£[-1, +1, —1,..] (10.17)
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we have

N
n® =2 (=1)'he X (10.18)
n=—M
In this expression, TX equalization is ignored for the sake of simplicity. The zero-crossing slope
of the clock pattern is determined by:

N
SCEE =23 (=1)"h, (10.19)
n=—M

Note that for a quasi-sinusoid clock signal, the slope is largest at the zero-crossing point. The out-

put jitter at the edge is given by:

N
_1\n X
nTX n:_M( 1) hn Sk—n N )
SOUT = Gk = W = 2 el (10.20a)
> v,
n=—M

where the jitter impulse response is defined as:

N
R = L] T = (=D hy [ D, (1) hy, (10.20b)
n=—M

The variance of the output jitter is determined as follows:
> . T > .
Var<85)ij> — |:hjltfer:| RZ;X hjttter (102 1)

where R™X is the covariance matrix of the input transmitter jitter. The output jitter variance equa-
tion is very helpful when investigating the impact of passive channels on clock signals. It demon-
strates that jitter amplification is dependent on both the jitter impulse function and the covariance
matrix of the input jitter:

*  When the input jitter is a very low-frequency jitter (compared to the channel response
time), the output is the same as the input jitter. There is no jitter amplification. We can
treat is as if it were random jitter from another receiver.

*  When the passive channel is clean, the jitter transfer function is constant over the input
jitter spectrum, and there is no change in transmitter jitter variance or jitter amplifica-
tion. It can also be treated as another receiver random jitter.

*  When the input is white, the variance of the output jitter is:

var (egyr) = var (&™) D | mjier |2, (10.22)

m
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« If at least one of 1) is larger than 1 in amplitude, the output variance is larger than the
input variance, demonstrating jitter amplification. This happens when the slew rate at
the clock edge is smaller than the slew rate at the edge of the channel step response, due
to ISI. This holds true for most attenuation-dominated channels without strong reflec-
tions. If a passive channel has high reflection with proper timing, the clock edge rate can
be larger than the input edge rate. In such cases, the output jitter variance can be smaller
than the input jitter variable, due to jitter cancellation by correlated reflections.

To experimentally verify the jitter amplification in long PCB traces, an Agilent N4901B is
used to launch 1010 pattern data, at rates up to 12Gb/s, into a four-connector, 24" differential-
microstrip PCB test structure. An Agilent 86100C DCA is used to measure both input and output
jitter. The measured differential-mode insertion loss of the test structure matched reasonably well
with the model in the 2GHz-6GHz range (for the clock fundamental frequency). However,
because the model is for the trace only, and does not include the effect of the SMA connectors,
the test structure loss is generally higher at higher frequencies. Despite this, Figure 10.18 shows
reasonably good agreement between the statistical model, time-domain method from Chapter 9,
and the measurements for white random jitter. Figure 10.19 shows a comparison of the jitter
impulse response to a SPICE simulation. The jitter impulse response is defined as the jitter
sequence due to a delta input jitter. Again, there is a good correlation.
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Figure 10.18 Comparison of White Gaussian Jitter Amplification with Measurement, MER
Simulation, and Closed-Form Model
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Figure 10.19 Comparison of JIF (Jitter Impulse Response) with Transient Simulation

10.5 Summary

Accurate modeling of the clock is crucial for modern high-speed link analysis, because jitter con-
tributed by the clocking circuitry is one of the most dominant components. A brute-force method
of budgeting for clocking jitter, without considering clock to data jitter tracking, often leads to
pessimistic results. This chapter presents a generalized formulation that can be applied to model
any clocking topology. It also shows how to derive specific formula for common serial interfaces
(for example, SerDes and PCle systems), as well as memory interfaces (for example,
DDR3/GDDR5/Mobile XDR systems). Furthermore, the chapter describes the key parameters
for each clocking topology and presents models for both CDR and jitter amplification due to pas-
sive channel IST.
Finally, a few key points from this chapter:

* Clock jitter is one of the most dominant timing error components in high-speed interfaces.

» Jitter on data and clock can often be canceled or tracked out.

» The jitter cancelation is not perfect, and its effectiveness depends on the clocking archi-
tecture, data-to-clock skew, and the frequency of the jitter.

 Jitter can be amplified by passive channel ISI; however, the jitter amplification can be
ignored for low-loss channels (<10dB).
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CHAPTER 11

Overview of Power
Integrity Engineering

Ralf Schmitt

High-performance electronic systems require high-quality power supply systems, in order to
achieve their full potential. An ideal power supply network provides a constant voltage, at a nom-
inal value, to all the system components. This voltage/value remains unchanged over time,
regardless of temperature, activity, or interference from other system components. In simulation
(for example, using the SPICE circuit simulation software), this ideal power supply is modeled as
a global supply node with an ideal DC voltage source. In reality, supply voltage varies over time
due to environmental changes (for example, temperature drift), changes in the circuit activity
(and the resulting variations in current dissipation), and interference from other systems. Further-
more, at any given time, the supply voltage varies for different components in the system due to
differences in the local environment, local current dissipation, and local current paths. These sup-
ply variations, the deviations of the supply voltage from the nominal value over time, and the dif-
ferent voltages for different components, have to be taken into consideration when designing an
electronic system to assure functionality and performance.

Over time, the design of power distribution networks (PDNs) has become increasingly
challenging. Since the early 1990s, the power dissipation for a single device has increased by
close to two orders of magnitude (from a few Watts per device to more than 100 Watts today),
while the supply voltage has scaled down from 5V to little more than 1V, leaving little room for
supply voltage variations. An additional challenge is the broad spectrum of supply currents gen-
erated by modern electronic components. The core frequency of today’s electronic components
can exceed 3GHz, and high-speed interface systems are operating in the multi-Gigabit range,
generating supply current components at frequencies well beyond 10GHz. Therefore, one must
design the power distribution network for a frequency range of “from DC to daylight.”

Beginning in the 1990s, systematic methodologies for the analysis and design of power dis-
tribution networks were developed to address these challenges. Excellent textbooks are available

281
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that reflect the results of the last two decades of research work [1-3]. However, even with the lat-
est advances in power-integrity engineering, providing stable power is becoming more difficult.
This is because the process technology continues to improve, while the package design remains
relatively unchanged. This is particularly true for I/O interface designs, because, as I/O speeds
increase, stable power must be delivered at even higher frequencies, effectively making the exist-
ing package more inductive. As a result, power supply noise is one of the dominant noise sources
in modern high-speed interface designs.

The primary focus of this chapter is to describe the impact of power supply noise on signal
quality. It begins with an introduction to the basics of power integrity engineering. It discusses
PDN design goals, and the budgeting of supply noise targets for the different components consti-
tuting the PDN. Next, it presents PDN modeling approaches, discusses the trade-off between
accuracy and complexity for practical analysis steps, and demonstrates the interaction between
different PDN components. Finally, it covers PDN design methodologies, and the trade-off
between solutions in different components of the PDN.

Chapter 12, “SSN Modeling and Simulation,” presents simultaneous switching noise (SSN)
modeling and simulation methodology. SSN reduction, based on physical design improvements, is
very challenging (or at least very expensive). On the other hand, architecture or signaling level solu-
tions, based on bus coding techniques, are more cost effective. Chapter 13, “SSN Reduction Codes
and Signaling,” reviews these coding techniques. The supply noise induced jitter plays an important
role in high-speed link design. Chapter 14, “Supply Noise and Jitter Characterization,” discusses
the modeling methodology for power supply noise induced jitter (PS1J). Chapter 15, “Substrate
Noise Induced Jitter,” covers substrate noise modeling methodology to quantify the noise coupled
through a common substrate which is a critical issue in system on chip (SOC) designs.

11.1 PDN Design Goals and Supply Budget

Power supply noise has a significant impact on the performance of electronic systems in general,
and on interface systems in particular. Supply noise generates timing variations inside the inter-
face link, which cause jitter and reduce the timing margin of the interface system. If supply noise
is large, it can also generate signal distortions, reducing the voltage margin of the interface sys-
tem, and eventually causing functional failures in the system. The power distribution network
must provide power supplies of sufficient quality to meet the functionality and performance tar-
gets of the electronic system.

Figure 11.1 shows the range of possible supply voltages at a system component, and a
sample waveform. The supply voltage varies over time around an average voltage, which can be
different from the nominal supply voltage due to component tolerances in the voltage regulator
module, or voltage drops due to resistance in the supply path.

Silicon devices are designed to operate over a range of variations in process, supply volt-
age, and temperature (PVT) parameters. Extensive simulations are required to verify that the
device will function, despite any combination of PVT parameters the device might encounter
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Supply Voltage

Time

Figure 11.1 Example of Supply Voltage over Time at a System Component

during operation. The voltage range for these simulations covers the entire range of possible sup-
ply voltage values at the device, generated by both DC offset and AC noise. Keeping the supply
voltage in this predefined voltage range, for all operating conditions, is one major goal of PDN
design.

However, meeting the “voltage range” requirement does not necessarily guarantee system
performance. Simulations over the PVT variation range verify that the circuit will function cor-
rectly for any voltage in the specified range. However, these simulations assume a constant sup-
ply voltage over time. Changes in the supply voltage over time (shown as AC supply noise in
Figure 11.1) can cause delay variations in the circuit components, and distortions in the signal
waveforms, which are not covered by PVT corner simulations. For example, power supply noise
induced jitter (PS1J), caused by AC supply noise, is a major source of jitter in electronic systems.
PSIJ can limit the achievable clock frequency of devices, as well as the data rate of I/O interface
systems. The sensitivity of system performance to AC supply noise is often a strong function of
the noise frequency itself. Supply noise of fixed amplitude can have very different impacts on
system performance, depending on the frequency of the noise. The PDN design must limit the
margin loss to an acceptable level by controlling the amount of AC supply noise. The correspon-
ding AC noise targets are, in general, frequency dependent, reflecting the sensitivity of the system
to noise at different frequencies.

11.2 Power Supply Budget Components

The power supply budget specifies the maximum supply voltage range and AC supply noise in
the system. Usually, the budget is derived from a cost/effort analysis of the system design. For
example, specifying tighter supply noise targets generally simplifies the component design,
because circuits have to meet their functional requirements throughout a smaller voltage range,
and less timing must be reserved for supply noise induced jitter. However, at the same time, it
increases the complexity of the PDN design, which now requires more resources (like capacitors,
supply planes in package and PCB, and additional pads and metal layers on the silicon chip),
thereby increasing the cost of the supply system implementation. Many of these resources are
limited due to system design constraints like space limitations, form factor, thermal design
requirements, and, especially, system cost (which is often the most important design constraint).
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The power supply budget must define supply noise targets that optimize the system design by bal-
ancing the design effort and implementation cost of both the circuits and the system’s power dis-
tribution network, while meeting the design constraints.

Figure 11.2 shows the elements of a typical power distribution network. It illustrates some
of the challenges faced when designing a supply system. The power distribution network consists
of many elements, on various levels of the design hierarchy: the voltage regulator, the PCB and
its decoupling capacitors, the package, and the power distribution on the silicon chip itself. Each
of these elements adds distortion to the supply system, often in different frequency ranges, as
shown in Figure 11.3. The supply’s quality at the end of this chain, formed by the superposition
of all distortions in the PDN, is the most relevant to the performance of the interface system. The
supply system design has to guarantee that the supply noise, accumulated over all the elements of
the PDN, meets the design goal.

Wire Grid
PCB Power Caps,
Planes Devices

Package

\ and On-Chip
} ﬁ\ Board
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Figure 11.2 Schematic of Typical Power Distribution Network
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Figure 11.3 Accumulation of Supply Variations along PDN Path

A special challenge facing supply system designers is that, in most system designs, differ-
ent groups or even companies design different levels of the PDN. The on-chip power distribution
design usually comes from the chip design group, which is different from the package design
group, which is different again (in most cases) from the system (PCB) design group. The contri-
bution of each of the design hierarchies must be controlled, in order to meet the supply noise tar-
gets at the end of the supply path. The power supply budget not only defines the supply noise
target at the end of the supply path, it also specifies the targets to be met at each level of the sys-
tem hierarchy.

Consequently, the power supply budget has two purposes.
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One is that it specifies the supply noise target for the devices in the system. This means that
it specifies the voltage range (V,,,, and V,,;,) at the end of the PDN path (that is, the voltage range
in which the system has to function), as well as the acceptable AC noise spectrum, to ensure sys-
tem performance.

Another is that the power supply budget breaks down the supply noise targets into individ-
ual specifications (one for each of the various PDN components). To accomplish this, the budget
balances the constraints of the different components to optimize the implementation effort and
system cost of the supply network implementation.

The fact that elements of the PDN (on different design levels) often dominate supply noise
at different frequencies makes the task of dividing the supply noise budget into component-level
targets a little easier. Table 11.1 lists the important components in a typical PDN, and their contri-
butions to supply noise in the system. The table demonstrates that each component mainly con-
tributes to supply noise within a limited frequency range, and that there is only limited overlap
between the frequency ranges of different components in the PDN.

Table 11.1 Contribution of PDN Elements to System-Level Power Supply Noise

PDN Noise Dominating Notes
Element Component Frequency Range
VRM + Bulk VRM tolerance, DC...<10kHz Intentional variations possible
capacitors load shift response (for example, VID, AVP)
PCB + PCB IR drop, low-freq. DC ... < 100 MHz Major impact usually limited
capacitors AC noise to 1kHz ... 10 MHz
Package Mid-freq. AC noise 1 MHz ... 250 MHz Package / Chip resonance
On-chip IR drop DC Location dependent
On-chip
HF AC noise > 100 MHz

The voltage regulator module (VRM) and the bulk capacitors on the PCB dominate the DC
offset and supply noise at frequencies below 10 kHz, which is typically caused by major transi-
tions in the power dissipation of the system. An example of a low-frequency event is a major sys-
tem component’s transition from “stand-by” to “active” mode, which causes a step-response by
the PDN system. The nominal voltage, provided at the output of the VRM, can also show inten-
tional variations. In a system using voltage ID (VID) codes, the nominal supply voltage is depen-
dent on a code determined during initial device testing, and stored inside the device. The code is
provided to the system during boot-up. Based on the VID code, the nominal voltage of the VRM
is adjusted to meet the speed (and power dissipation) requirements of the system.

Note that a device manufactured in a slow process corner requires a higher supply voltage
to achieve a fixed target speed, than a device manufactured in a faster process corner.
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Another example of intentional variations in the VRM output voltage is adaptive voltage
positioning (AVP), where the output voltage of the VRM is dependent on the current power dissi-
pation in the system. In contrast to a VID setting, AVP changes the supply voltage over time, dur-
ing the operation of the system, generating a low frequency AC offset in the process.

The printed circuit board (and the capacitors placed on it) usually dominate supply noise in
the frequency range of 1 kHz to 10 MHz. The PCB can also have a minor impact on the DC offset
due to IR drop. However, this impact is usually small, and, if necessary, it can be compensated for
with a feedback sense line, running from the component at the end of the supply path to the
VRM. Determining the optimum value or type, number, and placement of PCB capacitors is a
major focus of the power-supply design methodology.

The package of a component affects supply noise in a comparably narrow frequency range,
but this frequency range is often the most critical, due to an effect called “package/chip reso-
nance.” During package/chip resonance, the inductance of the package supply, together with
inductance contributions from the PCB environment, create an LC resonance with the capaci-
tance of the on-chip power distribution system. When excited by the system, this resonance can
generate excessive supply noise, and must be carefully controlled during the design of a PDN.
The frequency and amplitude of the package/chip resonance is dependent on the supply design at
the PCB, the package, and the on-chip supply network. This is a good example of the interaction
between supply design components on different design levels. Each of the contributing PDN
components must be optimized to control this supply noise component.

Lastly, the on-chip power distribution contributes to supply noise primarily in two separate
frequency ranges: at DC and at high frequencies (>100 MHz). On-chip wires are highly resistive
due to the very thin on-chip metal layers, causing resistive voltage loss (IR drop) on the on-chip
power grid. In contrast to the IR drop in the PCB and package, on-chip IR drop is location depen-
dent; that is, some circuits close to supply pads might see no IR drop at all, whereas other circuits
far away from supply pads experience the maximum possible IR drop. Consequently, compensat-
ing for on-chip IR drop by raising the nominal voltage is not possible (for example, using a feed-
back sense line to the VRM). Additionally, the switching activity of the on-chip circuits generates
high-frequency supply noise, which is controlled using on-chip capacitors. The capacitance of
the on-chip supply system also affects supply noise during package/chip resonance at medium
frequencies, as pointed out previously.

This overview of supply noise components shows that, for most frequency ranges, a single
PDN component dominates the supply system response. This allows defining specifications for
each PDN component, with minimum overlap or dependency on the other components. An
exception is the medium-frequency range, when package/chip resonance occurs. Here, several
PDN components on different design levels are interfering with each other, which require a coor-
dinated specification for all the involved components.
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Deriving a power supply budget is an iterative process that balances the requirements of the fol-

lowing design aspects:

* Defining the supply noise targets that can be achieved in a system with reasonable effort

and cost.

* Defining a reasonably tight supply-voltage range for circuit operation. As the supply
range increases, guaranteeing correct functional operation over the entire range of the
supply becomes increasingly challenging, and often more expensive in terms of area

and power dissipation.

* Verifying that the margin loss due to power supply noise is acceptable, and accounted

for in the margin budget of the system.

Table 11.2 shows an example of a power supply budget. It also shows the parameters, cal-
culated during the budgeting process, used to verify that this budget is meeting the requirements
listed previously. Figure 11.4 shows a flowchart of the budgeting process leading to a power sup-

ply budget, as shown in Table 11.2.

Table 11.2 Example Power Supply Budget

Component DC AC Noise Frequency
Offset (%Vom) (MHz)
(% Vnom )
On-chip IR 0/-4 0 DC
drop
VRM/PCB, LF +3 +2 <l
noise
Package/chip 0 +4 IMHz ...
resonance, 500MHz
MF noise
HF noise 0 +4 > 500MHz

Total Budget +3/-7 +10

Max. PSIJ

Noise Sensitivity
(%Vnom) ~ (%U1/ %V nom)

0/-4 0
+5 <0.5
+4 <2.0
+4 0.25

+13/-17

PSIJ
(%U1)
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Figure 11.4 Power Supply Budgeting Flowchart

11.3.1 Dividing the Supply-Noise Range into Noise Components

The range of power supply distortions is divided into noise contributions at different frequency
ranges and is controlled by different components of the power distribution network. The example
shown in Table 11.2 defines the following four noise components:

*  On-chip IR drops, controlled by the on-chip power grid design.
*  VRM/PCB low-frequency noise, controlled by the system/PCB-level supply design.

» Package/chip resonance (medium-frequency noise) dominated by package design, high
frequency PCB decoupling, and on-chip decoupling.

* High-frequency noise, controlled by on-chip decoupling and the power-grid design.

The budget components shown in Table 11.2 are the minimum number of components for a
power supply budget. Defining more budget components, dividing supply noise components into
more detailed, smaller components, is possible. For example, the VRM/PCB low-frequency com-
ponent can be divided into the following subcomponents:
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¢ VRM DC offset
* VRM AC noise (load response, thermal drift, and so on)
¢ Self-induced noise on PCB

* Noise coupling on PCB from other supply rails

Each supply-noise budget component provides a design target for the corresponding
power-distribution-network component that controls that specific noise component.

11.3.2 Assigning Noise Target Values to Budget Components

Specify DC offset, AC noise, and frequency-range target values for each supply budget compo-
nent. These noise target values later become the specification for the design of the power distribu-
tion network.

11.3.3 Calculating the Supply Range for Circuit Operation

Calculate the total amount of noise, and the range of supply voltages expected at the system cir-
cuits, based on the noise target values of the supply budget components. Design the circuits to
meet the system specification for any supply voltage in this range.

If the circuit design cannot meet the system specification over this supply voltage range
(with a reasonable amount of effort), then the target values of the supply budget components is
updated. Return to Step 2, in Figure 11.4, and reduce the maximum supply noise range of the sys-
tem. The supply budget process may iterate several times between Steps 2 and 3 before a noise
target assignment is achieved that results in an acceptable specification for the design of the
power distribution system, and an acceptable supply voltage range for the circuit design.

11.3.4 Dividing the Supply-Noise Range into Noise Components

Determine the amount of timing and voltage margin loss (also known as margin loss, for the sake
of brevity) due to supply noise in this range, for each supply budget component listed in Table
11.2. In most cases, timing loss (that is, power supply induced jitter), as listed in Table 11.2, is the
dominating margin loss effect due to supply noise. Other margin loss mechanisms due to supply
noise are possible and are tracked in a similar way.

Margin loss due to supply noise is often a function of the noise spectrum, and depends on
system design decisions (for example, clocking architecture, partitioning of circuits to different
supply rails, and circuit implementation). To estimate the margin impact of each supply budget
component, each component’s maximum margin sensitivity to supply noise is estimated, in the
frequency range of the noise component, based on simulations or on experience with similar sys-
tem implementations.

11.3.5 Calculating the Margin Impact of Supply Noise

Calculate the maximum margin loss due to each supply budget component, by using the compo-
nent’s margin sensitivity estimations and noise target values. Then, add each component’s
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maximum margin loss together to obtain the total maximum margin loss. If the supply-noise
induced margin loss does not meet the margin budget expectation, either reduce the supply-noise
induced margin loss or update the margin budget to reflect the increased margin loss. There are
two ways to reduce the supply noise induced margin loss:

* Reduce the noise targets of the supply budget components (refer to Step 2 of the budget-
ing process in Figure 11.4).

* Reduce the margin sensitivity by changing the system implementation (refer to Step 4 in
Figure 11.4).

Several iterations may be required before a power supply budget is achieved that meets all
the design requirements regarding functionality, performance, and system cost.

11.4 Supply Noise Analysis Methodology

As stated earlier, the power distribution network of a typical digital system spans three hierar-
chies: silicon, package, and board. The power distribution network contains various geometric
structures, like planes, vias, and traces, as well as circuit elements like decoupling capacitors,
voltage regulator modules, and the on-chip power distribution. The issue of power integrity has to
be addressed on each design level to achieve high-quality supply voltages. Traditionally, different
design teams are responsible for the various design hierarchies of an electronic system. In most
cases, separate teams design the silicon circuits, the package, and the PCB, and these components
communicate through a limited set of boundary conditions at the interfaces between them. Such a
separation is not advisable, particularly for high-performance systems, because the supply noise
in a system depends largely on the interaction between the components of the power supply net-
work on different system levels. Addressing each component individually does not account for
these interactions and can often lead to incorrect noise predictions. It also ignores the possibilities
of trade-offs in the design. In many cases, power integrity is the product of multiple solutions,
originating from design decisions at different design levels. Understanding these trade-offs
makes finding the best solution for the system, with regard to cost and implementation effort,
possible. For these reasons, power integrity requires a systemic, or co-design, approach that com-
bines the design of power distribution components and removes the borders of traditional design-
team separation.

11.4.1 Components of Supply Noise Analysis

To model the impact of supply noise on system performance in a high-speed interface, we must
first predict the supply noise generated in the system, and then understand the impact that the sup-
ply noise will have on system performance. To achieve this, the PDN analysis methodology must
address the following aspects of supply-noise analysis:

* Modeling the impedance of the power distribution network

* Modeling the current waveforms exciting noise in the system
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* Analyze the sensitivity of circuit to supply noise

* Verify supply noise and margin loss prediction in the implemented system

11.4.1.1 Modeling the Impedance of the Power Distribution Network

The impedance (Zppy) of the power distribution network describes the sensitivity of the supply
system to current changes that can cause supply noise. Zppy is the impedance between the supply
and the ground rail, as seen by the on-chip circuits. Zppy is, therefore, an important Figure-of-
Merit for the power delivery network of a system. Figure 11.5 illustrates a system PDN, and the
ports used to measure the supply impedance Zppy.

Voltage
Regulator Board Package On-Chip

Figure 11.5 Power Supply Impedance (Zppy)

Using Ohm’s Law, the supply voltage V,;...;; (), as seen by the on-chip circuits, is calcu-
lated as follows:

Veircuit (t) = Vnam - ZPDN (t) * icircuit (t) (111)

where i,.;; (¢) is the supply current drawn by the on-chip circuits, and V,,,,, is the nominal (DC)
voltage provided by the voltage regulator module.

The product of the supply impedance Zppy, and the circuit current i .;,.;; (£), is the deviation
of the voltage seen by the on-chip circuits from the ideal nominal (DC) voltage (that is, it is the
supply voltage noise in the system):

Vnoise (t) = ZPDN (t) * icircuit (t) (112)

Because the PDN contains elements with inductive, as well as capacitive, properties, analyzing
this relationship in the frequency domain is easier:

Vm)ise (f) = ZPDN (ﬂ . Icircuit (f) (113)

From equations (11.1)—(11.3), it is clear that the supply noise in a system decreases if the
supply impedance decreases. Consequently, minimizing the impedance Zppy is a major goal in
the design of a power distribution network.

A model of the supply impedance Zpp,y consists of a large number of component sub-mod-
els on different levels of the design hierarchy. Depending on the accuracy desired, some of these
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components (for example, the power planes in the package and PCB and the on-chip power grid)
can require a large number of model elements. The complexity of a PDN model that uses the
highest accuracy of each component is usually too high to analyze the power distribution system
of an entire I/O system. Therefore, the complexity of the individual component models is man-
aged, based on the noise parameter that is simulated in a particular analysis step. For each analy-
sis step the accuracy required for each component is adjusted, using reduced order models for
those power-supply components whose higher order effects have little impact for this particular
analysis.

11.4.1.2 Modeling the Noise Excitation Currents

Equation (11.3) describes the supply noise in a system in response to a circuit current excitation
L ircuir (- In this relationship, both, Zppy and 1., are functions of frequency. However, while
Zppy (f) 1s, in general, time-invariant (that is, it will not change over time during system opera-
tion), I.;..,;; 1s dependent on the activity in the system, and can be time-variant and non-cyclo-sta-
tionary (that is, the frequency spectrum of I, (f) can vary over time as the activity—for
example, the data pattern transmitted in the interface—changes).

Worst-case supply noise in the system is predicted by identifying and modeling the worst-
case current excitation modes that result in the largest margin loss in the system. Figure 11.6
shows an example of Zppy (f) and 1 .;,...i: ().

|F,DN Spectral Components

Data Dependent
Components
Clock

M\  Signal Edges

Frequency

Figure 11.6 Z,,y () Profile and 1, (f) Spectral Components

Expect to see worst-case supply noise amplitude when the current excitation 1.;,..; ()
makes large spectral contributions in the frequency range of high supply impedance. Some of the
;.. frequency components are usually constant in frequency, like the clock current compo-
nents, and the components associated with the edge rates of signal transitions. Other components
are dependent on the activity of the system; for example, the data pattern transmitted in the inter-
faced system. Maximum supply noise amplitude is generated when the data-dependent compo-
nents of 1.;,.,;; excite the PDN in the frequency ranges where Zppy is large.
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A general worst-case current profile for a given supply impedance (Zppy) can be calculated
using the generalized peak distortion analysis described in Chapter 10, “Clock Models in Link
BER Analysis,” or the Reverse Pulse Technique described in by Drabkin et al. in reference [4].
However, for I/O systems, only a limited number of current profiles are possible, due to the inter-
face signaling protocol, and a worst-case excitation profile is often constructed by hand.

11.4.1.3 Understanding Circuit Noise Sensitivity

The major design goal for the power distribution network is not to minimize supply noise itself, but
to minimize the impact of supply noise on system performance and functionality. To achieve this
goal, understanding the sensitivity of the system to supply noise at different frequencies is neces-
sary. In many cases, circuits reject noise in some frequency ranges, but are sensitive to noise at other
frequencies. Understanding these sensitivities makes it possible to focus on the optimization of
supply noise in the sensitive ranges, define a suitable supply noise target for each operating range,
and avoid over-constraining the design in regions with low sensitivity. A typical unit for the sensi-
tivity of circuit timing to supply noise is “timing variation divided by noise amplitude [ps/mV].”

Figure 11.7 shows a typical supply noise sensitivity profile for a PLL circuit. At low and
high frequencies, the sensitivity of the PLL jitter to supply noise is very low. At these frequen-
cies, the phase-locked loop (PLL) can tolerate higher supply noise. However, the PLL shows a
significant sensitivity to supply noise in the medium frequency range, so the supply noise must be
held to lower levels at medium frequencies.
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Figure 11.7 Supply-Noise Sensitivity Profile for a PLL Circuit

There are two approaches to accounting for supply-noise sensitivity when modeling the
power supply induced margin loss. With the first approach, a full, detailed description of all the
circuits in the system is maintained during the modeling and analysis of supply noise and noise
impact. Although this is a very accurate methodology, it often results in a very complex simula-
tion model, and is usually only feasible for the analysis of small systems. With the second
approach, the supply noise sensitivity of the system is modeled separately, a sensitivity profile is
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developed, and then this profile is used to identify the worst-case excitations. The supply noise
for the worst-case excitations is analyzed, and the margin loss due to the resulting noise is pre-
dicted. Because this approach does not increase the complexity of the supply noise model used in
the analysis, it is suitable for large systems. However, it requires a deeper insight into system
behavior, and requires additional procedures to identify worst-case excitation and margin loss.

High-performance interface systems often use a combination of these two approaches. The
impact of supply noise on the internal supply rails, which provide power to timing circuits like
the PLL and the clock distribution, is accounted for using pre-simulated supply noise sensitivity
profiles. Chapter 14 describes, in detail, how to model supply noise sensitivity. Supply noise, at
the output driver supplies of an interface, is often included in the PDN simulation model, to
account for the impact of supply noise during simultaneous switching noise (SSN) events. An
SSN event occurs when multiple output drivers are switching at the same time, causing signifi-
cant noise on their supply rails. Modeling this switching noise is quite challenging, because it
involves both high-frequency signal modeling and medium frequency PDN modeling. (Chapter
12 covers this topic in-depth.)

11.4.1.4 Verifying the Supply Noise and Margin Loss Prediction

A final, important aspect of power supply analysis is correlating the supply noise and the noise
impact measured in the system with the prediction of the model during the design stage. This cor-
relation verifies the modeling methodology, as well as the implementation of the proposed solu-
tion. It also tests any assumptions made about the noise generation and sensitivity in the system
during the design stage. Because each step in the analysis requires an adjustment of the compo-
nent models, to reduce the total model complexity, the final correlation is necessary to confirm
that the chosen methodology still maintains the required accuracy.

11.5 Steps in Power Supply Noise Analysis

The analysis of power supply noise in a system is broken down into separate steps; each step
addresses different noise contributions. This concept was presented earlier in the definition of a
power supply budget, and is used again here as a strategy for a PDN analysis flow.

11.5.1 DC Drop and Low-Frequency AC Noise Due to VRM, PCB, and
Package

The resistance in the PCB board and package, as well as the accuracy and drift of the VRM, can
cause DC offsets or low-frequency changes in the supply voltage. In some cases the supply volt-
age adjusts slowly during operation, reducing the voltage during high system activity, and increas-
ing voltage during low system activity (droop control). Usually, I/O circuits are not sensitive to
noise at this low frequency, as long as the minimum voltage necessary for proper operation of the
circuits is maintained. Many timing-sensitive circuit blocks in high-speed I/O systems (for
example, PLLs) are tracking low-frequency changes of the supply noise. Furthermore, I/O system



11.5 Steps in Power Supply Noise Analysis 295

performance is primarily dependent on cycle-to-cycle timing distortions between consecutive
clock cycles. Low-frequency supply noise only creates small distortions in this short time interval.

The VRM can cause additional AC noise during load changes in the system, due to the lim-
ited bandwidth of the regulator loop. Switching regulators can also create additional AC distor-
tions at the regulator output, due to their switching characteristics. These noise contributions are
controlled with a properly designed VRM regulator loop and PCB decoupling [5] [6], which can
be easily verified later in the system. For this reason, this noise budget component is not a major
issue for high-speed designs, and not covered here in detail.

11.5.2 Analyzing the On-Chip IR Drop

Due to the large resistance of on-chip wires, there is a noticeable resistive voltage drop (IR drop)
in the on-chip power distribution. This voltage drop varies at different locations on the chip, and
varies over time, as the activity distribution on the chip changes. Usually, package and PCB
design do not affect the spatial distribution of IR drops in the chip, because the same voltage is
provided to all chip bumps, because of the much lower resistance of the package and PCB traces
and planes. In typical design flows, the IR drop is checked late in the design cycle, when most of
the layout is available (post-layout). At this late stage in the design, only minor improvements are
possible to address local IR problems.

When designing Multi-Gigabit I/O systems, analyzing the on-chip IR drop early in the
design cycle, during the floor planning and bump assignment stages, is essential. The IR drop is
dependent on the bump/pad placement, the power routing on the chip, and the current distribution
over the chip area. Typically, signal escape routing requirements in the package restrict the place-
ment of supply bumps/pads, and often, several different power rails are competing for bump/pad
locations and routing resources. Optimized signal and supply bump/pad placement must be deter-
mined early on, together with routing guidelines for the various power rails and the floorplan of
the circuit blocks on the chip to guarantee a high-quality power supply.

For IR analysis, the on-chip power distribution for each power rail is modeled as a resistive
network. Static current sources are added between the power networks, which represent the max-
imum current dissipation averaged over one clock cycle at each location. Ideal voltage sources
are placed at the positions of the power bumps/pads. Because only static currents are considered,
the capacitance of the on-chip distribution can be omitted. Figure 11.8 shows the resulting model
for a flip-chip design.

The spatial resolution of the power grid model is adjusted based on the spatial resolution of
the current load information. In this early stage of the design, typically only the total current dissi-
pation of the circuit blocks is known. Without detailed knowledge of the final power connections,
this current is distributed homogeneously over the power routing in this region. Therefore, the large
number of parallel supply wires in this region can be combined into a single “effective” wire, with-
out loss of simulation accuracy. This reduces the complexity of the supply model drastically, allow-
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ing the modeling and simulating of large areas, and of several power rails at the same time. Due to
its small simulation runtime, it also allows several iterations of refinements in the bump assignment
and power grid planning. As the design progresses and more detailed information about the floor-
plan and routing becomes available, the model can be refined, improving the spatial resolution of
the model.
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Figure 11.8 On-Chip IR Drop Model for Flip-Chip Design

Figure 11.9 shows example bump assignments, the original and optimized bump assign-
ments. Figure 11.10 shows the IR drop map for various metal coverage settings (25%, 50%, 75%)
used to reduce the maximum IR drop based on the original assignments. Due to the limited num-
ber of bumps, it fails to meet the target specification of 4%. Figure 11.10 also shows the final IR
drop map after adding bumps at critical locations to meet the target specification with 50% metal
coverage.

11.5.3 Analyzing the High-Frequency Switching Noise

The second supply noise component (in addition to IR drop) affecting the design of the on-chip
power grid is high-frequency switching noise. Switching circuits in the I/O and core region can
cause current peaks on the supply rails. Because the package typically is primarily inductive, the
current provided by the package cannot change fast enough to provide the charge for this high
frequency switching. Instead, on-chip decoupling capacitors are used to provide the switching
current to prevent high-frequency noise on the power rails.

The inductive nature of the package impedance creates an effective low-pass filter, separat-
ing the PCB and chip at high frequencies. This filter significantly attenuates the high-frequency
switching noise leaking from the chip into the PCB, where it could excite resonances in the PCB
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supply planes. It also prevents high-frequency noise from any other source or device from leaking
from the PCB into the chip. This filter makes analyzing high-frequency supply noise using only
the on-chip supply distribution and circuits possible.
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Figure 11.10 IR Drop Maps for 25%, 50%, and 75% Metal Coverage with the Original Design
and 50% Coverage with the Optimized Design
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The on-chip simulation model (presented earlier for static IR analysis) can be extended to
simulate the effect of high-frequency switching noise to verify the amount and placement of the
on-chip decoupling capacitors. For this analysis, equivalent circuits of decoupling capacitor cells
are placed between the power rails, at the locations intended for decoupling capacitor placement.
The static voltage sources from the IR analysis are replaced with equivalent models for the circuit
blocks to create time-dependent current profiles of the circuits. These current profiles are derived
from simple circuit simulations by measuring the current dissipation of a circuit block over time,
as a piecewise-linear current profile. The resulting equivalent model also has to take the feedback
of supply noise on the circuit itself into consideration. Fast-switching circuits create high current
peaks. These current peaks can cause local collapses of the supply voltage, which in turn, slow
down the circuits and reduce the height of the current peaks. This feedback effect must be
reflected in the equivalent circuit models used to create the current profiles, because it noticeably
reduces the amplitude of high-frequency noise in the system. Figure 11.11 shows the resulting
on-chip model for high-frequency switching noise analysis.
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Figure 11.11  On-Chip Model for High-Frequency Switching Noise Analysis

As mentioned previously, the inductive nature of the package prevents the package and
PCB supply network from reacting to high-frequency switching currents. Therefore, the package
and PCB have little impact on the high-frequency noise, and their models are simplified, for this
analysis, to an effective inductance connected to each pad/bump. This simple model works well,
when a homogeneous high-frequency switching noise target is defined for the entire chip area. If,
however, different regions of a chip are designed with different supply noise targets, then the sup-
ply noise can be coupled between these regions through the package. This case requires a more
accurate, reduced-order package model that reflects the impedance between different package
supply pads. A typical example is a design that separates the supply rail used for noise sensitive
circuits from the main power rail to shield these sensitive circuits from switching noise. Even if



11.5 Steps in Power Supply Noise Analysis 299

these power rails are routed separately on the chip, switching noise can be coupled to the sensi-
tive circuits, if these power rails connect inside the package.

11.5.4 Medium-Frequency AC Noise

Medium frequency noise is often the dominating supply noise component in I/O systems. Power
integrity analysis in I/O systems often focuses on simultaneous switching noise (SSN) on the
supply rail of the output drivers, although this is only one contribution to this noise component.
Supply noise on other supply rails at medium frequencies can also contribute to timing margin
loss in the system.

Predicting the medium-frequency supply noise on the supply rails of the circuits requires
the analysis of the supply network’s frequency dependent impedance (Zppy), as seen by the cir-
cuits on the chip (see Figure 11.5). Additionally, it requires a model of the current changes caus-
ing the supply noise.

For medium frequency noise analysis the on-chip power distribution model can be simpli-
fied. At high frequencies, the position of a circuit block inside the power grid, and its proximity
to the on-chip decoupling capacitors, determines the local supply noise for that circuit. However,
at low and medium frequencies, the proximity of a circuit block to the on-chip decoupling cells
has little impact, because the cycle time of the current excitation becomes much larger than the
RC time constant of the on-chip power. As a result, the on-chip power grid and the decoupling
capacitors in that grid can be combined into a lumped equivalent RC network. This equivalent
on-chip RC network is modeled with a small number of passive elements, thereby drastically
reducing the complexity of this model. The reduced-order model is derived from the frequency
response of the more accurate RC on-chip model, used for high-frequency noise analysis.

The supply networks in package and PCB have to be modeled accurately for medium fre-
quency analysis because they are the dominant components of the power delivery system. The
traces and vias, as well as circuit elements in the package and PCB, are modeled using traditional
equivalent models. Power planes require a more complex model to reflect the wave propagation
inside plane pairs, and the two-dimensional current distribution effects at the ports of the planes.
Several different modeling methodologies have been proposed [7-9]. Usually, the discussion of
these models focuses primarily on the accurate modeling of plane resonances. Plane resonance
itself usually occurs at very high frequencies, where package inductance and on-chip decoupling
capacitance are dominating Zppy, and have little impact on system performance. These models,
however, also accurately describe the two-dimensional current distribution over the ports of
the power plane, which can have a significant impact on Zppy. Therefore, they are well suited
to model planes in power delivery systems. Modeling planes with signal traces for SI/PI co-
simulation is quite challenging. Section 12.4.3 discusses this topic in detail.

Figure 11.12 shows PDN profiles for different configurations. It compares four-and six-
layer boards to observe the impact of plane inductance, and two different on-chip decoupling val-
ues are used. In this example, using a six-layer board to lower the plane inductance clearly
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reduced the PDN impedance below 100MHz (package resonance). On the other hand, on-chip
decoupling caps are used to reduce the PDN impedance above 100MHz.
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Figure 11.12 PDN Profiles for Four- and Six-Layer Boards with Different Decap Values

11.6 Summary

This chapter provides an overview of power integrity engineering and discusses the modeling
methodologies and key concepts of power noise sources at different frequency contents. The low
frequency noise of off-chip sources (such as VRM) is not critical for I/O interfaces, if it is low
enough to be tracked by the PLL or clock. On the other hand, the on-chip DC IR drop is critical to
circuit operation, and must be analyzed as early as the pre-layout stage to avoid late changes in
the bump or pin assignments.

Because the package acts as a natural filter for high-frequency noise, off-chip high fre-
quency noise on the power rails does not affect on-chip circuit operation. On the other hand, on-
chip high-frequency noise is very critical to circuit operation, but it cannot be addressed by
improving the off-chip decoupling capacitors, due to the package inductance. Typically, on-chip
high-frequency noise has to be addressed allocating on-chip decoupling capacitors, so sufficient
decap area must be budgeted for this purpose. An accurate estimation of this on-chip decap value
is critical, as it can help avoid over-designing the package and system PDN.

Finally, the medium frequency near the package resonance is the most challenging to ana-
lyze, as it needs an overall PDN model that includes VRM, PCB, and on-chip PDN models. An
accurate plane model, the equivalent series inductance (ESL) of the Surface Mount Capacitors
(SMC), and the on-chip decap area, are all considered crucial to this analysis. Selection and
placement of different SMCs is an important task, and accurate simulation can lead to a cost-
effective optimized power distribution network.
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CHAPTER 12

SSN Modeling and
Simulation

Dan Oh and Joong-Ho Kim

High-speed I/O interfaces commonly use differential signaling, because of its superior signal
quality. However, mainstream memory interface designs still use single-ended signaling, such as
Stub-Series Terminated Logic (SSTL) or Pseudo Open Drain (POD) I/O, because of its smaller
pin count requirement and backward compatibility. Two of the most critical noise sources for
single ended signaling are crosstalk and simultaneous switching noise (SSN). One can mitigate
crosstalk by improving the physical design, such as using a flip-chip instead of wirebond, replac-
ing microstrip with stripline, or placing ground guards. On the other hand, mitigating SSN is
more challenging, because it is influenced by the physical constraints of the package design.

Figure 12.1 shows the impact of crosstalk and SSN for a typical high-end graphic channel
at 5Gb/s [1]. Stripline routing is used in the controller package and motherboard to minimize
crosstalk effects. Additionally, a state-of-the-art C4 DRAM package with a four-layer substrate is
used to minimize power supply noise. The first eye diagram in Figure 12.1 shows a case with no
crosstalk (the aggressor lines are kept quiet), and no SSN (an ideal power distribution network is
used). The second diagram in Figure 12.1 shows a case with only crosstalk, and the third diagram
shows a case with both crosstalk and SSN. These examples demonstrate that SSN is one of the
dominant noise components in next-generation memory interface design.

Traditionally, SSN is minimized by increasing the number of power and ground pins in
order to reduce the power and ground inductance. Figure 12.2 illustrates the trend towards higher
pin count in graphics memory systems. The figure plots the total pin count and the ratio of power
and ground pins to signal pins. As shown in this figure, the number of power and ground pins
have continuously increased compared to signal pins. Although some of the new pins are attrib-
uted to increased core power requirements, the majority are needed to reduce the power supply
noise for transceivers. Unfortunately, increasing power and ground pins does not reduce the over-
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all inductance, after it reaches a certain level, as explained by the following formula for net

inductance:

Ly = (12.1)
‘net . .
1 1 1
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Figure 12.1 Impact of Crosstalk and Power Noise on a Graphic Memory System at 5Gb/s [1]
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Figure 12.2 Pin Count Trends in Graphic Memory Systems

To demonstrate this fact more clearly, the net inductance is plotted against the number of
pins, in Figure 12.3. In this example, the inductance of a single pin is arbitrarily assumed to be
10nH. (Real cases can be modeled by simply scaling Figure 12.3.) As shown in the figure, the
number of pins needs to be doubled to reduce the inductance by half. This means that a much
larger number of pins are required to reduce a constant amount of inductance. Although power
demand has continuously increased due to core speed increase and the number of cores, the pack-
age design and size have not been able to catch up with the power demands. As a result, a limited
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number of power and ground pins are available for an I/O interface, making SSN unavoidable in
single-ended high-speed I/O designs.

This chapter discusses the challenges and methodologies used to model and simulate
simultaneous switching noise. It focuses on high-level strategies and issues, rather than the
details of how to generate an SSN model. Interested readers are encouraged to study other refer-
ences [16] and [17]. Section 12.1 discusses the challenges of SSN modeling. Section 12.2
describes the SI and PI co-simulation flow. Analyzing SSN requires a thorough understanding of
signal return loops. Section 12.3 reviews the signal loops for common single-ended signals.
Section 12.4 discusses some practical tips and potential pitfalls in SSN modeling and simulation.
Finally, Section 12.5 demonstrates the SSN simulation flow, using a DDR2 system with a wire-
bond package.

12.1 SSN Modeling Challenges

Most single-ended signaling systems contain some degree of SSN, because the power delivery
network can never be ideal, due to the physical limitation of the packages. An accurate character-
ization of SSN’s impact on link margin is crucial when designing a cost-effective and robust I/O
interface. This section pinpoints a few of the difficulties associated with modeling and simulating
a channel with SSN noise.

12.1.1 Interaction between Signals

SSN is generated when multiple single-ended output drivers are switching at the same time, caus-
ing large AC current spikes on the supply rails of the device. Simulating this supply noise on
power rails is not too difficult, and results have been presented in the past with good correlations
to the noise measurements. However, characterizing the impact of this noise on the voltage and
timing margin of the overall link is much more difficult. The channel margin depends on the
interactions between different signals in the interface, such as the DQ (data) signals, the DQS
(strobe) signal, and the VREEF (reference) signal. Signal integrity, as well as supply noise, affects
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each of these signals in various ways. Depending on the particular clocking topology, some of the
noise can be tracked out. Therefore, the relative net noise is more important than the absolute
noise. Consequently, the channel simulation requires that all the signals and noise sources be
modeled at the same time. Figure 12.4 shows common noise sources for single-ended signaling:
intersymbol interference (ISI), crosstalk, the reference voltage noise, and power and ground
noise. Many of these noise sources are strongly interrelated; for instance, noise in the reference
voltage is related to the power and ground noise. Additionally, their impact on signal and aggres-
sor are also tightly correlated. Modeling and analyzing SI and PI separately cannot predict an
accurate system margin.

Power & Ground Noise

Figure 12.4 Various Noise Sources in a Single-Ended Signaling System

Typically, high-speed single-ended signaling is implemented using a pseudo differential
receiver. A pseudo differential receiver uses a DC reference signal (VREF) to compare with the
input signal, which makes the noise on VREF as important as the noise on the signal. Figure 12.5
shows the impact of noise on the VREF signal. In the past, VREF lines were typically designed to
be quiet. A better approach is to optimize the bypassing capacitance, in order to track the noise on
the power rail. Figure 12.5 shows the data strobe signal (DQS) with both a quiet VREF, and an
optimally bypassed VREEF, designed to track out some of the noise on the strobe signal.

The strobe signal is widely used as a clock in many memory interface systems, such as
DDR1/2/3 and GDDR1/2/3/4. The main difference between a conventional clock and the strobe
is that the clock signal is typically free running; that is, it always operates in a toggling pattern. On
the other hand, the strobe signal only sends the toggling pattern during READ and WRITE transi-
tions, as necessary. Because the strobe is used to sample data, ensuring that it is as free of jitter as
possible is important. Figure 12.5 illustrates how a bypassing scheme reduces strobe jitter.

Figure 12.6 shows data signal (DQ) eye diagrams with both quiet and optimized VREF.
The quality of the optimized VREEF eye is better than the quiet case. Medium-frequency power
noise is very hard to reduce due to package inductance. Hence, the best options are to either can-
cel it or track it out with the common noise on the reference signal. Tracking is best for low- and
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medium-frequency noise as it is not location dependent due to relatively long electrical wave-
length compare to high-frequency noise.

Quiet VREF Optimized VREF

Figure 12.5 Data Strobe Signal with Quiet VREF and Optimized VREF

Quiet VREF Optimized VREF

0 0.5 Ul 1.0Ul

Figure 12.6 Data Signal with Quiet VREF and Optimized VREF

12.1.2 Full Circuit Driver Modeling

Traditionally, ST engineers studied I/O channel using a simple behavior model, such as IBIS, or
linear voltage-controlled drivers. Because SSN is closely related to power noise and its impact on
drivers, a behavior model no longer meets the accuracy requirements for SSN analysis [2] [3].
High levels of noise in the power supply or on the ground rails can cause significant changes in the
driver’s state. For instance, if noise grows beyond the target range, it can alter driver behavior dras-
tically, making the drivers non-linear. As a consequence, a full circuit transistor model is desirable
for SSN analysis. Unfortunately, simulating simultaneous switching noise for a wide (x16 or x32)
memory interface requires many drivers, and it is not practical to use a full transistor model due to
the large simulation time. Section 12.2.1 presents an efficient method for addressing this issue.
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12.1.3 Complexity of Package Modeling

The dominant cause of SSN is the package parasitic inductance. This is particularly true for wire-
bond packages, as wires have a significantly larger inductance, as compared to the solder balls
used in C4 packages. Wirebond packages are still widely used for consumer applications, such as
HDTYV, digital cameras, and so on. Mobile applications use package-on-package (PoP) systems,
which also have significant inductance. Figure 12.7 shows an example of a PoP system. PoP sys-
tems use wirebonds to stack memory dies. The controller device can be either soldered down or
wirebonded. Modeling 3D wirebonds in a PoP package is quite challenging due to its complexity.
Hundreds of wires must be modeled together due to the tight coupling. Even with modern macro-
modeling techniques, the complexity of wirebond package models is still quite high. Section
12.2.2 discusses the reduction of wirebond model complexity.

Figure 12.7 Sample Memory System in Package-on-Package (PoP)

12.1.4 Source Excitation and Simulation

Yet another difficult challenge in SSN analysis is exciting and simulating the proper data pattern.
Intersymbol interference (ISI) and crosstalk are dominated by high-frequency switching activity.
In contrast, power supply noise peaks at the package resonant frequency, caused by the PDN
inductance and on-chip capacitance. This resonance frequency (SOMHz~300MHz) is typically
much lower than signal data rate. Therefore, the worst-case channel analysis requires considering
both medium and high frequencies at the same time. Finding this worst-case excitation requires a
good understanding of PDN and channel characteristics. This process can be even more compli-
cated when the pre-driver is also included in analysis. As the pre-driver often uses a separate
power supply, the worst-case excitations for the pre-driver and output driver are, in general, dif-
ferent due to different PDN resonance frequencies.

The strategy presented here is suitable for determining worst-case SSN and crosstalk. First,
one of the signal lines is chosen to be the victim line. Then, the immediate neighboring signals
are modeled as separate independent aggressors, in order to generate the worst-case crosstalk.
The remaining signals are modeled as SSN generating aggressors, and excited using the same
data pattern, which has a strong PDN resonant frequency content.
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Even after the worst-case pattern has been determined, the simulation itself is still chal-
lenging, due to the long simulation time required to simultaneously analyze both the medium and
high frequency effects. To avoid this large simulation time, a new simulation methodology is pro-
posed by Kim, et al. [6-8]. This new approach captures the impact of simultaneously switching
outputs at the package resonance frequency by independent simulation. The voltage margin loss
obtained from this simulation is modeled as an additional input voltage requirement at the
receiver (in addition to the conventional voltage requirement due to sampler sensitivity and
power noise). Consequently, the effective input voltage requirement is now a function of system
configurations. Figure 12.8 shows the excitation example for medium and high frequency analy-
sis. The resulting eye diagrams for the victim data signal and strobe signal are shown in Figure
12.9. If a fast-time domain tool (such as the one described in Chapter 9, “Fast Time-Domain
Channel Simulation Techniques”) is available, then one can directly perform a simulation that
includes both medium and high frequency data patterns.
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Figure 12.8 Data Patterns for Medium- and High-Frequency SSN Analysis
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Figure 12.9 Eye Diagrams with No SSN, Medium-, and High-Frequency SSN
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12.2 Sl and Pl Co-Simulation Methodology

As mentioned in the previous section, accurate transistor-level transmitter and receiver models
are desirable for SSN simulations, because they provide accurate current profiles on the supply
rails, including the potential feedback effects due to rail collapse. Typical behavior driver mod-
els do not capture complex transistor effects, such as the impact of the pre-driver and any non-
linearity of output driver [2] [3]. To analyze SSN, both the signal and power nets must be
modeled at the same time with all the interface drivers and receivers. Unfortunately, analyzing
an entire I/O system with transistor-level driver and receiver models requires vast computing
resources.

This section describes the SI and PI co-simulation methodology proposed by Ralf, et al.
[4-9]. Figure 12.10 shows the flow of the overall methodology.
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Controller SI+PI

Controller Sl (Channel Model) Dram Z N

Controller

Simplify

Figure 12.10 Sl and Pl Co-Simulation Flow

First, the PDN model for the PCB and packages is generated. A distributed RLGC model is
used to model the power and ground planes, including the non-ideal ground return paths. Next, a
simplified equivalent S-parameter model is calculated by eliminating the internal nodes and
merging the same power nets at the external nodes. Modern SPICE simulators support S-parame-
ter modeling and simulation, and can be used for this S-parameter model generation without the
need for additional macro-modeling tools. For wirebond packages, where inductance dominates
the package model, this S-parameter model can be further simplified by computing an equivalent
inductance model. The equivalent inductance model can be calculated by approximating the S-
parameter, using a transmission line RLGC parameter (as described in Section 5.4.1). Section
12.2.2 describes a simpler, but less rigorous, approach.

Now, an on-chip power distribution model is combined with the package and motherboard
PDN model. The resulting overall PDN model is merged with a channel model for signals. For
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wirebond packages, the PDN and signal models cannot be separated due to tight coupling, and so
are modeled together. On the other hand, for the motherboard and on-chip trace portions, the
PDN and channel models can be prepared separately. The signal traces on the PCB are typically
modeled as transmission lines, using a 2D field solver. Other components, such as vias and
escape lines, are characterized using a 3D EM solver. Finally, the simulation deck is completed
by adding the driver and receiver models.

12.2.1 Reducing the Complexity of the Driver Model

A novel scheme to model a full circuit driver and receiver for SSN analysis is presented in refer-
ences [4-9]. This scheme combines a small number of accurate transistor-level driver models
with current-controlled current sources, in order to lower the complexity of the overall system
model. Figure 12.11 illustrates the proposed circuit topology. The basic idea is that only one of
the drivers is modeled accurately, and the remaining drivers are duplicated using current mirror
drivers.
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Figure 12.11 Final Channel Model Combining Both Signal and Power Integrity Models

The underlying assumption behind this scheme is that all drivers share the same data pat-
tern, which is a reasonable assumption for SSN study. Drivers with different data patterns must
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be modeled separately, using a full-circuit model. Consequently, the required number of full-tran-
sistor models is a function of the different data patterns (and power supply domains). A typical
channel simulation requires the following independent drivers:

* A victim line is always required. The data pattern of the victim line consists of high fre-
quency content, in order to maximize the ISI impact. Furthermore, the high-frequency
content must repeat many times, to account for any low- and medium-frequency impact
from the other aggressor lines.

* Close neighbor lines that cause significant crosstalk must be modeled independently.
Crosstalk is a function of distance so the worst-case data pattern could be different for
each aggressor, requiring an independent transistor model. For single-ended drivers, two
neighbors from each side of the victim line are typically modeled as crosstalk aggressor.
These neighbor lines contribute both crosstalk and SSN, so calculating the worst-case
data pattern for these drivers can be quite challenging. If the number of aggressors for
SSN is large, the impact of SSN due to these crosstalk neighbor lines can be ignored.
Such cases, the data pattern can contain only a high-frequency component, in order to
maximize the crosstalk impact.

* The remaining aggressor drivers can be modeled using one full circuit model, as long as
they share the same data pattern and common supply voltage. In this situation, all the
drivers switch at the same time to excite the worst-case SSN.

» Typical driver models consist of a pre-driver and output driver blocks and often use dif-
ferent power supply rails. For each full-circuit driver, both the pre-driver and the output
driver must be mirrored. Some designs use separate ground rails, which must be mod-
eled individually.

Ideal voltage sources, with OV, are inserted at the power, ground, and signal nodes of a full-
circuit driver and receiver. Then, the driver and receiver currents for individual aggressors are
mirrored as shown in Figure 12.11. Note that all the mirrored currents are dumped to an ideal
global ground. The package model in Figure 12.11 contains a full netlist, including signal lines
and individual power and ground wires. When the package model is built using a loop quantity
instead of partial elements, the ground current is not mirrored.

To reduce the modeling complexity, one can simplify the channel on the motherboard by
using a simple termination for all the mirrored signal nets. This approximation assumes that there
are sufficient decoupling capacitors near the package pins, so that there is negligible power cou-
pling between the transmitter and receiver. This simple approximation also assumes that most
interactions with the victim signal are covered with the crosstalk lines, and the mirrored signal
lines are only used to excite SSN.

For the power and ground rails, the aggressor and receiver mirrors can be combined into
one effective mirror, if it is tightly shorted at the on-chip side. Based on this assumption, one can
also merge the package nodes for power and ground into one equivalent net. The following



12.2 Sl and PI Co-Simulation Methodology 313

section describes this terminal reduction technique. Note that this technique can be extended to
combine even driver and receiver nodes.

Figure 12.12 compares the supply voltage waveforms (at both the controller and DRAM)
from a full system with those from an equivalent mirrored system. The example system is the
LPDDR?2 x32b PoP system, shown in Figure 12.7. The overall comparison shows a surprisingly
good correlation.

Controller DRAM

Full Model
Mirrored Model

: Full Model
116~ -1--| Mirrored Model
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Figure 12.12 Comparison of a Full Circuit Model and Mirrored Current Model at the Controller
and DRAM for LPDDR2 PoP System

12.2.2 Generating Simplified Equivalent Circuit Models

A complete package model consists of numerous conductors, wires, and planes for signal, power,
and ground. One can use macro-modeling techniques to simplify the complexity of the package
model by reducing the complexity of the internal circuit representation. However, the resulting
model is still quite complex, due to the large number of external nodes. This section presents sev-
eral options that reduce the number of external nodes for SSN analysis [9]. First, the section cov-
ers the reduction of power and ground nodes. Then, it is extended to signal lines under a
simultaneous switching condition.

12.2.2.1 Merging Common Power and Ground Nodes

When power and ground nodes are well shorted (connected) at the package terminals, these ter-
minals can be combined (as shown in Figure 12.13). One way to obtain a reduced terminal model
is by running a circuit simulator with the connected package model to generate the S-parameter.
As explained in later sections, the S-parameter is not suitable for representing PDN due to its low
impedance nature. The dynamic part of PDN impedance is primarily located near the package
resonance, which is significantly lower than the signal’s Nyquist rate. Consequently, it can be
effectively modeled using a few lumped elements. In addition, the lumped-element representa-
tion is more intuitive and may give insight into optimizing the physical design. This section
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describes a simple, but effective, way to generate a reduced circuit model based on a distributed
RLGC model.

Original Package Model

DQs ——1 11 |- DQs Simplified Package Model
VDD1 —{2 12 — VDD1
VDD2 —3 13 — VDD2
VDD3 —4 14 — vDD3 DQs —1 4—-DQs
VDD4 —5 15 |— VDD4 VDD —2 5 |— VDD
GND1 —6 16 — GND1 GND —3 6 — GND
GND2 —{7 17 — GND2
GND3 —8 18 — GND3 Port 1 Port 2
GND4 —{9 19 — GND4
GND5 —{10 20 — GND5
Port 1 Port 2

Figure 12.13 Original Package Model with Individual Power and Ground Nodes and Reduced
Model after Merging Power and Grounds

Figure 12.14 shows an equivalent circuit for a single power and ground case, based on a 7-
network. This model uses a partial element representation. The capacitance and conductance are
connected to an ideal global ground. Note that all the mutual terms between power and ground
are also included in the model. (Alternatively, one could use a T-network, or multiple segment
models.)
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Figure 12.14 Sample Equivalent Circuit Based on RLGC Elements

To derive the lumped equivalent circuit, first consider the input impedance of a loaded
transmission line (as described in Chapter 5, “Transmission Lines”):

7 R; + Z.tanh(yl)

in = Ze . (12.2)
Z. + R; tanh(yl)
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For a short transmission line with an open load, the preceding equation is simplified as follows:

Z

Z, =———=Y =G+ joC. 12.3
mn tal’lh(’yl) m Jw ( )

For a short transmission line with a short load, (12.2) becomes:
Ziy = Z.tanh(yl) =>Z;,, = R + joL. (12.4)

Although the previous two equations are derived from the transmission line, one can also
apply them to a power distribution network. With open termination, the admittance characteristic
of the power and ground planes is dominant, rather than the series inductance, as described in
(12.3). On the other hand, with short termination, the admittance characteristic of the power and
ground planes is shorted out, and the impedance characteristic dominates the measurement, as
described in (12.4). To summarize: the G and C values are calculated at the input terminals by
opening the output terminals, whereas the R and L values are calculated at the input terminals by
shorting the outputs.

Now, the simplified equivalent circuit model is constructed by combining (12.3) and (12.4).
Figure 12.15 compares the original and the approximated models. The power nets and ground
nets belong to the same domains are first connected together at both the input and output termi-
nals. Then, a circuit simulation is performed using both open and short terminations, to obtain Z;,
and ¥,,. R, L, G, and C are estimated by line fitting Z;, and Y,,,. For example, the admittance plot in
Figure 12.15 illustrates the original Y-parameter, and its approximation for a typical PoP system.
Both the partial power net admittance and the mutual admittance between the power and ground
nets are shown. The figure shows an excellent match. The ground net comparison is omitted,
because the response is virtually identical to the power net case. The impedance plot in Figure
12.15 shows the original Z-parameter and its approximation. Again, the results of the approxima-
tion perfectly match both the partial power net and mutual terms.

Because the loop impedance, looking from the driver circuit, is the most important parame-
ter in a PDN model, the loop impedances of the original and approximate models are compared in
Figure 12.16. Note that the loop impedance is much smaller than the partial impedance compared
to Figure 12.15.

Finally, Figure 12.17 illustrates the S-parameter model of the package. The S21 response
has a very wide frequency response, which can cause the simulation challenges described in
Section 4.2. In the case of the power and ground net models, lumped circuits with a few segments
are often sufficient.
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Figure 12.15 Partial Admittance and Impedance Comparison of Power and Ground Nets
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Figure 12.17 S-Parameter for Package PDN: S11 and S21

12.2.2.2 Merging Common SSN Aggressor Lines

Section 12.2.1 discusses a novel way to reduce the driver modeling complexity based on current
mirroring. The method assumes simultaneous switching activity, where all aggressor lines are
switching at the same time. Under this condition, one can also reduce the package model for the
aggressor signals. The concept of merging equipotential signal lines is described in references
[10-13]. All of these methods have been applied to crosstalk analysis. In addition to modeling the
accurate aggregated crosstalk response, they also attempt to maintain an aggressor self response
that is identical to that of an independent single-line case. Although these methods are effective
when coupling is relatively small, they cannot be used when coupling is severe.

In this section, the approach used in the previous section is applied to the signal lines. The
merged net of aggressors now becomes a supernet, which generates equivalent power and ground
noise due to multiple aggressor lines. However, this supernet does not model accurate aggressor
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self response. Because the signal quality of the supernet itself is not of interest for SSN analysis,
this approach provides a simple, yet accurate, way to model the effects of aggressor SSN impact.
This method, however, is not applicable to lines with strong direct coupling.

Signal nets differ from power and ground nets in several respects; these differences are as
follows:

* Both the source and termination networks must be adjusted properly. For instance, when
N lines are merged into one supernet, the amount of current driven into the supernet
must be also be increased by N, and the source and load termination values must be
reduced by N. Figure 12.18 illustrates a three-line case.

VDD
Aggr1
Aggr2
Aggr3

GND

VDD

16.7Q :) 16.70Q

SuperNet

GND

Figure 12.18 Three-Line Example of Merging Signal Lines into One Supernet (The Arcs
Represent Mutual Coupling between the Two Nets)

* Due to all the changes to the source and load conditions, the waveform at the supernet has
little physical meaning. Only the impacts on the victim, power, and ground nets are real.

* Because the supernet is a strong function of coupling to power and ground nets, its self-
characteristics also change, based on this coupling.

* In general, two supernets from two different blocks cannot be cascaded.

Even with these limitations, the supernet concept is still useful, and can be applied to a
wide variety of applications (however, keeping the preceding limitations in mind is important).

One might consider removing the mirrored signal nets, or the supernet, because all the cur-
rents in the power and ground nets are mirrored (as shown in Figure 12.11). This is feasible for
packages where there is no coupling between the signal and power nets. For instance, there is an
additional power plane below the ground plane associated with a microstrip line. However, in
general, and especially for wirebond packages, the coupling between the signal and power nets is
significant, and cannot be ignored.
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To demonstrate the advantages of the supernet in model reduction, a low power DDR2
(LPDDR?2) system is again considered (as shown in Figure 12.7). There are 61 signal, 14 power,
and 15 ground lines to be modeled. This example uses a 216-ball JEDEC PoP package (shown in
Figure 12.19). Only one-half of the package is considered to model an x32 DRAM system. Both
controller and DRAM use a wirebond package. To simplify the analysis, only the wirebond por-
tions of the packages are modeled, while the package and PCB traces are assumed ideal.

CH_A DQ (32b)

12X12 mm, 0.4mm pitch, 29 rows
216 Ball Count
Top View At in Top Left Corner

Figure 12.19 216-Ball JEDEC PoP Package Ball Assignment

Figure 12.20 compares the eye diagram from a full model to eye diagrams from a simpli-
fied model with and without supernet. As the figure illustrates, a good match exists for both cases
even for the case without the supernet. Figure 12.21 shows the power noise waveforms at the con-
troller and DRAM. Again, they all match nicely. In this package design, the PDN network is opti-
mized so that the mutual inductance between the supernet’s signal loop (or any aggressor nets)
and the power current loop is almost negligible. Figure 12.22 illustrates two cases with small and
large mutual inductances between the signal and power loops. In the left figure, the VDD and
GND traces are tightly coupled, so that the inductive coupling from the signal loop to the power
loop is almost zero. In the right figure, the power current loop is wide, and is susceptible to noise
from the signal loop.
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Figure 12.20 Comparison of LPDDR2 Signal Eye Diagrams, Using Full Terminal and Reduced
Models, with Supernet and without Supernet
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Figure 12.21 Comparison of LPDDR2 Power Noise, Using Full Terminal and Reduced Models,
with Supernet and without Supernet
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Figure 12.22 Small and Large Mutual Inductances between Signal and Power Current Loops

Next, a suboptimized design is considered, with non-zero mutual inductance between the
aggressor current loop and the power current loop. Eye diagrams and noise waveforms are shown
in Figures 12.23 and 12.24. As expected, without the supernet to account for the mutual terms,
the eye looks significantly better than the full model case, because it underestimates the signal to
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power coupling. On the other hand, the supernet example shows a good correlation with the full-
model example.
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Figure 12.23 Comparison of LPDDR2 Signal Eye Diagrams for Sub-Optimal Package Design,
Using Full Terminal and Reduced Models, with Supernet and without Supernet
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Figure 12.24 Comparison of LPDDR2 Power Noise for Sub-Optimal Package Design, Using
Full Terminal and Reduced Models, with Supernet and without Supernet

12.3 Signal Current Loop and Supply Noise

Because simultaneous switching noise is mainly due to PDN inductance, the signal current loop
plays an important role in SSN analysis. Simulating the correct responses and improving channel
performance depends on a thorough understanding of the physics behind how supply noise cou-
ples to a signal, and how a signal generates supply noise. SSN is a strong function of the signal
current loop, and the coupled supply noise is highly dependent on the signal return path. As a
result, SSN is inherently a function of driver and termination schemes. To reduce SSN’s impact
on signals, one must consider the entire signal current path. Two common single-ended signaling
schemes, SSTL and POD, are considered to illustrate this mechanism.
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12.3.1 SSTL Signal Current Flow

Stub-Series Terminated Logic (SSTL) signaling uses a symmetric push-pull driver and termina-
tion, which is commonly used in main memory systems for PCs. Figure 12.25 shows the SSTL
channel topology, along with the signal current loop for the high-frequency components. Due to
the symmetric nature of SSTL signaling, only the pull-down operation is addressed in this sec-
tion. The package self-inductance (in Figure 12.25) represents the loop inductance for the supply
current loop between the power and ground nets. The mutual inductance represents the induc-
tance between the signal current loop and the supply current loop. As Figure 12.25 illustrates, the
on-chip decoupling capacitance provides a return path for the high-frequency currents. VRM and
on-board surface-mount capacitors (SMC) do not provide significant current, due to package
inductance.

Controller VDD DRAM
VRM

SMC

Loop1

onchip

—_
= GND

Figure 12.25 Current Loops for High-Frequency SSTL Signal During Pull-Down Operation

Two major current loops exist in SSTL signaling. Loop 2 is an internal on-chip current
loop, which generates very little power noise, because the current does not go through the pack-
age inductance. Loop 1 is an external current loop, and its return current goes through both the
controller and the DRAM package inductances, creating power noise. The induced power noise
is small, because the majority of the power noise is generated through the mutual inductance of
the package. Flip-chip packages have even less mutual inductance, and power noise for this high-
frequency current is minimal. Note that Figure 12.25 uses a loop inductance representation,
instead of partial inductance. The partial representation used in [6—8] could lead to spurious
ground-bounce noise. (Section 12.4.2 covers this topic.)

For the low- to medium-frequency signal components, the on-chip decoupling capacitance
no longer provides a low-impedance return path, and the majority of the current is provided either
by an on-board voltage regulator module (VRM) or a surface mounted capacitor (SMC); see
Figure 12.26. Now, both Loops 1 and 2 are external current loops, and cause power noise on the
DRAM side. On the controller side, only Loop 1 causes power noise. Because the majority of the
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current is through the DRAM package power rail, the induced supply noise is large on the DRAM
side for both Loops 1 and 2. On the controller side, Loop 1 generates the supply noise through the
mutual inductance, so the induced supply noise is relatively small.
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Figure 12.26 Current Loops for Medium-Frequency SSTL Signal During Pull-Down Operation

In practice, the driver-side power noise is often larger than the receiver side, due to the sup-
ply noise generated by the crowbar current. During the transition from the pull-down operation to
the pull-up operation (or vice versa), there is a significant time where both pull-up and pull-down
drivers are active, which causes crowbar current to flow directly from power to ground. This
crowbar current is high frequency and dynamic in nature, but can lead to medium- or low-fre-
quency supply noise, if its high-frequency content is modulated by low-frequency events; for
instance, when the high-frequency toggling data pattern is sent in burst mode.

12.3.2 POD Signal Current Flow

Pseudo Open Drain (POD) signaling also uses a push-pull driver, but it only uses pull-up termi-
nation. POD is commonly applied to high-performance graphic systems and is being considered
for next-generation main memory systems. Because POD signaling uses only a pull-up termina-
tion, it behaves similarly to open-drain signaling, which uses a pull-up termination with only a
pull-down driver. This significantly reduces power consumption by eliminating current flow dur-
ing the high state. By employing suitable data coding to minimize the low state, using POD can
save significant power (see Chapter 13, “SSN Reduction Codes and Signaling”). Unlike the
open-drain example, POD signaling uses a pull-up driver, which is typically weaker than the pull-
down driver, to aid in the pull-up process.

Figure 12.27 illustrates POD signaling with the high-frequency current loop during a pull-
down operation. There is only one major current loop in this case, so all the current goes through
the package inductance. The noise mechanism is similar to the Loop 1 example for SSTL signal-
ing. The analysis of low- and medium-frequency signal components is straightforward, and so it
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is omitted. The pull-up operation is a more interesting case, because it provides two current loops
in the high-frequency example (see Figure 12.28). The high-frequency loop can be decomposed
into two loops: one at the controller, and the other at the DRAM. Compared to the pull-down
example, noise generation and susceptibility are lower, because the opposite current directions
cancel the two loops. However, there is no cancellation of the low- or medium-frequency signal
components, because Loop 1 does not exist.
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Figure 12.27 Current Loop for High-Frequency POD Signal During Pull-Down Operation
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Figure 12.28 Current Loops for High-Frequency POD Signal During Pull-Up Operation

The previous two examples only considered static termination. Realistically, the parasitic
capacitances, for both the output driver and input receiver, must be considered during a switching
event. Additionally, the crowbar current, caused by the overlap period when both the pull-down
and pull-up transistors are active, is also significant. Often, the crowbar current generates a large
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SSN component at the driver, because it provides a direct current path between power and
ground.

12.4 Additional SSN Modeling Topics

The previous section reviewed a general methodology to prepare and simulate an SSN analysis
model. Detail modeling procedures are quite complex and they are beyond the scope of this book.
This section discusses a few selected topics and issues in modeling and simulation that are impor-
tant but not covered in other publications.

12.4.1 On-Chip PDN Modeling

Typical SSN analysis uses a lumped circuit to represent the on-chip PDN network. Although
SSN analysis often deals with low- or medium-frequency data patterns, even these low-fre-
quency data patterns still have significant high-frequency components, due to fast edge transi-
tions. With such fast edge rates, a lumped PDN model may cause an erroneous high-frequency
response.

This point is illustrated using a high-speed graphic memory interface. First, the on-chip
PDN model is divided into partitions, as shown in Figure 12.29. The on-chip resistances for the
controller and DRAM are 20.6 m€ 2 and 46 mQ2 respectively. For the on-chip power distribution,
50% metal coverage is used for the power and ground rails. Finally, a data rate of 10 Gb/s, with a
30ps rising edge, is used in the simulation.

DQO DQ1 RQO DQ2 DQ3
Block Block Block Block Block

| / N/

DQ Victim Bit Aggressor  Block
Model Model

Figure 12.29 Allocation of On-Chip PDN Model and Victim Signal Locations for DQ (Data Line)
and RQ (Address/Command Line)

The simulation is performed using both distributed and lumped versions of the PDN model.
The first noise plot in Figure 12.30 provides an example of a single aggressor. The aggressor is
located in the middle of the RQ block, and the waveform is observed at the victim’s driver. The
slight difference in the DC levels is due to the difference in the on-chip IR drop, between the two
models. As the figure illustrates, the lumped PDN model produces significant high frequency
undershooting.
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Figure 12.30 Comparison of Lumped and Distributed PDN Models for Single Aggressor and 32
Aggressors

The second noise plot in Figure 12.30 shows an example where all 32 aggressors switch at
the same time. As with the single aggressor example, the high frequency undershooting is signif-
icant in the lumped model. Note that both examples captured accurate medium frequency
response. Figure 12.31 shows the coupled noise due to different aggressor locations. The figure
demonstrates that noise from the more distant aggressors is significantly attenuated. This attenu-
ation could not be captured using the lumped version of the PDN model.
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Figure 12.31 SSN Noise Due to Different Aggressors
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12.4.2 Partial Inductance Model

Because inductance is defined only for a current loop, physical inductance is always a loop quan-
tity. Although loop inductance always results in accurate simulation data, it is rather inconven-
ient, because the current loop must be defined a priori. For instance, with a component-level
model, the return path may not be known until all the components are assembled. This is particu-
larly true for wirebond, via, or connector models, where there is no solid return plane. A partial
inductance is often used in such cases.

Partial inductance is a mathematical quantity that can be quite useful in SSN modeling. A
package model, based on the partial elements, can be used directly in a circuit simulator without
converting to the loop quantity. A circuit simulator automatically handles the return path. How-
ever, partial inductance can be badly misused if one does not pay close attention to details or
underlying assumptions used in partial inductance:

* The partial inductance representation of a current loop consists of at least two partial
self-inductance elements and one partial mutual-inductance element. These elements
must be dealt as a group at all times. One cannot adjust one element without changing
the other elements.

* The partial mutual inductances are often very large when compared to the mutual loop
inductance, and they decay very slowly over distance compared to the loop case.

* Only the voltage difference between two nodes of the partial element is real, and the two
nodes must be at the same side (see Figure 12.32).

— [ S—
7 A e s |

e Lloop
2

»
—"\—e Lipop = LE + 15 - 2L},

Figure 12.32 Correct Voltage Measurements for Partial Inductance and Corresponding Loop
Inductance

*  When a new partial inductance is added to an existing model, one must correctly add a
self term and mutual terms to all the other partial inductances. Incorrectly adding or
combining the two models results in artificial signal or power noise [14].

* All currents must be returned through the partial inductance elements. This implies that
global ground nodes cannot be located at the two sides of partial elements.

The most common mistake when using a partial inductance is observing the node voltage
without measuring relative to the corresponding return node. Often, the voltage of the on-chip
ground is mistakenly measured globally, or relative to an on-board node. Such measurements
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show a spurious voltage noise, which is referred to as ground bounce. Ground bounce is purely
artificial; do not treat it as real noise [15]. (The same is true for observing the power node with-
out a proper reference node.)

Figure 12.33 illustrates this mistake. The package model is generated using partial and loop
elements. The victim line is observed globally. The partial element case has spurious glitches,
and these same glitches are shown at the ground. On the other hand, the loop element model
shows no glitches at the signal. After subtracting the victim line voltage from local ground, the
net voltage shows a clean response (see the bottom of the figure).

754m
753m
752m
751m

L1

750m
749m
748m

ic 747m
Vic 746m

j
!
GND 1 i
boomomonloooe Red — Partial |----- !

7506m | - e [ S Blue-Loop | ____ o
! g

. i i X
7504m | === Ao - pmdaoo oo . R s
750.2m | st - oo R [ '
. . ; : .
Vic-GND 75om |- -4 o oo [ b — = = - - !
. i . ;

7498m| - --d--- oo e R o [
21T ] [ S——— P R T AR ool T

53n 54n

Figure 12.33 Artificial Voltage Glitches Caused by Partial Element Model

The LPDDR?2 PoP system is considered again to observe the difference in voltage wave-
forms using the global and local references. The resulting eye diagrams are shown in Figure
12.34. Again, the globally referenced signal shows significant noise due to artificial noise associ-
ated with the partial element, whereas the locally referenced signal has much smaller noise.

12.4.3 Co-Simulation of Signal Net and Power Planes

During channel modeling for signal analysis, planes are often treated as ideal grounds with
equipotential. This assumption is valid under the condition that there is sufficient decoupling
capacitance, or stitching vias, between planes. For co-simulation of signal and power noise, the
channel model (based on the ideal plane assumption) is combined with the power plane model.
Figure 12.35 illustrates this modeling approach with a microstrip. However, generalizing this
approach with a stripline case, where the signal trace is sandwiched between the power and
ground planes, is difficult. This is because the stripline model assumes that the two planes are
equipotential, and no separate current is modeled for the power plane. The brute-force method of
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modeling the power plane as an additional signal node is numerically unstable. A new model
based on modal decomposition is proposed by Engin, et al. [16] [17]. This section only provides
a brief description of the model, and interested readers are encouraged to review references
[16] and [17].
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Figure 12.34 Artificial Voltage lllustration Using Signal Eye Diagrams
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Figure 12.35 Signal and Power Co-Simulation Model for a Microstrip

Figure 12.36 shows a general model that can be used for various transmission line types,
such as microstrip line, stripline, and co-planar waveguide. The coupling between the plane prop-
agation mode and the signal transmission line mode is controlled by using an extra current-con-
trolled current source and voltage-controlled voltage source. The model captures this coupling
mechanism using a single factor k. The value of k depends on the different plane options. For a
microstrip above a ground, or power plane (assuming a signal is still referenced to ground),
k=0 and -1, respectively. For a stripline in a homogeneous medium, k = —h;/h; + h,
where /i, and h, are the heights of the strip and power plane from the ground plane, respectively.
For an inhomogeneous stripline case, additional capacitive loading must be included to compen-
sate for the conversion between the plane and transmission line modes. However, in most cases,
the dielectric constants for the different layers are not so different, and the mode conversion can
be ignored. For the coplanar lines, the coupling factor values need to be computed using a field
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solver. A quasi-static solver can be used to compute the ratio of currents on the signal traces and
power plane [18] [19].
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Figure 12.36 General Signal and Power Co-Simulation Model

12.5 Case Study: DDR2 SSN Analysis for Consumer
Applications

This section discusses the SSN analysis of a DDR2 memory system, and addresses the issues of
both self-induced and coupled noise. DDR2 memories are widely used in consumer applications,
as well as in PC main memory. Designing memory systems for consumer applications is particu-
larly challenging, because the system must be designed using low-cost technologies, such as two-
layer boards and wirebond packages. The data rate of a DDR2 system is currently at 667MHz or
800MHz. Although these data rates are significantly lower than the rates of other high-speed
links, SSN can still significantly reduce the timing margin in these systems due to single-ended
signaling and low-cost physical designs. Many DDR2 memory interfaces lack on-chip bypass
capacitance, as the result of limited silicon area, and use a highly inductive wirebond package.
Compared to a flip-chip design with C4s, wirebond packages typically add a substantial
amount of inductance to the power distribution network (PDN). This results in large impedance
of the power distribution system, at around SOMHz—300MHz, causing a resonance peak. Typical
I/O drivers draw significant current over the supply rails, and this generates a large amount of
supply noise. To reduce the impact of this supply noise, noise-sensitive circuits (for example,
DLLs and PLLs) can use their own dedicated power rails. However, this requires additional
package pins. Alternatively, power can be shared at the board level, if sufficient bypass caps are
installed. However, noise can still be generated on these rails through wirebond coupling. Plac-
ing an inductive filter (such as ferrite beads) helps to reduce noise coupling through wirebond.
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The system under study is comprised of a test board with two x16 DDR2 DRAMs, running
at a 667-Mbps data rate (see Figure 12.37). The address and data net topologies appear in Figure
12.38. The two DRAMSs share the address lines, and they are on-board terminated. The data lines
are point-to-point signaling, and on-die terminated (ODT). The DDR?2 interface consists of 32
data signals, operating at a data rate of 667 MHz, and 21 address and control signals, operating at
half the data signal rate. The system is implemented on a six-layer PCB board. The controller
uses a wire-bond package.

Figure 12.37 DDR2 Test System Board

The interface in the controller chip uses power supply rails that are separated from the
power supply of the ASIC core. All power supply rails use individual voltage regulators to pre-
vent noise coupling on the PCB board. The DDR2 controller interface uses a 1.8-V supply rail
(VddIO) for the output drivers and a 1.2-V supply rail (Vddr) for the other circuits in the inter-
face. Both supply rails share a common ground node (VSS).

Wirebond packages add a substantial amount of inductance to the supply network. In many
cases, the impedance of the supply loop is dominated by the inductance of the wirebonds in the
package. Furthermore, coupling between wirebonds is a major source of signal-to-supply and
supply-to-supply coupling in the system. Therefore, a 3-D field solver is used to extract a package
model from a three-dimensional picture of the entire wirebond section of the package, based on
the partial inductance concept. This model preserves the inductive coupling between all bond
wires.
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Figure 12.38 Address- and Data-Line Topologies

12.5.1 Self-Generated Power Noise and Worst-Case Switching Pattern

An impedance profile Zppy(f) can be used to find the worst-case data pattern. A DDR?2 push-pull
driver has two return current paths, depending on the driver’s input status. Figure 12.25 shows the
current path during the pull-down operation. A pull-up operation creates a different current loop
through the power traces and wires. The crowbar current, which flows between the pull-up and
pull-down transistors during overlapping transition times, creates an additional current loop. The
crowbar current path goes through the power and ground traces. Each of these currents is associ-
ated with its own PDN profiles, and all three current loops contribute to the total supply noise in
the system. To identify the worst-case activity pattern in the system, one must analyze all three
impedances.

Figure 12.39 shows the impedance profiles of Z,,(f), Zo,n(f), and Zppy(f) for the test sys-
tem. As shown in the figure, all three of the supply impedances have peak resonance at approxi-
mately 150MHz. For data signals, an 1100... pattern (at 667MHz) is used to excite the current
near the resonance frequency, which generates 167-MHz noise. Because the address lines operate
at half the data rate, 0101... is used for the worst-case pattern.
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Figure 12.39 Three Driver-Impedance Profiles

Figure 12.40 shows the impact of increasing the on-chip decoupling capacitance value for
Zppy (). Increasing the decoupling capacitance value reduces the PDN impedance and shifts the
resonant frequency toward a lower frequency. However, its effectiveness decreases eventually.
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Figure 12.40 Impact of Increasing On-Chip Decoupling Capacitance

12.5.2 Coupled Power Noise and Worst-Case Switching Pattern

Self-generated noise is often well defined, and the target PDN impedance is tightly controlled.
However, coupled noise is often neglected, and this can lead to unexpected system failures. There
are several possible contributions to noise coupling, and each of these contributions requires a
different worst-case access pattern in the system. Additionally, the self-induced noise on the
internal supply rails must be considered, especially if it is correlated to the activity of the output
drivers (for example, a pre-driver could be operating from the internal supply rail, rather than the

output I/O supply).
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To characterize coupled noise, the transfer impedance, seen between the current driver
using one supply rail and the coupled noise at another supply rail, is analyzed. Figure 12.41
shows the different transfer impedances for noise coupling in the Vddr supply rail, as well as the
impedance of Vddr-Vss, for self-induced noise.
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Figure 12.41 Self Impedance and Transfer Impedance for Supply Noise Generation on Vddr

The worst-case switching pattern is hard to find because multiple outputs must be consid-
ered. Furthermore, as the current loop changes, depending on the operation status (for example,
pull-up, pull-down, and crowbar cases), it can no longer be calculated using AC analysis alone.
One way to handle this problem is to generate a few patterns, based on AC analysis, and then per-
form a time-domain simulation to verify them. This is even more difficult for SSN analysis,
because the PDN worst-case pattern must be combined with the worst-case ISI pattern. For gen-
eral cases, one can use a time-domain numerical approach, such as the generalized peak distor-
tion analysis described in Chapter 9, or the reverse pulse technique [20].

12.5.3 Noise Measurements and Correlation

Supply noise is difficult to observe at the package pin due to the package inductance filtering.
Consequently, one often uses a sense line, which connects the power supply rail to an external pin
through a transmission line, to monitor on-chip power noise. Alternatively, an on-chip noise
monitor (as described in Chapter 16, “On-Chip Link Measurement Techniques’) can be designed
to measure supply noise directly. These approaches may not be possible for product design,
except for test chips.

However, for SSTL drivers, transmitter on-chip supply and ground noise can be observed
directly at the output of a driver. This method was initially developed for another memory system
[21]. During this measurement, one driver transmits a constant value (either 1 or 0), depending on
the target power or ground noise, while all the other drivers transmit the same switching data pat-
tern. As long as the driver transmits a constant 1, the driver’s supply rail (VddIO) is connected to
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the output signal through the on-die termination resistor of the driver. Any noise on the VddIO
supply rail is reflected as noise on the signal line. If the on-chip driver’s impedance is known, the
supply noise can be determined. Figure 12.42 illustrates this concept with the power rail noise.
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Figure 12.42 Supply Noise Reflected at the Signal Line

Figure 12.43 shows the signal, measured at a data line of an output driver that transmitted a
long string of Os, followed by a long string of 1s, while all the other drivers transmitted the worst-
case pattern. The measurement shows the supply noise on both the VddIO and Gnd rails. During
a pull-up operation, the output is connected to the VddIO rail, while during a pull-down opera-
tion, the signal is connected to the ground node. Note that the amplitude of the noise on both rails
is comparable.
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Figure 12.43 Supply and Ground Noise Signal-Line Measurements
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Performing a measurement of one of the worst-case patterns (generated by AC analysis)
and comparing it to the simulation shows a very good correlation, as shown in Figure 12.44. The
simulated and measured waveforms not only correlate well in noise amplitude, but they also cor-
relate reasonably well in noise signature. This confirms the accuracy of the modeling methodol-
ogy described in this chapter.
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Figure 12.44 Signal-Line Supply Noise Measurement

12.6 Summary

SSN analysis requires modeling of both PDN and signals. Covering all the aspects of these mod-
els is beyond the scope of this book; this chapter presents only an overview. From a design per-
spective, the only way to reduce core power noise is through a good PDN design, which often
increases the system design cost. Power noise is more critical for single-ended I/O interfaces than
for differential interfaces, because they are highly susceptible to SSN. Fortunately, data coding is
an effective way to reduce SSN (see Chapter 13).

The key points covered in this chapter are:

* SSN modeling requires complex channel and PDN models and excitations.
* Current mirrors can be used to reduce the channel model complexity without accuracy
degradation.

* Modeling reduction, based on port reduction, is very helpful in reducing the simulation
burden.

» Partial element representation requires careful attention to avoid misuse.
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CHAPTER 13

SSN Reduction
Codes and Signaling

Dan Oh

As discussed in the previous chapter, simultaneous switching noise (SSN) is one of the major bot-
tlenecks facing single-ended signaling interfaces. SSN is caused by current change over the
inductance of a power distribution network (PDN). Because the PDN’s inductance is mainly due
to the package’s parasitic inductance, SSN is conventionally reduced by increasing the package
ball or pin counts (see Figure 12.2, in Chapter 12, “SSN Modeling and Simulation,” for the pin-
count trend in graphics memory systems). However, increasing the pin count has limited effec-
tiveness, because inductance decays slowly as the number of pins increases, causing physical
design improvements to be difficult and expensive.

Fortunately, SSN can be minimized using alternative approaches. Because SSN is gener-
ated by current changing, on the power or ground rails, one can code the data in a way that mini-
mizes the amount of current changes. Conventional data coding is used in temporal space
(sequence in time) to achieve DC balance, or to guarantee a finite number of switching activities
for Clock-to-Data Recovery (CDR) circuitry. Although the concept of using data coding to
reduce power supply noise seems new, it has already been used in modern high-speed graphics
memory systems (as will be shown later).

The simplest type of data coding to reduce SSN is a differential code. Each bit (0 or 1) is
sent over two wires as 1 and —1, or —1 and 1. This keeps the total current on the bus constant,
regardless of the transmitted data pattern, which results in zero supply noise (however, supply
noise due to the pre-driver still exists). An additional advantage of this code is that it can be sent
and received differentially, resulting in true differential signaling. Besides SSN reduction, differ-
ential signaling has many other advantages over single-ended signaling. For example, it is
immune to crosstalk, and needs no explicit reference voltage. In addition, receiving the data dif-
ferentially effectively doubles the input voltage swing as compared to the single-ended case.
Unfortunately, the downside of differential signaling is that it requires twice the number of signal
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pins. An additional, minor drawback of a differential interface is that the wires for a differential
pair must be routed tightly, and intra pair skew must be minimized to maximize common-mode
noise rejection and to minimize differential to common mode conversion.

Due to the additional pin requirements, differential signaling is often expected to run at
least two times faster than the single-ended case. Using differential signaling is justified, if the
device can support the 2x speed with reasonable power consumption. If the goal of coding is only
to reduce power supply noise, then more efficient signaling or coding schemes are available. This
chapter explores some of these coding options. Section 13.1 begins with data bus inversion (DBI)
code, used in graphics memory systems [1-5]. Although DBI code reduces supply noise, its effec-
tiveness is not optimal in terms of noise reduction. Section 13.2 discusses a pseudo differential
signaling scheme that minimizes SSN more effectively. This signaling scheme uses a 4b6b code,
which allows signals to be received differentially, but at the cost of some receiver complexity.

13.1 Data Bus Inversion Code

Data bus inversion is designed to reduce the power consumption used in POD signaling [1] (POD
signaling was reviewed in Section 12.3.2). As Figure 12.27 in Chapter 12 shows, the channel is
only terminated at the power rail for POD signaling, so it only consumes DC power during low
states, which draws a current from termination to ground. The main goal of DBI code is to mini-
mize the number of low states (0s) on the data bus to reduce the power consumption. DBI was
first used in GDDR4 memory systems. GDDR4 offers two encoding methods for data bus inver-
sion, referred to as DBI-AC and DBI-DC. Both methods encode the polarity of the bus, and the
coding (inversion) information is sent over using an extra signal, but they differ in terms of the
coding criterion. To avoid an extra pin for this code signal, GDDR4 uses the WRITE data mask as
a DBI flag during READ operations, and the RDQS as a DBI flag during WRITE operations.

DBI-AC reduces the total number of bit changes between consecutive states, by inverting
the polarity of the bus values [1] [2]. Proper implementation of this encoding method, which
should also consider the state of the DBI bit, inverts the bus polarity to limit the maximum num-
ber of state changes for an N-bit data bus and DBI flag to N/2. As a result, this coding scheme
minimizes AC power consumption, but it does not consider DC power consumption. As it mini-
mizes the switching current, it reduces high-frequency power noise. However, it cannot reduce a
medium-frequency power noise near a PDN resonant frequency. In terms of power consumption,
DBI-AC makes more sense for unterminated channels (such as LP-DDR1/2), because DC power
is zero for these channels.

DBI-DC reduces the “weight” (or the total number of 1 or 0 states) of the bus by inverting
the polarity of the bus values [3]. Proper implementation of this encoding method will limit the
“weight” of an N-bit bus to N/2. The symbol to be minimized depends on the type of bus termina-
tion. With GDDR4, which uses VDDQ-referenced POD signaling, power is saved by reducing
the total number of 0 states, because they consume static current. Table 13.1 shows sample code
for both the DBI-DC and DBI-AC cases. The code is applied to eight bits, as is done in typical
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graphics systems. Due to the additional DBI pin requirement, DBI coding is unlikely to be used
for buses less than eight bits.

Table 13.1 DBI Coding Example

Non-Coded DBI-AC DBI-DC
Data DBI Bit Data DBI Bit
11000... 11111... 00111... 11001... 00101...
10000... 10111... 10001...
11111... 11000... 11110...
11000... 11111... 11001...
11010... 11101... 11011...
11010... 11101... 11011...
11000... 11111... 11001...
11011... 11100... 11010...

To study the effectiveness of DBI codes, in terms of power saving, a simple Fourier analy-
sis is performed using MATLAB. To create a system that can be quickly evaluated in MATLAB,
the channel effect is excluded, the PDN impedance is assumed ideal, and only the output signal-
ing currents are considered. The influence of DBI on the aggregate behavior of the signaling cur-
rents is evaluated for an 8-bit GDDR4 bus; using 1.8V VDDQ referenced termination, a 60()
pull-up and driver, and a driver with a 40Q) pull-down impedance. The current of interest
(IVDDAQ) is the sum of the individual signaling currents.

Figure 13.1 shows the results of Fourier analysis, used to compare the magnitude spectrum
for the 8-bit bus, with and without DBI encoding, at a signaling rate of 4Gb/s [6]. (The results for
the DBI encoded buses include the current for the DBI signal.) The DBI-AC encoding actually
causes an increase in spectral terms and power consumption, due to signaling current, when com-
pared to the non-coded bus. This is not surprising, because the DBI-AC encoding algorithm was
originally intended to reduce the switching activity of non-terminated buses, and is “unaware” of
the static current consumption of a terminated bus.

However, the bus using DBI-DC encoding shows a decrease in signaling current across the
entire spectrum, when compared to the non-coded bus. In theory, the DBI-DC algorithm will
reduce the maximum di/dt of the encoded bus by 50%, and decrease power consumption due to
signaling current by 18%. A point of interest is that the Fourier analysis indicates a reduction by
39% in the RMS current of the spectral terms (excluding DC) when comparing DBI-DC to the
non-coded bus. Table 13.2 shows these results for the ideal 8-bit bus [7]. The table compares the



342 Chapter 13 SSN Reduction Codes and Signaling

worst-case DC current, the spectral terms from the Fourier analysis, and the average current con-
sumption for the non-coded and encoded methods.

Non-Coded DBI AC DBI DC
716 824 589
6 6 6
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Figure 13.1 Spectrum of Aggregate Signaling Current for “Ideal” 8-Bit Bus

Table 13.2 Current Amplitudes for Non-Coded, DBI-AC, and DBI-DC Coded Busses

Aggregate Bus Current Non-Coded DBI-AC DBI-DC
Worst-case DC (relative %) 144 mA (100%) 162 mA (113%) 72 mA (50%)
AC terms only (relative %) 25.7 mA (100%) 27.1 mA (105%) 15.7 mA (61%)
Average output (relative %) 71.6 mA (100%) 82.4 mA (115%) 58.9 mA (82%)

The next example uses the GDDRS5 channel, shown in Figure 13.2. First, five drivers are
modeled, including the victim lines, for full crosstalk impact. Next, 35 additional drivers are
modeled using the current mirrors described in Chapter 12. A fast-time domain simulation (see
Chapter 10, “Clock Models in Link BER Analysis”) simulates the eye diagrams. Figure 13.3
shows the eye diagrams and bathtub curves at 5Gb/s for the case with and without DBI-DC cod-
ing. The worst-case data pattern with all the aggressors switching at the same time is used for
input. About 10% UI margin is gained at BER = 10~ . Now, a PRBS data pattern is used for
each aggressor, instead of the worst-case data pattern. Figure 13.4 shows the resulting eye dia-
grams. Unlike the previous case, DBI-DC does not improve the timing margin much. The latest
GDDRS uses data scrambling [5], and DBI code is less effective when data scrambling is applied.

In summary, although DBI reduces the power noise less than 40%, it is a very effective and
simple way to mitigate worst-case power noise issues, and offers the added benefit of power sav-
ing. The latest GDDRS devices extend the bus inversion feature to their address and command
lines (ABI). As I/O data rates continue to increase, the performance advantage of using DBI or
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other codes will be more significant. Note that, when extra pins are used for coding, the effective
bandwidth of the overall system must be carefully calculated by considering the pin overhead.
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Figure 13.3 Worst-Case Data Pattern Eye Diagrams, without DBI and with DBI-DC
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Figure 13.4 PRBS Data Pattern Eye Diagrams, without DBI and with DBI-DC
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13.1.1 Noise Shaping using DBI

DBI-DC reduces the worst-case power noise by limiting the number of drivers having the same
state, whereas DBI-AC reduces the high-frequency switching noise by limiting the number of
drivers to be switched. However, supply noise peaks at the medium frequency range near PDN
resonance, and neither of these methods accounts for the frequency response behavior of the
PDN. If we treat the aggregated bus signal as a single signal, this signal can be shaped (coded) to
avoid the peak PDN resonance frequency, thereby reducing the worst-case supply noise.

An advanced DBI coding technique, called DBI-SS, encodes the activity of a bus in a man-
ner that shapes the spectrum of the aggregate bus signaling current [7]. The coding shapes the
spectral content of the bus signal, in order to avoid the PDN resonance frequency. The spectrum
of the signal is shaped using equalization, similar to that used with conventional data signals.
Because the equalization is performed using the existing DBI signal, DBI-SS can be easily
implemented in current devices. The simplest form of bus equalization is to create a notch around
the PDN resonance frequency. The bus signal excites the minimum spectrum content at the
worst-case PDN impedance location. A digital filter can be used in the encoder to generate a gen-
eral frequency shape. This filter can operate at the bit-rate, or at a sub-rate (decimation). Figure
13.5 shows a sample implementation of the DBI-SS encoding technique. The encoder adds a
“detection filter,” and a threshold-based decision making block, to the traditional DBI encoder.
No additional circuitry is required for a decoding block.
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Figure 13.5 Block Diagram of DBI-SS Encoder

13.1.2 Hybrid DBI-SS Implementations for Reducing Both Pre-Driver
and Output Driver Noise

A high-speed I/O driver consists of both a pre-driver and an output driver. Pre-drivers are often
implemented as a CMOS signal and use a separate supply from the output driver. Because a typi-
cal clock tree shares the same power supply used by the pre-driver, any supply voltage noise that
the pre-driver generates not only adds jitter to the pre-driver, but it also affects the CMOS clock
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buffers, causing additional jitter. Unlike output supply noise (which occurs only with a single-
ended signaling interface), the pre-driver noise induced jitter occurs even in differential signaling
interfaces, because the pre-driver is still single-ended.

Figure 13.6 shows various waveforms for a DDR2 channel. The voltage and current wave-
forms of the data signal are shown on the top. The currents on the output supply rail and pre-
driver supply rail are shown on the bottom. As the figure indicates, the output supply noise
current is significantly different from the pre-driver supply noise current. In the pre-driver’s case,
the current is excited whenever there is a logic switch, and it does not have a steady term. Addi-
tionally, the PDN for the output supply is different from the pre-driver’s case. Transmitting a
burst from a toggling data pattern, at the resonant frequency of the pre-driver PDN, will generate
significant power noise and errors could start occurring [8]. As shown in Figure 13.6, the pre-
driver noise is a function of the number of bit changes, instead of the bus weight, so neither DBI-
DC nor DBI-SS are effective against pre-driver noise.
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Figure 13.6 Waveforms of DDR2 Pre-Driver and Output Driver Currents on Power Rails

Fortunately, DBI-SS can be easily modified to utilize the pre-driver PDN frequency
response by changing the input signal to the number of switching bits, instead of the bus weight.
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The DBI-SS method can be further modified to handle both pre-driver and output driver power
noise by using the weighted average of the two input signals: one input using the number of 1s,
and the other input using the number of switching bits. Figure 13.7 illustrates this hybrid scheme;
the bus coding automatically reduces either the output driver or pre-driver power noise, based on
the current noise levels.

DBI
- + Output Power Filter
/ / V'S
!! <:| Bus Weight
Predriver
Power Filter
Threshold 1 <:| # of Switching

A_ Bits

Figure 13.7 Hybrid Filter Scheme for DBI-SS that Addresses Both Pre-Driver and Output
Driver Power Noise

13.2 Pseudo Differential Signaling Based on 4b6b Code

The examples in Section 13.1 demonstrate that DBI-DC coding eliminates worst-case power noise
by limiting the magnitude of the current changes. This section examines a new coding scheme that
not only removes the current changes, but also maintains most of the desirable properties of differ-
ential signaling [9]. This coding, referred to as vector signaling, provides pseudo-differential signal-
ing. From the transmitter’s point of view, vector signaling is simply coded single-ended signaling.
The receiver can be implemented using either a single-ended receiver or a differential receiver with
additional circuitry. However, the benefits of using vector signaling come at the cost of additional
samplers (>x2.5 larger than the case of the single-ended receiver). Therefore, this section also covers
an alternative receiver design, which requires fewer samplers [10]. Vector signaling is an alternative
signaling interface for both single-ended memory applications and differential parallel interfaces.

13.2.1 Generalized Vector Signaling

The code space for vector signaling is chosen to have zero SSO noise. This means that the num-
ber of 1s (Hamming weight) is fixed for all codewords to maintain constant total power and
ground currents. In general, vector signaling encodes n-bits of data (where n may not be an inte-
ger) into an M-bit codeword, which is sent over M wires. The pin efficiency is n/M. (The pin
efficiency for differential signaling and single-ended signaling are 0.5 and 1, respectively.)
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Table 13.3 shows valid sets of codewords for the M=4 case. The code’s efficiency is maximized
when the disparity between the number of 1s and Os is the smallest.

Table 13.3 Valid Sets of Codewords for /=4

Hamming Weight 1 2 3
Codewords 0001 0011 0111
0010 0101 1011
0100 1001 1101
1000 0110 1110
1010
1100
Pin Efficiency 0.5 0.65 0.5

Vector signaling also supports pair-wise differential samplers. These differential samplers
eliminate the reference voltage and achieve 2x larger input swing than a sampler using single-
ended signaling. However, unlike differential signaling, where there are two signaling voltage
levels (-1 and 1), the differential sampler sees three voltage levels (-1, 0, and 1). Based on the
previous code selection, the decoder can ignore the 0 level, which is a metastable state for a dif-
ferential receiver. In other words, the output of the 0 level can be treated as a “don’t care.”

Figure 13.8 illustrates a four-wire vector signaling system. The four-wire system requires
six differential samplers. Table 13.4 is the decoder table for a Hamming weight of 2. The 0 level
can be treated as a “don’t care” because all the symbols have unique locations of —1 and 1.
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Figure 13.8 Sample Four-Wire Vector Signaling System
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Table 13.4 Decoding Table for Vector Signaling, with M=4 and Hamming
Weight of 2

Symbol Transmitter Receiver
(Wxyz) W-X W-y W-Z X-y X-Z y-z

A 0011 ) -1 -1 -1 -1

B 0101 -1 ) -1 1 ) -1
C 1001 1 1 ) ) -1 -1
D 0110 -1 -1 ) () 1 1
E 1010 1 ) 1 -1 ) 1
F 1100 ) 1 1 1 1 1)

Figure 13.9 shows two eye diagrams, based on six-wire vector signaling with 15 differen-
tial samplers. The first eye diagram shows the raw eye diagram of the received signal. The second
eye diagram shows the eye diagram after filtering the metastable states. Even after filtering, some
extra bands still remain. These are due to the transitions to and from the metastable level to valid
levels. Fortunately, these bands are located outside the inner eye opening, and do not degrade the
final performance. Significant intersymbol interference (ISI) is observed due to the extra capaci-
tance loading associated with the large number of samplers.

Actual Received Eye After Removing Don’t Care Bits

Voltage
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Figure 13.9 Raw Eye Diagram Received by a Vector Signaling Differential Sampler and
Effective Eye Diagram after Filtering Metastable Inputs [9] (© 2008 IEEE)

Table 13.5 lists the pin efficiency and the required number of samplers for various M val-
ues. The pin efficiency improves as the wire number increases, but at the expense of an increased
number of samplers. In general, odd numbers of M provide poor pin efficiency. The M = 6 case
(six-wire vector signaling) provides a good balance between pin efficiency and receiver design
complexity, and is studied in more detail in the following section.
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Table 13.5 Pin Efficiency and Required Number of Samplers for Various Codes

M n # of Symbols Efficiency # of Samplers Hamming Weight

1 3 0.53 3 1
4 2 6 0.65 6 2
5 3 10 0.66 10 2
6 4 20 0.72 15 3
7 5 35 0.73 21 3
8 5 70 0.77 28 4
9 6 126 0.78 36 4
10 7 252 0.80 45 5

13.2.2 4b/6b Vector Signaling

As illustrated in Table 13.5, six-wire vector signaling (which maps four-bit data to six-bit code-
words) appears to be the most practical in terms of both pin efficiency and receiver complexity.
Figure 13.10 illustrates a six-wire vector signaling system. As the figure shows, the 15 samplers
make the design quite complex, because the signals must be routed with good trace-length
matching. It also adds significant capacitance loading to the channel (five samplers per line). As
shown in Figure 13.9, there is significant eye closure, due to the ISI caused by the increased
capacitance loading. To mitigate this issue, one can use a preamplifier, or linear equalizer, to
shield the extra capacitance due to the multiple samplers. Table 13.6 provides the encoding and
decoding table.
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Figure 13.10 Sample Six-Wire Vector Signaling System
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Table 13.6 is similar to the decoding table for the four-wire case: the 0 level can be still con-
sidered as a “don’t care” by observing that all the symbols have unique locations of —1 and 1. Also,
notice that all the vector signal codes have a symmetric decoding pattern. Although there are twenty
codewords (symbols), only sixteen symbols are needed to map the four-bit information. The
remaining four symbols can be used for other purposes, such as error detection or data masking.

The major challenge in implementing six-wire vector signaling is routing the traces to the
15 samplers. All the traces must be length matched, just as was done for the four-wire example,
because any mismatch could induce noise at the differential samplers. This is especially hard
with DRAM processes, as the number of metal layers is limited.

13.2.3 Alternative Receiver Design with a Lower Number of Samplers

The previous implementation of six-wire vector signaling requires a large number of samplers,
which adds significant complexity to the receiver design. In fact, the number of required samplers
is a quadratic function of the number of wires. This section offers a simpler implementation,
which uses a smaller number of samplers [10] and allows for easier trace routing.

A new decoding table is constructed as follows. First, the wires are divided into two sub-
groups: {U,V,W} and {X,Y,Z}. Then, we compare the wires within each subgroup. This clearly
does not result in enough information to distinguish all the symbols. To aid the decoding, an addi-
tional six-terminal comparator is introduced. Table 13.7 shows the completely decoded informa-
tion. Note that the symbols A and T are not valid codewords in this implementation, and are
crossed out in the table. Similar to the previous case, the new decoding table guarantees unique
locations of —1s and 1s, and has a symmetric decoding pattern. Figure 13.11 illustrates this spe-
cial implementation of six-wire vector signaling. The major performance limiter, in this scheme,
is the six-terminal comparator design.

Now, consider a more general formulation for a larger number of wires. Divide the total of M
wires into P subgroups, with sizes of {N;, N,,..., Np}. P must be an even number, and all the sizes
of the subgroups must be odd numbers. Each subgroup is treated as an independent vector signal-
ing system, thereby reducing the complexity of the receiver design. For each subgroup, assume
that there is the minimum disparity between 1s and Os, which means that, depending on the sub-
group, there will be either one more 1 or O for all the symbols within a subgroup. By inverting the
symbols in each subgroup, an additional P symbols are now available. Because the assumption is
that P is an even number, the vector signaling can be further applied for these additional signals.

In the six-wire system, P is 2, N and N, are 3, and the number of codewords for each group
is 3. We force the two inverting signals to be of opposite signs, in order to use the six-terminal dif-
ferential comparator. Therefore, the final number of available codewordsis3 X 3 X 2 = 18.
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Figure 13.11 Six-Wire Vector Signaling System with Six-Terminal Comparator

13.2.4 Performance Comparison

In this section, the performance of the vector signaling system is evaluated. A GDDR graphics
memory channel is considered as the test platform. Figure 13.12 illustrates the channel setup.
This setup represents a high-end graphics card system, which uses a four-layer DRAM package,
and whose traces are routed using stripline to minimize the crosstalk impact. (The simulation
plots presented in the previous sections used the same setup.)

Figure 13.13 compares a single-ended eye diagram with the one from the six-wire vector
signaling system with fifteen samplers. Notice the difference in scale between the two plots in
Figure 13.13. The eye opening improvement, due to vector signaling, is almost doubled in this
example.

Although vector signaling enlarged the eye opening significantly, the eye diagram showed
significant ISI due to extra capacitive loading from the multiple samplers. Figure 13.14 shows
eye diagrams with different Ci values and equalization options. The first case with extra capaci-
tance shows a closed eye due to ISI at 9 Gb/s. The second case without the extra capacitive load-
ing shows a fairly decent eye opening. The third case when using a preamplifier with a 10GHz
corner frequency results in similar performance to that of the second case. Therefore, a preampli-
fier can shield the samplers’ capacitance very effectively. Further eye improvement can be
achieved by applying a linear equalizer with 3dB gain at 4 GHz. The resulting eye diagram is
shown in the fourth diagram.
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The remainder of this section compares the performance of various system configurations.
The single-ended graphics system, shown in Figure 13.2, represents a high-end graphics system
with a four-layer DRAM package. The baseline will be the performance of this system (HE Base-
line). A low-cost version of the system, which uses microstrip instead of stripline for the mother-
board traces, and a two-layer DRAM package instead of four-layer, represents a Low-Cost System.
The high-end system with DBI, vector signaling, and differential signaling are also evaluated.
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Figure 13.12 Graphics Memory Channel Setup
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Figure 13.13 Comparison of 7Gb/s Eye Diagrams, for Single-Ended Signaling and 6-Wire
Vector Signaling
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Figure 13.14 Six-Wire Vector Signaling Eye Diagrams at 9Gb/s: with Extra Capacitance Due to
the 15 Samplers, without the Extra Capacitance, with a Preamplifier with 10GHz Corner
Frequency, and with a Linear Equalizer with a 3dB Gain at 4GHz [9] (© 2008 IEEE)

For this comparative analysis, the target data rate is determined by using an eye mask
100mV in height, and /AUl in width. Design of experiments, similar to those described in Chapter
7, “Manufacturing Variation Modeling,” is performed to account for potential manufacturing vari-
ations. Figure 13.14 illustrates the results, after comparing the performance of each configuration
to the high-end baseline system. No pin overhead was considered in this comparison.

Significant performance was lost in the low-cost system, due to crosstalk, when compared
to the baseline. Both DBI and vector signaling show reasonable performance improvement.
However, if the pin overhead is accounted for due to coding, both cases do not show any signifi-
cant performance improvement. DBI uses one additional pin per byte, whereas vector signaling
uses an additional four pins per byte. On the other hand, both vector signaling with a linear equal-
izer and differential signaling show excellent performance improvement, even after accounting
for the pin overhead.

Finally, the potential drawbacks of vector signaling are susceptibility to crosstalk, and tight
length-match requirements, over a large number of wires. Although vector-signaling perfor-
mance is not as great as in the differential signaling case, it is an interesting alternative to differ-
ential signaling. This is particularly true for slow DRAM process, which would require
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significant power consumption and area to support high data rates required by the differential
signaling.

Performance Factor

Low-Cost HE HE+DBI HE+VS HE+VS DIFF
System Baseline LinEQ (No EQ)

Figure 13.15 Performance Comparison of Various Single-Ended Technologies vs. Differential
Signaling

13.3 Summary

This chapter discusses two bus-coding classes used to reduce supply noise. The first class of cod-
ing uses a data bus inversion (DBI) signal to reduce the worst-case supply noise. The chapter also
discusses an advanced version of this method, which can “equalize” the bus activity. The second
class of coding uses a balanced code to “completely” eliminate SSN. The method results in
pseudo differential signaling.

Both of these coding classes offer benefits in addition to SSN reduction, such as lower
power consumption or better signal quality due to the pseudo differential signaling nature. One
can derive other noise reduction codes, based on either minimizing the disparity between 1s and
0Os over the bus, or fixing the bus weight. However, they do not offer any benefits besides noise
reduction. In fact, the existing 8b10b code can be applied over pin space, instead of temporal
space to minimize supply noise [11]. Itis a very efficient code, in terms of supply noise reduction.
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CHAPTER 14

Supply Noise and Jitter
Characterization

Hai Lan and Ralf Schmitt

Today’s high-speed I/O interfaces, operating at multi-gigabit per second data rates, present
unprecedented design challenges [1]. Of all these challenges, achieving very low jitter, in order to
meet increasingly tighter timing budgets, is one of the most difficult tasks. Timing jitter can be
attributed to several different error sources. The most significant source of timing jitter is power
supply noise. Power-integrity engineering has invested considerable effort to provide a stable
power distribution network (PDN) that minimizes power noise. However, designing a PDN that
makes power noise negligible in a high-speed interface is almost impossible, because the package
exhibits a more inductive nature in high-speed systems. Power supply noise directly contributes
to the jitter of the system’s internal timing sources (for example, voltage-controlled oscillator
[VCO], phase-locked loop [PLL], and delay-locked loop [DLL] circuits). It also affects the tim-
ing of other circuits, such as the clock distribution and the output driver circuits. Moreover, dif-
ferent circuit components exhibit different jitter sensitivities, or responses, to the supply noise.
Therefore, a comprehensive approach to characterizing power supply noise induced jitter (PS1J)
is of the utmost importance when designing and optimizing high-speed I/O interfaces. The goal is
to establish a methodology that models and verifies the impact of the supply noise on the system
timing jitter. To accomplish this, the following questions must be addressed:

* How do we model and simulate power supply noise?

*  What is the best metric to characterize the jitter response to supply noise impact?
* How do we analyze and predict the impact of supply noise on jitter?

* Can we correlate the simulation data with the results of the measurements?

This chapter focuses on comprehensive and systematic approaches to the analysis of PSIJ.
Section 14.1 reviews the importance of characterizing power noise and its associated jitter.

359
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Section 14.2 provides an overview of the modeling methodology for supply noise induced jitter.
Section 14.3 addresses the simulation aspects of the modeling approach (including pre- and post-
layout supply-noise-simulation techniques), followed by a methodology for jitter sensitivity
extraction, by both conventional and faster means. Section 14.4 presents the correlations between
simulation and measurement, for several examples of high-speed I/O interfaces.

14.1 Importance of Supply Noise Induced Jitter

High-speed interfaces require very low random and deterministic jitter to meet ever-shrinking
timing budgets. As the data rate increases, the acceptable timing loss due to supply distortion
decreases. In general, timing jitter can be reduced in either of two ways: reduce the circuit’s sen-
sitivity to supply noise, or reduce the amplitude of the supply noise itself.

A common approach to this problem is to scale the noise budget of the system’s supply
rails, so that they are inversely proportional to the system’s data rate. Assuming that the circuits
have a constant sensitivity to supply noise, scaling the supply noise in this way assures that the
relative contribution of PSIJ to the total bit time (UI) remains constant. However, this approach
makes designing the power distribution systems more difficult. For Gigabit I/O systems, pure lin-
ear scaling of the supply noise budget to the data rate would soon lead to unrealistic supply budg-
ets, which cannot be achieved in a system with reasonable package and decoupling resources.

With high-speed interfaces, this problem can be addressed by introducing several inde-
pendent power supply rails, each with a different noise budget. A separate power rail, with a very
tight noise budget, supplies the circuits that control the internal timing of the interface (for
example, PLLs and DLLs). This separate power rail is often called an analog supply (VDDA),
due to the analog nature of the circuits that it supplies. The tight noise budget reflects the high jit-
ter sensitivity of these circuits to supply noise. Another supply rail (VDDIO) supplies the output
drivers and on-chip terminations for the signaling bus. Often, this additional, higher-voltage out-
put circuit supply is needed to drive an external channel. It also helps to mitigate the supply noise
problem in the system. The supply noise requirement for this supply rail is usually more relaxed
than VDDA, because the jitter sensitivity of output drivers to supply noise is typically small.
Finally, a third rail (VDD) with a moderate supply noise budget supplies the remaining circuits in
the interface.

There are two major advantages to separating the interface circuits into different groups,
supplied by independent supplies: The first is that one can focus the resources of the power distri-
bution system on the supply rails with the tighter supply noise budgets. For example, a larger
number of on-chip decoupling capacitors can be assigned to the supply VDDA to achieve a low
supply noise level on that rail. The second advantage is that this separation isolates sensitive cir-
cuits from other noise sources. For instance, output drivers often excite significant power noise;
therefore, allocating separate power rails to the PLL or clock buffers is better.

In the past, many research efforts have focused on deriving power-delivery design require-
ments, in order to achieve a pre-defined supply noise budget [2] [3]. These activities have



14.2 Overview of PSIJ Modeling Methodology 361

provided many insights into the generation of supply noise, as well as the optimization of a power
delivery system in the frequency domain. However, these analyses primarily focus on the supply
noise in the system, not on the jitter generated by this supply noise. Little information is available
about the exact process used to derive the supply noise budget. With many designs, the supply
noise budget is derived from negotiations between the circuit team and the system designer
responsible for the power delivery design; they define supply noise levels that are both achievable
(with reasonable system resources), and acceptable as a basis for the design and optimization of
the circuits. (Chapter 11, “Overview of Power Integrity Engineering,” reviews the systematic
process of defining a power supply budget.)

For Gigabit I/O systems, the PSIJ requirements are so demanding that they require a more
detailed understanding of how jitter is generated in the system. PS1J is the result of the interaction
of two separate and largely independent parameters: the supply noise spectrum generated on each
supply rail, and the sensitivity of the circuits supplied by these supply rails to noise at different
frequencies. Together, these two parameters define the final jitter impact on the system due to
supply noise. Understanding both parameters independently, as well as in combination, provides
the insight needed to optimize the jitter performance of the system.

Comparing the total jitter impact created by supply noise on different rails helps identify
which supply rails are contributing most to the system jitter, and which should be the subjects of
further supply-delivery optimizations. A supply rail with lower noise sensitivity, but with higher
supply noise levels, can contribute as much or more jitter to the system than a supply rail with
higher noise sensitivity, but with very low supply noise levels. Analyzing both the noise-sensitiv-
ity profile and the supply-noise spectrum provides insight into the interaction between both
parameters, and directs the optimization of these parameters for optimized system performance.
For example, the power delivery system design can provide higher attenuation for noise in a fre-
quency range where the noise sensitivity is known to be great, or the circuit design can be opti-
mized to reduce sensitivity at the frequency where the supply noise is high.

14.2 Overview of PSIJ Modeling Methodology

As mentioned in the previous section, two factors determine the overall jitter impact introduced
by the power supply noise. The first factor is the characteristics of the supply noise itself, and the
second factor is how the system timing jitter responds to the noise present on its supplies.
Depending on the circuit implementation, operation mode, data activity pattern, and power deliv-
ery network, the supply noise may exhibit different characteristics in terms of its time-domain
waveform signature and its frequency-domain spectral content.

The second factor is solely determined by the circuit implementation and clocking archi-
tecture choice; it is independent of the data activity or operation mode. From the system point of
view, this process can be modeled with a linear time invariant (LTI) system responding to an
input stimulus. Naturally, the most convenient way to characterize such a system is to model both
the input stimulus and system transfer function in the frequency domain. A comprehensive and
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systematic methodology for analyzing the supply noise impact on jitter can be developed by
combining the frequency spectrum of the supply noise and the frequency-dependent jitter sensi-
tivity profile.

Figure 14.1 shows the overall concept of modeling power supply noise induced jitter
(PSIJ). The goal is to establish a systematic approach to predict the supply noise impact on jitter.
The supply noise spectrum (V(f)) is circuit and activity dependent. The jitter sensitivity profile
(S(fH) is circuit dependent, but data independent. These two factors are largely decoupled, and can
be characterized independently. By combining the noise spectrum and jitter sensitivity profile,
we can compute the jitter spectrum, as denoted by J(f) in the figure. From the jitter spectrum, the
time-domain jitter sequence can be reconstructed using an inverse Fourier transform.

Power Delivery Circuit Power Supply Noise
Network Implementation Induced  Jitter
A psy
Current Circuit
Profile i Activity nl
\ 4 A2 \ 4
Supply Noise Spectrum Jitter Sensitivity Profile Jitter Spectrum

M} f X &} f - % f
V(f) S(f) J(f)
V(f): Supply noise spectrum, circuit and data activity dependent
S(f): Jitter sensitivity profile, circuit dependent only

J(f): Jitter spectrum, magnitude and phase
PSIJ: Power supply noise-induced jitter

Figure 14.1 Power Supply Noise Induced Jitter (PS1J) Modeling Methodology

This methodology has two fundamental assumptions: First, the supply noise is sufficiently
small that it warrants normal circuit operation. Second, the system jitter response is a linear func-
tion of the supply noise. The second assumption is hard to prove in general, and it can be vali-
dated in simulation. Although the linearity assumption may not hold true in general, it is still
useful for qualitative or first-order analysis.

The noise on the power supply rail of the system is the product of the current spectrum I(f)
and the impedance of the power supply network Zppn(f):

V() = Zppa(h) - I() (14.1)

The simulated current profile, and the supply impedance profile (from the PDN model of
the test system), are shown in Figure 14.2. One expects to see the supply noise spectrum feature
the same spectral peaks as the original current spectrum, but the background level of the supply
noise spectrum follows the profile of the supply impedance Zpp\(f). This effect emphasizes any
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noise contributions at medium-frequency, where the supply impedance Zppp(f) shows large
amplitude, due to package-chip resonance.

: Current Profile
of ,'\ - = = PDN Profile

Normalized (dB)

108 168 1010
Frequency (Hz)

Figure 14.2 Sample Multi-Gigabit I/O System Current and Impedance Profiles

Figure 14.3 shows the validation of the linearity assumption, based on simulation. The lin-
earity assumption is also supported with two measurement observations [4] [5]. First, exciting
single-frequency supply noise generates single frequency jitter at the same frequency. Second,
jitter amplitude is a linear function of noise amplitude, given that the circuits are operating in the
linear region under normal system operating conditions. Based on these observations, one can

define the jitter sensitivity parameter as the ratio of the resulting jitter to a I-mVpp supply noise
disturbance at frequency f:

S [ps, pp/mV, pp] (14.2)
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Figure 14.3 Simulation Validation of Linearity of Jitter Sensitivity Concept
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The jitter spectrum J(f), as stated in (14.2), serves as a key parameter in characterizing the
jitter impact due to supply noise. It can be used in many ways to understand the various aspects
of the supply noise induced jitter. First, the spectral profile provides the jitter spectrum fre-
quency contents, and how they are related to the system’s operating conditions (for example,
reference clock frequency, data rate, operation mode, transaction data pattern, and so on). Sec-
ond, because the spectral profile contains both magnitude and phase information, they can be
used to derive the time domain counterpart of jitter. The worst peak-to-peak jitter J,,, is derived
as follows:

Ty =2 X [0 - df (14.3)

Often, using the accumulated jitter percentage is also constructive to help identify the biggest jit-
ter contribution components in the frequency domain. The accumulated jitter percentage is
defined as follows:

-

n=—" (14.4)
Jo IO - df
The time-domain jitter sequence (J(f)) can be reconstructed by performing an inverse

Fourier transform of J(f):

Jo = [, TP af (14.5)

14.3 Noise and Jitter Simulation Methodology

As discussed earlier, the prediction of power supply induced jitter requires both the supply noise
spectrum and jitter sensitivity profile. This section addresses how to simulate supply noise and
how to extract jitter sensitivity.

14.3.1 Supply Noise Simulation

Simulating on-chip supply noise requires the modeling and extraction of three components: off-
chip power delivery network, on-chip power delivery network, and supply current profiles. Typi-
cally, lumped models are used in pre-layout noise analysis to access early stage supply noise and
the total inductance and decap budgets. In post-layout noise verification, a distributed on-chip
power grid model and distributed temporal current profiles are used.

Figure 14.4 illustrates a typical pre-layout supply-noise-simulation setup, using lumped
PDN and current profile components. Typically, the off-chip PDN is modeled with passive RLC
components, resulting from voltage regulator, PCB, and package parasitics, as well as low-
and medium-frequency decoupling capacitances. The on-chip PDN represents the physical
power grids, from the die pads to all over the chip, and typically includes RC parasitics and, very
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importantly, on-chip decaps. (Well-established methods exist to extract all the parasitic parame-
ters.) The third component is the current profile, which is the stimulus for the complete PDN.

Rvem Lvaw Rece Lecs Reke Lpka  Rononio

\ A4

R rcadecap R PkGdecap C decap

Vvam R . i(t)
L PCBdecap L PKGdecap R decap shunt Ifp (t)
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C
—I— T PKGdecap'VI
A

Off-Chip PDN On-Chip PDN Current Profile

Figure 14.4 Pre-Layout Supply Noise Simulation

The primary design target of a PDN is to deliver an off-chip power supply to on-chip grids,
with maximum delivery efficiency and minimal degradation and noise. A complete PDN includes
both off-chip and on-chip PDNs, which require different modeling approaches. Typically, an off-
chip PDN consists of VRM, PCB, and package parasitics, which are modeled with resistances
and inductances. Decoupling capacitances (ESC) on the PCB and package are used to filter the
low- and medium-frequency noise in the power supply. ESC parasitics are modeled with ESR
and ESL. Figure 14.4 illustrates a typical off-chip PDN.

The on-chip PDN can be modeled in two ways: lumped modeling or distributed modeling.
Lumped modeling is suitable for pre-layout supply noise estimation. Although it assumes that the
on-chip supply has insignificant spatial dependence, this method can largely capture the overall
supply noise characteristics when the circuit die size is small. The middle portion of Figure 14.4
illustrates a simplified, lumped, on-chip model. On-chip power grids are simplified and lumped
into R,,.cip» Which can be estimated using the static IR drop specification and the nominal DC
power supply current. All the on-chip decaps are lumped into Cy,.,p, Which represents the overall
capacitive decoupling effects from intentional decaps (MOS or MIM caps), parasitic capaci-
tances (due to non-switching gates in digital circuits), and interconnect parasitic capacitances.
The loss associated with Cy,, is represented by Rg.qqp, Which is determined by the fabrication
process-dependent relaxation time constant as follows:

Rdecap = Tprocess/ Cdecap (146)

To model the effect of supply voltage collapse to the first order, two additional elements, R,
and If,egpack» are introduced into the on-chip lumped model, as follows:
Vnom

= 14.7
o - IDC ( )

shunt

Teeapack = @ - Ipc (14.8)
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where « is an empirical factor representing how much current should be deducted from the ideal
DC current, in order to model the effective decrease in total current draw demand to be supplied
by the PDN. In a real application, the value of & generally ranges from 0.05 to 0.3, depending on
the circuit type. The smaller « is, the smaller the effect of the voltage collapse.

In the supply-noise-simulation environment, simulating the entire circuit with a fully
extracted on-chip PDN model is usually prohibitively expensive. Therefore, the transient supply
currents are usually extracted first, by simulating the circuit under an ideal supply environment.
The extracted current profiles then replace the active devices, and equivalently represent the cur-
rent draw due to circuit activities. Extracting the lumped, top-level current profiles for all the sup-
ply domains is often straightforward, and typically involves only probing the current draw from
the voltage sources. This type of current profile suits the needs of pre-layout simulation. It can also
be used in post-layout simulation, if it is properly distributed among all the current sink nodes.

Although the current profiles are considered to be the sources of the supply noise, note that
the supply voltage noise is determined by both the current profile and the impedance profile.
Figure 14.2 shows a typical normalized impedance profile, overlaid with a typical current profile
from the I/O test system operating at 6.4Gb/s [4]. To minimize the dynamic range of the resulting
supply voltage, the design effort should try to avoid overlapping the impedance resonance fre-
quency with any strong components in the current profile.

Despite the ease of use and acceptable accuracy of lumped on-chip models, the distributed
on-chip model is preferable for post-layout supply noise simulation. Figure 14.5 shows the post-
layout supply-noise-simulation flow. At this stage, full chip power grids are extracted to generate
detailed, distributed 2-D RC models. The on-chip decap distribution should also be correctly
identified and accurately estimated. Current sink nodes connecting the circuit blocks or transistor
terminals must be back-annotated, so that they can be tied to the provided current profiles. To
achieve better accuracy in post-layout simulation, detailed current profiles are extracted at the
sub-block circuit-level, and even down to the device-level. This is done by first generating current
probes from the circuit netlist, which recognize all the nodes connected to the supply or ground.
These nodes are then included in the circuit simulations. The resulting current profiles are con-
nected to the back-annotated on-chip PDN at their corresponding physical locations.

14.3.2 Jitter Sensitivity Extraction

A conventional approach to determining the jitter sensitivity profile is to use brute-force transient
simulation with any standard circuit simulator (for example, HSPICE). Because we are con-
cerned with sensitive jitter analysis here, using a post-layout SPICE netlist that incorporates RC
parasitics and distributed RLC models is preferable (if long, multi-GHz clock wires are used).
Usually, a single-tone sinusoidal signal, with small but sufficient amplitude, is injected into the
supply node as the stimulus. After the circuit simulation stabilizes, the resulting jitter transient is
recorded by observing the output clock TIE (time interval error) measurement.

Figure 14.6 shows an example of the single-tone test for extracting the jitter sensitivity at
50MHz. As shown in the figure, SOMHz noise, of 50mVpp, is excited at the VDD supply after the
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Figure 14.5 Post-Layout Supply Noise Simulation Flow

PLL settles. Because of this noise disturbance, the clock sees a SOMHz jitter, induced by the
supply noise. Figure 14.7 shows the spectrum of the supply noise and its induced jitter. The
supply noise spectrum shows V() = 25mV - cos(27 - 5 - 10" - t — 90°). The jitter spectrum
shows that the jitter is J(r) = 10.96ps - cos(2m - 5 - 107 - t — 57°). Therefore, both the mag-
nitude and phase of the jitter sensitivity, at S0MHz, can be determined from the preceding
= 10.96ps/25mV = 0.44ps/mV and @ [S(50MHz)
= —57° — (—90°) = 33°. The same procedure is repeated at multiple frequency points to

information—in this example, LS'(SOMHZ)

obtain the jitter sensitivity profile over frequency.

However, a faster alternative approach exists. Circuits such as PLL and DLL are non-linear
in the voltage-domain, but inherently linear in other domains (like the phase/delay). Mapping the
voltage variables to/from the variables in linear domain allows one to characterize the circuits by
using linear analysis techniques, rather than transient simulations. An efficient approach to
extracting the jitter sensitivity profile was recently introduced that exploits a variable domain
transformation to map harder non-linear voltage domain problems to easier linear phase domain
problems [7]. Figure 14.8 shows the phase transformation application in a PLL characterization.

To apply this method to simulate jitter sensitivity, two variable domain translators were
implemented as Verilog-A modules [7]. One is a phase-to-voltage translator, and the other is a
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Figure 14.6 Single-Tone Test for Supply Noise Induced Jitter Sensitivity Extraction
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Figure 14.8 Phase Domain Transformation in PLL

voltage-to-phase translator. The phase domain simulation was performed by using Spectre-RF
periodic steady state (PSS), and periodic AC (PAC) features. PSS performs large signal analysis
to compute the periodic steady-state response of a circuit at a specified fundamental frequency.
PAC analysis linearizes the circuit over its PSS response. The impact of small perturbations was
obtained by using a linear analysis method, which results in a much faster simulation. Figure 14.9
shows a jitter sensitivity profile simulated by using the PSS/PAC method. It takes about 1 hour to
get PSS converged, followed by a few minutes to run PAC, to sweep over the desired frequency
range and obtain the final sensitivity profile.
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Figure 14.9 Sample of Jitter Sensitivity Simulated by PSS/PAC Method

The transient simulation approach is straightforward to set up and simulate. In most cases,
it offers the best accuracy and is regarded as the reference point. However, transient analysis is
notably time consuming, and becomes even more so when simulating the jitter sensitivity at rela-
tively low frequencies of about 10MHz. Instead of directly solving the time domain problem, the
PSS/PAC-based approach essentially solves a “small-signal” problem around its “DC” operating
point, in the periodic domain sense. Therefore, it only requires a minor simulation to sweep over
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the frequency range, and get the jitter sensitivity profile. In principle, PSS/PAC promises a much
faster solution. However, its main challenge is PSS convergence. Sometimes, even experienced
engineers have difficulty getting PSS converged. Figure 14.10 compares these two methods,
using a jitter-sensitivity profile extraction for a typical PLL design. A good correlation is
achieved in terms of the peaking frequency location and spike.
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Figure 14.10 Comparison of Two Approaches to Jitter Sensitivity Extraction

14.3.3 Supply Noise Induced Jitter Prediction
The supply noise induced jitter is predicted by applying the following equation:

J(7) = IFFTUJ(H)) = IFFT(V(H) X S(f) (14.9)

Here, we provide an example of predicting the supply noise induced jitter. The system under con-
sideration is a high-speed 1/O interface, operating at 6.4Gb/s. Following the simulation setup
illustrated in Figure 14.4, the VDD supply noise is obtained and shown in Figure 14.11. The
VDD noise is about 19mVpp, as shown in the figure. To evaluate the jitter induced by this VDD
noise, the jitter sensitivity profile must be extracted. The transient simulation-based single-tone
test is used to extract the overall jitter sensitivity profile. Figure 14.12 summarizes the PSIJ pre-
diction results. Figure 14.12(a) shows the PSIJ sensitivity profile, including both the magnitude
and phase information. It exhibits a band-pass behavior. By combining the PSIJ sensitivity with
the VDD noise spectrum, the PSIJ spectrum is derived; see Figure 14.12(b). The major jitter
components can be clearly identified in the jitter spectrum. In this particular case, the major jitter
components are related to the system reference clock and to sub-harmonics of the data rate. By
applying (14.9), the time-domain jitter sequence is computed; see Figure 14.12(c). This is a full
characterization of the VDD supply noise impact on the timing jitter. In this case, the 18.9mV
peak-to-peak noise, on the VDD supply, ultimately induces about 4.2ps peak-to-peak jitter. The
jitter histogram, shown in Figure 14.12(d), can be derived from the jitter sequence.
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14.4 Case Study

Two examples are discussed in this section to illustrate the analysis of power supply noise and its
jitter impact in high-speed I/O interfaces. The first example discusses the supply noise analysis
and jitter sensitivity analysis for a high-speed SerDes system with comparison between simula-
tion results and measurement data [8]. The second example focuses on correlation of the net PSIJ
impact between the prediction and measurement data on a high-speed memory controller inter-
face operating at 6.4Gbps.

14.4.1 Supply Noise in High-Speed SerDes System

This section provides an analysis of the on-chip power-supply noise characteristics using the test
system, shown in Figure 14.13. The interface is a serial-to-serial transceiver delivering high
bandwidth point-to-point interconnections across system backplanes at data rates of up to
6.4Gb/s. It integrates eight bi-directional serial links, each operating at a data rate of up to
6.4Gb/s. Additionally, it contains Data Route Logic to control the data flow traffic between the
different links, and Control Logic, which contains general logic for the initialization of the links,
as well as logic used for characterization (for example, pattern generators). Four separate on-chip
supply domains are used for different circuit blocks inside the test system. The sensitive timing-
control circuits (for example, PLLs) are supplied by VDDA. All the circuits inside the eight link
slices are supplied by VDD, except for the channel termination resistors, which are supplied by
VTT. This case study focuses on VDD and VDDA, because they are the major sources of system
jitter. The on-chip supply-noise-measurement circuits are integrated onto the interface test chip
for the purposes of correlation. Chapter 16, “On-Chip Link Measurement Techniques,” covers
the details of these circuits.
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Figure 14.13 Example of Multi-Gigabit/sec SerDes System

The pre- and post-layout simulation methods, previously described, are applied to one of
the link slices in the I/O interface test system, to predict the on-chip supply noise in the VDD and
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VDDA domains. The link slice under test was configured to continuously transmit a PRBS7 data
pattern bit stream at 6.4Gb/s, with the PLL reference clock at 640MHz. The same conditions are
then applied to the test system in the lab. The on-chip supply-noise-measurement monitors are
used to capture the VDD and VDDA supply noise transient waveforms in real-time sampling
scope mode, and their frequency spectrums in autocorrelation mode. The off-chip PDN models
are extracted using EM simulation. The lumped-model of the on-chip PDN, for pre-layout simu-
lation, is determined based on design knowledge, process information, and the static IR drop tar-
get. The distributed on-chip power grid and decaps, for post-layout simulation, are extracted by a
commercially available tool [6]. The current profiles are extracted by probing the top-level sup-
ply currents during a full chip transistor-level circuit simulation. Using the earlier PDN model
and current profiles, pre-layout simulation are performed using HSPICE, and perform post-lay-
out simulation using the tool in reference [6]. Figure 14.14 summarizes the final post-layout sim-
ulation results: The first plot shows the detailed device-level current distribution, the on-chip
decap distribution is shown in the second plot, and the third plot illustrates the supply noise map.
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Figure 14.14 Post-Layout Simulation Results for a High-Speed SerDes Test System, Current
Distribution, Decap Distribution, and Supply Noise Distribution

Figures 14.15 and 14.16 compare the pre- and post-layout simulation results with the meas-
urement data for VDD and VDDA, respectively. As shown in Figure 14.15, the time-domain
peak-to-peak VDD supply noise from pre-layout simulation, post-layout simulation, and meas-
urement are 42mVpp, 37mVpp, and 45mVpp, respectively. Both simulation results are in line
with the measured result. More insight can be gained by looking at the frequency spectrum. All
noise spectra indicate that the strong frequency components are at the data rate frequency, as well
as its sub-harmonics, for VDD. This reflects the fact that the VDD current profile is shaped by the
VDD PDN impedance profile, which tends to emphasize more at the 100MHz-300MHz PDN
resonance range. Figure 14.16 shows that the time-domain VDDA peak-to-peak noise, from the
two simulation methods and the measurement data, all agree with each other (12mV, 16mYV, and
18mV, respectively). Also comparing the frequency spectra, the measurement data clearly shows
a spike at 640MHz. The pre-layout simulation also shows a strong presence at this frequency. The
post-layout simulation, however, shows a hump at around 640MHz.



374 Chapter 14 Supply Noise and Jitter Characterization
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Figure 14.15 VDD Supply Noise in a 6.4Gb/s SerDes Test System: Pre-Layout Simulation
Results, Post-Layout Simulation Results, and On-Chip Measurement Results
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Figure 14.16 VDDA Supply Noise in a 6.4Gb/s SerDes Test System: Pre-Layout Simulation
Results, Post-Layout Simulation Results, and On-Chip Measurement Results

In this case study, the on-chip power supply noise of a high-speed serial link I/O system,
operating at 6.4Gb/s, is analyzed in terms of simulation and measurement. Supply noise simula-
tion, using a lumped on-chip power grid model, is suitable for pre-layout design verification and
optimization. Post-layout simulation is preferred for sign-off accuracy. The extracted distributed
power grid network, in combination with externally extracted current profiles, provides further
spatial resolution and the best accuracy. The simulated supply noise correlates with the measured
results in both the time and frequency domains. Under the representative data pattern transmission
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environment, the test I/O interface exhibits 37mVpp—45mVpp dynamic drop in VDD, and ~20mV
in VDDA. Strong noise components are related to the reference clock and the data rate.

14.4.2 Jitter Sensitivity in High-Speed Memory Controller PHY

The next case study uses a high-performance memory controller PHY interface test system, oper-
ating at 6.4Gb/s—12.8Gb/s. The measurement data is compared with a simulated jitter profile,
based on a brute-force transient simulation. Figure 14.17 illustrates the final comparison,
between the measured and simulated jitter profile in the test system. The measurement data
points generally match the simulation curve. A few outliers exist, which are justifiably removed.
These outliers mainly result from the higher-than-expected background noise level present in the
noise monitors. In general, both profiles suggest band-pass behavior for the supply jitter sensitiv-
ity. The most sensitive frequency range centers around SOMHz—60MHz. The sensitivity is low at
both low frequency and high frequency. This band-pass behavior is expected, because it is closely
related to the PLL loop bandwidth configuration in the test system. The correlation further veri-
fies that the simulation methodology can very reasonably predict the system jitter behavior.
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Figure 14.17 Measurement and Simulation Results for VDDA Jitter Sensitivity

14.4.3 PSIJ Prediction in High-Speed Memory Controller PHY

In this last example, the PSIJ prediction and measurement is performed for a high-speed mem-
ory controller PHY I/O interface, with all 32 data links running at 6.4Gb/s with a PRBS7 data
pattern. The noise on each of the supply rails contributes to the induced jitter. Figure 14.18
shows the final PSIJ results. The overall predicted PSIJ is about 5.8ps, and the overall measured
PSIJ is about 7.2ps. In terms of the jitter spectral contents, the predicted PSIJ spectrum largely
captures the major jitter components at 6.4GHz, 3.2GHz, and 800MHz, as confirmed by the
measurement data.
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Figure 14.18 Overall PSIJ Spectrum in Test System, Prediction and Measurement

14.5 Summary

Characterization of power supply noise, and its impact on system timing jitter, is one of the most
critical tasks in budgeting, designing, and analyzing high-speed interfaces. This chapter dis-
cusses a systematic approach to addressing this design challenge, which includes modeling
methodology and simulation techniques. (Chapter 16 covers advanced on-chip measurement
techniques for characterizing supply noise, power distribution impedance, and jitter sensitivity.)

Off- and on-chip PDN models, and on-chip supply current profiles, are required to simu-
late the supply noise and its frequency spectrum. Depending on the current stage of the design,
a lumped on-chip PDN model, in combination with a lumped supply current, is suitable for
pre-layout design analysis. Usually, the pre-layout simulation captures the majority of the
overall supply noise characteristics early in the design. However, the post-layout simulation is
required for sign-off analysis. During the post-layout simulation, we extract the distributed
power grid network, as well as extract and back-annotate the block- or device-level current pro-
files. PS1J sensitivity is an important parameter that describes the system jitter response to the
supply noise as a function of frequency. The jitter spectrum is obtained by combining the sup-
ply-noise frequency spectrum and the PSIJ sensitivity profile. The resulting jitter spectrum
reveals strong frequency components where supply noise contributes the most to jitter degrada-
tion. It can be also used to derive the time-domain jitter sequence, and statistical-domain jitter
characteristics.
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CHAPTER 15

Substrate Noise
Induced Jitter

Hai Lan

It has been widely acknowledged that the substrate coupling noise is one of the bottleneck issues
preventing the smooth and successful integration of the sensitive analog and RF circuits, with the
noisy digital blocks, in a System-on-Chip (SOC) [1]. When sensitive circuits are integrated with
noisy digital circuits sharing a common substrate, substrate noise is inevitable, primarily due to
the switching activity of the digital circuits. The injected noise propagates through the entire sub-
strate. This noise attenuates differently, depending on the substrate type, doping profile, backside
epoxy choice, and layout implementation, but it eventually arrives at the sensitive circuit blocks.
In a 3-D through-silicon-via (TSV) environment, the substrate noise can also couple from the
TSV structure into the substrate [2]. Substrate noise affects the performance of sensitive circuits
by disturbing the device bulk terminal voltages, coupling noise into the power grids (via their ties
to the substrate), and sometimes, directly coupling to the signal lines to corrupt the signals.

In recent years, similar concerns regarding the impact of substrate noise on system timing
jitter have appeared in the field of high-speed I/O interface design. In high-speed I/O interfaces,
the switching activity in the digital core (ASIC core or memory core) can generate strong sub-
strate noise. This noise impacts the sensitive circuits inside the I/O interface; specifically, it
degrades the jitter performance of the timing circuits (for example, voltage-controlled oscillator
(VCO), phase-locked loop (PLL), delay-locked loop (DLL), and clock distribution). The increas-
ing degradation of the relative jitter performance has been recognized as one of the most critical
issues limiting the data rates in modern high-speed I/O interfaces. Chapter 14, “Supply Noise and
Jitter Characterization,” describes power supply noise induced jitter (PS1J) as one of the domi-
nant timing error components [3] [4]. As I/O interfaces move toward higher data rates and lower
power consumption, the impact of substrate noise on jitter performance is becoming more
visible. Therefore, understanding the characteristics of substrate noise and its effect on timing jit-
ter is important for high-speed I/O designers. A comprehensive approach to characterizing
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substrate noise induced jitter (SN1J) is becoming ever more crucial in designing and optimizing
high-speed I/O interfaces.

This chapter covers substrate noise, and its impact, from both the modeling and the meas-
urement points of view. The goal of the modeling is to answer the following questions:

*  What are the basic characteristics of substrate noise?
* How do we efficiently model a substrate-coupling network?

* How do we quantify substrate noise, preferably using an on-chip measurement struc-
ture, in high-speed I/O interfaces?

*  What is the net jitter impact induced by substrate noise in I/O interfaces?

Section 15.1 presents an overview of substrate noise coupling. Section 15.2 discusses the
substrate modeling techniques, targeted at different frequency ranges (including a generic scala-
ble macro model suitable for the low- to medium-frequency region, and a CAD-oriented fre-
quency-dependent equivalent circuit model suitable for high-frequency applications). Section
15.3 defines the on-chip noise measurement requirements, followed by descriptions of proposed
noise monitor and generator circuits. (Chapter 16, “On-Chip Link Measurement Techniques,”
describes the circuit techniques used for on-chip supply noise measurement, as well as the modi-
fications required for substrate noise measurements.) Section 15.4 presents a case study, includ-
ing the measurement results using the on-chip noise measurement structure, implemented in a
low-power memory controller PHY interface test-chip environment. Additionally, the chapter
discusses the impact of the measured substrate noise on the link jitter performance, in concert
with the introduction of the jitter sensitivity concept.

15.1 Introduction

Figure 15.1 illustrates an overview of the substrate noise-coupling phenomenon (including sub-
strate noise generation, propagation, and coupling processes) in an SoC environment containing a
noisy digital core and a sensitive high-speed I/O PHY. The three major noise generation mecha-
nisms are the following:

» Impact ionization due to hot electron effect

» (Capacitive noise coupling through reverse-biased source/drain-bulk junction capaci-
tances, well capacitances, and channel capacitances

* Supply noise injection via substrate and well ties

As technology scaling advances, impact ionization becomes negligible when compared to
the other two noise sources [1]. The source/drain junction capacitive coupling is more significant
than impact ionization, but does not have the impact of direct supply noise injection at the power
and ground contacts on the substrate. Therefore, the most dominant noise source is power supply
noise. Figure 15.2 illustrates the representative waveform signatures of these two substrate noise
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sources. The figure indicates that substrate noise is largely cyclo-stationary (that is, statistical
properties are repeating cyclically).
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Figure 15.1 Substrate Noise Coupling and its Impact on an I/O Interface
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Figure 15.2 Representative Waveforms of Major Sources of Substrate Noise: Supply Noise
Injected Through Power and Ground Contacts and Switching Noise Injected by Capacitive
Coupling into Substrate

The substrate noise seeks a propagation path with minimum impedance, and once injected
into the substrate, it propagates through it. Depending on different substrate types, doping pro-
files, and frequencies of interest, the noise sees the substrate primarily as a resistive (and some-
times resistive and capacitive) medium. To model the substrate accurately, including the substrate
noise coupling effects in the mixed-signal design process is crucial.

Considerable research effort has been invested in characterizing and modeling the sub-
strate. This research has evolved into two major schools of methodology for modeling the sub-
strate: mesh-based numerical approaches and macro-based compact modeling.

Mesh-based numerical approaches rely on fine 3-D grid meshing schemes to isolate the
substrate medium and contacts, in order to solve the Poisson and continuity equations, quasi-
static Laplace equations, or full-wave Maxwell equations with suitable boundary conditions.
Many mesh-based numerical extraction methods using the finite difference method (FDM), finite
element method (FEM), or boundary element method (BEM), have been proposed [1], [5-9].
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These methods are accurate, but they are computationally expensive, and normally are limited to
simple configurations.

The macro-based compact modeling method seeks to develop macro models in a scalable
and compact form. It has the advantage of fast model generation, which allows practical and effi-
cient substrate extraction for large-scale problems. This modeling method was first applied to
heavily doped substrates [10—12]. However, having compact macro models for lightly doped sub-
strates is important, as well. Consequently, a surface potential-based model [13] is proposed for
modeling layered lightly doped substrates. However, this model requires discretization of the rec-
tangular contacts into circular meshes, and empirical parameter fitting, which is partially geome-
try-dependent. A more attractive macro modeling approach is one that is truly scalable, using
layout geometry with a limited set of process-dependent fitting coefficients, without requiring 3-
D meshing on the substrate. We need to formulate and develop a modeling methodology that effi-
ciently generates a substrate network for noise analysis, and provides scalability with layout
geometries. Such a methodology will provide insightful information, which we can use to reduce
re-layout efforts and facilitate noise-aware layout synthesis. The following section presents a
synthesized compact modeling (SCM) approach [14], which addresses the aforementioned mod-
eling challenges.

15.2 Modeling Techniques

The efficient modeling of substrate depends on the substrate material property, doping profile,
and frequency of interest. Figure 15.3 qualitatively illustrates the three fundamental operating
modes of a silicon substrate: dielectric quasi-static mode, skin effect mode, and slow-wave mode.
When the frequency product is so low that it generates a negligible dielectric loss angle, the sub-
strate can be treated as a dielectric. In this mode, the quasi-static characterization is sufficient to
model the substrate. On the other hand, when the frequency-conductivity product is large enough
that the eddy current can be generated in the silicon substrate as a result of the penetrating mag-
netic field, the substrate layer becomes lossy. In this mode, the electric fields, and thus the current
flow lines, tend to crowd in the skin depth region in the substrate. When the frequency-conductiv-
ity stays in the intermediate region (for example, when the frequency is only modestly high, and
the silicon substrate conductivity is moderate), the propagation velocity slows down, owing to the
energy transfer across the interface associated with the dielectric dispersion and strong interfacial
polarization in the substrate. This results in the slow-wave propagation mode. For silicon sub-
strate to operate in any of these modes, the conductance is related to the capacitance by the
dielectric relaxation time constant: C;/ Gy; = &/ 0.

For the heavily doped processes typically used for digital designs, the silicon substrate is
treated as a purely resistive medium for frequencies below approximately 2GHz. For the lightly
doped processes typically used for analog, RF, and mixed-signal designs, the silicon substrate is
modeled as a purely resistive medium for frequencies below approximately 10GHz. The sub-
strate exhibits both resistive and capacitive behavior [15] for frequencies above this range. In
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Figure 15.3 Frequency-Conductivity Chart for Silicon Substrate Operating Modes

general, substrate noise has wideband spectral contents, but typically, the major frequency com-
ponents are within the frequency ranges mentioned previously. Therefore, for low- to medium-
frequency applications, modeling the substrate as a resistive network is sufficient. There is a
small loss in accuracy, but the model’s complexity is significantly reduced. Section 15.2.1 dis-
cusses the resistive substrate modeling technique with the focus on the synthesized compact
modeling (SCM) approach. For high-frequency applications, the substrate starts to exhibit signif-
icant frequency-dependent behavior. Therefore, modeling the substrate as a resistive and capaci-
tive network is necessary. Section 15.2.2 quantifies when the substrate starts to show capacitive
behavior, using rigorous 3-D device simulations, and describes a CAD-oriented equivalent circuit
modeling approach that is suitable for high-frequency applications.

15.2.1 Low- to Medium-Frequency Substrate Modeling

Figure 15.4 illustrates the cross section of a heavily doped substrate with a lightly doped epitaxial
layer on top of it. This type of substrate features thick bulk silicon with very low resistivity (~0.1-
0.01Q - cm), and a thin epitaxial layer with high resistivity (~10-100€2 - cm). This type of sub-
strate is typically used in digital circuit design, because its low bulk resistivity provides better
latch-up prevention. The entire bulk substrate can be treated as a single, lumped node. Typically,
the backplane of the bulk substrate is grounded so the backplane serves as the common ground
node for all the substrate coupling ports.

For multiple substrate contact configurations, the substrate-coupling network can be repre-
sented by a Z-matrix as:

Z=|: . (15.1)
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Figure 15.4 Heavily Doped Substrate with Lightly Doped Epitaxial Layer

where all the self- and mutual-impedance terms can be modeled, using the geometry-dependent
analytical expressions originally developed by Ozis, Fiez, and Mayaram [12], and later improved
for accurate modeling of near-field coupling by Lan et al. [14]. The self-impedance term Z, is
expressed as follows:

1
7. =

ii X (15.2)
k, - area + k, - perimeter + kj

where k1, k,, and k5 are fitting coefficients that are only process-dependent. The mutual-imped-
ance term Z;; is obtained using the following analytical expression:

7 - Zoe P* for far field (15.3)
v Zore” "™ 4+ Zge” V™2 for near field '

where 3, v, and vy, are process-dependent fitting coefficients, and Z, Zy;, and Z, are derived
using the self-impedance formula in (15.2).

Figure 15.5 shows the cross-sectional view of a lightly doped substrate, which is widely
used in analog, RF, and mixed-signal circuits, due to less eddy current and better noise isolation
in the substrate. It features a bulk silicon substrate with a high resistivity of approximately
10Q-cm. The nature of this highly resistive bulk substrate prevents it from being modeled as a
single lumped node. Unlike the example of the heavily doped processes, there is no common
ground for all the substrate-coupling ports. Therefore, a resistance-based formulation is used to
develop the SCM model for lightly doped substrate processes. The substrate’s noise-decay
behavior is almost exponential in the near-field region. As the separation further increases into
the far-field region, the coupling does not decay indefinitely to zero. Instead, it tends to approach
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a saturation level. The following closed-form expression incorporates the aforementioned behav-
ior into one formulation to calculate the coupling resistance between two substrate contacts:

R = B - [In(dy; + D - (s; + 5)* - (p; + pp*] (15.4)

where dj; is the geometric mean distance (GMD) between the two contacts, s; and s; are the areas
of contacts i and j, and p; and p; are the perimeters of contacts i and j. The terms 8, @}, a,, and o
are fitting coefficients; they characterize the substrate coupling resistance’s dependence on the
substrate doping profiles, separation between two contacts, contact sizes, and contact perime-
ters, respectively. These four coefficients are independent on the layout geometry, and only
process-dependent.
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contact ring ring ring ring  contact
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Lightly doped P-bulk substrate
N,~1x10'® cm*®
p~13 m Q-cm
(Dimensions not to scale) Backplane

Figure 15.5 Example of a Lightly Doped Substrate

These modeling parameters are obtained from 3-D device simulations, and are then calibrate
using lab measurements from the test chip [14]. First, a set of benchmark substrate-test structures
are designed. They typically consist of various substrate contacts with different sizes and distances.
Second, these test structures are characterized with detailed semiconductor device simulations.
Although often difficult, configuring the proper silicon substrate doping profile in the simulation
setup is essential. Due to the near-field substrate coupling effects, 3-D device simulators (for
example, Davinci) are recommended to accurately capture the strong coupling in the near-field
region. Next, the substrate coupling resistances is extracted and the results are used to fit the model-
ing coefficients. In the last step, the coefficients are calibrated, using the test chip as well as includ-
ing the previously described benchmark test structures. This last step is optional, yet strongly
recommended, because having an accurate substrate doping profile for the process is often difficult.

Figure 15.6 compares the SCM modeling results with the measurement data for a variety of
contact geometries. The first two plots show that the substrate coupling trends, over distance,
exhibit similar behavior: Coupling increases more than linearly or exponentially for smaller sep-
arations, and continues to increase in a linear fashion with very slow slope for larger separations.
This confirms the near-field and far-field effects. The last two plots show the coupling resistance
between two contacts of arbitrary sizes, and with different offsets.
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Figure 15.6 SCM Model and Measurement Data for a Custom Lightly Doped Process

A guard ring is one of the most common layout techniques used to mitigate substrate noise.
This section examines the guard ring’s effectiveness, and its sensitivity to the layout geometry.
Figure 15.7 shows both the SCM modeling results and the measured data. The first plot illustrates
the noise isolation sensitivity of the guard ring’s width. As shown in the plot, the voltage noise
isolation is roughly proportional to the guard ring width. In this particular example, for every
2um increase in the guard ring width, a gain of about 2dB more noise isolation occurs. The sec-
ond plot shows how the positioning of a noise victim inside a guard ring can affect the noise iso-
lation. As the plot shows, the noise isolation degrades as the victim moves from position 1 (close
to the corner of the guard ring and far from the aggressor) towards position 4 (centered inside the
guard ring). This behavior is expected because the major factor is the decreasing distance
between the victim and aggressor. More importantly, note how the noise isolation is actually
enhanced by 2dB, as the victim continues to move from position 4 to position 7 (close to the cor-
ner of the guard ring and the aggressor). During this process, two competing factors exist: the
decreasing distance between the aggressor and the victim, and the decreasing distance between
the victim and the guard ring wall. This observation provides the design trade-off when determin-
ing the placement of a sensitive circuit inside the guard ring.
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Figure 15.7 Noise-Isolation Sensitivity of Guard Ring Width and Victim Location inside
Guard Ring

Figure 15.8 shows the representative substrate-resistance results for a 0.18um BiCMOS
lightly doped process, generated by both SCM and by measurement. The results verify the sub-
strate coupling decay trend observed in the lightly doped process; the decay increases steeply
when the distance between the victim and aggressor is small and then starts to slow down when
the distance is large. The SCM modeling agrees with the measurement data. The average error is
about 10%, with a maximum error of 15%.
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Figure 15.8 SCM Model and Measured Data for a 0.18um BiCMOS Lightly Doped Substrate
Process: Contacts of 1.6pumx1.6um and WumxLpm

15.2.2 High-Frequency Substrate Modeling

A Y-parameter based macro-model is used to develop a high-frequency behavior model. This
model synthesizes an equivalent circuit model, in terms of ideal lumped RC elements, by con-
structing a rational formulation from the frequency-dependent Y-parameter. Simulation study
shows that a second-order polynomial approximation is sufficient to model the silicon substrate’s
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frequency response up to 100GHz [15]. Figure 15.9 shows the equivalent circuit model, synthe-
sized using the Y-parameter. This section examines two cases to demonstrate the validity of this
methodology: one for a heavily doped substrate, and the other for a lightly doped substrate.

Victim

Aggressor

Figure 15.9 Equivalent Circuit Model Synthesized from Y-Parameters

Figure 15.10(a) illustrates the case of a heavily doped substrate with one aggressor, one
victim, and one biasing contact. Figure 15.10(b) shows the self and mutual conductance and
capacitance simulated by a 3-D device simulator. Note that the conductance and capacitances
remain constant for frequencies up to 10GHz, and then start to show significant frequency
dependence beyond 10GHz. Figure 15.10(c) and (d) compares the equivalent circuit modeling
results for ¥, and Y}, respectively, with the device simulation data. A good match exists between
the circuit models and the device simulation data. The synthesized circuit model characterizes the
frequency-dependent behavior very accurately, with very low computational cost, as compared to
the device simulation. It is observed that the purely resistive substrate model is valid up to around
1GHz-2GHz, beyond which the imaginary part of the Y-parameter becomes more and more
comparable to the real part.

Figure 15.11(a) is an example of a lightly doped substrate with one aggressor, one victim,
and one biasing contact. Figure 15.11(b) shows the self- and mutual-conductance/capacitance
simulated by the 3-D device simulator. Due to the less lossy nature of the lightly doped substrate,
the conductance and capacitance stays constant over a very wide frequency range. One observes
only slight frequency-dependence at frequencies above approximately 90GHz. The Figure
15.11(c) and Figure 15.11(d) comparison of the equivalent circuit modeling results for ¥;;, and
Yj,, respectively, with the device simulation data, shows a good match between the circuit model
and the device simulation data. The purely resistive substrate model is valid up to approximately
10GHz, beyond which the imaginary part of the Y-parameter becomes more and more compara-
ble to the real part.

15.2.3 SCM Model Validation Example

A test circuit, fabricated in a 0.13um CMOS process with lightly doped bulk silicon, is used to
validate the SMC model. Figure 15.12 shows the layout of the test circuit, which consists of a
p+ contact (the substrate noise injector), and four substrate noise sensors, located at various
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Figure 15.10 High-Frequency Substrate Modeling Example: (a) Heavily Doped Substrate with
Lightly Doped Epitaxial Layer, (b) 3-D Device Simulation with Frequency-Dependent Behavior,
and (c) Device Simulation and Circuit Modeling for Y11 and (d) Y12.

distances (ranging from 25um to 16um) from the noise injector. The substrate sensors are wide-
band differential PMOS-only sensors, as proposed by Iorga, Lu, and Dutton [16].

For the measurement, a 600mV pulsed wave at 2MHz is injected through the noise injector.
The noise propagates through the substrate, and is sensed at different locations by the noise sen-
sors. Simulation is performed by including the noise source, the substrate-coupling network gen-
erated by the SCM modeling method, and the sensor circuit. Figure 15.13 compares the
measurement data to the simulation results. The simulation results generally agree with the mea-
sured data, except for when the distance reaches 165um, where the noise is below the sensor res-
olution. The noise propagation and decaying behavior, in this lightly doped process, is
interesting. The noise decreases rapidly in the range of from Ouwm to 25um, confirming the near-
field effect discussed in Section 15.2.1. The noise continues to decay, as it propagates over dis-
tance into the far-field region. The simulation data shows that the noise attenuation trend
decreases as the distance grows. The noise level drops only 3mV, when the distance increases
from 110um to 165um, while the noise drop is 20mV when the distance increases from 25um to
55um. This again confirms that substrate noise does not attenuate, in a strictly linear fashion, over
its propagation distance. It drops fast in the near-field region, but asymptotically approaches a
saturation level in the far-field region.
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Figure 15.12 Test Circuit in a 0.13um CMOS Process for Substrate Noise Propagation
Measurement and SCM Model Validation
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15.3 Measurement Techniques

The measurement of substrate noise plays an essential role for understanding the noise character-
istics, propagation behavior, and its impact to sensitive analog circuits. Because of the spatial-
dependent nature of the substrate noise, it is ne-cessary to design and deploy compact
measurement module to allow in-situ substrate noise characterization. This section first describes
the general requirement for substrate noise measurement and then discusses a specific on-chip
substrate noise measurement structure consisting of noise generator and noise monitor.

15.3.1 Substrate Noise Property and Measurement Requirement

Developing noise-measurement techniques requires an understanding of substrate noise proper-
ties. First, substrate noise, in the strictest sense, is a stochastic process, due to the random nature
of digital switching activity. However, in most cases, the system reference clock synchronizes all
switching activities. Substrate noise typically exhibits strong periodic behavior in the time
domain, and contains spikes from the reference clock, and its harmonics, in the frequency
domain. Consequently, the substrate noise can be characterized using its auto-correlation and
power spectral density. Second, substrate noise is normally not as significant as supply noise.
Due to the substrate’s intrinsic attenuation, and the biasing contacts spread over the chip, the
peak-to-peak noise ranges from a few tens of mV (in a highly noisy environment) to a few hun-
dred pV in a less noisy design, such as the example of a low-power PHY interface. Third, sub-
strate noise is distributed over both its aggressor origins and victim destinations, making it
layout- and floorplan-dependent.

The substrate noise-measurement module must meet a few critical design requirements: It
must provide voltage resolution finer than sub-mV, and the measurement bandwidth needs to
cover at least the third harmonic of the system reference clock, in order to capture the majority of
the substrate’s noise dynamics. Because the substrate noise is layout and location dependent,
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in-situ measurement is highly desirable. Therefore, the module has to be compact enough so that
it can be placed in any location for probing noise, with minimum or no interference with the
nearby circuits. Preferably, the measurement is performed entirely on-chip, with the minimum
pin count and package resources required to support the on-chip measurement. Later sections
address these design challenges, where the proposed measurement technique and circuit imple-
mentation are discussed.

15.3.2 Substrate Noise Monitor Circuit

Figure 15.14 is a block diagram of a substrate noise monitor [17]. This noise monitor is based on
the power-supply noise monitor, described in Section 16.4.1 “Supply Noise Measurement Cir-
cuits.” After making only minor modifications to the sensing front end of the power-supply noise
monitor, one can use it to measure near-ground substrate noise. The sensing front end includes a
p+ substrate probe contact, a sample-and-hold circuit (S/H), and a level shifter (L/S). It captures
instantaneous substrate noise, at the desired location, using the S/H via the p+ substrate contact.
Because the sampled substrate noise is typically tens of mV around the reference ground voltage,
a PMOS source follower-based L/S is used, in order to provide some gain and add a proper DC
bias. The rest of the circuit is identical to the supply-noise measurement circuit described in
Chapter 16.

VCLK1 3
Q
o
o
Sensing 4
Front
VCLK2
VDD VSS
Injection Sensing N-well Substrate

Contact Contact Contact Contact,

‘!'
e 5

: p-Substrate :

Figure 15.14 On-Chip Substrate Noise Monitor Circuit

L

15.3.3 Noise Generator Circuit

Figure 15.15 is a simplified schematic diagram of the substrate noise generator [17]. As shown in
the figure, an external clock (NCLK) drives the staged buffers with MOSCAP loading. The
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source/drain side of the MOSCAP connects directly to the p+ substrate contact. Switching
currents are generated, associated with the NCLK edge transitions. These currents are then
injected directly into the chip substrate. One determines the strength of the excited substrate volt-
age noise using these factors: the driver output impedance, MOSCAP capacitance, NCLK fre-
quency, effective clock edge sharpness, and the input impedance (as seen from the noise injection
contact into the entire substrate network). The actual implementation includes an array of binary-
weighted noise sources that allow the adjustment of the generated noise strength.
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Figure 15.15 On-Chip Substrate Noise Generator Circuit

15.4 Case Study

In this section, the substrate noise and its jitter impact in a high-speed, low-power memory con-
troller interface design example are analyzed using the on-chip measurement structure previously
discussed in Section 15.3.

15.4.1 Test System Overview

For illustration, this section considers the on-chip substrate noise-monitor circuit, described in
Section 15.3.2. It is built in a 40nm low-power CMOS process. The test chip is primarily a low-
power memory controller PHY interface (similar to the one described by Palmer, et al. [18]),
which achieves data rates 3.2GB/s—4.3Gb/s using low-swing differential signaling with advanced
power-management features. Figure 15.16(a) shows the layout of the substrate noise-measurement
structure and the placement in the entire PHY interface. The structure is composed of two noise
monitors in the upper part, and the noise generator in the lower part. The entire measurement struc-
ture is about 40umx250um in this particular process. The noise module is not located inside the
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PHY, nor is it particularly close to any of the interface links. This location is selected for the noise
module because the major emphasis of this initial implementation work is to demonstrate the
feasibility, functionality, and performance of the self-contained noise measurement module, not to
aggressively deploy the noise probes at the more sensitive locations (such as the PLL and clock
distribution circuits).

On-Chip Substrate Noise
Structure

Structure’s Placement in the Test-Chip Floorplan

Substrate Noise
E ement Structure

[ l— Driver
~ MOSCAP

J
J
-
1

Figure 15.16 Low-Power Memory Controller PHY Test Chip with On-Chip Substrate Noise
Measurement Circuit

15.4.2 DC Calibration Results

The first step in the measurement procedure is performing the DC calibration. During this step,
the DC voltage on the p+ substrate contact, at the sensing front end, is swept in a certain range,
typically £100mV. At each given DC voltage, multiple samples are taken from each of the two
noise monitors, and the corresponding counter values for data post-processing are recorded. As
mentioned previously, averaging the multiple values effectively filters out the high-frequency
random noise from the VCO device’s intrinsic noise sources. At well within the lock range of the
VCO, the linear fitting approximation is sufficient to represent the mapping from the measured
voltage to the digital count. Figure 15.17 shows the DC calibration results for the two noise mon-
itors. They show similar slopes, but with different y-intercepts. This difference is due to the
device mismatch and process variation. The slope parameter is a function of the VCO gain and
conversion time. It represents the quantization error, and thus imposes a voltage resolution limit.
As shown in the figure, the two monitors achieve their voltage resolution at 142uV/LSB and
138uV/LSB, respectively. This performance exceeds the sub-mV resolution requirement.
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Figure 15.17 Substrate Noise Monitor DC Calibration

15.4.3 AC Measurement Results

Both monitors simultaneously capture the instantaneous substrate noise, but at two time instances
with a relative delay (1), which is precisely controlled by the external clock source equipment.
The substrate noise can be characterized by its auto-correlation:

R(7) = E[Viup (Vo (£ + 7)] 15.5)

or, by its auto-covariance:

R(m) = E {[qub () = Vi OlVip (t + 7) = Vip (¢ + T)]} (15.6)

The frequency-domain property is described by the power spectral density (PSD) of the
substrate noise:

+ oo
Sveur ) = / K(t)e ™7 dr (15.7)

The maximum realizable delay (7,,,,) determines the frequency resolution. The minimum realiz-
able delay step (7,,) determines the measurement bandwidth.

Figure 15.18 shows the amplitude spectra of the measured substrate noise with quiet state
and noise generator turned on. During the quiet state, there is no data transaction activity, and the
PLL is inactive. The measurement noise floor is at about —15dBmV. The small spikes are the
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result of the switching of the logic clock, necessary for register access and system initialization.
When the noise generator is turned on with NCLK at 700MHz, one can clearly see the intentional
noise peak at 700MHz, as well as its major harmonics.
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Figure 15.18 Measured Substrate Noise Spectrum for PHY Initialization Only and Intentional
Noise with 700MHz Modulation Frequency

Figure 15.19 shows the measurement results for the substrate noise due to the active opera-
tion of the PHY itself. In this mode, all the data links transmit a certain data pattern continuously
at 3.2Gb/s per link, with the PLL reference clock at 400MHz. Various sources generate the
substrate noise, including data path transactions, differential output driver activity, and PLL clock
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generation, buffering and distribution. The first plot shows the measured substrate noise spectrum
when all the data links transmit a 0OXAAAA data pattern. The major noise spike is about 660uV at
800MHz. The second plot shows the substrate noise spectrum when all the data links transmit the
same PRBS data pattern. The spectrum shows the group energy centering around 800MHz, due
to the random data pattern. Because the goal of the test chip is to achieve low-power using differ-
ential low swing signaling, seeing that even the peak substrate-noise component is below ImV is
not surprising. Moreover, this test chip only includes the low-power memory controller PHY.
When integrated with the memory or ASIC core, the substrate noise is expected to become much
worse, due to the strong switching activity during the memory core operation. Depending on the
digital circuit’s size, activity, switching scenario, and substrate contact placement, the substrate
noise can be 10mV-30mV.
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Figure 15.19 Measured Self-Induced Substrate Noise with Different Data Pattern Activity
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15.4.4 Substrate Noise Induced Jitter Measurement

When analyzing high-speed link systems, being able to identify the major noise sources, for
example, supply noise and substrate noise, is important. Understanding how great an impact the
noise has on the link jitter performance is even more important. In this study, the on-chip meas-
urement structure is utilized to investigate the substrate noise induced jitter (SNIJ). As an
example, Figure 15.20 illustrates the impact of substrate noise on the PHY jitter performance,
measured at two data links, which are different distances from the substrate noise generator. The
figure shows the measured jitter spectra, both with and without the 1GHz intentional substrate
noise injection.
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Figure 15.20 Measured Jitter Spectrum Showing the Substrate Noise Impact on PHY Jitter
Performance at DQ1 and DQ5
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One can make a few observations here. First, single-frequency substrate noise generally
excites a jitter component at the same frequency. In this example, the 1GHz substrate noise mainly
excites the jitter component at 1 GHz. This is clearly seen in Figure 15.20, by the significant increase
in jitter amplitude resulting from the 1GHz noise injection. Second, the substrate noise experiences
different levels of attenuation when it arrives at different locations. In this example, DQS is closer to
the substrate noise generator than DQ1; see Figure 15.16(b). Therefore, DQS5 suffers from a higher
substrate noise than DQI. Figure 15.20 shows that DQS5 sees about a 1.1-ps peak-to-peak jitter
increase at 1GHz, whereas DQ1 sees about an 0.8-ps peak-to-peak jitter degradation at 1GHz.

Based on the earlier observations, a parameter called SNIJ sensitivity, S(f), is introduced
here and defined as follows:

SNIJ(f)
th(f)

Similar to the concept of PSIJ sensitivity (discussed in Chapter 14), SNIJ sensitivity is also
a system-dependent characteristic, which links the substrate noise sensed by the victim, to the jit-
ter impact seen at its output clock or data. SNIJ sensitivity is determined by the choice of system
architecture choice and circuit implementation, including the clocking scheme, data path, signal-
ing, and so on. It is independent of activity or its location within the floorplan. In the example
low-power PHY interface, identical link slice architecture is used to instantiate all the data links.
Depending on their distance to the noise source, one expects these links to see different levels of
substrate noise. However, all of them should have the same, or similar, SNIJ sensitivity.

Figure 15.21 shows the measurement results of the SNIJ sensitivity on DQI1 and DQS5.
Although not exactly the same, the two DQ links generally exhibit similar sensitivity behavior.
They both show strong sensitivity (as high as 1ps/mV-2ps/mV) at the frequencies related to the
400MHz PLL reference clock. Clear spikes at the fundamental tone, its harmonics, and sub-har-
monics are observed. These frequencies are where the system clock is most susceptible to distur-
bance due to substrate noise. Single-tone substrate noise, at the PLL reference clock, would have
the greatest impact on the PLL dynamics, and thus its impact on the output clock jitter would be
the most pronounced. The spike amplitudes are also roughly in line with each other. This further
validates the underlying assumption in the concept of SNIJ sensitivity. When the controller PHY
is integrated with the ASIC, the substrate noise is expected to be in the order of 10mV, which is
much stronger than the PHY’s self-induced noise, due to the strong switching activity in the digi-
tal core. The induced jitter will be approximately in the order of 10ps, consuming as much as 3%
UI for the 3.2Gb/s link.

S = [ps.pp/mV.pp]. (15.8)
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Figure 15.21 Measured SNIJ Sensitivity Profile for DQ1 and DQ5

15.5 Summary

Substrate noise is the next challenge, following power supply noise, to budgeting, designing, and
analyzing high-speed interfaces. This chapter discusses substrate noise and its jitter impact on
high-speed I/O interfaces.

The chapter first discusses the substrate modeling methodology, including both DC and
high-frequency approaches. The chapter also presents an on-chip substrate noise-measurement
structure (noise monitor) and implements its prototype with a low-power memory controller
PHY interface. The auto-correlation-based measurement methodology greatly reduces the band-
width requirement, which would otherwise be challenging to meet, using direct time-domain
measurement techniques. The noise monitor achieves the voltage resolution of finer than 150uV,
and a measurement bandwidth of at least 1I0GHz. Measuring the PHY’s self-induced substrate
noise verifies that it is not very significant in this stand-alone low-power PHY test chip environ-
ment. Additionally, the SNIJ sensitivity is characterized (aided by the implemented substrate
noise generator), and observed consistent sensitivity results on two DQ links in the test chip. The
on-chip measurement structure is proven useful in investigating the substrate noise and its
impact. Self-contained and compact in size, it serves as a vital tool for further in-depth study of
the impact of substrate noise jitter on the high-speed and low-power I/O interfaces for the future.
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CHAPTER 16

On-Chip Link Measurement
Techniques

Dan Oh, Hai Lan, Ralf Schmitt, and Elad Alon

High-speed digital design depends on more than the accurate modeling described in previous
chapters; it also depends on the tests and measurements necessary to verify the accuracy of those
models.

Passive interconnects can be characterized either in the time domain, using Time Domain
Reflectometry (TDR), or in the frequency domain, using Vector Network Analyzer (VNA). On
the other hand, active devices (such as transmitters and receivers) can be tested using real-time
oscilloscopes, digital sampling oscilloscopes, or a bit error tester (BERT). These measurement
tools are a powerful and integral part of high-speed design yet they have the following limitations.

First, the aforementioned measurements are at the component level, so they may miss the
complex interactions between the various components of the channel. For example, consider a
case where large reflections force a transmitter out of saturation, so that it cannot reach the
desired voltage swing, which in turn, causes the receiver to fail.

Second, the observed waveform may be distorted due to reflections, and may not represent
the actual waveform at the transmitter or receiver. For example, Figure 16.1 illustrates two signal
eye diagrams, one at the receiver ball and one at the pad. Due to reflections, the signal at the ball
has significant distortion, whereas the signal at the pad has a very clean eye.

Third, certain channel behavior, such as jitter tracking (described in Chapter 10, “Clock
Models in Link BER Analysis”), cannot be measured at the component level, because the noise
cancellation occurs at the system level. High-frequency supply noise is another example where
the noise measured at the package pin or ball is significantly different from the noise at the
devices on-chip, due to the filtering nature of the package.

Finally, 3D package technologies, such as Package-on-Package (PoP), System-in-Package
(SiP), and Multichip Package (MCP), make measuring the signal quality at the component level
even harder. The traditional method of measuring each device at the component level does not
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406 Chapter 16 On-Chip Link Measurement Techniques

capture the complex interactions in 3D integration. For example, power supply noise and jitter
are two of the most dominant voltage and timing error components in 3D-package systems, due
to the limited area available to provide sufficient power delivery. This is particularly true for the
top DRAM device (shown in Figure 16.1) where the supply path has a higher inductance. This
inductance causes significant supply voltage noise.
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Figure 16.1 Data Signal (Using a PoP Differential Memory System Running at 3.2Gb/s)
Measured at the Ball and Pad Locations

One way to overcome these limitations is to deploy accurate and reliable on-chip link per-
formance measurements. This chapter describes several on-chip (or in-situ) measurement tech-
niques. Key electrical parameters (such as voltage and timing margins, bathtub plots, BER eye
diagrams, and signal waveforms) are measured using minimal, and commonly available, on-chip
circuitry [1] [2]. This chapter demonstrates a waveform-capturing feature that is particularly use-
ful when modeling the overall channel, with accurate analog amplification, or equalization, at the
receiver front-end. In-situ measurements of the voltage and timing margins can be performed for
system qualification during the production ramp. A loopback path within the device can be imple-
mented and used to perform component-level device testing. Finally, a simple noise-monitoring
circuit is designed to measure the power supply noise [3] [S]. Additionally, this noise-monitoring
circuit can be used in conjunction with an additional noise generator, to obtain the system power
distribution network (PDN) impedance, as well as the supply noise induced jitter sensitivity.

On-chip measurements not only provide accuracy and convenience when characterizing
high-speed systems, they also enable low-cost testing without expensive testing equipment (such
as a high-frequency BERT, or a digital sampling oscilloscope). On-chip measurements are also
very powerful and useful in the production environment. Section 16.1 discusses the measurement
circuitries and techniques required for shmoo and BER eye diagrams. Section 16.2 extends these
techniques to capture signal waveforms. Section 16.3 presents hardware measurement data (using
a low-power differential memory system, based on PoP package [2], [6], and [7]), as well as cor-
relation data (based on the statistical link simulation described in Chapter 9, “Fast Time-Domain
Channel Simulation Techniques”). Section 16.4 describes the noise monitor and generator
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circuitry, along with the measurement techniques to measure on-chip noise in the time and statis-
tical domains. Section 16.5 describes more measurements for power distribution network imped-
ance, jitter sensitivity, and link margin sensitivity.

16.1 Shmoo and BER Eye Diagram Measurements

A shmoo plot is a process used to map passing and failing regions over varying timing or voltage
parameters. Specifically, at a given voltage and timing setting, the transmitter sends a pattern
(typically PRBS) to the receiver through the channel. The receiver compares the received pattern,
bit-by-bit, to the known pattern. The receiver reports a “pass” if no errors are found, finding an
error results in a “fail.” This process is repeated for the entire range of voltage and timing values.
Typically, the timing is varied within a bit time, and the voltage within the allowable swing range
for the transmitter voltage. The hardware requirement for shmoo testing is a bit-error detector and
a means of varying the desirable parameters.

First, let us consider a fiming shmoo. The transmitter data signal or clock, or the receiver
clock can be skewed to shmoo the timing to measure the link-timing margin. In a memory inter-
face design, the timing adjustments for read and write operations can optionally be made at the
controller, which simplifies the DRAM interface.

In today’s high-speed interfaces, timing-adjustment circuitry is commonly implemented to
handle pin-to-pin timing variations, making timing adjustments a part of the high-speed system
design, rather than a specific feature of shmoo testing. Regardless of where the timing-adjustment
circuitry comes from, it can be used to characterize the link voltage and timing margin.

In the case of a voltage shmoo, several approaches are available. With single-ended signal-
ing, either the reference voltage or transmitter common-mode voltage can be adjusted. With dif-
ferential signaling, the common-mode voltage of either the transmitter or receiver is adjusted.
Note that, due to transmitter voltage headroom issues, adjusting the receiver is better, because the
signal swing is attenuated significantly at the receiver.

Yet another approach is to use an adaptive sampler to adjust both voltage and timing [1].
This approach allows measurements of real-time traffic data. However, it adds a significant cost to
the hardware design. In the test vehicle used in the low-power I/O interface design [2], an offset
calibration circuit in the receiver sampler is used to adjust the common-mode voltage. Low power
I/O interface designs use low-swing signaling, which requires a sensitive sampler design [6]. A
receiver offset calibration circuit is highly desirable to improve the sampler sensitivity. The draw-
back of this technique is that, typically, the offset cancellation is designed for a limited voltage
range, and a full swing characterization is not possible, in most cases. When a transmitter has a
half-swing mode, and it can be used in combination with offset calibration to take measurements.

The first plot in Figure 16.2 illustrates a shmoo eye. The green opening of the eye is the
passing region. The gray area surrounding the eye is the failing region. (A location is “failed” if
there is a single error.) The horizontal and vertical eye openings provide the timing and voltage
margin, respectively. If an error counter is available, a BER plot can be generated using the exist-
ing shmoo features. With an error counting feature, bit error rates can be mapped, instead of a
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simple pass and fail, which results in the 2D BER eye shown in the second plot in Figure 16.2.
The horizontal cross-section of the BER eye represents a timing bathtub curve, whereas the verti-

cal cross-section represents a voltage bathtub curve. A single side of the voltage bathtub curve is
referred to as a waterfall plot.
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Figure 16.2 2-D Shmoo and BER Eye Diagrams

In summary, the following hardware is required to generate a BER eye plot:

» Pattern generator to send known data pattern

* Bit error detection circuitry and counter

Voltage shmoo feature (based on either the transmit swing adjustment, reference voltage
adjustment, or receiver offset adjustment)

Timing shmoo feature (based on either the transmitter data or clock phase adjustment,
or the receiver side clock phase adjustment)

16.2 Capturing Signal Waveforms

Capturing signal waveforms using on-chip measurement circuitry is challenging, because it requires
a sub-sampling technique using high-bandwidth samplers [8§—11]. Modern I/O designs often utilize
the maximum transistor bandwidth to send data, so implementing a sub-sampling circuit could take
significant power and silicon area overhead. Consequently, although sub-sampling techniques can
be implemented in test vehicles, they are not suitable for production chips. A simpler version of the
sub-sampling circuit, based on an additional adaptive sampler, is used for serial link designs [1]
[12], and the same version (without the adaptive sampler) is implemented in memory interfaces [2].

In [2], a waveform is indirectly captured by measuring the BER using a technique similar
to the technique described in the previous section. The only additional hardware required is a
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masking feature, used to select an error at a particular bit location. The basic principle is illus-
trated using a simple step as the input. First, the input pattern ...000111... is sent repeatedly. Then,
the 2-D BER maps are measured for each bit location. Figure 16.3 demonstrates the 2-D BER
maps for the pre-transition and post-transition bits, respectively. In this example, the error loca-
tions are mapped by comparing the received data to 1. By tracking the location with the error
probability of 0.5, the signal waveform can be traced. To locate the 0.5 error location, the voltage
offset is shmooed, as described in the previous section. Because the error rate of 0.5 is consid-
ered, knowing the correct bit value is not necessary. In a real implementation, the shmoo process
can be optimized to track only near the 0.5-bit error probability line, instead of sweeping the
entire voltage range. To filter out jitter due to random noise an averaging scheme can be used, or
the measurement curve can be fitted with smooth functions. The overall process is summarized in
Figure 16.4.
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Figure 16.3 BER Plots of the Step Responses: Before and After Transition

For SerDes applications, Clock Data Recovery (CDR) requires an edge transition. The
example in Figure 16.5 illustrates the addition of toggling bits, placed before and after the transi-
tion, but at a sufficient distance to minimize their impact. This bit error-based method is not lim-
ited to simple data patterns; it can also be used with arbitrary patterns, as long as they can be sent
repetitively, which is not an issue for a synchronous I/O interface.

Because this measurement is based on on-chip timing and voltage shmoo features, the
adjusted voltage and timing values can contain non-linearity errors. Most on-chip voltage and
phase adjustments deviate from the ideal settings; this is referred to as a non-linearity error. Non-
linearity errors are particularly severe for extremely high or low voltage values, and for timing
values near octal boundaries. Fortunately, non-linearity errors can be characterized using off-chip
measurements, and the result is used to correct the on-chip measured waveform. Linearity meas-
urement can be done by comparing the measurement data with the supplied static value. Detail
techniques are implementation-dependent, and are not covered in this book.
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Figure 16.5 A Step Response with Single Bits to Create Edge Transitions for CDR

Figure 16.6 shows measurement results, based on SerDes applications [1]. The first plot
shows a measured raw step response. The second plot shows the calibration curve, based on lin-
earity measurement. The final plot illustrates the final step response after correction. (Note the
relatively small non-linearity.) On the other hand, Figure 16.7 shows a step measurement of the
PoP channel, illustrating both the original and corrected responses. A significant non-linearity is
observed in this case, because the channel is targeted for a low-power application, and the design
tolerances of the phase mixer and voltage twister are relaxed to reduce power consumption.
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16.3 Link Performance Measurement and Correlation 411

-

== Raw Data

Voltage (mV)
3

20 ===Corrected Data

-20
0.7 0.8 0.9 1 11 1.2

Time (nsec)

Figure 16.7 Measured and Non-Linearity Corrected Step Responses for PoP Test Vehicle

16.3 Link Performance Measurement and Correlation

Although any data pattern can be captured using these on-chip measurement techniques, they are
particularly useful for capturing single-bit or step responses. These responses provide a complete
channel model, which includes the driver and receiver analog effects (such as driver slew rate,
receiver bandwidth, chip parasitic, any receiver continuous-time linear equalizer, or preamp).
After a single-bit or step response is obtained, it can be used to generate ISI distributions for mar-
gin prediction and BER calculations, as described in Chapter 9. Figure 16.8 illustrates the overall
process for computing the BER. Using the input step response, a fast-time domain simulation is
performed to generate an IST histogram. Then, this ISI histogram is convolved with other noise,
or jitter distributions, if necessary. The resulting Probability Density Function (PDF) is integrated
to compute the Cumulative Density Function (CDF), which is used to generate a BER eye. The
final system bit error rate is calculated by taking the conditional PDF with a receiver sampling
distribution. By sweeping the receiver sampling distribution, the link bathtub is finally obtained.
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Figure 16.8 Fast-Time Domain Statistical Simulation Flow Based on Step Responses

Using this fast statistical simulation method, the BER eye diagram can be obtained based
on the measured step response. Then, this simulated eye diagram is compared to the measured
eye diagram, using the BER eye measurement feature described in Section 16.1. In simulation,
1.2ps of random jitter (obtained from other measurements) is added. The two eye diagrams are
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shown in Figure 16.9. Although this figure shows a slight mismatch, in terms of the eye opening,
overall, a reasonably good match exists between the two plots. Sometimes, using the half swing
mode to capture BER eyes is useful. Figure 16.10 shows BER eye measurements, using both the
full and half swing modes of a transmitter twister.
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Figure 16.9 BER Eye Diagrams Based on Simulation and Measurement
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Figure 16.10 BER Eye Diagrams Based on Full-Swing and Half-Swing Mode of Transmitter
Swing Twister

16.4 On-Chip Supply Noise Measurement Techniques

Power supply noise is one of the major factors constraining the performance of modern high-
speed link designs. The characterization of power supply noise is crucial for a robust and reliable
channel implementation. However, as discussed earlier, accurately measuring high-frequency
supply noise off-chip is very difficult. As a result, various on-chip supply-noise measurement
techniques have been developed to observe over- or under-shoot events over a certain time win-
dow [13], or reconstruct repetitive noise in sub-sampling scope mode [10]. Unfortunately,
although they are useful when measuring specific properties of supply noise, these techniques
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cannot capture the high-frequency noise present in a multi-gigahertz I/O interface. The voltage
resolution of these techniques is usually inadequate for measuring the noise present in high-speed
designs.

Ideally, one would like to measure the supply noise, on the internal power rails, for fre-
quencies up to a multiple of the fastest toggle frequency. For a system with a data rate of 6.4Gb/s
(and a maximum data toggle rate of 3.2GHz), the supply noise frequency can reach 10GHz or
more. Measuring supply noise on an internal supply rail at these high frequencies is a challenging
task, and requires special noise-monitor circuits. Both the frequency domain spectrum of the sup-
ply noise and the supply noise waveforms in the time domain that facilitates correlation with sim-
ulation need to be measured. So, a noise monitor with sufficiently high bandwidth for frequencies
beyond 10GHz is desirable. This monitor can not only provide measurement results for the fre-
quency domain noise spectrum, but can also be used to construct the time domain noise wave-
forms. Therefore, a measurement technique with bandwidth up to multi-gigahertz, and voltage
resolution finer than mV is highly desirable.

To meet this requirement, this section reviews the on-chip supply-noise characterization
method and measurement circuits introduced in references [3] and [4]. Figure 16.11 is the block
diagram of the on-chip noise monitor and generator. It consists of a noise monitor block, driven
by two sampling clocks with controllable delays (VCLK1 and VCLK?2), and a noise generator
block with one modulation clock (NCLK). The monitor block samples the analog supply voltage
and converts it to digital code. The overall supply noise characteristics are reconstructed by their
auto-correlation (see Section 16.4.2), and power spectral density (PSD). The noise generator
block creates intentional noise on the power supply grids, at the desired frequency, and at a con-
trollable level. This noise is then used to characterize various system responses (for example, tim-
ing margin and supply noise jitter sensitivity).
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Figure 16.11  On-Chip Supply Noise Monitor and Generator

16.4.1 Noise Monitoring Circuit

Figure 16.12 is the schematic of the noise monitor circuitry. It consists of a pair of identical sup-
ply noise monitoring circuits. Each monitor includes a sample-and-hold (S/H) circuit as the sens-
ing front-end, a ring type VCO as the voltage-to-frequency converter, and a digital counter as the
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A/D converter. Two sampling clocks running at the same frequency and with a precisely con-
trolled relative delay clock the two noise monitors. The instantaneous voltage on the supply rail is
sampled on the toggling edge of the sampling clock, and subsequently held when it de-asserts.
The sampling circuit is implemented using PMOS switches, which makes measuring the supply
voltage easier. Moreover, a simple PMOS switch can achieve very high bandwidth, which is nec-
essary for the monitoring circuits to capture the dynamic behavior of the supply noise up to sev-
eral harmonics of the highest data toggle rate. During the hold mode, the buffered sample voltage
is used as the control voltage of the VCO, in order to set its output oscillation frequency.
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Figure 16.12 On-Chip Noise Monitor Circuit

The ring-type VCO is chosen to handle high-frequency measurements with a wide tuning
range, because it can easily achieve several times of a FO4 cycle time with better tuning range.
The output of the VCO is the input to a 16-bit counter. The counter is enabled during the hold
mode, so that the VCO provides an output clock with a stable frequency. The counter output is
then stored in registers, and read out for post-processing. The resulting digital count is propor-
tional to the VCO control voltage, which, in turn, is proportional to the instantaneous supply
voltage. If the supply voltage is swept in DC, the corresponding digital count can be saved pro-
ducing the DC calibration curve that can be used to map the digital register count to the supply
voltage value sampled at the sensing front-end. The counting process also ensures that the
averaged VCO frequency is measured. It essentially filters out the high-frequency random
noise, which stems mostly from device intrinsic noise sources, rather than from the supply
noise of interest. The VCO gain, and the conversion time, determines the overall achievable
resolution.
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16.4.2 Noise Generator Circuit

Figure 16.13 is a schematic diagram of the noise generator. It consists of an array of binary-
weighted current sources. It connects supply to ground by a shorting current modulated by the
input clock. The shaped current contains the fundamental tone and odd harmonics of the clock
signal frequency. When injected into the supply rail, the current interacts with the supply PDN,
generating supply voltage noise with its dominant component at the desired frequency. Mean-
while, the strength of the generated voltage noise is adjusted by selectively turning on the binary-
weighted current sources. This makes adjusting the noise amplitude possible, based on the PDN
characteristics at any frequency. For a fixed amount of current injection, the resulting voltage
noise will be more emphasized at frequencies near the peak of the PDN resonance frequency, and
more suppressed at other frequencies, where the PDN impedance is small.
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Figure 16.13 On-Chip Noise Generator Circuit

16.4.3 Supply Noise Measurement Techniques

Depending on the measurement requirements, the previously described on-chip noise measure-
ment structure can be operated in two modes: auto-correlation mode (for frequency-domain
measurements), and sampling-scope mode (for time-domain measurements). Supply noise typi-
cally exhibits steady-state behavior, when the I/O system continuously reads or writes repeated,
fixed, or PRBS data patterns. In these situations, characterizing the supply noise in the frequency
domain usually makes sense. The auto-correlation mode provides reliable measurements for fre-
quency-domain characterization. In the auto-correlation mode, two free-running clocks (VCLK1
and VCLK?2), separated by a fixed delay (7), are used to drive two noise monitors. These input
sampling clocks are independent of the I/O interface. Therefore, no fixed phase relationship
exists between the sampling clock edges and the toggling edges of the I/O interface clock.

For each fixed delay (7), and at any random time instance (f), one noise monitor samples
and holds the instantaneous voltage present on the power supply, and then converts its analog
value to a digital count. Meanwhile, the other noise monitor converts the instantaneous voltage
present on the same supply, but at a later time (that is, (f + 7)). These measurements are
repeated multiple times to collect enough samples to reconstruct the statistical property. The
relative delay (7) can be swept from O to 7,,,,, and for each fixed (7), the preceding process can
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be repeated. As a result, the two noise monitors measure and output the statistical supply voltage
data at time instances that differ by the varying delay (7). Because the supply noise is assumed to
be primarily cyclostationary (the statistical properties are repeating), it can be characterized by

its auto-correlation:

K(r) = E{|:Vdd(t) — Vi (l)} |:Vdd t+7)— Vgt + T):|} (16.2)

or auto-covariance:

Subsequently, the supply noise frequency-domain property is characterized by using its power
spectral density (PSD):

SoadD = | Kyalm)e > dr (16.3)

Figure 16.14 provides an example of measurement data obtained by using the noise moni-
tor in auto-correlation mode. In this example, the noise generator is used to excite 100MHz of
intentional noise. Because the free-running sampling clocks are asynchronous to the system ref-
erence clock, all the time instances at which the measurements are carried out are not correlated
with the system clock. Therefore, any portion of data in Figure 16.14 can represent the supply
noise distribution. Figure 16.15 shows the PSD result. The 100MHz component can be clearly
identified, and its noise amplitude derived, from the PSD spectral reading.

Time-domain measurements are as important as frequency-domain measurements. Often,
measuring a supply noise transient waveform is more desirable, due to load shifting or power
mode switching. In these situations, using the sampling scope mode to conduct a time-domain
measurement is preferable. In sampling scope mode, both sampling clocks (VCLKI1 and
VCLK?2) are not free running, as they were in auto-correlation mode. Instead, they are derived
from the I/O system clock. In this mode, VCLK1’s delay is fixed at ‘0, and VCLK2’s delay
varies, with respective to the I/O system clock. This configuration ensures that the rising edge of
VCLKI is always aligned with the toggling edge of the system clock. Consequently, the noise
monitor driven by VCLK1 will always collect the instantaneous supply voltage at the toggling
edge of the switching activity. It is not expected to see any supply noise at the instant that current
switching starts. The noise distribution is due to other noise sources, such as the device intrinsic
random noise and the monitor quantization error [3]. Therefore, the results here can be used to
characterize the noise floor performance of the measurement system. Meanwhile, the other noise
monitor, driven by VCLK2 with a varying delay of 7, collects the instantaneous supply voltage at
a time delayed by 7 with respect to VCLKI1 (or the system clock). For each fixed delay 7, many
samples are collected to reconstruct the time-domain waveform. The mean value of samples, as a
function of delay 7, represents the transient waveform of the supply noise.
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Figure 16.14 Sample Supply Noise Measurement Data in Auto-Correlation Mode
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Figure 16.15 Power Spectral Density (PSD) of 100MHz Intentional Supply Noise

Figure 16.16 shows an example of the supply noise data obtained in sampling scope mode.
The upper graph depicts the data measured from the monitor clocked by VCLK1, with zero delay
with respect to the reference clock. It shows both the noise distribution and the average value of
the supply voltage dynamics that occur at the rising edge of the reference. In particular, the mean
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value curve represents the DC IR drop from the nominal voltage. The lower graph shows the data
measured from the monitor clocked by VCLK2, with a delay varying from Ons—20ns with respect
to the reference clock. The data here shows the voltage noise distribution and its transient wave-
form in terms of the mean value trajectory. The later part essentially is the time-domain supply
noise waveform, reconstructed by operating the noise monitor in sampling scope mode. One can
obtain the supply noise characteristics, such as dynamic range, average power, and frequency
spectrum, from the time-domain waveform.
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Figure 16.16 Sample Supply Noise Measurement Data in Sampling-Scope Mode

16.5 Advanced Power Integrity Measurements

This section describes a few advanced measurement techniques, based on the previously
described on-chip measurement techniques. First, the impedance of the power distribution net-
work (PDN) is considered as seen from the on-chip circuit location. A conventional off-chip
measurement technique using a sense line is difficult, particularly in the high-frequency region
where noise can be easily filtered out by package.

Second, the jitter sensitivity to power supply noise is considered. Building an on-chip jitter
monitor device is both difficult and expensive, so an off-chip measurement approach for the jitter
sensitivity measurements is used.
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Third, this section introduces a margin sensitivity concept and measurement technique
designed to bypass the limitations of the jitter sensitivity measurement. The margin sensitivity
can be measured using only on-chip circuitry, in contrast to the jitter sensitivity.

16.5.1 PDN Measurement Technique

Accurate measurement of the on-chip power delivery network (PDN) is another important
requirement of system characterization and verification. The on-chip noise monitor and generator
(described in the previous section) can be utilized to characterize the on-chip PDN impedance
profile, over frequency, using custom measurement scripts and flows developed to support the
specific application. (An additional fixture that directly measures the supply current is helpful but
optional.) The measurement procedure injects intentional supply current at varied frequencies
with a fixed or known strength, while measuring the amplitude of the resulting supply noise volt-
age. At each frequency, the voltage amplitude from the corresponding supply noise spectrum is
read. The PDN impedance can be obtained by dividing the measured voltage with current. A typ-
ical on-chip PDN measurement usually requires characterizations from around 10MHz to several
hundred MHz, so that the chip-package resonance peak is clearly revealed.

If a current measurement fixture is available, then the measurement accuracy can be further
improved in merits of differential measurement method. At a given frequency f, the voltage dif-
ference, as a result of the current difference between the two measurements, describes the AC
impedance as follows:

1Z()| = Av(D/ AiH) = [va() — vi(D1/li() — i1 (D] (16.4)

where the subscripts 1 and 2 denote two measurements with two different strengths of intentional
current injection. A direct measurement of the average current is required. A simple way to mea-
sure this current is monitoring the output of voltage regulator module. Although direct current
measurement is useful during the chip development and characterization stage, it is not feasible
for in-situ measurements of 3D package systems.

Alternatively, the voltage measurement can be scaled to impedance using the high-fre-
quency measurement data where the impedance is dominated by on-chip decap. The value of the
on-chip decap is typically known in advance, and provides the reference impedance for the high-
frequency region. By scaling the voltage curve to fit this high-frequency region, the overall
impedance profile can be obtained. For example, if the total on-chip decap value is 1nF, then the
impedance change from 1GHz to 2GHz is roughly 1/(2 - 7 - 2) = 0.08(). The PDN impedance
curve is generated by scaling the voltage curve, using a constant factor, which produces the
desired impedance change over 1IGHz to 2GHz.

Figure 16.17 shows the measurement results of the PDN impedance profile for a test sys-
tem [2]. As shown in the figure, the PDN measurement result is compared to another measure-
ment method using sense lines. As demonstrated in this figure, the two methods correlate well
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with each other. The PDN profile peaks at around 130MHz, which is the chip-package resonance
frequency of the test system.
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Figure 16.17 On-Chip PDN Measurement Results

16.5.2 PSIJ Sensitivity Measurement

The on-chip noise measurement structure can also be used to characterize the system response to
intentionally generated supply noise. For this purpose, the noise generator is used to inject and
excite intentional voltage noise in the power supply, with adjustable amplitude at a desired fre-
quency. The excited noise amplitude can be accurately measured, by using either time-domain or
frequency-domain methods, as discussed previously. Figure 16.18 shows the relationship
between supply noise and jitter. The dominant components in the jitter spectrum are obviously
caused by supply noise components at the same frequencies. Therefore, characterizing how much
jitter impact the supply noise can introduce to the clock is important. Depending on different PLL
types, and clocking architectures, such an impact can also be frequency-dependent. Jitter sensi-
tivity can be defined as:

PSII(f) = J(H)/V(H [ps/mV] (16.5)

where V(f) is the supply noise voltage peak-to-peak value at frequency f, and J(f) is the clock tim-
ing jitter peak-to-peak value at the same frequency (f). For the sake of convenience, the unit of
power supply noise induced jitter (PS1J) sensitivity is ps/mV. (PS1J is also known as supply noise
induced jitter [SNIJ]). As clearly indicated by its definition, PSIJ sensitivity denotes how much
peak-to-peak jitter in ps is introduced by 1mV peak-to-peak supply voltage noise, as a function of
frequency.

Figure 16.19 provides an example of measured PSIJ sensitivity profiles over various PVT
corners. As the figure indicates, all the PSIJ sensitivity curves exhibit a qualitatively similar
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low-pass behavior with the cut-off frequency just above 100MHz. Despite having different roll-
offs at different device corners, all the sensitivity curves show tails extending into the high fre-
quency region. Used in concert with the supply noise spectrum information (either by simulation
or measurement), these PSIJ sensitivity profiles serve as key link parameters that can be used to
predict PSIJ and to identify the major jitter sources.
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Figure 16.18 Measurement Data Showing Intentional Supply Noise and lts Induced Jitter
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Figure 16.19 Sample PSIJ Sensitivity Measurement Results
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16.5.3 Modeling Impact of Power Supply Noise

Although PSIJ sensitivity provides an important circuit parameter, which relates the supply noise
to timing error, it, unfortunately, requires an on-chip jitter monitor or external oscilloscope. For
in-situ measurements, the preferred method is to characterize the margin sensitivity, called power
supply noise induced margin loss (PSIM), which measures the link margin loss due to supply
noise, instead of jitter. The link margin loss represents the true system-level impact due to power-
supply noise. The link margin accounts for any jitter tracking, cancellation, or amplification. The
margin sensitivity can be easily measured using the on-chip timing margin technique described
earlier in Section16.1. No additional hardware is needed for this measurement, just supporting
scripts. Figure 16.20 shows sample margin sensitivity curves of the memory channel. Note that
the margin sensitivity peaks near the power resonant frequency and PLL loop bandwidth.
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Figure 16.20 PSIM Sensitivity Measurement Using On-Chip Noise and Signal Monitor
Features

16.6 Summary

This chapter presents on-chip circuits and techniques that support in-situ measurements. A link
simulation flow based on the on-chip wave-capturing feature is demonstrated. These circuits can
be built into production devices, and the implementation cost is reasonably small. Using on-chip
measurement techniques provides the following benefits:

* In-situ testing and characterization

* Device and system qualification

* At-speed testing

* No testing or measurement equipment
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No measurement parasitic (probes, cables, and so on)

Includes non-idealities of circuits
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CHAPTER 17

Signal Conditioning

Jihong Ren and Jared Zerbe

During the past decade, computing platforms have evolved from single-core processors to multi-
core processors. Currently, eight-core processors are available in the consumer market. It seems
certain the world is entering into a multi-core era. However, without adequate off-chip band-
width, I/0 speed will be the factor limiting system performance. A 256-core processor, assuming
four-way SIMD FMACs at 2.5GHz-5GHz, would need terabytes/s of off-chip I/O bandwidth.
Package technology has simply not kept pace with the rapid growth in required bandwidth. In
2007, the maximum pin-count for high-performance chips was about 2100; it is expected to grow
to only about 5400 pins by 2017 [1]. Consequently, per-pin bandwidth must grow in order to
achieve the high-bandwidth that multi-core processors require.

At higher data rates, losses, reflections, and crosstalk severely degrade signal integrity and
limit the performance of off-chip links. Thankfully, these effects are linear processes, and on-chip
signal processing can compensate for them. In particular, equalization techniques have been
widely used to compensate for band-limited channels across many applications. These tech-
niques are not new: Early in 1941, Hendrik Bode received a patent for a broadband receiver that
employed equalization, as shown in Figure 17.1 [2]. For years, telephone systems have effec-
tively used equalization for crosstalk and echo cancellation. In the past decade, designers have
begun using equalization to compensate for the dispersive losses of high-speed off-chip links,
and it has now become an active area of research. In comparison with other applications (such as
telephone subscriber systems and wireless communication), equalization for high-speed off-chip
links suffers from stringent power and transmit peak-power constraints. This is due to its high
level of integration, along with minimum latency and area requirements. These constraints have
motivated the design of simple filters to address the most significant signal integrity issues. This
chapter focuses on reviewing the current-state-of-the-art analog equalization techniques and
coefficient adaptation algorithms for high-speed off-chip links.

425
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As complexity increases in both electrical and optical communication links, interest is
growing in implementing the transceiver circuits based on analog-to-digital converters (ADCs)
and digital signal processors (DSP) [3] [4]. Therefore, in addition to analog equalization tech-
niques, this chapter also explores the pros and cons of ADC-based receivers and compares these
approaches to partial-response DFE (PrDFE) receivers.

May 20, 1941. H. W. BODE 2,242,878
DESIGN OF BROAD BAND REPEATERS
Filed Sept. 29, 1939 9 Sheets-Sheet 1
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Figure 17.1 Drawing from the Equalization Patent, Filed by H.W. Bode for a Broadband
Receiver [2]

This chapter first introduces the concept of the single-bit response (SBR) and reviews vari-
ous conventional analog equalization techniques, such as transmitter equalization, receiver linear
equalization, and decision-feedback equalization (DFE). Then, different equalization adaptation
algorithms for the adjustment of the equalizer settings are covered. This is followed by a discus-
sion of the interaction between the clock and data recovery (CDR) loop, and equalization adapta-
tion loop. Finally, the chapter covers ADC-based receiver equalization.

17.1 Single-Bit Response

To understand how signal integrity issues, such as attenuation, dispersion, and reflections, affect
the received signal quality, the single-bit response (SBR) is often used. The SBR is the channel
response observed at the receiver, when the transmitter sends an unequalized single-bit-wide
pulse (Figure 2.11 provides an example). Each circle on the SBR represents the symbol sample
time. Here, several phenomena can be observed simultaneously: The spreading of the narrow
pulse (beyond a single bit time) shows the dispersion of the channel, whereas the ripples (later in
the SBR) are the reflections due to the impedance discontinuities. Any non-zero energy at other
bit times in the single-bit response is referred to as inter-symbol interference (ISI). ISI corrupts
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the signal received at other bit times, and may lead to bit failure (as illustrated in Figure 2.12).
Finally, the reduction in the peak amplitude shows that the SBR was attenuated when it passed
through the channel.

17.2 Equalization Techniques

To flatten the frequency response of the channel and remove ISI, equalization can be performed
on the transmitter side and/or receiver side. This section provides an overview of three common
equalization techniques used in high-speed links: transmitter equalization, receiver linear equal-
ization, and decision-feedback equalization (DFE). The following section discusses the algo-
rithms used to optimize these equalizers.

17.2.1 Transmitter Equalization

Transmitter equalization is one of the simplest ways to compensate for ISI and is now widely in
use in high-speed links. Typically, transmitter equalization is implemented with finite impulse
response (FIR) filters. Although infinite impulse response (IIR) filters can be more flexible than
FIR filters, IIR filters are generally not used for high data rate transmission, because of the diffi-
culty in calculating the IIR recurrence at very high rates. Equalizing transmit FIR filters are rela-
tively easy to implement at very high speed, due to the availability of symbol spaced data at the
transmit end. Furthermore, because each transmitted symbol is either a 1 or a 0, for non-return-to-
zero (NRZ) signaling, the multiplication with the filter coefficients is relatively straightforward.
One simple approach is to implement the filter in the digital domain and use a digital-to-analog
converter (DAC) to generate pre-distorted pulses onto the channel [5]. This approach presents the
lowest parasitic capacitance to the channel, because the output devices can be the minimum size
required to drive the full transmit swing. The DAC approach can also be very flexible, in terms of
wave shaping. However, a full DAC implementation suffers from both performance and
power/performance issues. The high-throughput requirements and small power budgets (less than
10mW/Gb/s in many cases) of many off-chip link environments make this straightforward imple-
mentation unsuitable for most applications.

A more compact and power-efficient approach is to use analog FIR filters with programma-
ble weighted drivers, as shown in Figure 17.2(a). This implementation of a transmit FIR filter is
made by a simple wire-OR, connecting high-impedance current-mode drivers, each driven by
sequentially delayed weighted versions of the output data. Due to the limited headroom of the
practical current sources used in the output drivers, and the maximum voltage process restric-
tions, the output peak power of such an implementation is usually constrained. Because of this,
transmitter FIR filters commonly equalize the channel by attenuating low-frequency compo-
nents, in order to match the attenuation of the high-frequency components; see Figure 17.2(b).
This approach is often called “de-emphasis.”

Looking at transmit equalization in the time-domain, one can see that any ISI that is caused
by the current bit can be canceled by sending smaller negative pulses at later times. Figure
17.2(c) illustrates this concept using single-bit responses for a simple two-tap FIR filter. In the
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Figure 17.2 (a) Transmit De-emphasis with Peak Power Constraint [6] [7], (b) Unequalized
(Blue Line) and Equalized (Red Dashed Line) Channel Responses in Frequency Domain [6],

(c) Transmitted and (d) Received Single-Bit Waveforms with a Two-Tap Transmitter FIR Equalizer
(The Unequalized Single Bit Response Is Shown by a Dotted Line)

case of no equalization, the driver sends a pulse at time 0. The received unequalized SBR is
shown by a dotted line. The circles on the received responses are the symbol-spaced data sam-
pling locations. Due to dispersion, ISI appears at later bit times and corrupts the later bits. To
remove the first post-cursor ISI, the ISI tap driver sends a negative pulse with smaller amplitude
one bit-time later. The received cancellation pulse is shown as a dashed line. Note that due to
transmitter peak power constraint, the ISI cancellation pulse takes away energy from the main
tap. Hence, the single bit driven by the main driver is smaller than the unequalized single bit. As a
result, the received main pulse has smaller amplitude than the unequalized SBR. Due to the
superposition property of LTI systems, the overall equalized single-bit response is the sum of the
received main pulse, and the effect of the received cancellation pulse on the current bit. As a
result, the first post-cursor ISI is removed from the equalized single-bit response. The relative
size of the ISI cancellation pulse to the main pulse is determined by the equalizer coefficients,
which are, in turn, determined by the channel characteristics. The details of how to optimally set
the equalizer coefficients based on channel characteristics are discussed in the later part of this
chapter.

To allow full programmability of the complete flexibility from the analog FIR filters, the
most straightforward implementation is to make all the sub-drivers, shown in Figure 17.2(a), the



17.2 Equalization Techniques 429

same size (for example, able to carry the same amount of current). Though simple, this imple-
mentation results in significantly more output parasitic capacitance than a transmitter with the
same driving capability but no equalization, or a transmitter implemented with digital filters and
DAC:s. This output parasitic capacitance forms a low-pass filter at the output of the transmitter. If
not controlled, it can significantly degrade the channel bandwidth. To minimize the parasitic
capacitance while preserving programmability, one can split the drivers and share portions of the
driver segments among the filter taps [6] [7].

Because transmitters generally do not have direct access to information about the quality of
the received signals, the transmitter equalization settings are obtained either by characterization
of the channel properties in advance, or with feedback information provided from the receiver
through the back channel to the transmitter [8] [9].

17.2.2 Receive Linear Equalization

Placing a linear equalizer at the receiver end avoids the peak power constraint of the transmitter
equalizer. Instead of using de-emphasis, the receive equalizer flattens the channel response by
amplifying the high frequencies. However, in addition to amplifying the high-frequency compo-
nents of the received signal, a continuous time linear equalizer (CTLE) cannot discriminate
between data and noise—it simply amplifies everything according to its transfer function, and so
it can also amplify noise and crosstalk.

Receive equalizers can be implemented with either discrete time FIR filters or with contin-
uous time analog filters. The latter is the more popular of the two approaches as discrete time FIR
filters are difficult to implement at high-data rates, and usually consume more power and area
than the continuous time version. The disadvantage of a typical continuous time linear equalizer
is its limited flexibility. It is not as easy to tune the frequency response of the equalizer to invert
the frequency response of the channel.

Figure 17.3(a) shows a differential pair with capacitive degeneration [10]. At high frequen-
cies, the capacitor behaves like a short, and increases the gain of the differential pair. In addition
to the pole at the output node, the capacitive and resistive degeneration creates a zero and an addi-
tional pole; see Figure 17.3(b):

:1 =1 :(1+ngs/2)/
@ / R,Cy ! / RpCy” RCY (17.1a)

The low-frequency gain is:

— ngD
A, (1 + g,R./2) (17.1b)
Thus the boost factor (that is, the amount of high frequency peaking) is determined by the loca-
tion of w, relative to w,,;, as shown in Figure 17.3(b). By tuning the source-degeneration capacitor
(Cy) and resistor (R,), the location of the zero can be effectively tuned, as well as the

low-frequency gain, thereby matching the frequency response of the equalizer to the channel
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Figure 17.3 (a) Differential Pair with Capacitive and Resistive Source Degeneration [11],
(b) Frequency Response

characteristics. However, because tuning R, and C, changes the overall shape of the frequency
response, perfectly inverting the channel characteristics with a CTLE becomes challenging.
Moreover, they are also sensitive to PVT variations. Finally, note that the gain-bandwidth product
of the source-coupled differential pair still limits the maximum gain. There is a fundamental
trade-off between the low-frequency gain, the boost factor, and the bandwidth of the stage [11]:

1
Ay =~ g’”/cl, (17.1¢)
wZ

To achieve a higher boost factor, multiple stages can be cascaded [11], but this can result in
greater low-frequency loss, resulting in degradation in sensitivity.

Another approach to achieving additional gain is inductive peaking, implemented by plac-
ing an inductor in series with the load resistor, in order to block the current flow at high frequen-
cies. The result is that most of the high-frequency current flows into the load capacitor, resulting
in a sharper output voltage transition. However, this approach is area intensive to implement with
on-chip wiring.

17.2.3 Decision-Feedback Equalization

Compared to linear equalizers, decision-feedback equalizers (DFE) can cancel large amounts of
ISI without the noise amplification associated with linear equalizers. DFE works especially well
for channels with impedance discontinuities that result in multiple reflections. The basic idea
behind DFE is to utilize past symbols, determined from previous decisions, to cancel ISI (see
Figure 17.4) by simply subtracting the interference on the current received symbol from the pre-
vious symbols. Because the DFE feedback removes ISI by direct subtraction, each DFE weight is
an estimation of the ISI contribution from the previous bit. Analog pulses, synthesized from pre-
vious symbol decisions and multiplied by DFE tap coefficient weights, are then current-summed
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with the received signal, as shown in Figure 17.4 [12] [13]. The resulting equalized signal is input
to the data sampler, which makes future symbol decisions. Consequently DFEs are causal; for
example, they cannot correct for precursor ISI. Precursor ISI is the interference from “future”
symbols (that is, symbols that will arrive after the decision instant). However, DFEs can be com-
bined with feed-forward equalizers (either a transmitter equalizer or a receiver equalizer or both),

in order to eliminate precursor ISI beforehand.
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Figure 17.4 (a) A Conventional DFE Receiver (b) Timing Alignment between DFE Feedback

Pulses and Incoming Data Pulse

It is worth noting that the signal path around the DFE loop crosses the analog boundary
twice: once through the analog comparator, and once through the feedback path generating the
analog offset from the prior bits. These two conversions make closing the timing around the loop
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to within a single bit-period extremely difficult. Figure 17.4(b) shows an example of the timing
alignment between the DFE feedback pulses, and the channel’s single-bit response. The DFE
clock can be adjusted so the transitions of the DFE correction pulses are phase aligned with the
transitions of the input data [12]. With this alignment, the DFE correction pulses reach nearly full
swing at the eye center, and add half swing at the edges of the data; see Figure 17.4(b). The sub-
traction of the two gives the single-bit response for the DFE-equalized channel. Therefore, this
requires resolution of the bit, multiplication by coefficient, and analog summation in half a bit
time! This makes the conventional DFE extremely hard to implement in high-speed serial link
applications. However, correcting ISI from symbols that are far away from the current sample do
not have this problem, making the conventional DFE architecture suitable for correcting long
latency reflections, which can often be caused by impedance discontinuities in the signal path.

One way to solve the feedback loop timing issue is to simply unroll the loop, making two
decisions at each cycle [6] [12] [14], as shown in Figure 17.5. This DFE receiver architecture is
referred to as partial response DFE (PrDFE). Two slicers are used at the receiver; one assumes
the previous bit was a 1, and the other assumes it was a 0. After the decision for the previous bit is
available, the correct answer is selected. The two samplers are offset in voltage by +a, which
assumes that the impact of the previous 1 bit on the current bit is +« (or —« for a 0 bit).

a—p dld, =1

l+o

—>
-l+a 7 :\\\>_l_’
7u—>:;+_’ dld, =0

dClk
(a) (b)

Figure 17.5 (a) Partial Response DFE (PrDFE) via Loop Unrolling (b) PrDFE Eye Diagrams.
Upper Eye Preconditioned with Previous 1 Bit; Lower Eye Preconditioned with Previous 0 Bit

Figure 17.5 contains example PrDFE eye diagrams. Even though the two slicers see the
same incoming signal, the signals that the two slicers care about are filtered by the previous bit, as
indicated by the circles and squares in Figure 17.5. For example, the upper slicer, with the «
threshold, effectively sees the eye preconditioned with the previous 1 bit, so it only sees the sig-
nals around 1+« and 1 —a.

Note that even with PrDFE the feedback loop must be closed within a single bit-time. How-
ever, instead of crossing the analog-to-digital boundary twice (as with the conventional DFE
architecture), the feedback loop now only involves digital circuitry. The critical timing path
includes the multiplexer selection to the output delay (#,,,,, s,), the setup time (#,), and the clock to
Q delay (7. ,) of the flip-flop:

teg  towso Tt < 1Dbit time. (17.2)

q
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The PrDFE approach can be extended to accommodate additional taps, but the number of
slicers required grows as 2". Given this exponential growth in the number of slicers, practical
designs are limited in the number of PrDFE taps without excessively loading the input. In Section
17.5, equivalences between an ADC-based DFE receiver and PrDFE receiver are discussed, and a
reduced-sampler PrDFE (RS-PrDFE) architecture is shown that uses fewer than 2" slicers to real-
ize additional taps.

Instead of extending PrDFE to accommodate additional taps and incur excessive loading at
the input, another option is to combine the strengths of each PrDFE and conventional analog
DFE; for example, only use PrDFE for the first few taps that have the stringent timing require-
ments and use conventional analog DFE for later taps where the timing requirements are less
stringent. Leibowitz et al. use such an approach [12], where PrDFE is used only for the first tap
and the rest of the 10 DFE taps are implemented with classic analog DFE.

Because DFE is based on previous decisions, it, unlike linear equalizers, can suffer from
error propagation [27]. An erroneous decision could result in a burst of errors. The problem of
error propagation can be controlled by system choices, such as receive linear equalization, keep-
ing the feedback filter short, and constraining the magnitude of contributions from the feedback
filter. Moreover, current high-speed links are generally designed to operate with extremely low
bit error rates, which ultimately reduce the impact of DFE error propagation on practical high-
performance wireline systems.

17.3 Equalization Adaptation Algorithms

To properly improve system margins, correctly tuning the equalizer frequency responses to invert
channel characteristics and remove ISI is important. Three general approaches exist for setting
equalizer coefficients: The first approach can be called “look up table and forget,” in which the
channels are characterized in lab, establishing a best set of filter coefficients that are then used for all
links operating over that channel. The second approach is “adapt once and forget.” In this approach
achannel is characterized in situ at power-up and a single set of filter coefficients are derived for that
channel. Using this method takes manufacturing variations and component aging into account due
to its “in-situ” nature. The third method is “continuous adaptation,” which also considers environ-
mental variations, but also accounts for temporal effects. Zerbe et al. [15] compare these three meth-
ods using high-performance backplanes, including manufacturing and environmental variations,
such as temperature, humidity, and Vdd. The last two methods (“adapt once and forget” and ““con-
tinuous adaptation”) significantly outperform the “lookup table and forget” method at higher data
rates, because they take manufacturing variations into account [15]. Although the results of the last
two methods are comparable, continuous adaptation performs slightly better at medium data-rates
(6.4Gb/s) and is expected to be required at high data rates (>10Gb/s).

The balance of this section introduces the classic least means squares (LMS) algorithm
[16]. Three practical adaptive algorithms that require minimum hardware support and are suit-
able for high-speed I/O interfaces (such as memory channels and backplane channels) are then
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reviewed. The algorithms are suitable for use with either the “adapt once and forget” or “continu-
ous adaptation” methods. The first two adaptation algorithms are variants of the sign-sign least
mean squares (SS-LMS) algorithm, which forces ISI to zero when ISI dominates other noise
sources [6] [17-20]. The third algorithm is based on minimizing the bit-error-rate (BER), in order
to maximize the receiver voltage margin [21] [22]. These algorithms are applied to transmitter
equalization and their performance is compared. In the next section, their application to decision
feedback equalization will also be explored, as well as the interaction between the CDR loop and
EQ adaptation loop.

17.3.1 Least Mean Squares Algorithm

The least mean squares (LMS) algorithm was first introduced by B. Widrow in the 1960s [16].
Figure 17.6 shows how it can be applied to adaptive linear receive equalizers. The adaptation goal
is to minimize the mean-square error E(e(n)?) between the equalized received signal, and the
ideal signal:

x(n) = wPx(n) (17.3)
u(m)’” = Px(n) (17.4)
e(n) = x(n)—x (n—A) (17.5)

where x(n), u(n), and x(n) are the transmitted signal, channel output, and equalized received sig-
nal, respectively. Symbols with underscores denote vectors. Capitalized symbols denote a matrix.
w is the filter coefficient vector; and P is the convolution matrix, based on the pulse response
(SBR) of the channel. A is the channel delay.

u(n),e(n) _
P !

X(n—)V Channel P o) Equalizer W in)}@—eﬁn)

/

A 4

Wpy1=Wp _%V v WE(ef‘I)
Figure 17.6 Adaptive Linear Rx Equalizer Using LMS

LMS is a “steepest descent” algorithm that follows the negative gradient of the mean-
square error between the equalized receive signal and the expected “ideal” signal. However, in
general, getting expectation is hard. Typically, the expectation is approximated with a running
average. In the simplest case, the mean is approximated with the instantaneous value, as shown in
Equations (17.6) and (17.7). Ultimately, the equalizer adapts until the received unequalized sig-
nal u(n) and error e(n) are orthogonal to each other, and any future update is useless.
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Vw E(e;) = Vwen - ZenTW = —2e,u(n) (17.6)

Wyl = W, — % VwE(e%) =w, - % Vwez =w, T iy enﬂ(”)' (177)

Direct implementation of the LMS algorithm requires the amplitudes of the error e(n), and
the unequalized signal u(n). Therefore, it requires ADCs, in order to digitize the signal levels
which can be very costly for high-speed links. A commonly used alternative is a variant of the
LMS algorithm, Sign-Sign-LMS (SS-LMS) [17], which only uses the sign of the information:

Wat1 = Wy T by, sgnle,) sgn(u(n)). (17.8)

17.3.2 Zero-Forcing SS-LMS Algorithm

Three problems are associated with using (17.8) directly for transmitter equalizer adaptation:
First, the update information must be sent back to the transmitter from the receiver in order to
adjust the transmit equalizer coefficient settings. This problem can be solved by using a form of
back channel (for example, Stojanovic et al. [9] use a low-bandwidth back channel, via the com-
mon-mode of the differential link, to send update information back to the transmitter). Alternately,

spare bandwidth on an adjacent symmetric channel in the return direction can be used.

Second, the unequalized signal (u#(n)) is not readily available, because the receiver only
observes the equalized signal. In this case, the simplest solution is to give up the minimum
mean square error (MMSE) solution, but choose instead to zero-force only ISI, by substituting
X (n) for u(n):

Wai1 = W, + w1, sgnle,) sgn(x(n)). (17.9)

Note that, if the error e(n) is no longer correlated with a neighboring bit, the ISI caused by
the bit must have been zero-forced. In this case, the adaptation procedure reaches steady state,
and the average update is zero. Compared to this zero-forcing solution, MMSE takes into account
both noise and ISI. Therefore, if there is significant high-frequency noise, MMSE may result in
less high-frequency peaking and its resultant noise amplification compared with zero-forcing.
Most often ISI remains as the dominate noise source in high-speed links and is more significant
than other sources such as random noise. In most cases, the zero-forcing solution is close, if not
exactly the same as the MMSE solution.

The transmitter equalizer is generally subject to a peak power constraint:

[wl, =1 (17.10)

where | - || is the /;-norm of w, also known as the sum of the absolute value of the elements in w.
This peak power constraint indicates that in transmit equalization, non-zero equalization taps
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simply take energy away from the main tap. The target signal level actually changes as filter coef-
ficients are adapted. To solve this problem, a second adaptation loop must be introduced to track
the data level dLev. dLev is simply the expected signal swing in the absence of ISI. The instanta-
neous difference between dLev and the actual data level is thus the error information used in the
adaptation; see Figure 17.7(a).

e, =x,—dLev,
/
TN AN
—
(a) (b)

Figure 17.7 (a) Data-Based Adaptation (b) Edge-Based Adaptation

The dual-loop zero-forcing sign-sign least mean square (LMS) algorithm [6] is:
Wye1 = W, + y, sg(x,) sgn(e,) (17.11)

dLev,.1 = dLev, — Wa., sgn(e,). (17.12)

This algorithm is based on the error information collected at data sampling time and tries to
zero-force the ISI at that time. The shape of the eye and any data-dependent jitter are not taken
into account. Edge-based adaptation has been proposed as an alternative to data-based equaliza-
tion. Edge-based adaptation minimizes ISI at the data transition time, and in so doing, achieves
improved voltage margin at the eye center. Edge-based adaptation uses the error information col-
lected at the transitions of the data; see Figure 17.7(b). Generally, this error information is already
available for use in timing recovery so no additional adaptive sampler is needed as compared with
the data-based adaptation.

In further contrast to the data-based adaptation algorithm, the edge-based adaptation only
requires one adaptation loop, because the desired signal level is O at the edge transition, as shown
in Figure 17.7(b). The edge-based SS-LMS algorithm [18-20] is then:

W1 = Wy T pysgn(x, + X sgn(e,) (17.13)

where e,, is the error signal, shown in Figure 17.7(b), which is simply the edge sample in this case.
The adaptation is only done when the data transitions (x,, + x,_; = 0) Therefore, the edge-
based SS-LMS algorithm zero-forces ISIs at edge time.
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Figure 17.8 shows the single-bit responses of a sample channel with no equalization, data-
based equalization (left), and edge-based equalization (right), using a three-tap transmitter FIR
equalizer. Note that data-based equalization zero-forces ISI at data-sample times, whereas edge-
based equalization zero-forces ISI at edge-sample times. With this channel, because the data ISI
and edge ISI are positively correlated, zero forcing the edge ISI results in a significant reduction
in data ISI. However, this is not necessarily always true. Figure 17.9 shows the single-bit
responses of the same channel, when a strong linear equalizer is included at the receiver. In this
case, edge ISI is negatively correlated with data ISI. Edge-based equalization cancels edge ISI,
but also introduces more ISI at the data-sample time, thus increasing the BER.
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Figure 17.8 Single-Bit Responses for Data-Based (top), and Edge-Based (bottom) Transmitter
Equalization (The Transmitter Equalizer Has One Precursor Tap and One Postcursor Tap)
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Figure 17.9 Sample Channel with a Strong Linear Equalizer Included in the Receiver to Boost
Edge Rate

17.3.3 minBER Algorithm

During SS-LMS adaptation of a transmit equalizer, the main tap value must decrease when the
other taps increase to keep the transmitter output swing in compliance. ISI is canceled by taking
energy away from the main bit. Better link performance may be obtained by maximizing the eye
height under this peak power constraint instead of zero-forcing ISI [22] [23]. This section intro-
duces minBER algorithm, a modified gradient descent algorithm, which achieves eye height
maximization. This section first introduces the minBER algorithm and then presents its applica-
tion to transmit equalization.
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17.3.3.1 Algorithm

The worst-case ISI is found by choosing the signs of adjacent data bits, in order to result in a
maximum sum of negative and positive interference terms, when the current data bit is 1 and -1,
respectively. Given the symbol-spaced single bit response p,, at phase At, let pX., be the main cur-
INg
At

sor, and p'x; be a vector that contains all the IST terms of the single-bit response at phase Af (this

notation extends to the convolution matrix Py, as well). The lowest possible undershoot is given
by p¥ — | p&!||,. Therefore, the eye height maximization can be formulated under the peak

power constraint, as the following linear programming problem:
max Py w = [Rwly st Jwly = 1. (17.14)

Eye height maximization has been shown to outperform zero-forcing algorithms for setting coef-
ficients for transmitter equalization [21-24].

The minBER algorithm [21] [22] effectively solves this optimization problem based on a
modified gradient descent algorithm (Figure 17.10 illustrates this adaptation procedure). It uses
information about BER degradation to perform the adaptation. During adaptation, each tap is
changed only one step in the direction of decreasing BER before moving to adjustment of the
next tap. The algorithm determines the direction in which to modify each coefficient (increase,
decrease, or no change) after a two-thirds majority vote; this is done to reduce the effect of ran-
dom noise. The process continues to iterate through all the taps until the coefficients converge.

\ 4ot l v
Increase/Decrease/Fix Tap 2nd

Coefficient Tap Nih
Measure BER Tap
Majority Vote

Choose One Direction

Better than
Target BER?

Increase Offset of
Adaptive Sampler

Figure 17.10 Flow Diagram of the minBER Algorithm
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The minBER algorithm maximizes the voltage margin at the target BER. One can adapt to
the target BER by using a high target BER initially, and then reducing it when no errors are mea-
sured. This enables equalizer adaptation for channels with low BER, and speeds up the adapta-
tion process as a low BER requires a long time to measure. To further speed up convergence, a
variable coefficient step size can be used. In this version of the algorithm, the adaptation is initial-
ized with large coefficient steps. The step size of the coefficients is then modified depending on
whether the coefficients are changing. Infrequent changes in the coefficients will lead to making
smaller coefficient steps. The initial large coefficient step size also helps to keep the adaptation
from becoming trapped in local minima. The reduction to small coefficient steps results in
smaller dithering when the adaptation does converge.

17.3.3.2 Application to Transmit Equalization

Figure 17.11 shows the measured contour plots of received voltage margin at a target BER of
107°, versus pre- and post-tap coefficients for two different channels running at 6.25Gb/s.
Because of the transmit peak-power constraint, the sum of all taps is fixed. The curves show the
coefficient paths during the adaptation methods, with the bold line representing the final 50 itera-
tions. These measurements indicate that the SS-LMS adaptation converges to the suboptimal
region, whereas minBER adaptation with variable coefficient step sizes results in final coeffi-
cients around the optimal region and an improvement of 10mV-20mV of additional voltage mar-
gin at the target BER. Figure 17.11 also shows that the minBER adaptation can be trapped in a
local minimum or a flat region in the contour when only a minimum step size is used. Variable
step sizes not only address this problem, but also serve to speed up convergence.

30cm Line 16inch Tyco
~ T -5 - 40
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N minBER variable 35
coeff. step
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30 20 10 0 20 30 20 0 0
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Figure 17.11 Measured Voltage Margin for Various Tx-FIR Pre-Tap and Post-Tap Coefficients.
SS-LMS and minBER Adaptation Paths Shown for Two Different Channels

The minBER algorithm converges to a final value in roughly the same number of iterations
as a traditional SS-LMS algorithm (see Figure 17.12). Unlike SS-LMS, however, because BER is
measured at each step, the actual adaptation time depends on the target BER, and on the number
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of taps. For example, for a three-tap Tx-FIR, only two of the three coefficients need to be updated
due to transmit peak power constraint. For each coefficient, the voltage margin is measured three
times for each increased/decreased/fixed coefficient. Therefore, 18 measurements are done. If the
voltage margin is measured at 10 BER, the total number of bits required is roughly 1.8e5 for
each minBER iteration. For SS-LMS, typically 256 measurements are done for each iteration to
average out noise effect. Therefore, the minBER algorithm could be about 700X slower than the
SS-LMS algorithm, when the target BER=10" for a three-tap Tx-FIR. The speed of the adapta-
tion can be improved by using a SS-LMS adaptation first to get close to the optimum region, and
then using the slower minBER algorithm to fine-tune the coefficients.

100

---LMS
50

Tap Value

0 20 40 60
Iteration

Figure 17.12 Convergence of Coefficients (MinBER Adaptation Only Shows the Coefficient
After Each Decision)

Figure 17.13 shows eye diagrams for each method after transmit adaptation as measured by
a sampling oscilloscope. Compared with the eye diagram from the SS-LMS adaptation, minBER
adaptation shows a larger eye opening despite larger ISI at the data sampling point.

SS-LMS minBER

Eye Opening = 250mV, Residual ISI = 78mV | | Eye Opening = 284mV, Residual IS| = 86mV

Figure 17.13 Eye Diagram of Signal Received by Oscilloscope Transmitted Across a Tyco
16-inch Channel after Tx-FIR Equalization
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17.4 CDR and Equalization Adaptation Interaction

Adapting equalization coefficients will change the overall channel response (as seen by the
receiver sampler), whereas operation of a clock and data recovery loop (CDR) will track any
changes affecting phase position. (Chapter 10, “Clock Models in Link BER Analysis,” shows
how to derive the CDR nominal locking position for a given channel.) The CDR shifting the sam-
pling position changes the amount of ISI that is seen by the samplers. This, in turn, changes the
equalization tap weights through the adaptation engine [24] [25]. In this section, the impact of
this interaction between equalization adaptation and CDR loops on link performance is examined
using an architecture that contains both transmitter equalization and receiver DFE. Specifically, it
will be shown that with DFE canceling postcursor ISI, canceling precursor ISI with symbol-
spaced transmitter equalization degrades rather than improves performance for most channels.
This is due to the interaction between equalization adaptation and CDR loops, coupled with the
transmitter peak-power constraint.

To exploit the complementary strengths of Tx-FIR and DFE, the design shown in Figure
17.14 shows an example architecture using a Tx-FIR to remove precursor ISI, and a DFE to
remove postcursor ISI. As previously discussed in Section 17.2.1, a Tx-FIR must reduce ISI at
the expense of signal swing, due to its inherent peak-power constraint. In contrast, a DFE has no
peak power constraint, and removes ISI without reducing the signal swing. Due to the causal
nature, however, a DFE cannot remove precursor ISI. The receiver uses a 2x over-sampled CDR
circuit to recover timing information. It unrolls the first DFE tap by using partial response DFE
(PrDFE) to avoid the tight feedback loop of conventional DFE. To reduce the impact of edge ISI
on timing recovery, the receiver employs PrDFE on the edge samplers as well.

For the sake of simplicity, assume a4, is set to 0. In this case, PrDFE edge samplers reduce
to simple NRZ edge samplers. One can extend the following analysis for nonzero «,q,. In
this case, CDR nominally locks to the phase where the mean of the edge samples is zero (see
Chapter 10):

e —e =0 (17.15)

where ¢, denotes p(t, — T/2 + kT). p(¢) is the single-bit response (SBR) of the raw channel; z is
the main cursor location, and T is the bit time. When a precursor-only Tx-FIR is applied, the mean
of the edge samples for the rising transitions at the original phase (before the CDR update) is:

0 ~1
eh—el= Dwile—e)= D wile —e) (17.16)
i=—m i=—m
where w; is the ith Tx-FIR tap. For dispersive channels, the precursor ISI is generally positive,
and dominated by the first precursor (see Figure 17.15). Consequently, the summation in (17.16)
is dominated by w_(e; — e,), which is negative for typical channels. After Tx equalization, the
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Figure 17.14 (a) Transceiver Architecture with Transmitter Equalization and Receiver DFE
(First Tap as PrDFE). (b) PrDFE Eye Diagram. For timing recovery, the edge samplers can be
placed at two of the three levels indicated. Data filtering is used for valid edge samples. By
default, a4, is set to a4, [24].

mean of the edge samples at the same phase becomes negative. The CDR responds by delaying
its phase position. As illustrated in Figure 17.15, this delayed CDR position increases the precur-
sor ISI seen by the data sampler. The SS-LMS algorithm tries to zero-force the increased precur-
sor ISI, thus spending more energy in precursor ISI cancellation and lowering the main cursor
even more. After adaptation converges, the precursor ISI is canceled, at the cost of more than half
of the main cursor for the example channel.

Figure 17.16 shows measured voltage margin contours versus CDR phase, and the trans-
mitter pre-tap value, for a 16" backplane channel. The link starts with a pre-tap value of 0 and
converges to a suboptimal point, with too much pre-tap magnitude, and a CDR phase that is too
late. The link’s operating point, with SS-LMS adaptation, is outside the contour plot with a pre-
tap value of approximately —0.2, and CDR phase index of roughly 88.
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Figure 17.15 Simulated Single-Bit Responses (SBR) Before, During, and After Adaptation. The
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Interestingly, Figure 17.16 shows that the optimal setting for the pre-tap is 0 (no precursor
- .ld
where d, denotes p(t, + kT). Ten different backplane channels with different channel characteris-

cancellation). When postcursor ISI is canceled, the voltage margin is roughly d, — E ,
tics (—15dB to —35dB attenuation at Nyquist frequency) were simulated for this transceiver archi-
tecture. In all cases, the optimal weights of a three pre-tap Tx-FIR are zero. Lab measurements
verify this result.

On the other hand, the amount of precursor ISI can be effectively reduced (as seen by the
receiver) by adjusting the data sampling location [24] and using DFE. With the receiver architec-
ture shown in Figure 17.14, the CDR locking phase can be optimized by adjusting the edge sam-
pler threshold, using the minBER algorithm to maximize the received voltage margin,
dy — 2;700 d;|. At each edge sampler threshold (and thus each CDR locking phase), the DFE
is adapted with SS-LMS, and the ISI at the corresponding data sampling location is canceled.

Unlike sampling a given eye at a better location, shifting the DFE along with the CDR produces a
different equalized eye at each CDR locking position. The eye is maximized when the impact of

precursor ISI has been minimized relative to the main cursor.

17.5 ADC-Based Receive Equalization

As the complexity of electrical and optical communication links increases, interest is growing in
implementing transceivers based on analog-to-digital converters (ADCs) and digital signal pro-
cessing (DSP) [3] [4] [26] [30]. The aggressive scaling of CMOS makes building the fast digital
logic that can perform sophisticated signal-processing algorithms in the digital domain increas-
ingly feasible. History has also shown how ADC-based transceivers have become dominant solu-
tions for telephone line modems and magnetic disk read channels [31].

Designing an ADC for transceivers operating above 10Gb/s that has high enough resolu-
tion so its quantization errors are negligible is very challenging. For example, even at a moderate
resolution of only 6 bits, a high-speed ADC may dissipate more than 1W [32] [33]. Murmann
[34] also noted that beyond 12-bit resolutions, thermal noise limits the signal-to-noise ratio
(SNR), and that further technology scaling will not help to reduce power. High ADC power con-
sumption has discouraged ADC+DSP adoption in backplane transceivers, especially since link
power efficiency (measured in mW/Gb/s) has emerged as a key metric in power-constrained net-
working systems. For this reason, ADCs employed in high-speed links are typically limited to
4-5 bits of resolution [3] [26]. These relatively coarse-resolution ADCs limit the effectiveness of
the digital linear equalization filters, due to the accumulation of quantization error [35].

Effectively, the DSP in these systems is used to implement DFE in the digital domain (as
shown in Figure 17.17). The balance of this section explores the equivalence between ADC-
based DFE and partial-response DFE receivers and introduces reduced-sampler PrDFE (RS-
PrDFE) [35].
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Figure 17.17 An ADC-Based DFE Receiver: (a) Architecture, and (b) Signal Flow Diagram
(Where the ADC Is Modeled as a Source of Quantization Noise)
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Figure 17.17 illustrates the signal flow in an ADC-based receiver performing DFE. After
the ADC converts the received signal into a digital form, the DSP performs the DFE operation by
computing and subtracting the appropriate amount of offset from the digitized input based on
prior bit decisions. The DSP also contains the decision slicer, which compares the resulting value
with a threshold, and determines the current bit.

The ADC-based DFE receiver in Figure 17.17, and the loop-unrolling PrDFE receiver in
Figure 17.5 are actually equivalent and can be optimized using the same principles. Recall that
the core DFE operation is to subtract an offset from the received signal before the current bit deci-
sion. The offset corresponds to the inter-symbol interference (ISI) caused by the previous bits.
The current-bit decision is made based on whether the received signal is higher or lower than the
offset value.

The ADC-based DFE receiver and the PrDFE receiver can be considered as two types of a
general DFE architecture. Both have multiple samplers on the front-end, and combinational
deterministic decision logic in the back-end—see Figure 17.18(a). The decision logic is purely
combinational has no internal state or feedback. It only calculates the binary data, based on the
sampler outputs {D;[k], ... ,Dy [k]} and the given bit history {X[k — M],... X[k — 1]}.Ina
PrDFE receiver, the deterministic decision logic is an N:1 multiplexer, as shown in Figure
17.18(b). One of the sampler outputs (D;[k]) is selected, based on the given bit history.
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Figure 17.18 (a) A General Architecture with Multiple Samplers in the Front-End and
Combinational Deterministic Decision Logic in the Back-End, (b) For PrDFE Receiver, the
Deterministic Decision Logic Is a N:1 Multiplexer, (c) Deterministic Decision Logic in ADC-based
DFE Receiver

For the ADC-based DFE shown in Figure 17.18(c) the sampler outputs are mapped from a
thermometer code to a binary code for ease of computation. The ISI offset (F[k]) is computed in
the digital domain, based on the given bit history {X[k — M], ... X[k — 1]}. Then, the decision
is based on whether the quantized ADC output (D[k]) is greater than the ISI offset (F[k]). Because
the thermometer-to-binary mapping is 1:1, this typical process can be viewed as the computed ISI
offset (F[k]) being mapped to the thermometer code, and directly compared with the sampler out-
puts {D[k], ... ,Dylk]}. Because the sampler outputs { D[], ... ,Dy[k]} are strictly monoto-
nic, the result of the comparison is determined by a single sampler output value (D;[k]). Thus, it is
literally equivalent to selecting a particular comparator output from the thermometer-coded result,
just as it is with PrDFE receivers.

Recognizing the similarity between the two receivers suggests an equivalent ADC-based
DFE architecture, referred to as reduced-slicer partial-response DFE (RS-PrDFE), and shown in
Figure 17.19 [35]. This architecture is similar to the PrDFE in Figure 17.5, in that it directly
selects a loop-unrolled slicer decision as the current bit value. The key difference is that RS-
PrDFE maps the bit history to the slicer selection through a look-up table. Because each entry in
the look-up table may not be unique, mapping multiple bit histories to a single slicer is possible,
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just as an ADC-based DFE might map multiple bit patterns to the same digital feedback value.
This architecture is thus equivalent to an ADC-based DFE with equivalent ADC thresholds, yet it
avoids the need for thermometer-to-binary conversion (and the associated metastability harden-
ing and bubble correction considerations), and replaces the binary comparison block with a look-
up table and a multiplexer.
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Figure 17.19 Proposed Reduced-Slicer PRDFE Receiver (RS-PRDFE)

Compared with PrDFE, which requires 2" number of slicers to cover N postcursors, the RS-
PrDFE architecture can achieve similar performance with fewer slicers [35]. The key difference
between an ADC-based DFE and the RS-PrDFE receivers is the slicer threshold placement. The
optimal placements for minimum BER and minimum signal quantization error are significantly
different. As Figure 17.17 shows, the quantization errors introduced by the ADC are typically
counted towards the unwanted noise. Consequently, the ADC-based DFE architecture strives to
have as high a resolution ADC as possible. On the other hand, RS-PrDFE strives to minimize min-
imum threshold error between the offsets and the corresponding ISI levels. Kim et al. show a
recursive algorithm with which to locate the optimum slicer thresholds for Rs-PrDFE [35].

17.6 Future of High-Speed Wireline Equalization

As computer and network bandwidth requirements continue to grow exponentially, off-chip data
rates have grown drastically over the past decade [28] [29]. Designers are beginning to incorporate
wireline data rates as high as 28Gbit/s by 2011. At such high data rates, equalization will continue
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to be one of the critical underlying technologies. For lower speed links, with relatively low disper-
sion and reflections, designers will continue to favor a binary front-end with an analog equalizer,
for both its simplicity and its power efficiency. Although ADC front-ends with digital equalization
have gained a lot of interest, they will not take over the whole solution space, as they have done for
other applications, due to the higher speeds and stringent power efficiency. Further, ADC front-
ends for high-speed links have less stringent requirements than the normal ADCs used to recover
analog signals. For example, links are relatively tolerant of DNL errors, sampling jitter, and so on.
To save power, and to achieve a minimum BER, it is likely that other new techniques, such as
clipped ADC [3], and RS-PrDFE [35], will be used in conjunction with analog equalization.

3D integration technology, such as “through silicon vias” TSV [36], can potentially pro-
vide many shorter and cleaner channels between chips, relieving the need for equalization in
some applications. For example, a large L4 cache might be placed close to the CPU, via TSV, in
order to provide low latency and high aggregate bandwidth access. However, for other applica-
tions, where high-speed communication must be achieved over some physical distance, wireline
equalization will remain an important part of the solution. In the future, signaling over TSVs at
higher data rates might be desirable, in order to provide even greater aggregate bandwidth. TSVs
are inherently capacitive loads; for example, ~200fF for a TSV connecting two dies (depending
on the geometry and dielectric). Signaling over multiple TSV connections at high data rates will
also require some degree of equalization.

In addition to TSV technology, silicon photonics [37] is another technology that could take
over a part of the solution space. Silicon photonics technologies integrate optical components on
CMOS dies, using a standard or slightly modified CMOS fabrication process to reduce the cost
of optical communication. 40Gb/s active optical cables have been shown based on silicon pho-
tonics technology. Even though the power efficiency (20mW/Gb/s—25mW/Gb/s) and cost
($2/Gb/s) still do not match electrical links, they are much closer than before and have potential
for further scaling. Equalization remains useful, even with silicon photonics; this is because the
optical link also suffers from bandwidth limitation (for example, limited responsive time of the
photo detector).

17.7 Summary

At high data rates, signal integrity issues such as dispersion and reflections severely limit the
available channel bandwidth. For the past decade, signal conditioning techniques have become
widely adopted in high-speed interfaces to mitigate the impact of those signal integrity issues and
extend the channel bandwidth. This chapter presents the basic concepts of equalization and sum-
marizes the current state of the art equalization techniques. Moreover, to compensate for process
and environmental variations, the equalization settings have to be adapted. This chapter also cov-
ers a few adaptation algorithms that require minimal hardware support. Finally, the chapter
briefly discusses ADC-based serial links and the future of wireline equalization.
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CHAPTER 18

Applications

Chuck Yuan, Dan Oh, and Ravi Kollipara

Throughout this book, the various aspects of modeling and analyzing I/O interface channels are
examined. However, the complete analysis of a particular signaling scheme has not been dis-
cussed. In this chapter, several signaling schemes are analyzed to illustrate the concepts described
in previous chapters with specific examples. In the final section, we speculate about what signal-
ing will look like in the future, and the challenges that it will present.

Rambus’ XDR memory channel is the first example. It demonstrates several key innova-
tions that mitigate signal integrity issues in high-speed memory operations. These innovations
include the FlexPhase timing adjustment (which solves pin-to-pin timing variations with trace
length variation), and dynamic point-to-point (DPP) memory architecture (which supports mul-
tiple memory modules without limiting signal quality due to multi-drop bus issues). This mem-
ory interface has a wide range of applications including main memory, high-end graphics, and
low-end consumer applications. To handle greater capacity, the XDR memory system uses
single-ended signaling for the address and command lines, and current-mode differential signal-
ing for the data lines.

The second example is Rambus’ Mobile XDR memory system for a low-power memory
interface. There are several key attributes of the design. First, it employs an optimized clocking
architecture for applications with short channels and fast power-mode transitions. Second, it uses
fully differential signaling for both data and address/command lines. Finally, it supports multiple
data speeds to optimize power consumption. The first generation of the Mobile XDR system sup-
ports 2.4Gb/s~4.3Gb/s, including sub-rates and a separate low-speed mode (<100Mb/s) for max-
imum power savings. Because the Mobile XDR interface uses purely differential signaling, it
provides sufficient headroom for future computing power in mobile applications.

In the last example, some of the key Rambus technologies are applied to single-ended main
memory applications. The proposed solutions can significantly extend the bandwidth of the
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current DDR-based memory systems. Particularly, FlexPhase and DPP technologies can be
implemented with minimum design changes to existing DRAM devices. However, future mem-
ory systems must achieve their higher bandwidths by staying within the current-generation mem-
ory system’s power envelope. The Near Ground Signaling (NGS) described in this last example
greatly helps in this regard, by significantly lowering the 10 power consumption, while advanc-
ing the data rates. The next generation of DDR-based memory systems will support data rates in
the range of 1.6Gb/s—3.2Gb/s. NGS can achieve these data rates without any equalization, either
on the memory controller side or on the DRAM side.

Finally, we close this chapter by predicting the future signaling roadmap. The challenge of
future interface signaling is to achieve a much higher data bandwidth within a power and cost
envelope that is the same as, or similar to, today’s system.

18.1 XDR: High-Performance Differential Memory System

This section introduces the XDR memory channel [1] [2]. All the material presented here can be
found on the Rambus website at www.rambus.com. In early 2000, Rambus began to design its
successor to the RDRAM memory channel, for high-volume and low-cost applications, such as
PCs and game consoles. Memory scalability, in terms of both bandwidth and capacity, was the
major design goal. To have maximum bandwidth scalability, combined with the best signal
integrity, differential signaling and point-to-point topology for DQ signals are chosen to support
data rates from 3.2Gb/s—6.4Gb/s. This was 10x to 20x the DDR data rate in 2000. The command
and address (RQ) signals remained single ended, and used the same fly-by (bussed) topology as
the RDRAM channel, which supported data rates from 800Mz to 1.6GHz. The inclusion of the
FlexPhase timing circuit removed the static timing skew caused by both device- and PCB-trace
mismatches. A dynamic point-to-point (DPP) technology is developed to allow module
upgrades, while maintaining the point-to-point topology for the DQ signals (to achieve the best
signal integrity with connectors). XDR memory is currently in high-volume production, shipping
more than 100 million parts for Sony’s game console PS3, DLP projectors, and DTVs.

18.1.1 XDR Memory Architecture

Rambus XDR memory architecture, as illustrated in Figure 18.1, is a total memory system solu-
tion with performance that is an order of magnitude higher than today’s standard memories,
while utilizing the fewest ICs. Ideal for high-end computing and consumer electronics applica-
tions, a single, 4-byte-wide, 6.4Gb/s XDR DRAM component provides 25.6GB/s of peak mem-
ory bandwidth.

The key components that enabled the breakthrough performance of the XDR memory
architecture are:

* XDR DRAM is a high-speed memory IC that accelerates standard CMOS DRAM cores
with a high-speed interface. The interface is capable of 7.2Gb/s data rates and provides
up to 28.8GB/s of bandwidth with a single device.
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Figure 18.1 XDR Memory Architecture

The XIO controller I/O cell provides the same high-speed signaling capability found on
the DRAM, but adds additional enhancements (such as FlexPhase technology) that
eliminate the need for trace-length matching.

The XMC memory controller is a fully synthesizable logical memory controller opti-
mized to take advantage of innovations like Dynamic Point-to-Point signaling, which
provides for capacity expansion while delivering the signal integrity benefits of point-
to-point signaling.

The XCG clock generator provides the system clocks with four programmable outputs,
and guarantees that the XIO and XDR DRAM clocking requirements are met.

Figure 18.2 shows the signal summary for XDR memory signaling system. The XDR
memory interface architecture consists of four building-block technologies: Differential Rambus
Signaling Level (DRSL), Octal Data Rate (ODR), FlexPhase de-skewing circuitry, and Dynamic
Point-to-Point (DPP) technology:

The Differential Rambus Signaling Level (DRSL) is a low-voltage, low-power, differen-
tial signaling standard that enables the scalable multi-GHz, bi-directional, and point-to-
point data buses, which connect the XIO cell to XDR DRAM devices. XDR memory
solutions also use the Rambus Signaling Level (RSL) standard, originally developed for
the RDRAM memory interface, to enable up to 36 devices to connect to the source-syn-
chronous, bused address and command signals.

Octal Data Rate (ODR) is a technology that transfers eight bits of data on each clock
cycle (four times as many as today’s state-of-the-art memory technologies that use
Double Data Rate [DDR]). XDR data rates are scalable to 7.2Gb/s.

FlexPhase de-skewing circuits eliminate any systematic timing offsets between the bits
of an XDR data bus. With a resolution of 2.5ps (at 3.2Gb/s), and a maximum range of
more than 10ns, FlexPhase technology eliminates the need to match trace lengths on the
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Figure 18.2 XDR Signaling Summary

board and package. FlexPhase also dynamically calibrates out on-chip clock skew,
driver/receiver mismatch, and clock standing-wave effects.

* Dynamic Point-to-Point (DPP) signaling technology maintains the signal integrity bene-
fits of point-to-point signaling on the data bus, while providing the flexibility for capacity
expansions with module upgrades. Memory modules can be dynamically reconfigured to
support different data bus widths, allowing a memory controller with a fixed data bus
width to connect to a variable number of modules.

18.1.2 XDR Clocking Architecture

Figure 18.3 shows the XDR memory clocking architecture. The system clock provides the input
to the XCG Clock Generator, which outputs the clock signal (CTM) necessary to support an
XDR memory system. The CTM signal is routed to the XIO PHY area, looped around inside the
XIO package, and routed to the DRAM as CFM. The stub, created by the short clock-package
trace length, is minimized to avoid degradation of the clock signals. CFM provides the input to
the XDR DRAM’s PLL to generate the XDR on-chip clock signals. CFM is routed as a bus (as
with the RQ signals) to minimize the number of XDR package pins. At a DQ data rate of 3.2Gb/s,
the CFM/CTM frequency is 400MHz.

The XCG clock generator is an off-the-shelf solution provided by several leading inte-
grated circuit companies, and supports a broad range of high-performance clocking applications.
This is because the two PLLs in the clocking architecture (XIO and XDR devices) form a band-
pass filter that filters out most of the system clock jitter. Guaranteed to provide clocks that meet
the specifications for both the XIO Cell and the XDR DRAM device, the XCG device provides



18.1 XDR: High-Performance Differential Memory System 459

four programmable differential outputs, using a reference input clock of 100MHz or 133MHz.
It also supports spread spectrum modulation, reducing the EMI generated from the clock
distribution network.

Controller

RSL: 800Gb/s

CFM: 400MHz

System Clock m

Figure 18.3 XDR System Clocking Architecture

CTM: 400MHz

18.1.3 XDR Memory FlexPhase Timing Adjustments

There are two types of timing error in a clocking system, such as the one shown in Figure 18.3.
One is the dynamic error (or jitter) caused by noise sources, such as supply noise, thermal noise,
crosstalk, and inter-symbol interference. The other type of error is the static error (or skew)
caused by data-path and clock-path mismatches in both the device, and PCB/package, physical
interconnect routing. Timing calibration, using FlexPhase technology, can remove the static error.

Advanced memory solutions, including XDR DRAM, can use FlexPhase technology to
achieve increased per-pin signaling rates. In an XDR system, as illustrated in Figure 18.4, Flex-
Phase technology anticipates the phase difference between signals on different traces, and man-
ages the transmission of the data bits. The data arrives at the memory device with a known timing
relationship, with respect to the command and address signals sent to the memory device. Flex-
Phase can also enhance conventional DRAM architectures.

FlexPhase improves system data rates by:

* Optimizing I/O signal timing to improve timing margins

* Complementing fly-by command/address system architectures

* Eliminating the requirements for trace-length matching

FlexPhase technology eliminates the need to match trace lengths, both on the circuit boards

supporting the memory system and within the packages for the memory devices. This system
simplification lowers board and packaging costs. FlexPhase also improves overall system timing
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Figure 18.4 FlexPhase Implemented on a Single Byte of an XDR Interface

by eliminating many timing offsets through dynamic compensation for process variations (for
example, on-chip clock skew, driver/receiver mismatch, and clock standing-wave effects).

FlexPhase circuit technology brings flexibility, simplicity, and savings to memory system
design. FlexPhase circuits can be used in DRAM systems to optimize data and strobe placement.
FlexPhase circuits can also fine-tune the timing relationships between the data, command,
address and clock signals. In conventional DRAM architectures, FlexPhase circuits can deskew
incoming signals at the controller to compensate for uncertainty regarding the arrival times of
signals. Additionally, FlexPhase circuits can be used to intentionally inject a timing offset to
preskew the data, so that it arrives at the DRAM coincident with the command/address or clock
signal. FlexPhase minimizes the systematic timing errors in typical memory systems by the
adjusting transmit and receive phase offsets at each pin or pin-group.

When using a fly-by architecture (see Figure 18.5), the amount of time required for the
data, strobe, command, address, and clock signals to propagate between the memory controller
and DRAMs is primarily affected by the lengths of the traces between the controller and the
DRAM devices over which the signals propagate. In a fly-by system, the command, address, and
clock signals arrive at each DRAM at different times, which, in turn, results in the data signals
being transmitted from each DRAM device at different times. FlexPhase can be used at the con-
troller to deskew those data signals, eliminating the offset due to the fly-by architecture, as well
as any inherent timing offsets of the system. Similarly, because the command, address, and clock
signals arrive at each DRAM at different times, the controller must preskew the data for write
operations to the memory devices to account for the difference in when the memory devices
expect the write data. FlexPhase can perform this “preskewing,” and still eliminate inherent tim-
ing offsets in the system.

FlexPhase timing adjustment is a departure from traditional serial link technologies, which
use an embedded clock to deskew the timing. Such deskewing techniques (which typically rely
on 8b/10b encoding to ensure adequate transition density for clock recovery) require more chip
area, have added power consumption, increased latency, and suffer from a 25 percent bandwidth
penalty associated with the 8b/10b encoding.

FlexPhase technology includes in-system timing characterization and self-test functional-
ity that enables aggressive timing resolutions in high-performance memory systems. FlexPhase,
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Figure 18.5 Example of Memory Module System Employing “Fly-By” Topology

incorporated within the XDR memory system, results in timing resolutions of 2.5ps, at data rates
of 3.2GHz.

18.1.3.1 FlexPhase System Operation

During read access operations, in the example XDR system, a memory controller incorporating
FlexPhase technology determines and stores the “receive” phase difference between the transmit-
ted control signals and the data received from each memory device. Subsequently, the phase dif-
ference, corresponding to each memory device, is used to deskew the data signals that arrive at
the memory controller at different times, thereby allowing for the proper reconstitution of the
data accessed from each of the memory devices.

The process is similar during write operations: The “transmit” phase difference is deter-
mined for each memory device, and then stored within the memory controller. The transmit phase
differences are then used to modify (pre-skew) the timing delay between the transmitted com-
mand/address signals and the data sent to each memory device.

18.1.3.2 Device Benefits

At GHz data rates, FlexPhase technology helps to compensate for the manufacturing variations
that degrade timing windows and the operational performance of the memory. The FlexPhase
approach allows memory interfaces to operate at GHz rates without the power, area, and latency
penalties incurred in systems using Clock and Data Recovery (CDR) techniques. FlexPhase also
provides for improved testability by using digital phase offsets for margin testing of the high-
speed chip interfaces. (Details of margin testing are covered in Chapter 16, “On-Chip Link Mea-
surement Techniques.”)
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18.1.3.3 System Benefits

FlexPhase technology relaxes PCB trace-length matching requirements by anticipating and cali-
brating the signaling phase offsets caused by variations in trace lengths and impedances. Flex-
Phase timing adjustments allow for much simpler, more compact, and more cost-efficient
memory layouts. FlexPhase timing adjustments also support the in-system test and characteriza-
tion of key data signals, enabling performance testing of the high-speed links.

18.1.4 XDR Memory Module: XDIMM

The Rambus XDIMM module (see Figure 18.5) is a high-capacity memory module designed
with high-performance XDR DRAM devices. It provides the upgrade flexibility, capacity, and
performance essential for servers, consumer electronics, and main memory applications. Operat-
ing at data rates of up to 6.4Gb/s, a single XDIMM module provides many times the bandwidth
of today’s module-based systems, while enabling multi-gigabyte capacities. Using Dynamic
Point-to-Point (DPP) technology, XDIMM modules can be installed in single or dual configura-
tions that maintain full system bandwidth and preserve the signal integrity of a true point-to-point
topology. The XDIMM module is part of the XDR memory system solution, allowing system and
chip designers to integrate the world’s fastest memory technology, while eliminating interoper-
ability and signal integrity problems.

18.1.5 XDR Memory Module Upgrade Using DPP Technology

As memory bus speeds continue to increase, maintaining good signal integrity becomes increas-
ingly difficult. Conventional memory buses, in personal computers and workstations, support
multi-drop data topologies, which allow more than one device per data signal. These topologies
support upgradeability by allowing multiple modules to connect to the bus. However, multi-drop
topologies can degrade signal integrity and reduce the speed at which the memory bus can run. In
multi-drop topologies, one factor that determines the speed of the memory bus is the worst-case
loading characteristics, which occur when memory modules populate all the connectors. Point-
to-point topologies (one device at each end of the signal line) have better signal integrity proper-
ties, and permit higher bus speeds, but cannot be upgraded, because they do not allow multiple
modules. The ability to increase memory system capacity by adding memory modules is such an
important feature in computer systems today that traditional main memory systems support
multi-drop topologies instead of point-to-point topologies. In the early 2000s, Rambus began
investigating ways of combining the benefits of point-to-point signaling with the ability to
upgrade memory capacity. The result was Dynamic Point-to-Point signaling technology.
Dynamic Point-to-Point technology combines the benefits of both point-to-point and multi-
drop topologies, which allows the creation of memory systems that have point-to-point signaling
and the flexibility to add memory capacity through module upgrades. A key benefit of DPP tech-
nology is that, by providing capacity expansion, DPP technology allows point-to-point upgrades
at full memory system bandwidth. DPP technology can be applied to many different types of
memory technologies, including XDR DRAM, SDRAM, DDR SDRAM, and the following



18.1 XDR: High-Performance Differential Memory System 463

generations of DDR systems (see Section 18.3.4.) Figures 18.6 and 18.7 illustrate how DPP tech-
nology is used in an XDR DRAM memory system. As shown in Figure 18.6, the base system
configuration has a single memory module, which supplies all the memory bandwidth across the
full data-path width. A continuity module occupies the second memory slot, providing electrical
continuity that maintains the point-to-point connection across half of the data path.

16 Bits

Controller

JULILLIY

16 Bits

Figure 18.6 Base System Configuration: One 32-Bit Module Installed in 32-Bit XDR System
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‘ 32 Bit XDIMM
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Figure 18.7 Upgrade System Configuration: Two 32-Bit Modules Installed in 32-Bit XDR
System

When the continuity module is removed, and an expansion module is added (refer to Figure
18.7), the data path is reconfigured to supply memory bandwidth from both modules. In this
example, each module supplies half of the memory system bandwidth, across a different half of
the data path, in a point-to-point topology. Using DPP technology, the single 32-bit module is
“dynamically rewired” to become a 16-bit module, when the second module is added. XDIMM
modules accomplish this by changing the width of the memory devices on the XDIMM module:
the XDR DRAMs switch from x4 DRAMs (in the base configuration) to X2 DRAMs (in the
upgraded configuration). In the x4 mode, each XDR DRAM supplies four bits of data: two bits
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directly to the ASIC and two bits through the continuity module to the ASIC. After inserting an
upgrade module, the path through the continuity module is broken, and the devices switch to x2
mode. In x2 mode, each XDR DRAM supplies two bits of data directly to the ASIC.

Point-to-point signaling is maintained both before and after the capacity upgrade, which
allows the memory system bandwidth to also be maintained. The dynamic rewiring in DPP tech-
nology allows the memory system to retain the signal integrity benefits of point-to-point signal-
ing, while enabling memory-system capacity expansion at full memory system bandwidth. DPP
technology, used in conjunction with FlexPhase technology, presents a compelling framework for
memory system architecture.

18.1.6 XDR Memory Channel Topology in PlayStation®3

To illustrate the XDR channel characteristics, this section describes a channel similar to the one
implemented in the Sony PS3 system. Here, the PCB trace length is less than 5 inches. The XIO
interface uses a wirebond package to minimize the system cost. The channel transfer function (or
insertion loss) and the single-bit response at 4.8Gb/s are shown in Figure 18.8 and Figure 18.9,
respectively. The maximum differential crosstalk is less than 30dB. The attenuation at 2.4GHz is
6dB, and the postcursor is less than 15% of the main bit. Although equalization, such as transmit
FIR, is beneficial, it is not required.
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Figure 18.8 Transfer Function of 5-lInch PCB XDR Memory DQ Channel with XIO in Wirebond
Package

Figure 18.10 shows the eye diagram, timing bathtub, and voltage bathtub at 4.8Gb/s. The
XIO interface can also be implemented in an ultra-low cost package, such as low-profile quad flat
packages (LQFP), where there is no ground reference and package inductance is very large [3].
Thanks to differential signaling, the differential impedance of a LQFP package is still close to
1000hm, because the two wires form a coplanar transmission line that eliminates the need for a
ground plane. As shown in Figure 18.11, the LQPF XIO eye diagram (at 3.2Gb/s) is similar to the
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Figure 18.9 Single-Bit Response at 4.8Gb/s of 5-Inch PCB XDR Memory DQ Channel with XIO
in Wirebond Package

wirebond XIO 4.8Gb/s eye diagram. While showing some signal degradation, the eye is still large
enough for robust channel operation.

18.2 Mobile XDR: Low Power Differential Memory System

Traditional application categories, such as mobile, consumer electronics, and computing, are
converging, with portability becoming a key factor in designing these products. The memory sys-
tem used in these devices must optimize cost, power consumption, performance, and form factor,
all at the same time. For instance, smart phones have become an emerging computing platform.
The latest smart phones not only handle context-rich web pages, they also provide HD quality
video processing power. Providing the required data bandwidth, using small form factor and low
power consumption, is quite a challenging task.

Extending the data rates of the current LPDDR2 memory systems to next-generation
mobile applications can be difficult when using existing packaging solutions, such as PoP [4]. It
may require advanced packaging solutions, such as Through-Silicon Via (TSV), or expensive
fine ball-pitch packaging technologies. Although TSV has gained much attention recently, it has
not yet been adapted by high-volume memory systems. This is due to the significant cost over-
head, in addition to technical design challenges, such as testing and thermal issues.

To address the increased bandwidth requirement without drastic changes in infrastructure
Rambus introduced the Mobile XDR technology. A Mobile XDR system uses many of key inno-
vations in XDR memory, such as FlexPhase and DPP technologies. However, the signaling archi-
tecture is designed from scratch to maximize power saving. Because mobile applications use
fewer DRAMs than main memory computing applications, all signals (including the address and
command lines) use differential signaling. This is in contrast to the XDR system, where only the
data signals use differential signaling. Compared to single-ended signaling (which suffers from
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Figure 18.10 5-Inch PCB XDR Memory Channel at 4.8Gb/s with XIO in Wirebond Package:
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Figure 18.11 Eye Diagram Comparison of XIO in Wirebond at 4.3Gb/s and LQFP at 3.2Gb/s
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crosstalk, SSO, and EMI issues [5]), the differential interface provides a clean channel response
that enables low-swing signaling. Section 18.2.1 covers the key Mobile XDR—enabling technolo-
gies to lower power consumption. An analysis shows that the Mobile XDR system consumes
only ~40% of the power consumed by an LPDDR?2 system, at the same data bandwidth.

The small form factor requirement in 3D integration presents additional design challenges.
Providing a clean power supply for the various interfaces, and the processor, is difficult due to
tight integration and power requirements. Consequently, modeling the impact of the various
noise sources in 3D packaging is important. Predicting link performance with noise, using tradi-
tional SPICE simulation, is limited due to its computational efficiency. In Section 18.2.2, the sta-
tistical approach described in Chapters 8, “Link BER Modeling and Simulation” and 9, “Fast
Time-Domain Channel Simulation Techniques,” is used to predict the link performance. The cor-
relation and simulation results show that the Mobile XDR technology provides large bandwidth
headroom, without using expensive 3D packaging solutions.

18.2.1 Low Power Differential Memory Interface Architecture

Figure 18.12 shows the memory interface building blocks for an x16 interface. The link consists
of two-byte systems. Each byte consists of eight bidirectional data signals, three unidirectional
command/address (CA) signals, and one clock signal. All of these signals are differential. There
are additional, low-speed, CMOS signals for power management and other miscellaneous opera-
tions. The high-speed links operate from 2.7Gb/s—4.3Gb/s per link, based on 8:1 multiplexing.
This operation range accommodates both existing and emerging LPDRAM processes. The rest of
this section describes several unique technologies associated with the Mobile XDR system.
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Figure 18.12 Mobile XDR Memory Interface Architecture
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18.2.1.1 Asymmetric Clocking Architecture with a Fast Pause Option

Selecting the right clocking topology is one of the most critical design decisions in high-speed I/O
interface design. The optimum clocking scheme for a given signaling technology primarily
depends on its application. For instance, a CDR-based clocking scheme may be best suited for
applications where the interface connects two chips with different clock sources. Examples include
a digital cable connecting two systems, such as HDMI, or a backplane interface for SerDes appli-
cations. For on-board parallel bus applications, a forwarded clocking architecture is commonly
used. In this case, there are separate TX and RX buses, and each bus has its own clock. A PLL often
used in the transmitter, whereas either a PLL or DLL is used in the receiver. Such architecture is
used for XDR system (not Mobile XDR) for high-speed memory applications. Chapter 10, “Clock
Models in Link BER Analysis,” describes the pros and cons of various clocking topologies.

FlexClocking technology is an asymmetric clocking scheme that is used in the Mobile
XDR system to support fast power mode transitions, which eventually lead to savings in link
power consumption. A half-bit-rate clock signal is forwarded to the DRAM, in order to directly
sample and transmit data (and avoiding any closed-loop timing circuits on the DRAM, such as
DLL or PLL). The clock for the DRAM core is derived from the received clock using a divider.
As aresult, the DRAM-side clock path can be easily paused and resumed by the controller, with a
minimum hardware overhead. Like the XDR system, the Mobile XDR system also supports con-
troller side only per-pin timing calibration. This timing adjustment is especially handy for mobile
applications with 3D packages, because performing trace-length matching is very difficult, due to
the small form factor.

18.2.1.2 Very Low Swing Differential (VLSD) Signaling

I/0 power consumption is reduced by using very low swing differential signaling (VLSD) [7] [8].
Figure 18.13 illustrates the signaling interface. The output driver is an N-over-N voltage-mode
differential driver, with near-ground 100mV common voltage. An on-chip linear regulator pro-
vides a 200mV transmitter supply. Each pin has its own regulator. Because the signaling is refer-
enced to ground, the I/O supply voltage for the controller and DRAM does not need to be
common, which simplifies the supply network design. The N-over-N push-pull voltage mode
driver uses only one quarter of the power used by a current-mode-logic (CML) style current-
mode driver with the same swing and output impedance.
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CM=~100mV
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Figure 18.13 Near-Ground Voltage-Mode Differential Signaling Circuitry
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The bus turnaround activity in bidirectional memory interfaces poses an additional chal-
lenge in regulator design. During the read/write bus turnaround, the transmitter loads a transient
current step on V. To avoid charging the bypass capacitor (C) due to this load current, a combi-
nation of open- and closed-loop bias stages is used [6]. The open-loop current source supplies the
nominal 1mA driver current, which is easily turned off. An auxiliary closed-loop regulator holds
V., using a small fraction of the load current when the driver is inactive, enabling a fast driver turn
on. Using this hybrid scheme, the driver can be power cycled in less than 5ns, which is smaller
than the typical bus turnaround latency without any power recycling.

The signal is terminated differentially at the receiver, reducing the termination power dissi-
pation significantly. The receiver input offset is trimmed with sub-mV resolution, using offset
calibration digital-to-analog converter (DAC) in the data slicers. A highly sensitive receiver
design is critical in a low-power signaling interface, because it allows a lower transmitter swing.
This, in turn, reduces the driver size and its parasitic capacitance, allowing further reduction in
the swing requirement.

18.2.1.3 Low Power Modes and Transitions

To save power during idle periods, the interface features clock pause and fast shutdown of the
regulated power and PLL circuitry. As a result, the architecture supports four power modes: the
active mode (where the /O is fully operating), the clock pause mode (where the clocks in the con-
troller and DRAM are paused), the power down mode (where additional bias circuits are dis-
abled), and the deep power down mode (where all interface circuits, including the controller PLL,
are disabled).

18.2.1.4 Multiple Data Rate Support

One of the major differences in mobile computing versus PC applications is variable data-rate
support. The optimal data rate depends on the application’s bandwidth requirements, to lower
power consumption. Data rates can be lowered using two approaches: native low frequency trans-
actions, and the combination of high frequency transactions and buffering. The power efficiency
of the second approach depends on the buffer size and its ability to perform fast power cycling.
The Mobile XDR system supports both modes. Table 18.1 shows the native supported data rates.
The high-speed mode requires receiver termination and periodic timing calibration to compen-
sate for any slow timing drift due to temperature or the power supply. The medium speed typi-
cally does not require receiver termination. Depending on the system, periodic calibration may be
also disabled. For most systems, periodic calibration is not necessary for low speeds, such as
High/4 and High/8. However, if a fast transition is needed to the high-speed mode, then periodic
calibration must be maintained for even the medium-speed cases. The lowest data-rate mode
(<200Mbf/s) is directly controlled by the input reference clock frequency, so it can support any
data rate below 200Mb/s. Because power saving is the purpose of this mode, no termination is
used. In addition, periodic timing calibration is not recommended, because it requires unneces-
sary power consumption. As a result, the transition from the low-speed to the high-speed data rate
has a longer latency, when compared to the other transitions.
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Table 18.1 Data Rates and the Corresponding Configurations Supported by the Mobile XDR
System

Speed Representative Data Rate Timing Calibration Termination
High 2.7Gb/s~4.3Gb/s Yes Yes

Medium High/2, High/4, High/8 Yes Not required
Low <200Mb/s No No

18.2.2 Mobile XDR and LPDDR2 Systems Comparison

LPDDR2 DRAM is one of the most commonly used DRAMs for mobile applications. The PoP
package is widely used for mobile memory devices, because it provides a small form factor using
a proven mass production package technology. Figure 18.14 illustrates a PoP package in mobile
systems. The bottom controller chip represents the application processor, and is packaged as
either a flip-chip or a wirebond. (Typical high-end application processes use flip-chip technol-
ogy.) The top memory devices are packaged using PoP technology. Due to the vertical profile
limitation in mobile phones, stacked devices are typically limited to two. The major drawback of
this PoP package is the availability of the number of package balls.

Figure 18.14 Two Stacked Dies, PoP System

To compare the number of balls required for the LPDDR2 and Mobile XDR systems, a
commonly used 12mm x 12mm (0.4mm pitch, 216 balls) package is considered. Two x32
LPDDR?2 memories, running at 800Mb/s per pin, can achieve a total of 6.4GB/s. Figure 18.15
shows the ball assignment. Increasing the data rate is difficult, due to the limited number of balls.
On the other hand, using Mobile XDR DRAM, 12.8GB/s can be achieved using two x16 Mobile
XDR DRAMs.

Two x16 DQ differential memories, operating at 3.2Gb/s per pin, can achieve a total data
bandwidth of 12.8GB/s. Figure 18.16 shows the ball assignment for our differential interface.
The LPDDR?2 interface (at 6.4GB/s) will consume about 2.6 times more power than the differen-
tial case at the same data bandwidth, and about 1.3 times more power at 12.8GB/s.
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Low Power Differential Memory System

18.2 Mobile XDR
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Table 18.2 compares LPDDR?2 and Mobile XDR systems, in terms of signaling challenges.
Due to the long wirebond, and limited routing area in the PoP package, crosstalk can be quite sig-
nificant and can limit the performance of the single-ended LPDDR?2 signals. For the same rea-
sons, SSN (simultaneous switching noise—the reference voltage and power noise due to package
inductance) is also large in LPDDR?2. Because the package form factor is small, there is a very
limited area in which to perform trace-length matching. The Mobile XDR system solves this
issue using FlexPhase timing adjustments. To increase capacity, additional LPDDR?2 devices can
be stacked. The additional devices share the existing signal lines, causing the signals to be point-
to-two-points. This multi-drop topology deteriorates the signal quality. The Mobile XDR system
uses dynamic point-to-point (DPP) technology to increase the capacity, while maintaining a
point-to-point topology.

Table 18.2 Comparison of LPDDR2 vs. Mobile XDR System

Issue Details LPDDR2 Mobile XDR
Crosstalk Both Wirebond and DRAM package trace High M.inimum
coupling (differential)
SSN High inductance due to wirebond and High Minimum
package trace (differential)
Power Noise Self noise, core power coupling, package High Minimum (dif-
power coupling ferential, on-

chip regulation)

VREF Noise Coupled power noise from supply or SSN High Not Applicable
(differential)

Trace Length PoP package has limited area for trace High Minimum

Mismatch length mismatch (FlexPhase)

Multi-drop Capacity increase causes significant ISI Difficult DPP

PS1) PSIJ modeling is a MUST for PoP system Medium High

In-situ 3D package interaction requires in-situ N/A Macro

Characterization testing available

As described in Chapter 14, “Supply Noise and Jitter Characterization,” power supply noise
induced jitter (PS1J) is one of the dominant timing error components in mobile systems. The major-
ity of this jitter is due to on-chip clock routing. The Mobile XDR system has a higher sensitivity to
this jitter, because it uses a higher clock frequency and has a shorter bit time. The channel budget for
the Mobile XDR system accounts for the impact of this PSIJ. Finally, in-situ testing features are very
important for 3D packaged systems, and the Mobile XDR system provides several on-chip measure-
ment features, such as those described in Chapter 16.
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18.2.3 Link Performance Modeling and Analysis

As shown in Table 18.2, the Mobile XDR system has several features that can effectively mitigate
most of the channel-related issues. As a result, the passive channel impact, which is often the
dominant timing error in typical channel analysis, is no longer the case with the Mobile XDR sys-
tem, providing a clear path for future roadmaps as device processes improve. Figure 18.17 shows
a PoP test vehicle for a Mobile XDR system. The test vehicle consists of two ASIC devices,
based on the TSMC 40nm LP process. Figure 18.18 illustrates the channel topology. The transfer
function and the single-bit response plots are shown in Figure 18.19 and Figure 18.20, respec-
tively. Very small attenuation, crosstalk, and intersymbol interference are observed as expected.

12x12mm PoP

Controller + DRAM .

5/5mm 2.1mm

]

' [

' [

' [

: 2 Coplanar '

]

2.4mm ' '
1

100 Q DIFF

200Q

]
]
]
u-strip Stripline :
5mm 5mm :
]
]
]
]

100 Q DIFF 100 Q DIFF Ci=12pF

Ci = 0.75pF o100

Ri=10Q

Total length ~3cm
3 diff. pairs are modeled.

Figure 18.18 A PoP Test Vehicle’s Channel Topology

Figure 18.21 shows the eye diagram without any device jitter. The overall link model is
generated based on the component-level measurements to compare the link bathtub curves. (A
detailed description of the correlation procedure is available [9].) Figure 18.22 shows the corre-
lation of the timing bathtub curves. In addition to a good correlation, a wide timing margin is
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observed. Due to the Mobile XDR system’s short channel length, and forwarded clocking archi-
tecture, modeling jitter tracking between the data and clock signals is important (refer to

Chapter 10).
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Figure 18.22 Bathtub Correlation for Read Channel

18.3 Main Memory Systems beyond DDR3

Main memory systems are used in servers, desktops, laptops, and note/netbooks. This section
discusses the challenges facing these systems, and proposes solutions to those challenges. First,
the trends in main memory systems are reviewed, and then the requirements for the next genera-
tion are established. Next, the current DDR3 architecture, topology, and I/O signaling are
reviewed. Finally, the changes to meet the needs of main memory systems beyond the DDR3
generation are proposed [10].

DDR memory-system data rates have doubled approximately every four years, from one
generation to the next, as shown in Figure 18.23. The plot shows the bandwidth of a 64-bit mem-
ory module. Module bandwidth has been steadily increasing due to the higher data rates. This
pace needs to continue (or even accelerate) to meet the increasing bandwidth needs of multi-core
computing, virtualization, and processor integration trends. This is especially true for high-end
server systems, where the next-generation main memory data rates are expected to be in the
2GB/s—4Gb/s range.
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Figure 18.23 64-Bit Main Memory Data Rate and Bandwidth Trends

Low power consumption continues to be a crucial factor. For portable devices (like laptops
and netbooks), lower power consumption increases the battery runtime. Desktop and server
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systems need lower power consumption to comply with green initiatives or to receive energy star
ratings. Finally, a lower cost of ownership is important to the server system operators. Therefore,
while the data rate increases, the power envelope will remain the same (or even decrease) in the
main memory systems of the future.

Figure 18.24 shows the maximum number of dual in-line memory modules (DIMMs) that a
64-bit memory controller can handle as a function of data rate. Regrettably, the memory capacity
per channel has been declining, as the data rates have been increasing. This is due to signal-
integrity issues, such as reflections and crosstalk, which worsen at higher data rates, especially
for the stub bus systems. As a result, the memory controller can only handle a single module at
the higher end of the DDR3 data rate, which effectively reduces the data path to a point-to-point
topology, instead of the traditional multi-drop stub topology. A recent analysis, using the statisti-
cal approach (as opposed to the linear or simple root sum of squares approach), shows that, at
best, the two-modules-per-channel limit can be pushed to 1700Mb/s [11]. However, in addition to
higher bandwidth, the server systems also need higher capacity. This higher capacity, in the form
of more modules per channel, is required for server systems and desired for the other systems.
Consequently, more loadings are desirable as far as capacity is concerned.
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Figure 18.24 Maximum Number of Supported DIMMs Per Channel

Memory access efficiency has been decreasing. As the data rates increase, the access gran-
ularity suffers due to the increasing multiple between the interface and the core access speeds (8x
to 16x). This results in an increase in the core pre-fetch time, and a sub-optimal minimum access
size, due to decreased memory access efficiency and higher core power consumption.

To summarize, the four main requirements for the main memory systems of the future are
as follows:

» Keep doubling the data rates (from one generation to the next), while keeping single-
ended signaling, to ensure backward compatibility and low pin count. At the same time,
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maintain the bus topology of the point-to-point data path (to minimize reflections/
crosstalk), as well as the multi-drop command/address bus topology (to minimize pin
count).

* Lower power consumption, which benefits both portable and the stationary systems.
Other benefits of lower power consumption include smaller capacity heat sinks and
cooling fans, which reduce cost and noise.

* Higher memory capacity, by supporting more than one module per channel. This also
allows memory upgradability.

* Increase memory access efficiency, to improve throughput and lower core power con-
sumption. This requirement can be met using module threading; however, this concept
is not explored here (interested readers should refer to the white paper released by Ram-
bus [10]). Additionally, the wide I/O solutions, mentioned later in this chapter, are not
addressed because the designs are not sufficiently mature.

This section describes the features needed to meet the first three requirements. Figure 18.25
illustrates the current DDR3 architecture. The strobe, in both the Write and Read directions, is
used to detect the signals in the data path. The Write data is output with the 90-degree phase shift,
relative to the strobe, so that the DRAM can directly use the strobe signal to detect the signal on
the data path. This makes it necessary to match the delays of the strobe and the data signals,
between their respective DRAM pads, and the data sampler. The delay elements, introduced to
match these two path delays, contribute to power consumption. The DRAM outputs the data in-
line with the strobe signal, and the controller introduces the 90-degree phase shift needed to
detect the Read data. Whereas the clock on the controller is derived from a REF_CLOCK using a
PLL, the clock on the DRAM is derived from the CA_CLOCK, using a DLL. The DLL and the
clock buffers are running, even in stand-by mode, resulting in DRAM clock power consumption.
In server systems, where many DRAMs are in stand-by mode, this stand-by power consumption
can add up to 60% of the total memory-system power consumption. So, a clocking architecture
that reduces the stand-by power is needed to reduce the overall power consumption, especially
for the server systems.

Controller PHY DRAM PHY

Figure 18.25 DDRS3 Architecture
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To reach higher data rates, the timing uncertainty between the clock and the data needs to
be narrowed. The two sources of timing uncertainty in the clocking system are listed at the begin-
ning of Section 18.1.3. As the data rates increase, the timing uncertainty between the clock and
the data must be reduced in proportion to the bit time. This could be challenging for the future
main memory systems; a solution is needed that automatically scales the timing uncertainty in
proportion to the bit time.

Figure 18.26 shows a dual-rank, two-DIMM DDR3 stub bus system. As mentioned previ-
ously, the DDR architecture requires matching the delays of the strobe path and the data path.
This means that designers must match both the on-chip path delays, and the off-chip path delays.
This delay-matching requirement forces all the data traces to have the same length. The data sig-
nals are routed through multiple package, motherboard, and module PCB layers. Signals routed
in multiple package or PCB layers have skews, even with matched trace lengths, when impedance
variations and material parameter variations are taken into account. Even in a specific layer, some
skew may be present between the data signals, due to the FR-4 fiber weave. These skews do not
scale with the data rate, but they may place an upper limit on the data rate that can be achieved
with the current architecture. Additionally, the length-matching requirement increases routing
density, which results in higher crosstalk and reflections. Single-ended signaling systems are
highly vulnerable to crosstalk, which limits the data rate. The far-end crosstalk is proportional to
the coupled-trace length. Consequently, if all the data paths have the same trace length, the cou-
pling is at its maximum. On the other hand, if the trace length-matching requirement is elimi-
nated, designers can decrease the coupling lengths, or space the longer coupled-length traces
farther apart, by taking advantage of the decreased routing density. An architecture that removes
the need for delay matching the off-chip data and strobe paths will minimize the crosstalk and
increase the data rates.
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Figure 18.26 DDRS3 Link Topology
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Figure 18.27 illustrates DDR3 I/O signaling and power consumption. The stub series ter-
minated logic (SSTL), used in the current DDR system, forces VDDIO to be the same on both
sides of the link. This is not optimal, because the DRAM process needs a higher VDDIO voltage
to achieve higher data rates, while the controller ASIC process may achieve the same data rates at
a lower VDDIO voltage. Additionally, the need for a common VDDIO may necessitate thick-
oxide transistors, or stacked transistor output stages, both of which are less power efficient than
the thin-oxide devices. Finally, SSTL signaling requires termination to both the VDDIO and the
ground rails. This uses I/O power in both the logic states. Achieving lower power consumption
requires an I/O signaling method that does not require matched VDDIO on both sides of the link,
and that does not use power in one of the logic states.
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Figure 18.27 DDRS I/O Signaling and DRAM Power Consumption in Active Mode

The two principal power modes for main memory are active Read/Write, and stand-by Idle.
As mentioned previously, the stand-by power consumption of the current DDR architecture is
non-zero, and constitutes a major portion of the total power consumption in the case of server
systems. In active mode, the DRAM consumes power in all three areas: I/O signaling, system
clocking, and DRAM core access. The bar chart in Figure 18.27 shows the approximate contribu-
tion from each area. As memory bandwidth increases, the power required for higher data rates,
increased rate of core accesses, and larger number of memory channels overshadows the power
savings from lower supply voltages. Consequently, reducing active memory power is an impor-
tant consideration for all current compute platforms [10]. Although the I/O power only accounts
for about 20% of the total active power, any reduction is helpful in reducing the overall power
consumption.

18.3.1 FlexPhase Timing Adjustment to Enable Higher Data Rates

FlexPhase technology (described in Section 18.1.3) is used on the controller side to account for
PVT variations and to eliminate the need for delay matching the strobe and data signals. Figure
18.28 shows the DDR architecture with FlexPhase timing adjustment. The static error can be
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greatly reduced by performing the per-pin timing calibration, using the FlexPhase timing adjust-
ment circuitry. FlexPhase technology uses timing adjustment circuitry in the memory controller
to account for pin-to-pin timing variations in both the Write and the Read directions. This keeps
the DRAM design simple and keeps its cost low. During a write operation, the data is sent with
different delays, but it reaches the DRAM at the same time. During a read operation, the DRAM
sends the data without any delay adjustment, and the controller manages the timing mismatch by
sampling the data at different sampling times. The timing adjustment can be performed during
the system initialization stage, and periodically update it during the DRAM refresh periods.

j> WRITE data

Controller PHY DRAM PHY

Timing Calibration
WRITE data

Figure 18.28 DDR Architecture with Implementation of FlexPhase Timing Adjustment

Using FlexPhase technology simplifies trace routing and minimizes crosstalk, because
trace-length matching is no longer required. Figure 18.29(a) shows a typical motherboard design
with matched trace lengths. Figure 18.29(b) shows the design without trace-length matching. The
eye diagrams for both motherboard designs (with and without trace matching) are simulated, and
are shown in Figure 18.30 and Figure 18.31, respectively. FlexPhase significantly reduced
crosstalk noise.

(a) Trace-Length Matched (b) No Trace-Length Matching

‘I ] H"\ ]‘“‘H -‘_T il

Figure 18.29 Routing Example with and without Trace-Length Matching
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(a) No Crosstalk (b) With Crosstalk
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Figure 18.30 Eye Diagram with Trace-Length Matching in a One-DIMM System

(a) No Crosstalk (a) With Crosstalk
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Figure 18.31 Eye Diagram without Trace-Length Matching in a One-DIMM System

18.3.2 FlexClocking Architecture to Reduce DRAM Stand-By Power

The clocking architecture shown in Figure 18.32 incorporates the FlexClocking technology,
which is also used in the Mobile XDR system. The key features are very low stand-by current
with fast turn-on times. The FlexClocking architecture enables data alignment, without the use of
a DLL or PLL on the DRAM device. FlexClocking technology adjusts for timing variations
between the clock and data signals, and does not consume stand-by clocking power between data
transactions.

To minimize power when the DRAM is not actively transmitting or receiving data, the con-
troller transmits a high quality, differential clock (called “Data Clock™) to the DRAM module.
The Data Clock is routed using a topology similar to the Command/Control/Address (CCA) bus,
and its associated clock. The Data Clock and Timing Reference Signals are active only during
data transactions and are enabled with fast turn-on times. The Data Clock oscillates at the
Nyquist frequency of the data rate. When combined with the FlexClocking architecture using a
separate data clock signal, running at the Nyquist rate (rather than the C/A clock) can enable high
data rates without a DLL or PLL on the DRAM.



18.3 Main Memory Systems beyond DDR3 483

_______ 1 == = = == —
Drift Tracking | TRS
R {—— K
1 1
READ data PQ Data
READ data
«+{ I l«<7[&
WRITE data 1 ! ‘— WRITE data
: D
1 | ]
| VREF
B i :
Mixer | DataClock | Clock
L | Clock
Buffers
_______ 1 L e e
Controller PHY DRAM PHY

Figure 18.32 FlexClocking Architecture

The clock buffer circuit on the DRAM, which captures “Data Clock™ and distributes it to
the I/O bit-slices, must have a very low timing variation due to power supply noise. Power supply
noise can be as high as 30mV-50mV on a DRAM device, even with excellent isolation and
bypassing. Clock buffering with a differential Current-Mode Logic (CML) buffer improves
immunity to power supply noise by distributing the clock signal differentially across the DRAM
PHY. Though a CML buffer consumes more power than a CMOS buffer for the same fan out, the
CML buffer is only activated when data transactions are active, and can be disabled by a signal
sent by the controller to the active DRAM module.

Future main memory DRAM devices could implement an optional mode for read opera-
tions, in which a read capture signal is output from the TRS pin to the memory controller, in the
same manner that DDR3 uses the Data Strobe today. With per-pin calibration, the DRAM’s TRS
would no longer be required to be a strobe signal and could carry other useful information, such
as EDC, for high-reliability systems. This signal can also be periodically edge-tracked by the
memory controller to maintain the calibrated timing integrity.

18.3.3 Near Ground Signaling to Reduce 1/0 Power

In this section, Near Ground Signaling (NGS) is proposed as a way to reduce the active /O power
consumption, as shown in Figure 18.33. By using Near Ground Signaling technology, the mem-
ory controller’s I/O voltage (VDDIO) can be well below the maximum voltage of thin-oxide
devices (typically 0.9V to 1.0V for 45nm and below process technologies). Meanwhile, the
DRAM, on the other side of the channel, can continue to utilize the higher voltage (1.2V-1.35V)
that its on-chip circuits require to achieve reliable high data-rate signaling.

Near Ground Signaling has a reduced signal swing when compared to traditional SSTL or
POD, which substantially lowers I/O power on both sides of the link (compared to DDR3). An
internally regulated (500mV DC) supply powers the I/O driver circuits to provide a low I/O sig-
nal swing. I/O signals swing from the ground rail (low) to a high of between 250mV-300mV.
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Figure 18.33 Near Ground Signaling (NGS)

Besides requiring lower signaling power, the lower signal swing reduces the size of the I/O driver
circuit, enabling even further power reduction in the pre-driver and clock distribution circuits.
From a cost perspective, Near Ground Signaling also eliminates the need for thick oxide transis-
tors on the memory controller, potentially saving at least two additional masks and two additional
semiconductor-processing steps.

Table 18.3 summarizes the I/O power simulation results using typical operating voltages
for SSTL and NGS signaling. NGS signaling offers significant power savings, even when the
power consumption of the 0.5V on-die regulator is considered. To further reduce power con-
sumption, NGS can also use data bus inversion (DBI) coding (described in Chapter 12, “SSN
Modeling and Simulation”). In conjunction with DBI coding, NGS can lower the worst-case SSO
noise by 40%. The termination to ground used by the NGS signaling can also help reduce simul-
taneous switching output noise (SSO), as the ground rail typically has the lowest-impedance.

Table 18.3 Comparison of SSTL and NGS Power Consumption
VDDIO VDD (Controller/DRAM) Power-1/0

SSTL-1.5 1.5V 0.9/1.5V 22.8mmW
SSTL-1.2 1.2V 0.9/1.2V 14.7mW
NGS 0.5V 0.9/1.2V 1.9mW

NGS requires a sensitive receiver with offset calibration, which can lead to some DRAM
testing issues. Another drawback of Near Ground Signaling is the level-shifting circuits that are
required to be in the receive path of the DRAM. One solution is to use high-speed, common-gate
NFET level-shifters, which consume low power and can be disabled when there are no active data
transactions [10].

Figure 18.34 illustrates the NGS signaling performance under the worst-case configuration
of the DPP topology [12]. Data is transmitted to Rank1 device, which is unterminated, and Rank2
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device is terminated with 40(). The received eye diagrams at both devices are shown in Figure
18.34. To examine the impact of SSO noise on the voltage and timing margins, the channel model
(shown in Figure 18.33) with both ideal and non-ideal power supply models are simulated [4].
Figure 18.34 shows the additional margin loss caused by the worst-case SSO noise, while the
channel simulation with the ideal power supply shows only crosstalk and ISI effects. The eye
opening of the open-terminated Rank1 is significantly more degraded by SSO than that of the
40Q-terminated Rank?2.

Rank1 (Open) Rank2 (40Q)
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Figure 18.34 Signaling Performance and SSO Impact at 3200Mb/s

18.3.4 Memory Capacity Increase with Dynamic Point-to-Point Link
Topology

Dynamic Point-to-Point (DPP) topology (described in Section 18.1.5) can be used to extend
capacity without sacrificing the bandwidth of the memory system. Figures 18.6 and 18.7 demon-
strated the DPP concept. Figure 18.35 is a comparison of DQ channel performance with DPP
topology, at 3.2 GB/s, with one populated DIMM versus two populated DIMMs. The worst-case
signal integrity is observed when only one module is loaded, and the signals must cross a conti-
nuity module, adding two extra connector crossings (see Figure 18.6), which results in additional
connector crosstalk and reflections. With both modules loaded in a DPP configuration, the signal-
ing improves, because the electrical path is shortened and the extra connector crossing is elimi-
nated (see Figure 18.7). With DPP, two modules can be supported per channel, because there is
enough margin to sustain the data rate, even with the extra connector transitions. The worst-case
eye opening for the RQ bus occurs at the last DRAM (see Figure 18.36) with a data rate of 1600
Mb/s. Note that there is still sufficient eye opening for reliable operation of the RQ bus at this data
rate. There is no additional degradation of the RQ channel due to the DPP topology, as each RQ
channel supports only one active module, and no additional connector transitions are involved.
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(a) One Populated DRAM Module  (b) Two Populated DRAM Modules

1 | 1 | 1 |
1 P L - =l - L
0.8 5 =iy EAT o ) ==

. 1 |

i : 1 | |

1 J 1 | : |
06+ ---1- o ——F == —1- 3 [

1 | 1 | |

1 1 | |

1 |

| 041 = ew

M oo - - R e -

1 | 1 | 1 |

@0 @100p @200p @300p @400p @500p @600p @0 @100p @200p @300p @400p @500p @600p

Figure 18.35 DQ DPP Eye Diagram Comparison at 3200Mb/s
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Figure 18.36 The RQ Eye Diagram at the Last DRAM at 1600 Mb/s

18.4 Future Signaling Systems

Driven by the convergence of computing, communication, and consumer devices, the need for
higher data bandwidths will continue to increase, with no end in sight. To put this into perspec-
tive, Figure 18.37 provides a summary of the data bandwidth of various I/O interface designs
over the past decade and includes a prediction for the future. In the near future, one can expect
high-end graphics applications to require more than 1TB/s of data bandwidth. However, three
fundamental limits, or “walls,” stand in the way of ever-increasing bandwidth; this section covers
each of them.

First, there has been a dramatic increase in data bandwidth for chip-to-chip communica-
tion, and for memory interfaces, over the last decade. As of this writing, the differential signaling
data rate is approaching 25Gb/s, even for a backplane channel with a 12-inch PCB trace [13]
[14]. To push data rates higher, one must be able to recover signals from a channel with a 30dB+
loss. A major question is: Can we reach 50Gb/s when the bit time is only 20ps? Even if this were
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Figure 18.37 1/O Bandwidth Requirements

possible, producing such a device in high volume would be very difficult, because a 1-ps loss in
time margin amounts to 5% of the bit time.

Although it is generally believed that single-ended signaling reached its end-of-life at
about 6- to 8-Gb/s (due to crosstalk, SSO, and reference voltage noise), an advanced single-ended
signaling scheme has been recently demonstrated that it can be extended to 12.8Gb/s [15]. How-
ever, even with this potential solution, it is not clear how much single-ended signaling data rates
can be improved. This is the “data-rate wall.”

Second, as process shrinks below 28nm, additional DFM restrictions are placed on the cir-
cuit design. Furthermore, device variability becomes very difficult to control. In particular, the
DRAM transistor’s performance is not improving as much as those in the ASIC process are. The
general belief is that DRAM process cannot support data rates much higher than 16Gb/s. This is
the “process-scaling wall.”

Third (and most importantly), power has become a dominant concern: not only for mobile
devices, but also for the servers used in datacenters. High-end graphics cards already consume
more than 500W, and a memory interface can consume as much 100W! The power consumption
of modern I/O interface designs has reached the limit where the designs can be cooled using “rea-
sonable” solutions. For practical and economical reasons, we can only improve data bandwidth
within the same power envelopes of previous generations. Consequently, power efficiency must
be improved to make this possible. This is the “power wall.”

What will it take to scale these three “walls?”” To address the “data-rate wall,” the first (and
most obvious) requirement is great innovations in system architecture, circuit architecture, and
interconnects. In addition to increasing data rates to achieve higher bandwidth, the number of
links (or channels) could be increased. To overcome channel loss, one could explore low-loss
materials, and reduce the channel length by using different interconnect technologies.

Second, to overcome the “process-scaling wall,” we could explore disaggregated DRAM
architecture, which uses an ASIC buffer for the faster (or primary) chip-to-chip interface, and a
wider and slower (or secondary) interface for the DRAM interface. This approach also enables us
to achieve as much as 2TB/s of memory bandwidth for graphics, with the same power envelope
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used by today’s high-end graphics card. For low-power designs, radically different signaling and
circuit architectures must be developed that keep interface power proportional to the amount of
data transmitted. In addition, we must remove the redundancy in the design that guarantees per-
formance at the cost of power consumption.

Two emerging technologies that may address the issues of bandwidth and power consump-
tion are wide I/O technology and optical links. The following sections briefly introduce these two
technologies.

18.4.1 Wide /O

Perhaps, the easiest way to increase the I/O bandwidth is by simply adding more channels. This
brute-force approach quickly runs out of steam due to the limited number of package pins and
PCB routing area. Wide I/O technology allows a massive number of connections that use a rela-
tively low data rate. The signaling aspect of wide I/O is less challenging, because it operates at a
considerably lower data rate than serial and narrow I/O. It also uses less power, because it
requires no complex timing circuitry or data-path design.

Because wide 1/0 is based on a large number of connections, the interconnect structures
(including balls, traces, and vias) must be small. Only 3D packaging solutions, such as direct fact-
to-face die attachment, multi-chip packaging (MCP) modules, and through-silicon vias (TSV),
support wide I/O interfaces. 3D packaging solutions are not widely used in computing application
yet, due to expensive packaging costs and limited flexibility. The recent popularity of smart phones
has fueled the usage of 3D packaging, based on package-on-package (PoP), which still provides a
limited number of pins. However, it has opened the door for more expensive 3D packaging solu-
tions, because high packaging costs are justified by a smaller form factor, and better bandwidth
and power performance. In addition, flexibility is not a critical requirement in mobile applications.

TSV is a great future packing technology because it could provide a massive number of
interconnects. However, its adaptation by I/O interfaces has been slow due to thermal manage-
ment, reliability, testing, integration, as well as economic issues among different IC manufac-
tures. While the ultimate goal of 3D integration is the direct attachment of all dies using TSVs,
the likelihood of this event is low, because it requires a company that can vertically integrate all
the components. A more likely solution for the near future is the silicon or substrate interposer.
Figure 18.38 shows a 3D memory system with a silicon interposer. TSVs are only used at the
interposer. Because of the extra thickness/area required by the interposer, it is unlikely that this
solution will be used in the mobile space. However, this configuration is ideal for graphics sys-
tems, because it can provide large bandwidth with minimum power consumption. In a graphics
application, the short channel length of the 3D system also helps to boost the per-pin data rate.

Samsung introduced the first wide I/O memory product for mobile applications in 2011
[16]. It consists of a 512-bit I/O with a 200-MHz clock that achieves a bandwidth of 12.8GB/s. It
uses microbumps with a 20x17um’ size and 50um pitch. The power consumption is only
0.78mW/Gb/s, which is 4.5% of an LPDDR device. The memory capacity could be increased
from 1Gb to 2Gb by stacking two wide I/O DRAMs, using TSVs. TSV stacking was demon-
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Processor Memory

Figure 18.38 Wide I/O Memory System with Silicon Interposer

strated using a 75um diameter. However, the yield loss, due to the TSV process, was roughly
70%. TSV is potentially a great technology with which to increase memory capacity; Samsung
demonstrated its usage in mobile or graphics systems [16]. NEC used a separate interface device
to buffer memory transactions and eliminate the high-end interface circuits from the DRAM
devices, which are stacked on a silicon interposer [17] (see Figure 18.39). Samsung applied this
concept to PC and server memory systems [18]. Four 2-Gb DDR3 devices are stacked, using
TSVs, to make an 8-Gb 3D DDR3 system that supports four ranks. Fifty percent redundant TSVs
were used to increase the yield to >98% from 15%.

Microbump

Figure 18.39 3D Stacked Memory Interface Module with a Silicon Interposer

18.4.2 Optical Link

Electrical signaling over copper inherently suffers from serious signal-integrity issues as data
rates reach the Gb/s region. The distance of electrical signaling decreases as data rates go higher.
Compared with electrical signaling over copper, optical communication over fiber channel is
much less sensitive to distance and great for long-haul applications. Historically, the transition
from electrical links to optical links happens at a bandwidth-distance product of 100Gb/s - m
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[19]. For example, optical communication, now at 25Gb/s, has penetrated into rack-to-rack com-
munication in data centers (about 1-10 meters).

In addition to the bandwidth-distance product, which has historically been the driver
behind the transition from electrical signaling to optical signaling, currently two other important
drivers may accelerate the transition: bandwidth-density and power envelope. ITRS projects
10TB/s I/O bandwidth for multi-core chips by 2015 [20]. Assuming that the power limit for a
high-performance multi-core chip is 150W (with half of that used for I/O with 10-Gb/s signaling
and 1-mW/Gb/s power efficiency—an optimistic estimation); it requires 15K signal pins to pro-
vide a 10-TB/s bandwidth! ITRS predicts that the pin count by 2015 will be approximately 4K
for high-performance chips [20]. If we scale the per-pin bandwidth, and use high-speed signal-
ing, (for example, S0Gb/s with 10-mW/Gb/s efficiency—a very aggressive estimation), then the
I/0 power envelope limits the total bandwidth to 1TB/s.

There is no clear roadmap for electrical signaling to support high-performance processor
scaling. The wide I/O solutions discussed earlier only partially alleviate the problem, because
there is a limit to how many chips can communicate efficiently over wide I/O. In contrast, mul-
tiple optical communication channels are readily available over a single optical fiber, via dense
wavelength division multiplexing (DWDM). This provides yet another scaling dimension that is
not available in electrical signaling.

Over the past decade, the industry has addressed the problem of high-performance proces-
sor support, and many efforts were directed towards making optical links a viable solution for
short-distance communication, in terms of integration density, cost, and power-efficiency. Tradi-
tionally, optical links consist of separately packaged discrete optical components that are manu-
ally assembled for optical alignment. This has prevented optical communication from benefiting
from cost and power scaling. Recently, the integration trend that occurred in silicon technology
has started in optics. For example, Avago Micropod technology [21] integrates 12 VCSELS (or
photo-detectors) on a single die, providing 12 parallel optical links. Infinera takes this one step
further, and integrates hundreds of photonic devices on one die in their Photonic Integrated Circuit
(PIC) [22]. Silicon photonics technology takes yet another step, and integrates not only photonic
devices, but also transistors, on a single die, based on a CMOS-compatible process with minimal
changes. Luxtera [23] ships 4x10Gb/s active optical cables based on silicon photonics. Recently,
they have highlighted their 4x25Gb/s link at SC 2010 as a disruptive technology. Others firms,
such as IBM [24] and Intel [25], are also investing heavily in developing silicon photonics tech-
nology. IBM demonstrated a test chip consisting of six WDM channels, with integration density
as high as 0.08mm? —0.5mm? per transceiver, including the electronic backend and all photonic
devices except the laser source [24]. Intel demonstrated a 50Gb/s photonic link in July 2010, in
which they integrated only photonic devices (including a hybrid laser source) on one die [25].

With the ability to print photonic devices similar to transistors, silicon photonic technology
provides scalability, along with the possibility of lowering the cost of optical communication
over the years. Additionally, when photonic devices are integrated with an electronic back-end,
the power consumed by modulating photonic devices is minimized due to less parasitics.



References 491

Luxtera’s products offer ~20mW/Gb/s power efficiency at a cost of $1~$2/Gb/s [23]. By 2016,
optical links may consume as low as SmW/Gb/s power and cost as little as $0.17/Gb/s [26]. This
level of power efficiency and cost will then be comparable to current electrical signaling solu-
tions. Currently, electrical signaling offers 1 mW/Gb/s~20mW/Gb/s power efficiency, depending
on data rates, and costs ~$0.1/Gb/s for short-reach applications.

Even with these exciting developments in silicon photonics, the technology is still imma-
ture. Reliability and yield are still under investigation. The biggest upside of optical signaling,
compared to electrical signaling, is DWDM. However, a power- and cost-efficient solution for
DWDM with silicon photonics is yet to be developed. Furthermore, current manufacturing and
packaging technologies are optimized for electrical signaling. For silicon photonics to have a low
enough cost to allow them to compete with electrical signaling for short-reach applications, a
cost-effective system-level optimization has to take place. On the other hand, wide adoption
drives system-level optimization. This is a typical chicken-and-egg problem. Nevertheless, it is
evident that, in the near future, optical signaling is going to be part of the solution space for short-
reach applications that are less cost-sensitive.
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frequency
DC (zero frequency) values.
See DC (zero frequency)
values
knee frequency, 78
maximum frequency range
for S-parameter time-
domain models, 78-83
full circuit driver modeling, 307
full-circuit transmitters, 18
full-wave field solvers, 50-52,
53-54
future of signal-integrity
analysis, 7-8
future signaling systems
bandwidth requirements,
486-488
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wide I/0, 488-489

G-H

gate oxide reliability, 33

Gaussian jitter distribution,
39, 247

generalized 2-port network
parameters, 66, 68-69

generalized dispersion
relations, 91

generalized Hibert
transformation (GHT), 91

generalized vector signaling,
346-349

generator circuit (substrate
noise), 392-393

GHT (generalized Hilbert
transformation), 91

ground nodes, merging with
power nodes, 313-317

guard rings, 386-387

HCM (high-common mode)
driver, 17

high-common mode (HCM)
driver, 17

high-frequency deterministic
jitter, 247
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high-frequency substrate
modeling, 387-390
high-frequency switching noise,
296-298
high-performance differential
memory system. See XDR
memory channel
high-speed memory controller
PHY
jitter sensitivity in, 375
PS1J (power supply noise-
induced jitter) prediction in,
375-376
high-speed SerDes system,
supply noise in, 372-375
high-speed wireline equalization,
future of, 448-449
Hilbert transformation, 89-90.
See also GHT (generalized
Hilbert transformation)
histograms, 36
history of signal-integrity
engineering, 7-8
1990-2000, 5-6
2000-present, 6
pre-1990, 4
hold times (receivers), 18
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simulated near-end crosstalk,
111-112
W-element, 116
hybrid DBI-SS implementations,
344-346
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IBIS Advanced Technology
Modeling (ATM) standards
committee, 198
IBM silicon photonics, 490
IIR (infinite impulse response)
filters, 427
impedance
impedance profiles
coupled power noise,
333-334
self-generated power
noise, 332-333

N-port network parameters,
66-65
of power distribution
network, 291-292
independent clock jitter models,
258-259
inductance matrix, 108
inductance, partial inductance
model, 327-329
Infinera, 490
infinite impulse response (IIR)
filters, 427
input sensitivity (receivers), 18
input voltage offset
(receivers), 18
Intel silicon photonics, 490
interaction
of factors, 170-171
between signals, 305-307
interconnects
distributed transmission line
model, 22-23
explained, 21-22
lumped equivalent circuit
model, 23
interpolation, causality-enforced,
96
Inter-Symbol Interference. See
ISI (Inter-Symbol Interference)
intra-pair skew, 62
I/0 power
reducing with NGS (Near
Ground Signaling), 483-485
wide I/0, 488-489
IR drop, 295-297
ISI (Inter-Symbol Interference),
29-30, 198, 206, 425
formulation periodic jitter
with ISI interaction,
219-221
intersymbol interference
modeling, 206
ISI PDF calculation, 206-208
transmitter DCD (duty-cycle
distortion) modeling,
208-211
isolation, crosstalk, 61
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J
JIF (jitter impulse function), 259,
273-277
jitter
amplification, 273-277
autocorrelation, 35
BUJ (bounded uncorrelated
jitter), 37-39
CDF (cumulative-density
functions), 36
clock models
asymmetric clocking
scheme for moderate
performance I/O
interfaces, 265-267
CDR circuitry modeling,
268-273
CDR-based serial links,
260-261
clock-forwarding scheme
for parallel bus
interfaces, 263-266
explained, 257-258
independent and common
clock jitter models,
258-259
PCle channels with
common clock source,
262-264
comparison of jitter modeling
methods, 246-248
cycle-to-cycle jitter, 34
DDJ (data-dependent jitter),
37-39
definition of, 33
device jitter simulation
validation, 218-219
DJ (deterministic jitter),
37-39
EVN (equivalent voltage
noise) jitter modeling
method, 247
explained, 33
Gaussian transmitter jitter,
247
high-frequency deterministic
jitter, 247
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histograms, 36
JIF (jitter impulse function),
259, 273-277
low-frequency jitter, 247
output timing jitter, 17-18
PDF (probability density
function), 36-37
periodic jitter modeling
explained, 218-219
formulation periodic jitter
with ISI interaction,
219-221
numerical examples,
221-225
phase noise, 35-36
PSD (power spectrum
density), 35
PSIJ (power supply noise-
induced jitter), 218,
359-360
case studies, 372-376
importance of, 360-361
jitter sensitivity extraction,
366-370
modeling methodology,
361-364
sensitivity measurement,
420-421
supply noise-induced jitter
prediction, 370-371
supply noise simulation,
364-366
receiver jitter modeling,
215-217
RJ (random jitter), 39
Rx sampling jitter modeling
method, 247
sequence, 33-35
SNIJ (substrate noise-induced
jitter) measurement,
398-400
spectrum, 33-35
substrate noise-induced jitter
case study, 393-400
explained, 380-382
high-frequency substrate
modeling, 387-390
impact of, 379-380

low- to medium-frequency
substrate modeling,
382-387
monitor circuit, 392
noise generator circuit,
392-393
operating modes of silicon
substrate, 382-383
property and measurement
requirements, 391-392
SCM model validation
example, 388-391
transmitter jitter modeling,
211-217
jitter impulse function (JIF), 259,
273-277
Johnson, H. W., 2
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knee frequency, 78
Kramers-Kronig dispersion
relations, 89-90
Lagrange interpolation
polynomial, 91
Laplace equation, 53, 134
LCM (low-common mode)
driver, 17
leakage loss, 26
least mean squares (LMS)
algorithm, 434-435
Li,M.P, 33
line voltage and current network
parameters, 69-71
linear models
linear regression models, 176
piecewise linear models, 177
linear regression models, 176
linear time invariant, 30, 362
link BER (bit error rate)
simulation, 215-217
BER eye diagrams,
407-408, 412
CDR circuitry modeling
explained, 268-269
statistical model, 269-270
validation of, 270-273
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clock models
asymmetric clocking
scheme for moderate
performance I/0
interfaces, 265-267
CDR-based serial links,
260-261
clock-forwarding scheme
for parallel bus
interfaces, 263-266
explained, 257-258
independent and common
clock jitter models,
258-259
jitter amplification,
273-277
passive channel JIF,
273-277
PCle channels with
common clock source,
262-264
device jitter simulation
validation, 218-219
explained, 197-198
historical background, 198
intersymbol interference
modeling, 206
ISI PDF calculation,
206-208
transmitter DCD (duty-
cycle distortion)
modeling, 208-211
limitations of, 229
periodic jitter modeling
explained, 218-219
formulation periodic jitter
with ISI interaction,
219-221
numerical examples,
221-225
receiver jitter modeling,
215-216
statistical link BER modeling
framework
equivalent voltage noise
model, 203-204
mathematical formulation,
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overall statistical link
simulation flow, 204-205
transmitter jitter modeling,
211-217
link measurement. See on-chip
link measurement
link performance modeling and
analysis (Mobile XDR),
474-476
link topology (DDR3), 479
LMS (least mean squares)
algorithm, 434-435
loss (attenuation), 25-28
conductor loss, 27-28
dielectric loss, 26-27
leakage loss, 26
radiation loss, 26
low power differential memory
system. See Mobile XDR
memory system
low- to medium-frequency
substrate modeling, 382-387
low-common mode (LCM)
driver, 17
low-frequency AC noise,
294-295
low-frequency jitter, 247
LPDDR?2, compared to Mobile
XDR, 470-473
lumped equivalent circuit
model, 23
Luxtera, 490

M
main effect, 173-175
main memory systems
DDR3, 478-480
DPP (Dynamic Point-to-
Point) signaling technology,
485-486
FlexClocking architecture,
482-483
FlexPhase technology,
480-482
NGS (Near Ground
Signaling), 483-485

trends and future
requirements of, 476-480
manufacturing variation
modeling
explained, 167-168
Monte-Carlo method
advantages/disadvantages,
168
backplane channel
modeling example,
62-63
simulation time, 177
Taguchi method
ANOVA (analysis of
variance), 177-178
backplane link modeling
example, 186-192
common three-level OAs
(orthogonal arrays), 172
DDR DRAM
command/address
channel example,
179-185
explained, 168-169
interaction of factors,
170-171
linear regression models,
176
OA (orthogonal array)
notations, 171
OA (orthogonal array)
properties, 169-170
piecewise linear models,
177
sensitivity analysis,
173-175
worst and best case
estimations, 173-176
margin impact of supply noise,
calculating, 289-290
margin loss, PSIM (power supply
noise-induced margin
loss), 422
Markov chain model, 261,
269-270
maximum frequency range for
S-parameter time-domain
models, 78-83
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Maxwell equations, 53
Maxwellian capacitance, 107
MCP (multi-chip packaging),
488
measurements
modeling transmission lines
from, 121-137
converting S-parameter to
transmission line
parameters, 121-123
DC characterization of
transmission line
parameters, 132-137
de-embedding
measurement parasitic,
123-124
examples, 125-128
impact of DC values in
transmission line
models, 125-132
noise measurements and
correlation, 334-336
on-chip link measurement
BER eye diagrams,
407-408, 412
importance of, 405-407
link performance
measurement and
correlation, 411-412
modeling impact of power
supply noise, 422
PDN measurement
technique, 419-420
PS1J sensitivity
measurement, 420-421
schmoo plots, 407-408
signal waveforms,
capturing, 408-411
on-chip supply noise
measurement
importance of, 412-413
noise generator circuit,
415
noise monitoring circuit,
413-414
supply noise measurement
techniques, 415-418
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on-chip wire model
correlation with, 139-142
of substrate noise, 391-392
medium-frequency AC noise,
299-300
medium-frequency substrate
modeling, 382-387
memory capacity, increasing
with DPP (Dynamic Point-to-
Point) technology, 485-486
MER (multiple-edge response),
233-236, 249-250
merging
common power and ground
nodes, 313-317
common SSN aggressor lines,
317-321
mesochronous clocking, 24
Method of Moments (MoM), 54
minBER algorithm, 438-441
mixed-mode network
parameters, converting to,
72-75
Mobile XDR memory system,
465-467. See also XDR
memory channel
asymmetric clocking
architecure with fast pause
option, 468
compared to LPDDR2,
470-473
link performance modeling
and analysis, 474-476
low power modes and
transitions, 469
multiple data rate support,
216-218
VLSD (very low swing
differential) signaling, 468
mode discontinuities, 110-112
mode propagation (forward
crosstalk), 112-115
MoM (Method of Moments), 54
monitor circuit (substrate
noise), 392
Monte-Carlo method, 63, 168
advantages/disadvantages,
168

backplane link modeling
example, 62-63
simulation time, 177
Moore’s Law, 1
multi-chip packaging (MCP),
488
multidrop topology, 14-15
multiple data rate support
(Mobile XDR), 216-218
multiple-edge response (MER),
233-236, 249-250

N
Near Ground Signaling (NGS),
483-485
near-end crosstalk (NEXT),
28-29
in backplane channels, 59-61
explained, 109
network parameters
causality conditions, 89-90
causality-enforced
interpolation, 96
discretization error bound,
94-95
generalized dispersion
relations, 91
lossless couple
transmission line
example, 95-100
truncation error bound,
92-93
conversion between line and
wave parameters, 71-73
conversion to mixed-mode
parameters, 72-75
generalized 2-port network
parameters, 66, 68-69
line voltage and current
network parameters, 69-70
line voltage and current wave
network parameters, 70-71
N-port network parameters,
66-65
passivity conditions, 85
for S-parameter, 85-87
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for Z- and Y- parameters,
87-88
S-parameter time-domain
models, 77
accuracy, 77-78
accurate DC modeling,
83-85
maximum frequency
range, 78-83
NEXT (near-end crosstalk),
28-29
in backplane channels, 59-61
explained, 109
NGS (Near Ground Signaling),
483-485
noise excitation currents,
292-293
noise generator circuit, 415
noise monitoring circuit,
413-414
noise shaping with DBI (data bus
inversion), 341-343
noise sources
attenuation (loss), 25-28
conductor loss, 27-28
dielectric loss, 26-27
leakage loss, 26
radiation loss, 26
crosstalk. See crosstalk
explained, 24-25
Inter-Symbol Interference
(ISI). See ISI (Inter-Symbol
Interference)
power supply noise. See
power supply noise
pre-driver and output driver
noise, 344-346
random versus deterministic,
25
reflections and resonances, 29
self-induced noise, 24
SSN (simultaneous switching
noise). See SSN
(simultaneous switching
noise)
substrate noise, 392
case study, 393-400
explained, 380-382
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high-frequency substrate
modeling, 387-390
impact of, 379-380

low- to medium-frequency

substrate modeling,
382-387
monitor circuit, 392
noise generator circuit,
392-393

operating modes of silicon

substrate, 382-383

property and measurement

requirements, 391-392
SCM model validation
example, 388-391
noise target values, assigning to
budget components, 289
non-return-to-zero (NRZ)
signaling, 427
notations (OA), 171
N-over-N voltage-mode
differential driver, 468
N-port network parameters,
66-65
NRZ (non-return-to-zero)
signaling, 427

o

OAs (orthogonal arrays)
common three-level OAs
(orthogonal arrays), 172
explained, 169
notations, 171
properties, 169-170
table of, 193-195
Octal Data Rate (ODR), 457
ODR (Octal Data Rate), 457
off-chip termination, 21
Ohm’s Law, 291
OIF (Optical Internetworking
Forum), 6
on-chip IR drop, 295-297
on-chip link measurement
BER eye diagrams, 407-408,
412
importance of, 405-407

link performance
measurement and
correlation, 411-412
modeling impact of power
supply noise, 422
on-chip supply noise
measurement
importance of, 412-413
noise generator circuit,
415
noise monitoring circuit,
413-414
supply noise measurement
techniques, 415-418
PDN measurement technique,
419-420
PS1J sensitivity measurement,
420-421
schmoo plots, 407-408
signal waveforms, capturing,
408-411
on-chip PDN modeling, 325-326
on-chip regulators, 8
on-chip supply noise
measurement, 31-33
importance of, 412-413
noise generator circuit, 415
noise monitoring circuit,
413-414
supply noise measurement
techniques, 415-418
on-chip termination, 21
on-chip wire modeling, 136-137
challenges of, 137-138
efficient model representation
for on-chip wires, 138-139
model correlation with
measurements, 139-142
operating modes of silicon
substrate, 382-383
Optical Internetworking Forum
(OIF), 6
optical link, 489-491
orthogonal arrays. See OAs
(orthogonal arrays)
orthogonality, 169
output driver noise, reducing
with DBI-SS, 344-346
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output impedance, 15-16
output timing jitter, 17-18
oxide reliability, 33
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PAC (periodic AC), 369

package modeling, 308

package/chip resonance, 286

Package-on-Package (PoP), 308

parallel bus interfaces, clock
forwarding scheme for,
263-266

parallel termination, 20

partial inductance model,
327-329

partial response DFE (PrDFE),
426, 431-433

passive channel JIF, 273-277

passive-channel modeling

backplane channel modeling
example, 54-55

back drilling, 59-60
crosstalk, 59-61
data-rate limitations from
Tx and Rx blocks, 55-56
flip-chip packages, 55
intra-pair skew, 62
manufacturing variations,
62-63
through-via reflections,
56-57
via stub reflections, 57-60
challenges of, 43-44
channel design methodology,
44-49
Rambus channel design
methodology, 44-47
top-down channel design
methodology, 45
XDR channel design
methodology, 47-49
channel modeling
methodology, 49-52
electromagnetic field solvers,
52-54
explained, 6, 21-22
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network parameters. See
network parameters
transmission lines, 103
comparison of on-chip,
package, and PCB
traces, 142-144
crosstalk. See crosstalk
modeling from
measurements, 121-137
on-chip wire modeling,
136-142
quasi-static
approximation, 106
RLGC matrix properties,
106-108
telegrapher’s equations,
103-105
time-domain simulation,
115-121
passivity conditions, 85
for S-parameter, 85-87
for Z- and Y- parameters,
87-88
PCB trace modeling, 186-189
PCle channels with common
clock source, 262-264
PDF (probability density
function), 36-37
PDN (power distribution
network)
and bypass capacitors, 30-31
design goals and supply
budget, 282-283
elements of, 284
impedance of, 291-292
measurement techniques,
419-420
on-chip PDN modeling,
325-326
peak distortion analysis, 248
DER (double-edge response)
method, 249-250
MER (multiple-edge
response) method, 249-250
numerical examples, 251-252
SBR (single-bit response)
method, 248
worse-case eye, 251

periodic AC (PAC), 369
periodic jitter modeling
explained, 218-219
formulation periodic jitter
with ISI interaction,
219-221
numerical examples, 221-225
periodic steady state (PSS), 369
phase noise, 35-36
phased-locked loop (PLL),
31-32,293
Photonic Integrated Circuit
(PIC), 490
PI co-simulation. See SI and PI
co-simulation
PIC (Photonic Integrated
Circuit), 490
piecewise linear models, 177
PlayStation 3, 6, 464-466
plesiochronous clocking, 24
PLL (phased-locked loop),
31-32,293
PMF (probability mass
function), 202
POD (Pseudo Open Drain), 303,
323-324
point-to-point topology, 14-15
Poisson equation, 53
PoP (Package-on-Package), 308
power distribution network. See
PDN (power distribution
network)
power integrity engineering
explained, 281-282
on-chip link measurement
PDN measurement
technique, 419-420
PS1J sensitivity
measurement, 420-421
on-chip supply noise
measurement
importance of, 412-413
noise generator circuit,
415
noise monitoring circuit,
413-414
supply noise measurement
techniques, 415-418
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PDN (power distribution
network)
design goals and supply
budget, 282-283
elements of, 284
power supply budget
components, 283-286
deriving, 287-290
example, 287
flowchart, 288
PS1J (power supply noise-
induced jitter). See PSIJ
(power supply noise-
induced jitter)
PSIM (power supply noise-
induced margin loss), 422
supply-noise analysis,
290-291
circuit noise sensitivity,
293-294
DC drop and low-
frequency AC noise,
294-295
high-frequency switching
noise, 296-298
impedance of power
distribution network,
291-292
medium-frequency AC
noise, 299-300
noise excitation currents,
292-293
on-chip IR drop, 295-297
verification, 294
power nodes, merging with
ground nodes, 313-317
power optimized link, 6
power plane model, 328-330
power spectrum density
(PSD), 35
power supply budget
components, 283-286
deriving, 287-290
assigning noise target
values to budget
components, 289
calculating margin impact
of supply noise, 289-290
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calculating supply range
for circuit operation, 289
dividing supply-noise
range into noise
components, 288-289
example, 287
flowchart, 288
power supply noise, 30-33,
281-282
coupled power noise and
worst-case switching
pattern, 333-334
modeling impact of, 422
noise measurements and
correlation, 334-336
and on-chip circuitry, 31-33
on-chip link measurement,
419-420
on-chip supply noise
measurement
importance of, 412-413
noise generator circuit,
415
noise monitoring circuit,
413-414
supply noise measurement
techniques, 415-418
PDN (power distribution
network)
and bypass capacitors,
30-31
design goals and supply
budget, 282-283
elements of, 284
power supply budget
components, 283-286
deriving, 287-290
example, 287
flowchart, 288
PS1J (power supply noise-
induced jitter), 359-360
case studies, 372-376
importance of, 360-361
jitter sensitivity extraction,
366-370
modeling methodology,
361-364

supply noise-induced jitter
prediction, 370-371
supply noise simulation,
364-366
PSIM (power supply noise-
induced margin loss), 422
self-generated power noise
and worst-case switching
pattern, 330-331
supply-noise analysis,
290-291
circuit noise sensitivity,
293-294
DC drop and low-
frequency AC noise,
294-295
high-frequency switching
noise, 296-298
impedance of power
distribution network,
291-292
medium-frequency AC
noise, 299-300
noise excitation currents,
292-293
on-chip IR drop, 295-297
verification, 294
power supply noise-induced
jitter. See PS1J (power supply
noise-induced jitter)
power supply noise-induced
margin loss (PSIM), 422
power wall, 487
power waves, 68
PrDFE (partial response DFE),
426, 431-433
pre-driver noise, reducing with
DBI-SS, 344-346
probability density function
(PDF), 36-37
probability mass function
(PMF), 202
process-scaling wall, 487-488
properties
of OAs (orthogonal arrays),
169-170
of RLGC matrices, 106-108
of substrate noise, 391-392
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PSD (power spectrum density),
35
pseudo differential signaling. See
vector signaling
Pseudo Open Drain (POD), 303,
323-324
PSIJ (power supply noise-
induced jitter), 218, 359-360
case studies
jitter sensitivity in high-
speed memory controller
PHY, 375
PSIJ prediction in high-
speed memory controller
PHY, 375-376
supply noise in high-speed
SerDes system, 372-375
importance of, 360-361
jitter sensitivity extraction,
366-370
modeling methodology,
361-364
sensitivity measurement,
420-421
supply noise-induced jitter
prediction, 370-371
supply noise simulation,
364-366
PSIM (power supply noise-
induced margin loss), 422
PSS (periodic steady state), 369
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quasi-static approximation, 106

quasi-static field solvers, 50-52,
53-54

QuickCap, 138

radiation loss, 26

Rambus channel design
methodology, 44-47

Rambus Mobile XDR memory
system. See Mobile XDR
memory system

Rambus XDR memory channel.
See XDR memory channel

random jitter (RJ), 39

random noise sources, 25
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RC network termination, 20
receive linear equalization,
428-430
receiver deadband, 18
receivers
explained, 18-19
jitter modeling, 215-217
PrDFE (partial-response
DFE) receivers, 426
simplified receiver design
with lower number of
samplers, 351
Tx/Rx capacitive loading,
55-56
recursive convolution in time-
domain simulation of
transmission lines, 119-121
reduced-slicer partial-response
DFE (RS-PrDFE), 427-448
reflection, 29
backward crosstalk, 110-112
through-via reflections, 56-57
via stub reflections, 57-60
resonances, 29
RJ (random jitter), 39
RLGC matrices
properties, 106-108
RJGC models with different
DC resistances, 131
RLGC model of
S-parameters, 50-52
RS-PrDFE (reduced-slicer
partial-response DFE), 427-448
Runge’s phenomenon, 91
Rx. See receivers
Rx sampling jitter modeling
method, 247

S
sampling-scope mode, 415
SBR (single-bit response), 29
calculating ISI PDF based on,
206-208
explained, 426-427
fast time-domain channel
simulation, 231-229

peak distortion analysis, 248
scattering parameters, 50-52
schmoo plots, 407-408
SCM model validation example,
388-391
self-generated power noise and
worst-case switching pattern,
330-331
self-induced noise, 24
sensitivity
circuit noise sensitivity,
293-294

jitter sensitivity extraction,
366-370

jitter sensitivity in high-speed
memory controller PHY,
375

PSIJ sensitivity measurement,
420-421

sensitivity analysis, 173-175
sequence (jitter), 33-35
SerDes system

signal waveforms, capturing,

408-411

supply noise in, 372-375
series termination, 19
set-up times (receivers), 18
SI and PI co-simulation

explained, 310-311

flow, 310

merging common power and

ground nodes, 313-317
merging common SSN
aggressor lines, 317-321
reducing complexity of driver
model, 311-313
signal conditioning
equalization
ADC-based receive
equalization, 445-448
CDR and equalization
adaptation interaction,
442-445
future of high-speed
wireline equalization,
448-449
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equalization adaptation
algorithms
approaches for setting
equalizer coefficients,
433
LMS (least mean squares)
algorithm, 434-435
minBER algorithm,
438-441
zero-forcing SS-LMS
algorithm, 435-438
equalization techniques
decision-feedback
equalization, 430-433
receive linear
equalization, 428-430
transmitter equalization,
427-428
need for, 425-426
SBR (single-bit response),
426-427
signal current flow
POD (Pseudo Open Drain)
signal current flow, 323-324
SSTL (Stub-Series
Terminated Logic) signal
current flow, 322-323
signal net simulation, 328-330
signal waveforms, capturing,
408-411
signaling
definition of, 13-14
system overview, 14
topologies, 14-15
transmitters
definition of, 14
differential transmitters,
15-16
output impedance, 15-16
output timing jitter, 17-18
single-ended signaling,
15-16
voltage-mode versus
current mode, 16-17
signaling analysis
3D integration, 8
overview, 6
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signaling basics
clocking, 24
interconnects
distributed transmission
line model, 22-23
explained, 21-22
lumped equivalent circuit
model, 23
jitter
autocorrelation, 35
BUJ (bounded
uncorrelated jitter),
37-39
CDF (cumulative-density
functions), 36
cycle-to-cycle jitter, 34
DDJ (data-dependent
jitter), 37-39
definition of, 33
DJ (deterministic jitter),
37-39
explained, 33
histograms, 36
PDF (probability density
function), 36-37
phase noise, 35-36
PSD (power spectrum
density), 35
RJ (random jitter), 39
sequence, 33-35
spectrum, 33-35
noise sources
attenuation (loss), 25-28
crosstalk, 28-29
explained, 24-25
Inter-Symbol Interference
(ISI), 29-30
power supply noise, 30-33
random versus
deterministic, 25
reflections and
resonances, 29
self-induced noise, 24
passive-channel modeling.
See passive-channel
modeling
receivers, 18-19
terminators

Diode network
termination, 21
explained, 19-21
on-chip versus off-chip
termination, 21
parallel termination, 20
RC network termination,
20
series termination, 19
single versus double
termination, 21
Thevenin network
termination, 20
transmitters
behavior-driver models,
18
full-circuit transmitters,
18
signal-integrity engineering
analysis trends, 4
1990-2000, 5-6
2000-present, 6
future of, 7-8
pre-1990, 4
design challenges, 2-3, 8-9
signals, interaction between,
305-307
Sign-Sign-LMS (SS-LMS),
435-438
silicon interposers, 488-489
silicon photonics, 449, 490-491
silicon substrate operating
modes, 382-383. See also
substrate noise
simplified equivalent circuit
models, 313-317
simultaneous switching noise.
See SSN (simultaneous
switching noise)
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single-bit response (SBR), 29
calculating ISI PDF based on,
206-208
explained, 426-427
fast time-domain channel
simulation, 231-229
peak distortion analysis, 248
single-ended signaling, 15-16
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skew, intra-pair, 62
skin effect mode, 382
slow-wave mode, 382
SNIJ (substrate noise-induced
jitter) measurement, 398-400
Sony PlayStation 3, 6, 464-466
source excitation and simulation,
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S-parameters, 50-52
conversion between line and
wave parameters, 71-73
conversion between S- and
T-parameters, 70-71
conversion between S- and
Z-parameters, 65
converting to transmission
line parameters, 121-123
correlation for differential
clock, 142
correlation for single-ended
clocl, 141
mixed-mode parameters, 72
N-port network parameters,
66-65
passivity conditions, 85-87
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