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Preface

At the dawn of its fifth decade, the semiconductor industry continues to grow
at an amazing pace. High-speed and low-power integrated circuits (IC) are
used in an ever expanding plethora of applications, permeating every aspect
of human life. A critical part of this technology is high-quality circuit design.

Circuit simulation is an essential tool in designing integrated circuits. The
accuracy of circuit simulation depends on the accuracy of the model of the
transistors. Reduction in transistor size continually complicates the device
physics and makes device modeling more challenging and sophisticated.
Recently, BSIM3v3 (BSIM for Berkeley Short-channel IGFET Model) was
selected as the first MOSFET model for standardization by the Compact
Model Council, consisting of many leading companies in the semiconductor
industry such as Advanced Micro Devices, Analog Devices, Avant!, BTA
Technology, Cadence design Systems, Compaq, Conexant Systems (formerly
Rockwell Semicondutor Systems), Hewlett Packard, Hitachi, IBM, Intel,
Lucent Technologies, Mentor Graphics, Motorola, NEC, Philips, Siemens,
Texas Instruments, and TSMC. This is a historic milestone in device modeling
for circuit design.

As two of the principal developers of BSIM3v3, the authors have received
hundreds of comments and questions from device engineers and circuit
designers. They revealed to us the areas and the points that require explana-
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tions and clarifications. We realized the need for a reference book on BSIM3
that takes the readers from device physics through model equations to appli-
cations in circuit design.

This book explains the important physical effects in MOSFETs, and presents
the derivations of the model expressions. The purpose is to help the model
users understand the concepts and physical meanings of the model equations
and parameters. The book emphasizes the BSIM3 compact model for use in
digital, analog and RF circuit design. It covers the complete set of models,
i.e., I-V model, capacitance model, noise model, parasitic diode model, sub-
strate current model, temperature effect model and non-quasi-static model.
The book also addresses model implementation and new applications such as
technology prediction using BSIM3. As a special feature of this book, many
helpful hints based on our personal knowledge and experience are presented
at the end of chapters 3 through 12 to help readers understand and use the
models correctly and effectively.

This book is a summary of the contributions from many former and current
colleagues and students. One of us (CH) had the distinct pleasure of collabo-
rating with Prof. Ping K. Ko, Hong Kong University of Science and Technol-
ogy (formerly with University of California, Berkeley) on the development of
BSIM1, BSIM2, and BSIM3, and MOSFET physics research over a period of
15 years. His contributions to BSIM3 are countless. Dr. Jianhui Huang is one
of the principal developers of the first version of BSIM3. It is a pleasure to
acknowledge the following contributors to the development of BSIM3v3:
Mansun Chan, Zhihong Liu, Minchie Jeng, Kelvin Hui, Weidong Liu, Xia-
odong Jin, Jeff Ou, Kai Chen, James Chen, Ya-chin King, and Michael Ors-
hansky.

We would like to acknowledge many colleagues in the Compact Model Coun-
cil, Britt Brooks, Bhaskar Gadepally, Keith Green, Tom Vrotsos, Colin
McAndrew, David Newmark, Marc McSwain, Pratheep Balasingam, Bob
Daniel, Mishel Matloubian, Sally Liu, Shiuh-Wuu Lee, Chris Lyons, Joseph
Watts and many more for their valuable inputs and comments that have been
incorporated in BSIM3 and, indirectly, into this book.

We thank Prof. Michael Shur of Rensselaer Polytechnic Institute, Prof. Tor A.
Fjeldly of Norwegian University of Science and Technology, and Dr. Mishel
Matloubian of Conexant Systems, for reviewing the manuscript and giving
helpful comments. We also thank Dennis Sylvester for technical editing, Jeff
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Ou, Weidong Liu, Xiaodong Jin, Sandeep D’souza, Michael Orshansky, Mark
Cao, and Pin Su for reading and commenting on individual chapters. Finally
we would like to give our thanks to our families for their patience, support and
help that made this book possible.

Yuhua Cheng
Conexant Systems, Inc.
Newport Beach, CA

Chenming Hu
University of California
Berkeley, CA
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CHAPTER 1 Introduction

This chapter presents a brief review of the history and recent developments of
MOSFET compact modeling for circuit simulation. We first survey the scene
of open MOSFET compact models. Then we discuss the trends of compact
model development.

1.1 Compact MOSFET Modeling for Circuit
Simulation

During the 1970's, MOS technology emerged as the major driving force for
VLSI [1.1]. At the same time, circuit simulators, principally SPICE, appeared
as tools for circuit design. The development of SPICE started at the Univer-
sity of California at Berkeley in the late 1960s, and continued into the 90’s
[1.2].Today, commercial SPICE simulators such as HSPICE (Avant!), SPEC-
TRE (Cadence), ELDO (Mentor Graphics), SSPICE (Silvaco), PSPICE
(MicroSim) are widely used for circuit simulation. In addition, many semi-
conductor companies use their proprietary circuit simulators. There is also a
class of fast circuit simulators such as Starsim (Avant!) and Timemill (Synop-
sis) that can achieve much faster simulation speeds than SPICE. In order to
use these simulators, device models are needed to describe the device behav-
iors in the circuits. In other words, device models are the link between the
physical world (technology, manufacturing, ...) and the design world (device
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level simulation, timing simulator model, macro model, synthesis, ...) of the
semiconductor industry. In the development of modern MOS technology,
many new processing techniques have been introduced into IC fabrication,
and the channel length of MOSFETs has been scaled down to the 0.1µm
range. The increasing level of complexity of the device structure and the
appearance of new physical mechanisms that govern the characteristics of
advanced devices have increased the difficulty of device modeling.

Today, circuit simulators are employed to optimize circuit performance, and
verify timing and functionality of circuits.The accuracy of SPICE simulation
is mainly determined by the accuracy of the device models since the simula-
tion algorithms and convergence techniques in circuit simulators have become
mature [1.3, 1.4]. As a result, there is a strong need for accurate device models
to predict circuit performance. In addition to accuracy, it is desirable for a
compact model to have some predictive capability. For example, a device
model should ideally predict the effect of device size fluctuations and technol-
ogy modifications so that it can be used by the circuit designers to study the
statistical behavior of the circuits, and to explore circuit design for a modified
or more advanced technology.

There are three categories of device models, (1) numerical models, (2) table
lookup models, and (3) analytical (or compact) models.

Two or three dimensional numerical models use device geometry, doping pro-
files, and carrier transport equations, which are solved numerically, to get the
device electrical characteristics [1.5, 1.6, 1.7]. Since these numerical models
are computationally intensive they are not used for simulation of large cir-
cuits. Instead, numerical models may be used, for example, to explore the
effects of a new transistor structure on the speed of a small ring oscillator.
Table look-up models present the measured device current and capacitance as
functions of bias voltages and device sizes in a tabular form for access by the
circuit simulators [1.8]. There are many advantages to generate the data tables
from analytical models rather than directly from the measured data. Table
look-up models are used in the fast circuit simulators. Numerical models and
pure table look-up models are far less popular for circuit simulation than the
compact model and are not the subject of this book.

Analytical or compact models are based on device physics. However, some
analytical models have such a poor grounding in device physics that they are
not much more than empirical curve fitting equations. This type of empirical
model [1.9] is no longer popular. The compact model equations are necessar-
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ily long and complex in order to describe the device characteristics accurately
in all the operation regimes [1.l0-1.25]. Fitting parameters are introduced to
improve the accuracy of the model. Most of the models used in today’s simu-
lators are examples of such physical compact models.

Very sophisticated models such as the Pao-Sah model have been available to
explain the device characteristics for a long time [1.26, 1.27]. These models
were too complicated, i.e. too time consuming for circuit simulation and they
require iteration or integration and are only semi-analytical models. These
models played an important role in describing the physics of MOSFETs but
were not intended nor suitable for use in circuit simulators. Simpler models
have also been developed to clarify the device physics [1.28]. The explicit
development of MOSFET compact models for circuit simulation started with
the appearance of circuit simulators in the 1970’s. Since then, more than 100
MOSFET models, including, MOS 1 [1.10], MOS 2 [1.11], MOS 3 [1.12],
MOS9 [1.20], PCIM [1.18], EKV [1.21], Level 28 [1.29], ISIM [1.19],
BSIM1 [1.13], BSIM2 [1.14], and BSIM3 [1.15, 1.16, 1.17] have been
reported. Many of these models have been implemented in various circuit
simulators but only a small number are used widely [1.29, 1.30, 1.31]. Some
of these are closed (meaning the model equations are known only to the
owner of the model) and proprietary (meaning the access to the model is con-
trolled) models, such as Level 28 in HSPICE [1.29]. Implemented in nearly
all circuit simulators, MOS 1, MOS 2, MOS 3, BSIM1, BSIM2, and BSIM3
are examples of open MOSFET models in the sense that the model equations
are public knowledge and free licenses of the source code are provided to all
users [1.10-1.17]. Some of these models can be downloaded from world-
wide-web sites freely, such as BSIM3v3 [1.32]. We now give a brief review of
some of these public compact models.

MOS 1 is a very simple MOSFET model based on device physics appropriate
for long-channel and uniform-doping devices used two decades ago [1.l0].
Because the model equations are simple and easy for circuit designers to
understand, MOS 1 is still used occasionally for hand calculation and prelimi-
nary circuit simulation.

MOS 2 includes more device physics than MOS 1 [1.11]. However, it is still
not accurate for devices with submicron geometries.

MOS 3 introduced many empirical parameters to model short channel effects
[1.12]. However, the accuracy and scalability (the ability to model devices
over a wide range of channel length and width using one set of model param-
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at the time these models were developed.

eters) of the model is not entirely satisfactory to the circuit designers. The
short channel and narrow width effects are not modeled accurately in the
MOS 1, 2, and 3 models and high field effects are not considered properly
because of the limited understanding of the physics of short channel devices

meaning.

BSIM1 (Berkeley Short Channel IGFET Model 1) was developed for 1µm
MOSFET technology [1.13]. It incorporated some improved understanding of
the short channel effects, and worked well for devices with channel length of
1 µm and above. However, it also introduced several fitting parameters for
each model parameter just to enhance the model scalability. Even then, the
model scaleability was not totally satisfactory. Also, circuit designers did not
like the use of the many fitting parameters which did not have any physical

BSIM2 improved upon the BSIM1 model in several aspects such as model
continuity, output conductance, and subthreshold current [1.14]. However, the
model still cannot use one set of parameters for a wide range of device sizes.
Users typically need to generate a few or many sets of model parameters (pro-
cess files), each covering a limited range of device geometries in order to
obtain good accuracy over the full range of device sizes. This makes the
parameter extraction difficult. Also it is difficult to use these parameters to
perform statistical modeling or extrapolation of the model parameters from
the present technology to a future one.

To address these issues, BSIM3 was developed from a coherent quasi-two-
dimensional analysis of the MOSFET. The device theory has been developed
over a number of years [1.15, 1.17]. The model explicitly takes into account
the effects of many device size and process variables for good model scalabil-
ity and predictability. The short channel and narrow width effects as well as
high-field effects are well modeled.

The first version of BSIM3 was released in 1994 [1.15]. BSIM3v2 (BSIM3
version 2) has been implemented in many circuit simulators [1.29, 1.30, 1.31].
BSIM3v2 has better model accuracy and scalability than the previous BSIM
models but still suffers from discontinuity problems such as negative conduc-
tance and glitches in the gm/Id vs. V g plot at the boundary between weak
inversion and strong inversion. In the mean time, the need for a good open
MOSFET model had been widely recognized by the semiconductor compa-
nies.
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Model Mini- Mini- Model Id  Accuracy Id Accuracy Small sig- Scalability
mum L mum Continu- in Strong in  Subthresh- nal parame-

(um) Tox (nm) ity Inversion old ter

MOS1 5 50 POOR POOR NOT MOD- POOR POOR
ELED

MOS2 2 25 POOR POOR POOR POOR FAIR

MOS3 1 20 POOR FAIR POOR POOR POOR

BSIM1 0.8 15 FAIR GOOD FAIR POOR FAIR
BSIM2 0.35 7.5 FAIR GOOD GOOD FAIR FAIR

BSIM3v2 0.25 5 FAIR GOOD GOOD GOOD GOOD

BSIM3v3 0.15 4 GOOD GOOD GOOD GOOD GOOD

To eliminate all the kinks and glitches in BSIM3v2, BSIM3v3 (BSIM3 ver-
sion 3) uses a single-equation approach with enhanced modeling of small size
and other physical effects [1.16, 1.33]. The first version, BSIM3v3.0, was
released in Oct. 1995 [1.32]. The model is scalable and may even be consid-
ered predictive, and can be used for statistical analysis [1.34, 1.35, 1.36]. It
has been verified extensively by both model developers and model users from
many different companies [1.37, 1.38], and has been selected as the first com-
pact MOSFET model for industry standardization [1.39]. The next version,
BSIM3v3.1, was released in Dec. 1996 with improvements in the robustness
of model implementation, modification of source/drain diode models, param-
eter checking etc. [1.40]. The convergence performance of BSIM3v3.1 was
enhanced in comparison with BSIM3v3.0, according to tests on many bench-
mark circuits. It is now used widely in the semiconductor industry. The latest
version, BSIM3v3.2, was released in June 1998. It introduces a new charge/
capacitance model that accounts for the quantization effect, and improves the
threshold voltage model, the substrate current model, the Non-quasi-static
(NQS) model, etc. [1.41]. The research of compact MOSFET modeling is
continuing with efforts from both academia and industry. Table 1.1 gives a
performance comparison of the models discussed above.

Table 1.1 Performance Comparison of Models

1.2 The Trends of Compact MOSFET Modeling

1.2.1 Modeling new physical effects

For more than 20 years, continuous scaling of CMOS devices to smaller
dimensions has resulted in higher device density, faster circuit speed, and
lower power dissipation. Currently, 0.25µm CMOS technologies are widely
used in the manufacturing of ICs [1.42, 1.43]. Meanwhile, 0.1µm CMOS
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devices have been developed and the technology will be transferred to pro-
duction in the first decade of the next millennium [1.44].

Many new physical effects become significant as the device size shrinks.
Examples are the normal and reverse short-channel and narrow-width effects
[1.45, 1.46, 1.47, 1.48], channel length modulation (CLM) [1.49], drain
induced barrier lowering (DIBL) [1.50], velocity saturation [1.51], mobility
degradation due to the vertical electric field [1.52], impact ionization [1.53],
band-to-band tunneling [1.54], velocity overshoot [1.55], self-heating [1.56],
channel quantization [1.57], polysilicon depletion [1.58], and so on. Some of
these have been modeled well in compact models, such as the short channel
effect, and velocity saturation. Some of these have been studied extensively
but have not yet been widely implemented in compact models for circuit sim-
ulation, such as velocity overshoot and band-to-band tunneling. The study of
new physical effects in MOS devices will continue as devices become
smaller. The quantization effect and radio frequency (RF) behaviors are the
new frontiers at the present. Established models for some well-known physi-
cal effects such as DIBL and CLM may need to be reinvestigated for devices
with channel length of 0.1µm or less. We will discuss the important physical
effects in modern MOS devices in Chapter 2. It is likely that future compact
MOSFET models will include more and more physical effects.

1.2.2 High frequency (HF) analog compact models

With the fast growth of the RF wireless communications market, the demand
for high performance and low cost RF solutions is high. Because small MOS-
FETs fabricated on silicon offer ultra-large-scale integration capability and a
high cut-off frequency, RF designers have already done a lot of work to
explore the use of CMOS in RF circuits [1.59]. To design and optimize cir-
cuits operating at radio frequency, accurate high frequency MOSFET models
are required. Compared with the modeling of MOSFETs for both digital and
analog application at lower frequencies, compact RF models are more diffi-
cult to develop and do not presently exist in commercial circuit simulators. A
common modeling approach for RF applications is to build sub-circuits based
on “low-frequency” MOSFET models. The accuracy of such a model depends
on having the right topology for the sub-circuits, and having a methodology
for extracting the parameters for the elements of the sub-circuit. Recently,
work has been reported for modeling the RF performance of submicron MOS
devices [1.60-1.64]. However, further study is still needed to bring HF com-
pact modeling to the level of maturity comparable to the modeling for digital
and analog circuit design at the low and intermediate frequency ranges.
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Besides the well known requirements for a compact MOSFET model in lower
frequency applications, such as accuracy and scalability of the DC model
[1.65, 1.66], there are additional requirements unique to the RF model. They
include [1.67]:

(1) the model should accurately predict the bias dependence of small signal
parameters at high frequency.

(2) the model should correctly describe the nonlinear behavior of the devices
in order to permit accurate simulation of intermodulation distortion and high-
speed large-signal operation.

(3) the model should accurately predict HF noise.

(4) the components in the sub-circuit, if the subcircuit approach is adopted,
should be physics-based and scalable.

1.2.3 Simulation robustness and efficiency

It is a common understanding of circuit designers and model developers that
models should have good mathematical continuity for the circuit simulators to
obtain robust simulation results with fast convergence [1.66, 1.68]. It is
known that the discontinuity of model equations can result in non-conver-
gence in circuit simulation [1.68]. Many model developers have been working
on the improvement of the model equation’s continuity [1.16-1.25]. In the
past two decades, most of the MOSFET models implemented in circuit simu-
lators used piece-wise equations based on the regional approach, in which dif-
ferent equations are used for different operation regions, such as subthreshold
and strong inversion regions as well as the linear and saturation regions. Such
models can describe the device characteristics quite accurately in each region,
but cannot guarantee the higher order continuities of the model at the transi-
tion point from one region to another. Even if the equations and their first
derivatives are continuous at the boundary of the two regions, the model can
still introduce non-physical peaks and valleys or small negative values in
transconductance (g m ) and conductance (gd s ) [1.69]. Some notorious exam-
ples are gm /I d glitches at the boundary of the subthreshold and the strong
inversion regions and the sharp bend in g at the boundary between the lineards
and saturation regions [1.70]. It is suspected that such behavior not only influ-
ences the simulation accuracy, but also results in numerical convergence
problems during the iteration process in circuit simulation [1.66,1.68]. The
robustness of model implementation also needs to be investigated to ensure
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efficient simulation performance of the model. Good model implementation
must avoid numerical problems such as divide-by-zero and overflow/under-
flow as well as any inadvertent discontinuities in the model equations caused
by implementation [1.70].

1.2.4 Model standardization

As mentioned above, over a hundred MOSFET models have been developed
[1.12-1.31]. Realizing the difficulty and waste in supporting a large number of
compact models, model developers and users have recently made a joint effort
to establish a standard compact MOSFET model with good robustness, accu-
racy, scalability and computational efficiency to meet the needs of digital,
analog and mixed analog/digital designs [1.69-1.73]. It is clear that a standard
model common to all or most semiconductor manufacturers and circuit simu-
lators is desirable to facilitate inter-company collaborations [1.39].

Since 1996, an independent Compact Model Council, consisting of many
leading companies in the semiconductor industry, has spearheaded the model
standardization process [1.39, 1.69-1.73]. The Compact Model Council is
affiliated with the Semiconductor Industry Alliance [1.74], and consists of
Advanced Micro Devices, Analog Devices, Avant!, BTA Technology,
Cadence Design Systems, Conexant Systems (formerly Rockwell), Hewlett
Packard, Hitachi, IBM, Intel, Lucent Technologies, Motorola, NEC, Philips,
Siemens, Texas Instruments, and TSMC. The standard model will simplify
the interactions between foundry/client, technology partners, and even groups
within large companies.
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CHAPTER 2 Significant Physical
Effects In Modern
MOSFETs

This chapter will describe the important physical phenomena that ought to be
accounted for in a compact model of a modern MOSFET. They are: (1) Non-
uniform doping effect; (2) Charge sharing and DIBL; (3) Reverse short chan-
nel effect; (4) Normal narrow width effect; (5) Reverse narrow width effect;
(6) Body effect; (7) Subthreshold conduction; (8) Field dependent mobility;
(9) Velocity saturation; (10) Channel length modulation; (11) Substrate cur-
rent due to impact ionization; (12) Gate-induced drain leakage; (13) Polysili-
con gate depletion; (14) Inversion layer quantization effect; (15) Velocity
overshoot; (16) Self-heating effect.

2.1 MOSFET Classification and Operation

A Metal-Oxide-Semiconductor transistor is shown in Fig. 2.1.1, where an n-
channel device is illustrated as an example. The MOS transistor is a four ter-
minal device, and the four terminals are called drain (D), gate (G), source (S),
and body (B). The source and drain junctions are connected to the inversion
layer in the channel region. The length of the channel between the source and
drain is called the channel length (L). The width of the channel, in the direc-
tion normal to the channel length, is called the channel width (W). Usually, the
MOS transistor is symmetric, meaning there is no difference between the
source and drain in the design and fabrication, and they are assigned as the
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drain or source according to their functions in the circuit and the applied bias
conditions. MOSFETs with asymmetric source and drain have also been
reported in some special applications.

Fig. 2.1.1 A MOSFET structure.

When an appropriate voltage Vg is applied to the gate terminal, an inversion
layer is formed between the drain and source to conduct current. The current
depends on the applied gate and drain voltages when the source is biased at a
fixed voltage (e.g. grounded for an nMOSFET). In fact, the gate and drain
voltages and the electric fields (both vertical and lateral directions) produced
by these voltages in the channel of the device control the device operation in
all bias regimes which we will discuss next. That is the reason why it is called
a MOS Field-Effect-Transistor (MOSFET). Because the gate is electrically
isolated from the other parts of the device a MOSFET is also known as an
Insulated-Gate Field-Effect Transistor (IGFET) [2.1]. We may note that BSIM
stands for Berkeley Short-channel IGFET Model.

The critical gate voltage, at which an inversion layer is formed, is called the
threshold voltage (Vth )When the voltage between the gate and source, Vgs , is
larger than Vth by several times the thermal voltage vt  (KBT/q), the device is
said to be in the strong inversion regime. When Vgs =Vdd  (the power supply
voltage), the device is in the “on” state. When Vgs is less than Vth , the device
is in the subthreshold (or weak inversion) regime. When Vgs = 0, the device is
in the “off” state. When Vgs  is biased near Vth , the device operates in the mod-
erate inversion regime, which is an important operation region in low power
analog applications.
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Depending on the type of charge carriers conducting the current in the chan-
nel, MOSFETs can be either n-channel or p-channel devices. For an n-channel
MOSFET, electrons are the charge carriers and the source and drain regions,
which are heavily doped with n-type impurities, are formed on a p-type sub-
strate. In a p-channel MOSFET, the source and drain regions are doped
heavily with p-type impurities in an n-type substrate. In circuit applications, a
combination of n-channel and p-channel MOSFETs are used. This technology
is called complementary MOS (CMOS) technology. Compared with NMOS
or PMOS technologies, CMOS technology has a huge advantage in its low
power consumption, and has been the workhorse of VLSI since the early
1980’s [2.2].

MOSFETs can be either surface channel devices or buried channel devices
[2.3]. It is commonly believed that the names refer to the location of the con-
duction channel in the devices. A MOSFET is a surface channel device if its
conduction channel is at the SiO2-Si interface. In a buried channel device the
current flows along the path in the bulk of the device. In reality, the names
only refer to the net doping type of the surface layer of the substrate. For
example, the surface channel PMOSFET has an n-type doped substrate, while
the buried channel PMOSFET has a p-type doped but depleted surface layer
in the n-type substrate. However, the current in a buried channel device is still
conducted by a surface charge layer when the device is in the on state.

A MOSFET is called an enhancement-mode device if it does not conduct sig-
nificant current when the gate voltage Vg is zero [2.4]. It is a normally-off
device, and a minimum gate voltage, the threshold voltage, is needed to
induce an inversion layer in the channel to conduct the current. If a MOSFET
is normally-on, i.e. a conducting channel is present in the device even when
Vg =0V, it is called a depletion-mode device because a gate bias is needed to
deplete the channel to turn the device off [2.5]. Depletion mode devices are
rarely used in CMOS circuits.

Next, we will give a qualitative description of the operation of a long channel
enhancement n-channel MOSFET to illustrate the device characteristics in the
various operating regimes, and to introduce some important terms used in
compact modeling.

Depending on the bias voltages applied to the drain for fixed gate, source and
body biases, a MOSFET may operate in the linear, saturation, or breakdown
regions as shown in Fig. 2.1.2. Likewise, depending on the bias voltages
applied to the gate for fixed drain, source, and body biases, a MOSFET may
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operate in the weak inversion, moderate inversion, or strong inversion regions
as shown in Fig. 2.1.3. Next, we will discuss the device characteristics in the
strong inversion region. Then we will discuss the device characteristics in the
weak inversion and moderate inversion regions.

Fig. 2.1.2 Ids -Vds  characteristics of an n-channel MOSFET.

Fig. 2.1.3 Log(Ids)-Vgs  characteristics of an n-channel MOSFET.
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2.1.1 Strong inversion region (Vgs >Vth)

When the bias applied to the gate terminal of an n-channel MOSFET is larger
than Vth, an inversion layer is induced at the Si/SiO2  interface. Current can
flow through the channel from the source to the drain if a positive drain volt-
age is applied (the source is normally used as the voltage reference). Depend-
ing on the magnitude of the drain voltage, the device may be in the linear,
saturation, or breakdown regions of operation.

a. Linear region (0<Vds <Vdsat )

As shown in Fig. 2.1.2, when Vds  is small (i.e., Vds <<Vgs -Vth ), the inversion
channel behaves like a simple resistor. The drain current I  increases linearlyds
as the drain voltage Vds  increases. However, when Vds  is larger it will cause an
increase of the voltage in the inversion layer at all points along the channel
(except for the singular point at the source edge). This reduces the voltage
across the gate capacitor and the inversion charge density is reduced. The
smaller amount of mobile inversion charges results in a decrease in channel
conductance, which leads to a smaller slope in the Ids -Vds  characteristics as
Vds  increases. Eventually, Vds  reaches the saturation voltage Vdsat , at which
point the mobile carriers at the drain side disappear in this first order model,
and the channel is "pinched off" at the drain side [2.4, 2.6]. The condition of
no mobile carriers at the pinch-off point has traditionally been used to obtain
the analytical saturation voltage expressions for long channel compact models
[2.7].

b. Saturation region (Vdsat ≤Vds<Vbk )

When Vds>Vdsat, the pinched-off region of the channel increases and extends
towards the source. The excess drain voltage beyond Vdsat  will drop across
this pinched-off region and the drain current remains approximately constant
as shown in Fig. 2.1.2. However, we need to point out that the constant satura-
tion current behavior is only an approximation. The small but non-zero slope
of the Ids -Vds  characteristics in the saturation region is very important to ana-
log circuit performance and must be accurately modeled by a compact model.
In addition to the finite length of the pinch-off region (channel length modula-
tion), drain induced barrier lowering and substrate current induced body effect
must be accounted for in modeling the current in the saturation region [2.8].
They will be described in sections 2.6 and 2.7.

c. Breakdown  region (Vds ≥Vbk )
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When Vds  is much larger than Vdsat , the device may enter the breakdown
region [2.9]. When Vds is larger than the "breakdown voltage", Vbk, as shown
in Fig. 2.1.2, the current increases dramatically as Vds  increases. The defini-
tion of Vbk  in compact modeling is often vague and arbitrary for practical rea-
sons. It should be noted that the breakdown mechanism may be different
between long channel devices and short channel devices. Breakdown in a long
channel device is caused by the breakdown of the drain-body p-n junction
[2.10]. Breakdown of a short channel device may be caused by the breakdown
of the parasitic bipolar transistor. The latter is triggered by the substrate cur-
rent produced by impact ionization [2.11]. We will give further analysis of
this in section 2.7.

2.1.2 Weak and moderate inversion or the subthreshold region

The characteristics discussed above are all related to the strong inversion
operation, where the gate bias is much larger than Vth and surface potential is
larger than 2φB  (here φB  is a doping parameter relating the potential of an
electron at the Fermi level to the doping concentration) [2.4, 2.6]. When the
gate bias is less than Vth ,  the mobile charge density is very small but nonzero.
In this case, a depletion layer exists and the surface potential is smaller than
2φB . This device operation region is called the weak inversion or the sub-
threshold regime. Unlike the strong inversion region where drift current dom-
inates, subthreshold conduction is dominated by diffusion current.

The current increases exponentially as the gate bias increases in the weak
inversion region (Vgs <<Vth ) [2.12], as shown in 2.1.3. However, this exponen-
tial relationship between the source-drain current and the gate bias breaks
down as the gate bias approaches Vth . Another operation region called "mod-
erate inversion" exists between the weak inversion and strong inversion
regions [2.13, 2.14]. Usually, this region is defined as several vt  around Vth
[2.13]. In moderate inversion, both the drift and diffusion currents are signifi-
cant, making compact modeling very difficult.

2.2 Effects Impacting the Threshold Voltage

In this section we discuss the physical effects impacting the threshold voltage
of a MOSFET. Unless we point out otherwise, we will base our discussion on
an enhancement mode n-channel MOSFET.
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For a device with a long and wide channel geometry and uniformly doped
substrate,  Vth can be derived easily by solving the one dimensional Poisson
equation in the vertical direction [2.4, 2.14]:

(2.2.1)

(2.2.2)

where φs is the surface potential at threshold, VFB is the flat band voltage, Vth0
is the threshold voltage of a long channel device at zero body bias, and γ is the
coefficient of the body bias effect which is given by

(2.2.3)

where Na is the substrate doping concentration. Cox is the gate oxide capaci-
tance. The surface potential φs at Vgs =Vth is given by [2.4, 2.14]

(2.2.4)

where vt  is the thermal voltage, and ni is the intrinsic carrier density. This
model is valid only when the substrate doping concentration is constant and
the channel length is long. Under these conditions, the potential is uniform
along the channel. But in reality, these two conditions are not always satisfied
in today’s MOSFET because of the small device size and the complex doping
profile employed to improve device performance.

2.2.1 Non-uniform doping effects

In making a VLSI MOSFET, many ion implantation doping process steps are
used to adjust the threshold voltage value and suppress the punch-through and
hot carrier effects [2.15, 2.16, 2.17]. A non-uniform doping density in both the
vertical and lateral directions is typical. In that case, the threshold voltage
characteristics cannot be described by the classic Vth model given above. The
influence of the non-uniform doping effect on V should be carefully consid-th
ered.

1.  Vertical non-uniform doping effects
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To adjust the threshold voltage and suppress punchthrough, multiple implan-
tation steps are often used in VLSI fabrication. A shallow implantation of
channel dopants of the same type as that of the  substrate is designed to
achieve a suitable Vth value, and another deep implantation of the same type
of dopant is used to suppress punchthrough and DIBL [2.18]. Two doping pro-
files produced by implantation are given in Fig. 2.2.1. The doping concentra-
tion in one case is higher near the silicon and silicon  dioxide interface than
deep in the substrate. In the other case, the doping concentration is lower at
the surface and higher in the bulk. This is called the retrograde doping profile
[2.19]. One extreme example is the delta doped device [2.20].

It is well known that the threshold voltage of a MOSFET with a uniformly

doped substrate is proportional to , with the proportionality constant
equal to γ  as given in Eq. (2.2.1). However, the experimental data shown in
Fig. 2.2.2 displays a non-linear dependence. The slope γ becomes smaller as
the body bias Vbs becomes more negative (for NMOS). This non-linearity
comes from non-uniform substrate doping in the vertical direction. This non-
uniformity makes γ in Eq. (2.2.3) a function of the substrate bias.

Fig. 2.2.1 Two examples of the vertical doping profiles in MOSFETs.
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Fig. 2.2.2 The threshold voltage versus . After  Huang et al. [2.8].

Detailed considerations are needed to derive an expression of the threshold
voltage for a device with a non-uniformly doped substrate. Strictly speaking,
an integration of bulk charge density distribution along the vertical direction
is needed to obtain the total bulk charge as given in the following:

(2.2.5)

where n(x ) is the doping profile along the vertical direction, and Xdi is the
width of the depletion layer at Vgs =Vth .

Eq. (2.2.5) states that the threshold voltage in a non-uniformly doped device is
dependent on the integral of the doping profile rather than the doping profile
function itself. In other words, the threshold voltage is determined by the total
amount of bulk charge, which may be obtained with some approximation for
the charge density function, without using the real doping profile in the
device! This approach has been used in compact modeling to get simple ana-
lytic expressions for Vth in the device with non-uniformly doped substrate,
and will be discussed in Chapter 3.

In addition to the third term in Eq. (2.2.5), the parameters VFB and φs, which
have clear definitions for uniformly doped substrates, also need to be exam-
ined for devices with vertical non-uniform doping.
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b. Strong inversion condition: For a uniformly doped device, the strong
inversion condition is the well known φs = 2φB criteria [2.4,2.13]. For non-uni-
formly doped MOSFET it is appropriate to use

a. Flat band voltage VFB : The definition of the flat band voltage is simple
for a uniformly doped substrate. It is the gate voltage at which the surface
potential is zero, the surface electric field is zero, and the entire substrate is
charge neutral. For a non-uniformly doped device, no gate voltage can cause
the substrate to be charge neutral at all depths. VFB in a non-uniformly doped
MOSFET may be taken as the gate voltage at which the sum of all the charge
in the substrate is zero. At VFB, the surface potential may be nonzero, but the
surface electric field is zero. The VFB parameter is important in compact mod-
eling. It is often considered a model parameter that is to be extracted from the
device characteristics of a given technology to reflect the real process and
device details.

(2.2.6)

where Nch  is an average doping concentration in the channel.

2. Lateral non-uniform doping effects

To reduce the short channel effects, local high doping concentration regions
near the source/drain junction edges have been employed recently. This may
be called lateral channel engineering, or more specifically halo [2.21] or
pocket implantation [2.22]. Significant suppression of the short channel
effects has been demonstrated in 0.1µ m n-channel and buried p-channel
MOSFETs with Large-Angle-Tilt-Implanted (LATI) pocket technology [2.22,
2.23]. The pocket implant technology is a promising new option to tailor the
short channel performance of deep submicron MOSFETs.

With the introduction of lateral doping engineering, the doping concentration
in the channel along the channel length becomes non-uniform as shown in
Fig. 2.2.3. The non-uniform doping with higher doping concentration near the
source/drain regions will result in an increase in the average doping concen-
tration in the channel and hence cause an increase in the threshold voltage. As
the device channel length becomes shorter, this non-uniform lateral doping
profile may cause a significant increase in the threshold voltage. This is know
as the Reverse Short Channel Effect (RSCE) as will be discussed later in this
section [2.24].
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Fig. 2.2.3. Doping profile along the channel of a MOSFET with pocket implantation.

2.2.2 Normal short channel effects

The threshold voltage of a long channel device is independent of the channel
length L and the drain voltage Vd . However, experimentally it is observed that
Vth decreases as L decreases or Vd increases, as shown in Fig. 2.2.4. This
effect is called the short channel effect [2.25] (in this section, we will discuss
only the so called normal short channel effect, that is, Vth decreases monoton-
ically as the channel length L decreases [2.26, 2.29-2.40].) It is also known as
Vth roll-off. The dependence of Vth on L and Vds in short-channel devices can-
not be ignored. MOSFETs are normally designed with a Vt h around 0.5V. If
the value of Vth drops greatly as the channel length and Vd s vary, the device
may exhibit excessive drain leakage current even when Vgs = 0V [2.27, 2.28].
The modeling of Vth roll-off will be discussed in Chapter 3.

2.2.3 Reverse short channel effects

In the pervious section we discussed the so-called normal short channel effect.
That is, the Vth of a MOSFET decreases monotonically as device channel
length decreases. However, in devices using halo or pocket implantation, it
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has been found that, as shown in Fig 2.2.5, Vth initially increases with
decreasing channel length. This is called the reverse short channel effect
(RSCE), or Vth roll-up [2.41]-[2.44]. Vth reaches a maximum value at a certain
channel length, and as L decreases further, Vth starts to decrease. The latter is
the Vth roll-off [2.45]. The combined RSCE and Vth roll-off effects result in a
‘hump’ in the characteristics of Vth vs. L, as shown in Fig. 2.2.5 [2.46]. The
cause of RSCE is the non-uniform lateral doping [2.47, 2.48, 2.49]. As dis-
cussed in section 2.2.2, for some technologies such as pocket implantation,
the channel doping concentration near the source and drain is higher than in
the middle of the channel. The increased doping concentration in these
regions can result in an increase in Vth if the channel length becomes small.

Fig. 2.2.4 Decrease of Vth caused by the short channel effect as device channel length
decreases. After Liu et al. [2.36].

Even without an intentional pocket implant, channel doping concentration
may still be higher near S and D, leading to RSCE [2.50, 2.51]. The cause is
the transient-enhanced-diffusion (TED) of dopants near the source and drain
from the deep buried peak to the surface due to the implant-induced intersti-
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tial defects produced by S and D implantation [2.43, 2.51]. Compact model-
ing of RSCE will be discussed in Chapter 3.

Fig. 2.2.5 A hump can be seen in the V th-L characteristics of a device with RSCE.
After Orlowski et al. [2.42].

2.2.4 Normal narrow-width effects

Device width has been found to have a significant effect on the device charac-
teristics. Fig. 2.2.6 shows a cross-sectional view of a Localized-oxidation-of-
silicon (LOCOS) isolated MOSFET along the width direction. It can be seen
that the polysilicon gate overlaps the thick oxide on both sides of the thin gate
oxide or channel region. The thick oxide on both sides, which is tapered and
recessed, is called the field oxide. Under the field oxide, a field implantation
may be performed to prevent surface inversion by the gate electrode. For the
devices fabricated with the widely used LOCOS isolation process, it has been
found that Vth increases as the channel width decreases, as shown in Fig.
2.2.7. This is considered the "normal" narrow width effect and is explained by
the contribution of charges in the depletion layer region or in the edge of the
field implant region. As the width of the device decreases, the contribution of
these charges to the total depletion region charge becomes greater, leading to
an increased Vth [2.52, 2.53]. Many different approaches have been proposed



26 CHAPTER 2 Significant Physical Effects In Modern MOSFETs

to model Vth  changes caused by the narrow width effect [2.54, 2.55]. They
will be discussed in Chapter 3.

Fig. 2.2.6 A cross section of a LOCOS isolated MOSFET along the width direction.

Fig. 2.2.7 Increase of Vth  caused by the narrow width effect as device channel width
decreases. After Akers [2.55].
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2.2.5 Reverse narrow-width effects

The effect discussed above is called the normal narrow width effect, in which
Vth increases as the channel width decreases. Another narrow width effect, in
which Vth  decreases as the channel width decreases as shown in Fig. 2.2.8
[2.56], has been observed in devices with certain new isolation technologies
such as fully recessed or trench isolation technologies shown in Fig. 2.2.9. For
a device with trench isolation, the field oxide is buried in the substrate and the
field lines from the gate electrode are focused by the sharp geometry of the
channel edge. Thus, at the edges of the channel an inversion layer is formed at
a lower voltage than at the center. As a result, Vth  is lower in devices with
smaller W 's. This behavior is called the reverse narrow-width effect, in defer-
ence to the "normal" narrow width effect discussed in section 2.2.4.

The reverse narrow width effect is sensitive to several process and device fac-
tors such as the doping concentration in the sidewalls of the silicon, the trench
isolation spacing, and the shape of the corner region at the edge of the gate.

Fig. 2.2.8 Vth  may decrease as channel width decreases. After Chung and Li [2.57].
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Fig. 2.2.9 A MOSFET device with trench isolation.

2.2.6 Body bias effect and bulk charge effect

In circuit applications, MOSFETs are biased at the drain, gate, and body
(often with the source as the reference). In that case, the voltage between the
body and the source  (Vbs) and the voltage between the drain and the source
(Vds) are not zero. The body effect refers to the influence of Vbs  on Vth . The
body effect results in an increase in the threshold voltage of a MOSFET (with
reference to the source) when a reverse bias Vbs  is applied. The bulk charge
effect is closely related to the body bias effect and refers to the changing
threshold voltage along the channel when Vds>0. Vth  is not constant along the
channel because the width of the depletion region along the channel is not
uniform in the presence of a nonzero Vds. In that case, Vth  will be a function of
the position, that is, a function of V(y)  along the channel. V(y)  is the channel
potential voltage.

1. Body effect due to Vbs

We begin by assuming that the surface potential at the onset of inversion in a
MOSFET is 2øB  when Vbs=0. With a reverse bias Vbs, the surface potential at
the onset of the strong inversion becomes [2.58]

(2.2.7)

The channel depletion layer becomes wider due to the Vbs  bias, and can be
expressed approximately as:
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(2.2.8)

The depletion layer charge (per unit area) is

(2.2.9)

The inversion charge (per unit area) Qinv in strong inversion in terms of Vgb
and Vbs is:

(2.2.10)

Assuming again that Qinv is zero at the onset of inversion, and also noting that
Vgs  = Vgb  +Vbs, we can find the threshold voltage when Vbs≠0 from Eq.
(2.2.10),

(2.2.11)

The factor  γ is the body factor or body effect coefficient, which determines
how much Vth  will increase when Vbs  is increased. By looking at the expres-

sion of γ, we know that the body effect is stronger for devices with heavier
substrate doping and thicker gate oxides.

2. Body effect due to Vds

Because of the existence of the drain voltage Vds, the depletion width along
the channel is not uniform, as shown in Fig. 2.2.10. The non-uniform deple-
tion width creates a non-uniform threshold voltage along the channel.

The threshold voltage will be a function of the position along the channel and
can be expressed as [2.58]

(2.2.12)

where y is the distance from the source. Vth(0) means the threshold voltage at
the source.

Using Taylor expansion, a linear expression can be found to describe the bulk
charge effect due to Vds [2.58],



30 CHAPTER 2 Significant Physical Effects In Modern MOSFETs

(2.2.13)

Fig. 2.2.10 Non-uniform nature of the depletion width and hence of Vth along the
channel due to the drain voltage.

2.3 Channel Charge Theory

Fig. 2.3.1 illustrates an n-channel MOSFET with an applied Vg bias and
Vbs =Vds =0. The gate bias Vg  is divided among the voltage across the oxide
Vtox , the surface potential øs , and the work function difference  ψms between
the gate material and the substrate [2.4],

(2.3.1)

Charge is induced in the semiconductor substrate and meets the charge neu-
trality condition as given in the following equations:

(2.3.2a)

-Si interface, and Q

(2.3.2b)

(2.3.2c)

where Qg  is the charge on the gate, Qint
is the effective interface charge in the

SiO2 s  is the charge in the semiconductor under the oxide.
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Fig. 2.3.1 N-channel MOSFET with a Vg  bias (Vs=Vd =O).

Combining Eq. (2.3.1) and Eq. (2.3.2), we have,

(2.3.3a)

(2.3.3b)

The potential distribution along the vertical dimension of the channel deple-
tion layer can be found by solving the Poisson equation:

(2.3.4)

where ND  and NA  are the donor and acceptor concentrations, n and p are the
electron and hole concentrations in the semiconductor.
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(2.3.5)

The charge Qs  in the semiconductor can be obtained from 

The surface field Esi(x=0) can be solved from Eq. (2.3.4) by using the bound-
ary conditions, ø(x=0)= øs and , as a function of the sur-
face potential øs [2.59,2.60]:

(2.3.6)

Depending on the applied gate bias, there are three different charge condi-
tions: (1) Accumulation; (2) Depletion; (3) Inversion. Eq. (2.3.6) is applicable
in all three regimes. Fig. 2.3.2 shows Qs  vs. surface potential in an n-channel
MOSFET, from accumulation through depletion to the strong inversion
regions. Next we will discuss the charge characteristics in each of the three
regions.

Fig. 2.3.2 Charge in semiconductor of an n-channel MOSFET at different gate bias
conditions calculated with Eq. (2.3.6).
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2.3.1 Accumulation

If the applied gate bias Vg  is less than the flat band voltage VFB  (usually VFB  is
negative for an n-channel device), the negative voltage at the gate will create
negative charge on the gate and induce positive charge at the silicon surface,
which means excess holes are accumulated at the surface. The charge region
corresponding to the bias condition of Vgs <VFB  is called accumulation [2.60].
When the accumulation of charge occurs, φs <0 and Qs>0 in an n-channel
MOSFET.

In the accumulation region, φs <0 and the term with exp(–φs / vt) in Eq.
(2.3.6) is dominant. Thus, Eq. (2.3.6) can be approximated with

(2.3.7)

2.3.2 Depletion

Consider the case of VFB <Vgs<Vth . Because Vgs  >VFB , the gate bias repels
positive charges (holes) from the silicon surface and leaves negatively
charged acceptors behind. This charge condition is called depletion because
the holes are depleted by the applied gate bias [2.60]. In the depletion region,
it is assumed that concentrations of holes and electrons are zero, which is the
well known depletion approximation [2.60]. Thus, in an n-type MOSFET in
which NA >>ND , Eq. (2.3.4) can be simplified into

(2.3.8)

Assuming that the width of the depletion layer in the semiconductor is Xdep ,
we can use the following boundary conditions to solve Eq. (2.3.8),

(2.3.9a)

and

(2.3.9b)

The solution of Eq. (2.3.8) is
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ø = 0 at Xdep , the width of the depletion layer,

(2.3.10)

(2.3.11)

The depletion charge can be obtained easily,

(2.3.12)

Combining Eq. (2.3.3a) and Eq. (2.3.12), the relationship between the surface
potential øs and the gate bias Vgs  can be found,

where γ is the body effect coefficient, and has been given previously.

(2.3.13)

Therefore, the relationships between the width of the depletion layer (and
hence the depletion charge density) and the gate bias are given as follows,

(2.3.14)

(2.3.15)

Eqs. (2.3.12) - (2.3.15) are used frequently in the compact modeling of MOS-
FETs.

2.3.3 Inversion

If the positive gate bias continues to increase and is much larger than VFB , the
device will enter the inversion region. The inversion region can be further
divided into the weak inversion and strong inversion regions depending on the
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applied gate voltage. The inversion regime corresponding to a surface poten-
tial between  φ and 2φ is called weak inversion, and the region in which theB B
surface potential is large than 2φ is called strong inversion. It has become aB
classic definition that the surface potential is 2φ at the onset of strong inver-B
sion, at which the electron concentration at the surface in the channel is equal
to N  [2.60]. In compact modeling, the condition of φ =2φ has also beenA s B
used as the somewhat arbitrary separating point between weak inversion and
strong inversion. Recently the necessity of defining a new region between
weak inversion and strong inversion has arisen because of the interest in low
power circuits. The new region between the weak inversion and strong inver-
sion has been called the moderate inversion region [2.13]. In the moderate
inversion region, the surface potential is within a few  vt 's   of   2φ .B

In the inversion region, because φs>φB, some terms in Eq. (2.3.6) can be
ignored. The total charge in the semiconductor including the charges in both
the inversion layer and the depletion layer becomes

(2.3.16)

As discussed before, the charge in the depletion layer is given by (2.3.12).
Thus we can get the inversion charge by subtracting the depletion charge from
the total charge,

(2.3.17)

a. Strong inversion

In strong inversion, Qinv >> Qb. As a result, the exponential term in Eq.
(2.3.17) is the dominant term. The inversion charge can be written as,

(2.3.18)

In Eq. (2.3.18), the inversion layer charge is an exponential function of the
surface potential. Therefore, a small increase in the surface potential induces a
large change in Q inv . In that case, the surface potential does not change much
as the gate bias increases, which is the basis of the assumption that the surface
potential is pinned at 2φ when a device is in strong inversion. However, we B
should point out that the surface potential does change even in the strong
inversion region, as shown in Fig. 2.3.3. Depending on the oxide thickness
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and doping concentration, the surface potential in strong inversion can be
200mV higher than 2φB . Therefore, the 2φ B  approximation used in modeling
the charge and threshold voltage has underestimated the actual surface poten-
tial value. For devices with thin gate oxides, this fact will impact the accuracy
of the models based on this approximation in predicting the actual device
characteristics without any correction through the parameter extraction.

Fig, 2.3.3 The surface potential φs increases even in strong inversion as gate bias
increase.

b. Weak inversion

In weak inversion, φB<φs<2φB, and the inversion charge |Qinv | is much less
than the depletion charge |Qb|. The term vt exp[(φs – 2φB) / vt] in Eq. (2.3.17)
is small compared with the term φs, and we can approximate the first square
root in the parentheses in Eq. (2.3.17) with the first two terms of its Taylor
expansion,

(2.3.19)

Combining Eq. (2.3.19) with Eq. (2.3.17), we obtain
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(2.3.20)

c. Moderate inversion

The moderate inversion region is a narrow operation region. Usually a device
operates in the moderate inversion regime only over a range of surface poten-
tial of several vt's. An accurate definition of the boundary between the moder-
ate inversion and strong inversion regions is quite complicated [2.13]. As the
low power market develops, this moderate inversion region becomes more
important.

In this operation region, both drift and diffusion current are important and
need to be included in modeling the device characteristics. This increases the
difficulty of getting an analytical expression for the current-voltage character-
istics in this region. Different approaches including both analytical and
numerical solutions have been proposed to model the device behavior in this
important operation region. This region is discussed more in Chapter 4.

2.4 Carrier Mobility

Mobility is a key parameter in MOSFET modeling. It is a measure of the ease
of carrier motion in semiconductor materials. Carrier transport in a MOSFET
mainly takes place along the interface between silicon and SiO2. The carrier
mobility at the interface is lower than in the bulk and depends on both the
transverse and longitudinal electric fields [2.62]. Two decades ago, the gate
oxide was thick, and the transverse electric field induced by gate bias was low
so that the influence due to the transverse electric field could be ignored. But
in today’s short channel devices, oxide thicknesses are very thin. The trans-
verse field becomes high so that its influence on the carrier mobility cannot be
ignored. In this case, the carrier mobility is not constant as the gate bias
changes.

The relationship between carrier mobility and the electric field in MOSFETs
is a subject well studied since the 1970's [2.62-2.67]. At least three scattering
mechanisms have been proposed to account for the dependence of mobility on
the electric field: phonon scattering, coulomb scattering due to the charge cen-
ters at or close to the interface, and surface roughness scattering [2.66]. Each
mechanism may be dominant under some specific conditions of the doping
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concentration, temperature and bias. For good quality interfaces, phonon scat-
tering is generally the dominant scattering mechanism at room temperature, as
shown in Fig. 2.4.1 [2.66].

Fig. 2.4.1 Different scattering mechanisms may dominate the mobility behavior
depending on the bias and temperature conditions. After Takagi et al. [2.66].

Based on these scattering mechanisms, physical mobility models have been
proposed [2.68, 2.69, 2.70]. In general, mobility depends on many process
parameters and bias conditions such as the gate oxide thickness, doping con-
centration, threshold voltage, gate voltage and substrate voltage, etc.

Many studies of the mobility in MOSFETs have been reported [2.63- 2.73].
One universal model has been proposed recently and verified by experiments
with both N- and P- channel devices [2.67], as given in the following:

For NMOS electrons:

(2.4.1)

For PMOS holes:
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(2.4.2)

Here δ is zero for p+ poly-gate and 2.3V for n+ poly gate [2.67]. Comparisons
of the above expressions with measured data are shown in Fig. 2.4.2.

Fig. 2.4.2 The universal mobility model fits experimental data of different technolo-
gies. After Chen et al. [2.67].

2.5 Velocity Saturation

Carrier saturation velocity is another important parameter that affects the
characteristics of short channel MOSFETs. Previously, people used the con-
cept of channel pinch-off to explain the current saturation characteristics in
MOSFETs [2.60]. The current saturates when the conducting channel is
pinched-off at the drain side under the gate. In the pinch-off region, the carrier
charge density is assumed to be zero and hence the carrier velocity must be
infinite to ensure current continuity. It can describe the experimental results
for long channel devices, however, it is not physically accurate and cannot
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model the I-V characteristics of short channel devices. The concept of velocity
saturation must be introduced [2.62].

If the lateral electrical field is small, the carrier drift velocity is given by
[2.73]

v = µ eff E (2.5.1)

where µ eƒƒ is the effective electric field and is independent of the  lateral field.

However, as the lateral field becomes higher, velocity deviates from Eq.
(2.5.1), and saturates at high fields [2.73]-[2.76]. The only time when v is a
linear function of E is when E is small.

An accurate model for the drift velocity is [2.77]

(2.5.2)

where m= 2 for electron and m=1 for holes [2.78, 2.79]. Esat is the critical
field at which carrier velocity becomes saturated, and is linked with the satu-
ration velocity, vsat, by Esat = vsat/µeff.  For electrons vsat varies between 6 ~
10x10 4 m/s, and is between 4 ~ 8x104 m/s for holes [2.80].

The model expressed in Eq. (2.5.2) fits experimental data very well [2.66], but
yields a very complicated current equation if used in modeling I-V character-
istics [2.77].

To obtain a simpler analytical expression of the I-V model, compact modeling
assumes m=1 in Eq.(2.5.2) for both electrons and holes with the following
form [2.62]:

where Esat is a fitting parameter extracted from the measured data.

Eq. (2.5.3) differs significantly from Eq. (2.5.2) for n-channel MOSFETs
[2.79]. As an improved solution, a piece-wise velocity-field relationship has
been suggested and adopted in compact modeling [2.62]

(2.5.3)
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(2.5.4a)

(2.5.4b)

where E is the lateral electric field along the channel direction.

As shown in Fig. 2.5.1, Eq. (2.5.4) matches Eq. (2.5.2) more closely than Eq.
(2.5.3). But, Eq. (2.5.4) saturates earlier than Eq. (2.5.3), which may result in
a lower Vdsat in an I-V model based on Eq. (2.5.4). In reality, adjustments can
be made through the parameter extraction process so that Eq. (2.5.4) is ade-
quate for compact modeling.

Fig. 2.5.1 Velocity-field relationships for electrons and holes in silicon. The curves
are calculated from Eq.(2.5.2) with m=2, Eq. (2.5.3), and Eq. (2.5.4).

2.6 Channel Length Modulation

When devices operate in the saturation region, the channel of the device can
be divided to two parts, as shown in Fig. 2.6.1. One part is from the source to
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the velocity saturation point, and another part is from the velocity saturation
point to the drain. As the drain bias increases, the velocity saturation region
grows slightly. The device behaves as if the effective channel length has been
reduced so that the drain current can increase with increasing Vd , especially
for short channel devices. This effect is called channel length modulation
(CLM). CLM should be modeled accurately in a compact model because it
affects both the device current and output resistance, which is an important
parameter in analog circuit design [2.81].

Analytical models have been developed to model CLM by solving the 2
dimensional Poisson equation near the drain [2.82]:

(2.6.1)

where ρ is the charge density in the velocity saturation region.

Fig. 2.6.1 Schematic representation of a MOSFET in the saturation region. Xc is the
point at which the carrier velocity becomes saturated and Vc is the critical voltage at
the saturation point.

This equation can only be solved numerically. However, some analytical solu-
tions for the length of the Ld region have been obtained by using approxima-
tions. For example [2.82],

(2.6.2)
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where V is the drain bias, N is the doping concentration (assumed uni-ds ch
form) in the channel, V is the saturation voltage, and E y(L-L ) is the lateraldsat d 
electric field at the beginning of the velocity saturation region.

The analysis to obtain Eq. (2.6.2) ignores the mobile carriers in the velocity
saturation region, and also does not account for the influence of the vertical
oxide field. A more physical approach to model CLM was suggested by using
a quasi-two dimensional approach [2.83, 2.84, 2.85]. Fig. 2.6.2 illustrates the
schematic of the quasi-two dimensional analysis of CLM. The length of the
velocity saturation region can be derived with consideration for the mobile
carriers in the L region and for the vertical oxide electric field [2.83, 2.84,d
2.85]:

(2.6.3)

(2.6.4)

where , Tox is the oxide thickness, and X is the source/drainj

junction depth. E and V are the electric field and voltage at the saturationsat dsat

point.

Fig. 2.6.2 Schematic diagram illustrating the velocity saturation region. After Ko
[2.83].
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2.7 Substrate Current Due to Impact Ionization

As the scaling of MOSFETs proceeds, impact ionization of carriers in the high
field region (velocity saturation or pinch-off region) becomes serious. The
holes generated during the process of impact ionization flow through the sub-
strate and result in a substrate current. Typical substrate current characteristics
of an n-channel MOSFET with channel length of 1µm are shown in Fig. 2.7.1.
The substrate current characteristics can be divided into three main parts. In
region I, band-to-band tunneling (BTBT) dominates [2.88]. In region II, the
impact ionization current Iht is dominant [2.89, 2.90]. In region III between
the above two regions, leakage current of the reverse biased p-n junction
diode may be the major component of the substrate current [2.91].

Fig. 2.7.1 Typical characteristics of substrate current vs. gate bias. Region I, II, and III
are dominated by band-to-band tunneling, impact ionization, and thermal generation.
After Tanizawa et al. [2.94].

Impact ionization has been studied extensively as an important topic in VLSI
development [2.92, 2.93]. If electrons in the channel of an n-MOSFET
acquire more than about 1.5eV of energy, impact ionization can occur. During
the process of impact ionization, electron-hole pairs are generated. The elec-
trons produced in this manner are either attracted to the drain (contributing to
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additional drain current) or, if possessing sufficient energy, injected into the
oxide. The generated holes, on the other hand, enter into the substrate and
constitute a parasitic substrate current I .sub

Hot carriers can also generate interface traps or oxide trapped charges, and
result in the degradation of device performance [2.95, 2.96, 2.97]. The sub-
strate current can be used to predict the device reliability and has been used in
some circuit simulators to analyze the reliability of circuits [2.98, 2.99].
Recently, substrate current models have become important for the simulation
of analog circuits [2.61, 2.90, 2.100].

Fig. 2.7.2 shows the physical mechanism of the generation of substrate cur-
rent in an n-channel MOSFET. For the MOS transistor operating in the satura-
tion mode, the electric field near the drain region causes impact ionization of
carriers. The generated electrons are swept into the drain whereas the holes
flow into the substrate.

Fig. 2-7.2 Generation of the substrate current due to impact ionization.

The substrate current causes an IR drop in the substrate, resulting in a body
bias that causes V to drop. The substrate current induced body bias effectth

(SCBE) results in a current increase that is many times larger than Isub itself as
shown in Fig. 2.7.3.
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Fig. 2.7.3 Drain current increase caused by the substrate current induced body effect
can be seen in the high drain bias region.

Fig. 2.7.4 General behavior of the MOSFET output resistance. After Huang et al.
[2.86].
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It has been found that the accurate and scalable modeling of CLM and the sub-
strate current induced body effect caused by hot carrier effects (HCE) is very
important to describe the output resistance characteristics in a compact model
[2.86, 2.87]. Fig. 2.7.4 qualitatively shows the regions where different mecha-
nisms dominate the output resistance. The SCBE results in a dramatic
decrease in output conductance in the high Vds region.

Band to band tunneling (BTBT) current, which occurs at the surface of the
depletion layer under the gate-drain overlap region, is notable in the sub-
threshold region in thin-gate-oxide MOSFETs when the gate is grounded and
the drain is biased at high voltage [2.94, 2.95]. A large electric field exists
across the oxide (Eox), which must be supported by charge in the drain region.
This charge is provided by the formation of a deep depletion region in the
drain. An inversion layer cannot form at the silicon surface of the n-type drain
region. As the thermally generated holes arrive at the surface to form the
inversion layer, they are immediately swept laterally into the substrate (which
is a region of lower potential for holes). In the deep-depletion mode the band
bending can exceed 1.2eV. This allows the energy states in the valence and
conduction bands to line up (see Fig. 2.7.5). Thus, band to band tunneling
occurs, generating electrons and holes. Electrons flow into the drain and holes
into the body. The resulted drain to body current is called BTBT current or
gate-induced drain leakage (GIDL) current, as shown in Fig. 2.7.4. Like other
forms of leakage current, BTBT current will contribute to standby power, or
power consumption.

Fig. 2.7.5 Schematic illustration of BTBT mechanism in thin oxide MOSFETs. After
Chen et al. [2.88].
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A simple analytical equation for the BTBT current has been derived [2.96]:

Ibt = A Es exp(–B / Es) (2.7.1)

where A and B are material parameters involving the band gap energy and
effective mass. Es is the electric field at the Si surface and can be given by

(2.7.2)

where Eg is the energy band gap of silicon and is also the voltage drop (band
bending) in the substrate necessary for tunneling to occur, q is the electron
charge, and V is the voltage between the drain and gate.dg

2.8 Polysilicon Gate Depletion

As a gate voltage is applied to a heavily doped poly-Si gate, e.g. NMOS with
n+ polysilicon (poly-Si) gate, a thin depletion layer in the poly-Si can be
formed at the interface between the poly-Si and the gate oxide. This depletion
layer is very thin because of the high doping concentration in the poly-Si gate.
But its effect cannot be ignored for devices with gate oxides thinner than
10nm.

Fig. 2.8.1 shows an NMOSFET device with a depletion region in the n+ poly
Si gate. The doping concentration in the n+ poly-Si gate is NGATE and the dop-
ing concentration in the substrate is NSUB. The gate oxide thickness is TOX. If
we assume the doping concentration in the gate is infinite, then no depletion
region will exist in the gate, and there would be one sheet of positive charge at
the interface between the poly-Si gate and gate oxide. In reality, the doping
concentration is finite. The positive charge near the interface of the poly-Si
gate and the gate oxide is distributed over a finite depletion region with thick-
ness X . In the presence of the depletion region, the effective gate voltage ispoly
the voltage at the top of the gate oxide. In other words, part of the gate voltage
is lost across the depletion region in the gate. That means the effective gate
voltage will be reduced by a fraction of a volt.

The effective gate voltage can be calculated as follows. Assume that the dop-
ing concentration in the poly gate near the interface is N GATE. The voltage
drop in the poly-Si gate (Vpoly) can be calculated as [2.101]
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(2.8.1)

where Epoly is  the electric field at the poly-gate/oxide interface. The boundary
condition at the interface is

(2.8.2)

where E ox is the electric field in the gate oxide. The gate voltage satisfies

(2.8.3)

where Vox is the voltage drop across the gate oxide and V = E Tox .ox ox

Fig. 2.8.1 A MOSFET with the poly gate depletion region is shown. The device is in
the strong inversion region.

From Eqs. (2.8.1) to (2.8.3), we obtain

(2.8.4)
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(2.8.5)

By solving Eq. (2.8.4), we find the effective gate voltage ( Vgs_eƒƒ)

(2.8.6)

Fig. 2.8.2 shows Vgs_eƒƒ / Vgs versus the gate voltage. The threshold voltage is
assumed to be 0.4V. If Tox =30 Å, the effective  gate voltage can be reduced by
10% due to the poly gate depletion effect.

Fig. 2.8.2 The effective gate voltage versus applied gate voltage at several Tox .

We can estimate the drain current reduction in the linear region as a function
of the gate voltage. Assume that the drain voltage is very small, e.g. 50mV.
The linear drain current is proportional to Cox(Vgs - Vth). The  ratio of  the linear
drain current with and without poly gate depletion is equal to
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(2.8.7)

Fig. 2.8.3 shows Ids(Vgs_eƒƒ) / Ids(Vgs) versus the gate voltage using Eq. (2.8.7).
The drain current can be reduced by more than 10 percent due to gate deple-
tion.

Fig. 2.8.3 Ratio of the linear region current with poly gate depletion effect to the cur-
rent without poly gate depletion effect.

The polysilicon gate depletion effect can also influence the capacitance char-
acteristics in the strong inversion region [2.101]. A significant capacitance
reduction has been observed in MOSFETs with oxide thickness less than 5nm
[2.101]. Thus the polysilicon gate depletion effect has to be accounted for in
modeling the capacitance characteristics of devices with very thin oxide
thickness [2.101, 2.102].

2.9 Velocity Overshoot Effects

As MOSFET dimensions shrink toward 0.1µm, velocity overshoot is
expected to become a significant issue [2.103, 2.104]. Velocity overshoot
arises when the carrier transit time becomes comparable to the energy relax-



52 CHAPTER 2 Significant Physical Effects In Modern MOSFETs

ation time (i.e. when mobile carriers do not have enough time to reach equi-
librium with the applied electric field). Because of the velocity overshoot
effect, the steady-state field-dependent mobility model, Eq. (2.4.1), which
assumes equilibrium with the applied electric field by scattering of carriers,
may no longer be sufficient for modeling the MOS device characteristics
accurately.

Recent work shows that the energy balance equation should be incorporated
in the drift-diffusion equation to consider the spatial variation of carrier
energy in order to account for the velocity overshoot phenomenon in deep
submicron MOS devices. It has been shown that an electric field gradient can
cause electrons to overshoot the saturation velocity [2.103]. There is an insuf-
ficient number of phonon-scattering events experienced by the electron during
its flight, with the result that electrons can be accelerated to velocities higher
than the saturation velocity.

It has been known that the velocity overshoot effect can improve drain current
and transconductance [2.104, 2.105]. Several theoretical models of velocity
overshoot have been reported to give physical explanation and understanding
of this effect [2.106, 2.107, 2.108, 2.109]. Some analytical models of I-V
including velocity overshoot have been reported [2.110, 2.111]. The general
modeling approach can be described as follows.

The drift velocity in an inhomogenous electric field can be expressed approx-
imately as [2.110],

(2.9.1)

where µE is the drift velocity in a homogenous field. E is the longitudinal
electric field in the device. The λ parameter is a function of the electric field;
however, it can be treated as a constant for the usual longitudinal field range
found in short channel MOSFETs to get an analytical expression for the I-V
model with the consideration of the velocity overshoot effect.

The velocity expression given above can be put in the drain-current equation,
and an integral can be taken from the source to the drain along the channel to
get an analytical I-V expression including the velocity overshoot effect.
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However, no compact models implemented in widely used circuit simulators
have included this effect yet, even through some detailed research work
related to compact modeling has been reported recently [2.111, 2.112, 2.113].

2.10 Self-heating Effect

Heat dissipation is a critical issue in circuit design. The temperature rise
caused by the power consumption of devices in a chip may need to be consid-
ered because the device density has become huge in modern VLSI circuits.
Generally the self-heating effect on the electrical characteristics can be
ignored in a device model because the thermal conductivity of silicon sub-
strates is high. However, this may not be true in some cases such as SOI
CMOS, high voltage and current devices used in power IC’s, and future very
high device density (0.1µm or less) circuits where the devices may have sig-
nificant self-heating effects (SHE). It has been reported that SHE can decrease
the drain drive current and result in negative differential conductance at low
frequency and high power operation regions [2.114, 2.115].

The SHE was first reported in MOSFETs in 1987 [2.116]. When SHE occurs,
the temperature in the device increases and temperature sensitive parameters
such as threshold voltage, mobility, carrier velocity, and impact ionization rate
can change. Negative conductance can also be observed if SHE becomes sig-
nificant at high Vds and high Ids, as shown in Fig. 2.10.1 [2.120]. SHE can be
observed easily in the measured characteristics of SOI MOSFETs with short
channel lengths. Recently, it is also observed in bulk deep submicron MOS-
FETs, in which a significant increase of the output resistance is seen in the
high drain voltage regime as shown in Fig. 2.10.2. The normal output resis-
tance characteristics are given in Fig. 2.7.3, which shows a decrease in Rout as
the drain bias becomes large.

SHE was studied using numerical two-dimensional device simulators incor-
porating heat flow [2.117]. Usually, the temperature rise induced by SHE in a
device can be described by the expression [2.118, 2.119]:

(2.10.1)

where I d and Vds are drain current and the drain-source voltage, respectively,
R  is the thermal resistance (for the dynamic case, Rt h thwill be replaced by the
thermal impedance of the device). To is the ambient temperature.
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Fig. 2.10.1 A reduction of Ids (and hence negative output conductance) in a SOI
MOSFET is shown at high Vg as the drain voltage increases. After Chen et al. [2.120].

Fig. 2.10.2 The output resistance increases in this bulk device with channel length of
0.13 µ m (Tox =4.5nm) as the drain bias increases.

Recently, some analytical SHE models have been developed for SOI MOS-
FETs by considering the influence of power dissipation and temperature rise
on the electrical characteristics self-consistently [2.120, 2.121]. In general,
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2.11 Inversion Layer Quantization Effects

(2.10.2)

= To). χ is a function of
buried oxide thickness, gate oxide thickness, silicon film thickness, and the
Here Idso is the current at the ambient temperature (Tc

applied bias voltages [2.121].

MOSFETs continue to be scaled to deep submicron channel lengths. For the
gate to continue to control the channel effectively, the gate dielectric thickness
needs to be reduced to the low nm level and the channel doping concentration
needs to be increased towards 10 18 cm-3. This results in very high surface
electric field so that the conduction energy band is split into discrete energy
level of a 2-D electron gas leading to quite different inversion charge densities
than that predicted by classical theory. For example, the quantum mechanical
nature of the inversion layer is such that the charge distribution is not peaked
at the interface as the classical theory predicts, but is displaced by a finite dis-
tance as shown in Fig 2.11.1. As a result, the threshold voltage is underesti-
mated by the classical theory. In addition, the Cox  in the Qinv given in Eq.
(2.2.20) must be modified to include the finite inversion charge thickness.
Therefore, the thickness of the inversion layer and hence its effect on the
inversion charge density for a given Vg -Vth cannot be ignored and need to be
accounted for in compact modeling.

Another important impact of the quantization effect on the MOSFET charac-
teristics is the necessary modification in the extraction of the oxide thickness
from the C-V measurements. Because the charge distribution is no longer
peaked at the Si/SiO2 interface, but at a distance ∆d away, the effective oxide
thickness inferred from C-V data is larger than the physical oxide thickness
and is given by,

(2.11.1)

For the ultra-thin oxides used in some deep submicron devices, the second
term in Eq. (2.11.1) can be significant and lead to large discrepancies between
experimental C-V curves and the theoretical curves based only on the physical
oxide thickness if the inversion layer quantization effects are ignored.
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Fig. 2.11.1 Comparison of the charge distribution predicted classically and quantum
mechanically in a MOSFET. After Hareland et al. [2.130].

Quantization of electrons and its impact on device behavior has been studied
using the effective-mass approximation [2.122, 2.123, 2.124]. The effects of
quantization phenomena on the threshold voltage have also been studied
[2.125, 2.126]. A model for the influence of the quantization effects on the
device characteristics has been developed by accounting for the finite thick-
ness of the inversion layer in modeling the inversion charge and capacitance
[2.127, 2.128]. Other models account for the quantization effects on Vt h and
surface potential with a correction for the intrinsic carrier density by using an
effective band-gap widening [2.102, 2.129]:

(2.11.2)

(2.11.3)

where β is a constant, for example, β=4.lxl0- 8eV-cm [2.129], ni
CL is the clas-

sical intrinsic carrier density. Eseff is the effective surface electric field. Eq.
(2.11.2) has been implemented in some device simulators to describe the
quantization effects in MOSFETs.
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CHAPTER 3 Threshold Voltage Model

Accurate modeling of the threshold voltage (Vth) is one of the most important
requirements for the precise description of a device’s electrical characteristics.
By using the threshold voltage, the device operation can be divided into three
operational regions. If the gate voltage is much larger than Vt h, the MOSFETs
is operating in the strong inversion region and the drift current is dominant. If
the gate voltage is much less than Vth , the MOSFET operates in the weak
inversion (or subthreshold) region and diffusion current is dominant. If the
gate voltage is very close to Vth, the MOSFET operates in the transition region
called moderate inversion where both diffusion and drift currents are impor-
tant.

In this chapter, we will discuss in detail the modeling of the threshold voltage,
including the short channel and narrow width effects. We then introduce the
threshold voltage model of BSIM3v3. Finally we will discuss some topics,
which may cause confusion for BSIM3 users, in the Helpful Hints section.

3.1 Threshold Voltage Model ƒor Long Channel
Devices

The schematic diagram of a long channel MOSFET with uniformly doped
substrate is shown in Fig. 3.1.1. The x direction is the depth into the silicon
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measured from the SiO2-Si interface while the y direction is the length along
the channel measured from the source towards the drain.

Fig. 3.1.1 A cross-sectional view of an n-channel MOSFET.

When a gate voltage is applied to induce the inversion layer in the channel,
drain current flows if a drain bias Vds is applied. The two dimensional Poisson
equation is [3.1]

(3.1.1)

where φ is the potential, and ρ(x,y) is the charge density.

For a long channel device with low drain bias, we may use the well known
gradual channel approximation (GCA) [3.2], which assumes that the electric
field gradient in the y direction ∂Ey /∂y is much smaller than the field gradient
in the x direction ∂Ex/∂x. In that case, Eq. (3.1.1) can be reduced to:

(3.1.2)
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The GCA is generally valid when the channel length is much longer than the
width of the depletion region and Vds is zero. However, at high drain voltages
(saturation region), the GCA becomes invalid even for long channel devices,
and a quasi-two-dimensional Poisson equation must be solved [3.3,3.4].

When a gate bias Vg is applied, the relationship between Vgs and the surface
potential and the charge density induced in the substrate can be written as
[3.5]:

(3.1.3)

where VFB is the flat band voltage and Qs= Qinv +Qb. Here Qinv is the inver-
sion charge.

According to the common definition of threshold, i.e. φs=2φB [3.6], and
neglecting Qinv in Qs since Qinv is small compared with Qb at the onset point
of strong inversion, the threshold voltage can be expressed as

(3.1.4)

where Qb is the depletion charge at the onset of strong inversion, and can be
found by replacing φs with 2φB -Vbs (when Vbs≠0) in Eq. (2.3.12). Thus Eq.
(3.1.4) becomes,

(3.1.5)

where  γ is the body effect coefficient, and is given by Eq. (2.2.2).

3.2 Threshold Voltage Model with Short Channel
Eƒƒects

The threshold voltage of a long channel device is independent of the channel
length and the drain voltage. Its dependence on the body bias is given by Eq.
(3.1.5). However, if the channel length is sufficiently short the measured
threshold voltage shows a significant dependence on the channel length and
the drain voltage. Also, the dependence of the threshold voltage on the body
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bias becomes weaker as channel length becomes shorter. These short-channel
effects must be included in the threshold voltage expression in order to model
submicrometer devices correctly. The long channel theory is based on the
one-dimensional theory, that is, it assumes that the space charge under the
gate is controlled only by the vertical electric field. However, when the chan-
nel length is short (close to the dimension of the depletion region width) this
assumption becomes invalid, and the influence of the built-in potential of
source/drain and the drain bias has to be accounted for in modeling Vth . Two
analytical approaches have been used to model the threshold voltage reduc-
tion, ∆Vth , due  to  short channel effects:

1). Charge-sharing model, in which analytical expressions for ∆Vth are
derived with the help of a charge sharing concept [3.7].

2). Quasi 2D model, in which analytical expressions for ∆Vth are derived by
solving a quasi two-dimensional (2-D) Poisson equation [3.8].

3.2.1 Charge  sharing  model

In developing the Vth model for long channel MOSFETs, an assumption was
made that all the space charges under the gate contribute to the vertical elec-
tric field, Ex, which determines the voltage across the oxide and Vth . When the
channel length of a MOSFET is long, this is a reasonable assumption because
the influence of the drain and source is small, as shown in Fig. 3.2.1 (a). How-
ever, as L approaches the dimensions of the depths of source/drain junctions
or the thickness of the depletion region, the space charges in the source/drain
junction regions begin to contribute greatly to the formation of the channel
depletion region. That is, not all depletion charges in the channel region con-
tribute to Eox or Vth. In other words, the charge sharing concept assumes that
not all of the electric-field lines emanating from the charge under the gate ter-
minate on the gate charge. Instead, some terminate on the space charge in the
source and drain depletion regions. The depletion charge under the gate is
actually induced by gate together with the source and drain so that the channel
charge can be considered to be “shared” by the gate, source and drain. Thus,
less gate charge density (and smaller gate voltage) is needed to induce inver-
sion in short channel MOSFETs than in long channel devices. This means a
short channel MOSFET has a smaller Vth. Fig. 3.2.1 (b) illustrates the case
when V =0. As the bias applied to the drain junction is increased, the widthds
of the drain depletion region increases, which makes the portion of the charge
shared with the drain increase as shown in Fig. 3.2.2, resulting in an even
lower Vth [2.31].
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Fig. 3.2.1 (a) Illustration of the depletion region in a long channel MOSFET.

Fig. 3.2.1 (b) The influence of the source/drain regions becomes significant in a short
channel MOSFET.

Fig. 3.2.2 The width of the depletion layer is increased when the drain bias is not zero.

Many charge sharing models have been developed using different geometric
division approaches [3.7, 3.9, 3.10]. The simplest and most widely used is the
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one proposed by Yau in 1974 [3.7]. As shown in Fig. 3.2.3, the gate controlled
depletion charge is in a trapezoidal area of depth Xdepm , length L at the sur-
face, and the length L’ at the bottom of the depletion region. Therefore, the
gate controlled depletion charge can be given by

(3.2.1)

By expressing L’ as a function of the source/drain junction depth X andj
Xdepm , and substituting Qb in the long channel Vth
with Qb’ given in Eq. (3.2.1), the reduction of Vth caused by the short channel
effect can be written as,

(3.2.2)

Fig. 3.2.3 Illustration of the charge sharing model. The shaded regions are the deple-
tion charges controlled by the source/drain. After Yau [3.7].

In the above derivation, the following assumptions have been made,

1. The substrate doping Nsub is uniform.

2. No potential difference between source and drain, that is Vds =0.

3. The source and drain junctions with depth Xj are cylindrical in shape with
radius Xj .

4. The channel depletion width Xdepm is equal to the source/drain depletion
widths.

By modifying Eq. (3.2.2), the above model can also be used to estimate the
reduction of Vth in the presence of Vds ,

expression, Eq. (3.1.10),
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(3.2.3)

where Xs and X d are the source and drain depletion widths.

The above simple model qualitatively agrees with observations from experi-
ments. For example, it predicts that (1) the thicker the gate oxide, the larger
the ∆Vth (the larger the short channel effects); (2) the lower the Nsub, the larger
the X depm and hence the larger the short channel effects; (3) the larger the Xj,
the larger the short channel effects; (4) the larger the V ds , the larger Xd and
hence the larger the short channel effects. However, charge sharing models
fail to achieve good quantitative agreement with the measured data from
devices with shorter channel length (e.g.<1µm) or under large drain voltages
[3.11]. This is because the geometric division of the depletion charge is quite
arbitrary and has no physical quantitative basis.

Despite the fact that charge sharing models generally cannot provide accuracy
in predicting the measured data, they are still useful for providing first order
estimates of ∆Vth as well as for helping to visualize the short channel effects.

3.2.2 Quasi 2-D models for drain induced barrier lowering effect

The decrease in Vth due to the decrease in channel length L and the increase in
Vd s has been modeled using another approach. As L decreases and V ds
increases, the potential profile between S and D is modified and there is a
lowering of the potential barrier between S and D. Hence, less gate voltage is
needed to bring the surface potential to 2φB , i.e. the threshold voltage is low-
ered. This physical description is called drain induced barrier lowering
(DIBL) [3.12, 3.13, 3.14].

The concept of DIBL can be illustrated in Fig. 3.2.4, showing the surface
potential plots along the channel for three different (long and short channel)
devices [3.12]. The potential, i.e. surface potential, of the long channel device
(curve A) is determined by Vg and independent of L or V ds. As the channel
length is reduced, the peak surface potential is lower than the long channel
case (curve B). Less Vg , i.e. Vth , is required to bring the surface potential to
2 φB and to allow the current to flow. If drain bias Vds increases, the potential
peak is further reduced (curve C), resulting in a further decrease in Vth.
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Fig. 3.2.4 Surface potential distribution from the source to the drain. The peak poten-
tial decreases with shrinking L and increasing Vds. After Troutman [3.12].

Two-dimensional device simulation has shown that the following factors can
influence DIBL [3.12, 3.15]:

a. The channel length L: shorter L leads to stronger DIBL effects.

b. The gate oxide thickness Tox: thicker To x leads to stronger DIBL effects.

c. The source/drain junction depth Xj: deeper Xj leads to stronger DIBL
effects.

d. The channel concentration Nch: lower Nch leads to stronger DIBL effects.

e. The body bias Vbs: higher Vb s leads to stronger DIBL effects.

According to the above, the reduction of Vt h in short channel devices can be
attributed to the penetration of the junction electric field into the channel
region, resulting in a lowering of the potential barrier at the source end. Many
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DIBL-based models have been developed [3.13, 3.14, 3.151. They are mathe-
matically more complex but more accurate than the charge sharing model.

By using a quasi 2-D approach to solve the Poisson equation in the channel of
the MOSFET, analytical models for the threshold voltage can be derived
[3.13, 3.15]. It has been shown that the threshold voltage developed with this
approach can predict the short channel effects accurately [3.13, 3.14, 3.15].

Fig. 3.2.5 The Gaussian box used in the quasi-two-dimensional analysis. After Liu et
al. [3.15].

Applying Gauss’s law to a rectangular box of height Xdep and length ∆y in the
channel depletion region and neglecting mobile carrier charge, as shown in
Fig. 3.2.5 [3.15]:

(3.2.4)

where Es (y) is the lateral surface electric field, V s (y) is the channel potential at
the Si-SiO 2 interface, V gs  is the gate-source voltage, VFB  is the flat-band volt-
age, N sub is the channel doping concentration, T ox  is the gate oxide thickness,
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ε si and εox are the permittivity of SiO2 and Si, respectively, and η is a fitting
parameter.

The first term on the left hand side of Eq. (3.2.4) is equal to the net electric
flux entering the Gaussian box along the y direction. The second term repre-
sents the electric flux entering the top surface of the Gaussion box. The solu-
tion to Eq. (3.2.4) under the boundary conditions of Vs(0)=Vbi, and Vs(L)= V ds
+ V bi (where Vbi is the built-in potential between the source-substrate and
drain-substrate junctions) is:

(3. 2. 5)

V sL represents the long channel surface potential, and l is a characteristic
length defined as

(3.2.6)

Xdep is the width of the channel depletion region.

For a given set of Vgs , Vbs and two Vds values, the channel potential distribu-
tions Eq. (3.2.5) for several channel lengths are given in Fig. 3.2.6. This figure
shows a large variation in potential along the channel for devices with short
channel lengths even when the drain voltage is low. It agrees with the results
of 2-D numerical simulation [3.15].

The channel potential Vs(y) has a minimum value, Vsmin, at y0which can be
found by solving the equation dVs(y)/dy=0. However, y 0 can be approximated
as L/2 when Vds<<Vbi -VsL. Thus, V  can be obtained analytically,smin

(3.2.7)

The threshold voltage can be defined as the gate voltage which causes Vsmin to
equal 2 φB. Thus, Vth can be solved as
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(3.2.8)

When l <<L, the threshold voltage shift ∆ Vth can be expressed as [3.15]

(3.2.9)

Fig. 3.2.6 Quasi-2D model of surface potential along the channel. After Liu et al.
[3.15].

However, Eq. (3.2.9) is only valid for small Vds. When Vds is not small, for
l<<L, the channel potential can be approximated as:

(3.2.10)

VsL is a function of the gate bias V . The gate voltage that raises the minimumg
potential to 2φB is the threshold voltage. Clearly, Fig. 3.2.6 suggests that short
channel devices would have lower Vth’s.

The reduction in Vth can be shown to be

(3.2.11)
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Eq. (3.2.11) reduces to Eq. (3.2.9) for large L/l and small Vds as expected.

Fig. 3.2.7 shows the calculated results using Eq. (3.2.9) and Eq. (3.2.11). The
results from numerical evaluation of Eq. (3.2.5) are also given in the figures
for comparison. When L>>l and V ds<<Vbi-2 φB , Eq. (3.2.9) gives a reasonable
estimate of Vth shift as shown in Fig. 3.2.7 (a). At high Vds, Eq. (3.2.9) overes-
timates the Vth shift. However, Eq. (3.2.11) can still accurately predict the Vth
characteristics as shown in Fig. 3.2.7 (b).

Fig. 3.2.7 (a) The calculated ∆Vth shift versus channel length at Vds =0.05V. The sim-
ple analytical models, Eq. (3.2.9) and Eq. (3.2.11), agree with the numerical solutions.
(b) Comparison between simple analytical solutions and numerical solution of Vth
versus Vds. After Liu et al. [3.15].

The above analysis ignored possible voltage drop inside the drain diffusion
region. It is valid for both non-LDD and LDD devices as long as Vd s is small.
For an LDD device, Vbi is the built-in potential of the n-/p junction. When Vds
is large (Vds >1V), the voltage drop in the drain region should be subtracted
from the Vds + Vbi terms in Eq. (3.2.9) and Eq. (3.2.11) for the LDD devices.

The characteristic length l is a very important parameter affecting the accu-
racy of the above quasi 2-D model. Although l calculated from Eq. (3.2.6) has
the correct order of magnitude and qualitative dependences, exact values of l
need to be extracted from actual devices because of the unknown factor η .
The extraction of l can be done by fitting the experimental data of log( ∆Vth)
versus Leff in the region of Leff >5l. It has been found that for a given technol-
ogy, a unique l (or η ) extracted by the technology can be used for a wide range
of Leff and V ds values (for example L=0.2-5µm, Vds =0.05-3.5V) [3.15].
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The physical mechanisms behind the short channel effect and the DIBL effect
can be described using Fig. 3.2.8. The electron (in NMOS) barrier heights
along the channel for a long channel and a short channel devices are shown in
Fig. 3.2.8. The barrier height of the long channel device is quite insensitive to
the drain voltage. However, the barrier height of the short channel device is
reduced substantially by the drain voltage. Even when the drain voltage is
zero, the barrier height of the short channel device is lower than the long
channel device due to the built-in potential of the S/D junctions. Reducing the
barrier height will cause the threshold voltage to go down. This is why the
threshold voltage of a short channel device is smaller than that of a long chan-
nel device; and it is why the threshold voltage of a short channel device is a
strong function of the drain voltage.

Fig. 3.2.8 Barrier height and potential along the channel for a short and a long L
devices.

3.3 Narrow Width Effect Model

Fig. 3.3.1 shows a width cross section of a MOSFET with LOCOS isolation
technology. The narrow width effect is complicated and sensitive to the
details of the isolation technology. The following is a simple qualitative
description. It can be seen that there is a tapering of the oxide from thin to
thick oxide along the width direction from the center of the device to the field
oxide region. The polysilicon gate overlaps the thick oxide on both sides of
the thin gate oxide. This results in a gate controlled depletion region at the
edges of the device. As a result, the gate induced fringing electric field around
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the device edges controls or is linked with extra depletion charge ∆Qw with
∆Qw /2 on each side as shown in Fig. 3.3.2. This additional charge, balanced
by the gate charge, cannot be ignored as the channel width decreases. For the
case discussed here, the threshold voltage increases as the channel width
decreases. The threshold voltage with the narrow width effect can be written
as

where VthW is the threshold voltage in a wide width device, ∆QbW is the con-
tribution of the extra depletion charge in the thick oxide region, as shown in
Fig. 3.3.2.

(3.3.1)

Fig. 3.3.1 A cross-section view of a MOSFET along the gate width direction. After
Akers et al. [3.16].

Again, a realistic narrow width model requires a solution from the two dimen-
sional Poisson equation. However, it is not convenient for use in circuit simu-
lation because of the time consuming computations. Many analytical
solutions have been suggested [3.16, 3.17]. One of them was proposed by
Akers et al. in 1981 [3.16]. The Akers’s narrow width model considers three
different geometrical approximations of the area enclosing the induced extra
charge. The three geometrical shapes considered are a triangle, a quarter cir-
cle, and a square.

The extra charge on both sides of the device will contribute a voltage to the
threshold voltage with the amount [3.16]:
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Fig. 3.3.2 The extra depletion charge ∆ QbW induced in the thick oxide region. After
Akers et al. [3.16].

for triangle

for quarter circle

for square

(3.3.2)

(3.3.3)

(3.3.4)

where Xdep is the width of the channel depletion.

A general form of the threshold voltage for a narrow width device can be
given as,

(3.3.5)

(3.3.6)
1 triangle

δ = π / 2 quarter circle

2 square
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The comparison between the measurements and the models indicated that the
square shape, that is δ =2, in Eq. (3.3.2) gave the best fit [3.16]. In compact
modeling, δ may be an extracted parameter.

In the above discussion, the substrate doping concentration and gate oxide
thickness were assumed to be uniform in the derivation. However, in a real
device the substrate doping concentration is not uniform. Also, the capaci-
tances of the tapered oxide and thick oxide are different from the gate oxide
capacitance and need to be considered separately in modeling the narrow
width effects.

Akers et al. further suggested a more complicated analytical expression to
include the effects of the tapered oxide capacitance, the depletion charge
under the thick recessed field oxide due to the gate overlap, and field doping
encroachment at the channel edges [3.16]. However, the simpler model equa-
tion given in Eq. (3.3.5) is more often used in compact modeling.

3.4 Threshold Voltage Model in BSIM3v3

In this section, we discuss the threshold voltage model in BSIM3v3. It
accounts for the physical effects discussed in chapter 2 with regard to Vth.

3.4.1 Modeling of the vertical non-uniform doping effects

From Eq. (2.2.1), we see that the threshold voltage should depend linearly on
, with a slope known as γ. However, experimental data (as shown in

Fig. 2.2.2) in general displays a non-linear dependence. The slope γ becomes
smaller as the body bias Vbs becomes more negative (for NMOS) (Vbs , unless

stated otherwise, is always a reverse bias of the source/body junction). This
non-linearity comes from the non-uniform substrate doping in the vertical
direction of the body.

The doping concentration may be higher or lower at the interface of the gate
oxide and the body than deep in the body due to the choice of the energies of
ion implantation for the channel and well. This non-uniform body doping will
make γ in Eq. (2.2.1) a function of the substrate bias. An approximate step-
doping profile, as shown in Fig. 3.4.1, can be used to obtain an analytical
expression of Vth as a function of Vbs. If the depletion width is less than XT as
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shown in Fig. 3.4.1, NA in Eq. (3.4.2) is equal to NCH
a,  otherwise it is equal to

N , Therefore, we haveSUB

(3.4.1)

(3.4.2)

where the definition of VTH0 has been given in Chapter 2. φs
b is the surface

potential at threshold, given in Eq. (2.2.4). γγ1 and γγ2 are given as

(3.4.3)

(3.4.4)

Vbx is the body bias at which the depletion width is equal to XT. Therefore,
Vbx satisfies

(3.4.5)

To unify the Vth expression in Eq. (3.4.1) and Eq. (3.4.2), a general expression
of Vth under different body bias is proposed as

(3.4.6)

K1 and K2 are usually determined by fitting Eq. (3.4.6) to the measured Vth
data. For theoretical discussions, they can be determined by the criteria that
the Vth values given by Eq. (3.4.2) and Eq. (3.4.6) and their derivatives versus
V should be the same at Vbs bm, where Vbm is the maximum substrate bias
voltage. At Vbs = Vbm , let Eqs. (3.4.2) and (3.4.6) be equal:

a. Note: In this book, all BSIM3v3 model parameters are bold-faced Italic characters with cap-
italized first letters followed by capitalized subscripts.

b. in the threshold voltage model equations in BSIM3v3.
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(3.4.7)

Fig. 3.4.1 One possible body doping profile and approximation.

We can get a second equation by letting the derivative of Eqs. (3.4.2) and
(3.4.6) be equal at Vbs = Vbm and obtaining

(3.4.8)

Solving Eqs. (3.4.7) and (3.4.8) gives

(3.4.9)

K1 can be obtained from Eq. (3.4.8) with K2 given in Eq. (3.4.9).

It has been found that using K1 and K2 as fitting parameters yields better accu-
racy than calculating K1 and K2 with Eq. (3.4.8) and Eq. (3.4.9). Usually K1
and K2 are determined experimentally if measured data is available. However,
if device data is not available but the model user knows the doping concentra-
tion profile, or the user wants to use the physical nature of K1 and K2 for spe-
cific purposes such as statistical modeling, the user can input the doping



3.4 Threshold Voltage Model in BSIM3v3 83

concentrations and other process parameters (e.g. NCH, NSUB, XT and TOX).
K1 and K2 can then be calculated using Eqs. (3.4.8) and (3.4.9).

In summary, K1 and K2 are the key parameters to model the vertical non-uni-
form doping effect.

3.4.2 Modeling of the RSCE due to lateral non-uniform channel doping

To account for the lateral non-uniform doping effect due to the higher doping
concentration near the drain and the source than in the middle of the channel,
as shown in Fig. 2.2.3, a step doping profile along the channel length direction
as shown in Fig. 3.4.2 may be used as a first order approximation to obtain a
Vth expression. As a further approximation, the average channel doping can
be calculated as follows:

(3.4.10)

Where In BSIM3v3, NLX is treated as a fitting

parameter extracted from the measured data.

With the introduction of NLX to account for the lateral non-uniform doping,
Eq. (3.4.6) may be modified into

(3.4.11)

Eq. (3.4.11) can best be understood by first setting Vbs = 0. At Vbs =0, Eq.
(3.4.11) models the dependence of Vth on L due to the lateral non-uniform
doping. Eq. (3.4.11) shows that the threshold voltage will increase as channel
length decreases. This is shown in Fig. 3.4.3.
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Fig. 3.4.2 A step doping profile can be used to approximate the non-uniform lateral
channel doping.

Fig. 3.4.3 Threshold voltage versus channel length calculated by Eq. (3.4.11).

In summary, NLX is the only parameter to represent the lateral non-uniform
doping effect. It models the reverse short channel effects (RSCE), as is shown
in Fig. 3.4.3.
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3.4.3 Modeling of the short channel effect due to drain induced barrier
lowering

In BSIM3v3, the drain-induced barrier lowering (DIBL) effect is analyzed by
solving a quasi two-dimension Poisson equation along the channel as dis-
cussed in section 3.2.2. By applying Gauss’s law to a rectangular box of
height Xdep and length ∆y in the channel depletion region assuming an equa-
tion for the electric potential may be set up and solved, leading to [3.15]

(3.4.12)

where Vbi is the built-in voltage of the substrate/source junction. Vbi is given
by

(3.4.13)

where NDS in Eq. (3.4.13) is the source/drain doping concentration and NCH
is the channel doping concentration. In Eq. (3.4.12)

(3.4.14)

lt is a characteristic length and is given by

Xdep is the depletion width in the substrate and is given by

(3.4.15)

(3.4.16)

η in Eq. (3.4.15) is a fitting parameter that accounts for the numerous approx-
imations behind Eq. (3.4.15). For example, Xdep is not constant from the
source to the drain and is not equal to the quantity in Eq. (3.4.16). Also the
electric field is not uniform from the top to the bottom of the depletion region.

As channel length L decreases  ∆ Vth will increase, and in turn Vth will
decrease. If a MOSFET has a LDD structure, NDS in Eq. (3.4.13) is the doping
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concentration in the lightly doped region. Vbi in a L D D-MOSFET will be
smaller than in a single drain MOSFETs, therefore the threshold voltage
reduction due to the short channel effect is smaller in LDD-MOSFETs.

Eq. (3.4.12) shows that ∆V th depends linearly on the drain voltage. Vth
decreases as Vd s increases. This is an important aspect of the DIBL phenome-
non. The severity of the DIBL effect has a strong dependence on L. If L> >lt ,
the DIBL effect is very weak.

The influences of DIBL on Vth can be described by Eq. (3.4.14). However, in
order to make the model fit a wide range of L, Vds , and Vbs, several additional
parameters such as D , E and EVT0 , D VT1 , D VT2, DSUB TA0 TAB are introduced,
leading to

where
(3.4.17)

(3.4.18)

(3.4.19)

(3.4.20)

(3.4.21)

DVT1  replaces 1/(η)1/2 in Eq. (3.4.15). DVT2 is introduced to account for the
dependence of the doping concentration on substrate bias since the doping
concentration in the body is not uniform in the vertical direction. Compared
with Eq. (3.4.12), Eq. (3.4.17) allows different L dependencies of Vth on Vds ,
and on Vbs , i.e. different lt and l to , in order to achieve better accuracy of
matching the Vth data. D , DVT0 VT1,DVT2 , ETA0 , ETAB, and DSUB are deter-
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mined experimentally. Although Eqs. (3.4.12) and (3.4.17) have many differ-
ences, they have the same basic double exponential functional forms. This
means that the device physics represented by Eqs. (3.4.12) and (3.4.17) are
essentially the same. A philosophy embedded in the BSIM3 model is to find a
physically accurate functional form to describes a physical phenomenon and
then use fitting parameters and even empirical terms to achieve quantitative
match with the device characteristics.

As the body bias becomes more negative, the depletion width increases as
shown in Eq. (3.4.20). Thus  ∆Vth will rise due to the increase in lt . That is, the
DIBL effects (i.e. the channel length and Vds dependence of Vth) are stronger
as Vbs  is made more negative. This is verified by experimental data shown in
Fig. 3.4.3 and Fig. 3.4.4. Although the dependence of Vth on Vds is known to
be nonlinear [3.15], a linear dependence of Vth on Vds is nevertheless suffi-
cient for circuit simulation, as shown in Fig. 3.4.3.

Fig. 3.4.3. Threshold voltage versus the drain voltage at different body biases. After
Huang et al. [3.19].

In Eq (3.4.17), and ∆Vth due to DIBL effect

move in opposite directions as Vbs varies. Therefore, the changes in

and  in ∆Vth will  compensate  for each other and

make Vth less sensitive to Vbs .This compensation is only evident when the

short-channel effect is significant in short-channel devices. Hence, the V of ath

short-channel MOSFET is less sensitive to body bias than the Vth of a long-

channel MOSFET which is seen in Fig 3.4.4.
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Fig. 3.4.4 Channel length dependence of the threshold voltage at different body
biases. After Liu et al. [3.15].

Fig. 3.4.5 shows the threshold voltage versus channel length at different drain
voltages and bias voltages and compares the data with Eq. (3.4.14). The addi-
tional terms and parameters in Eq. (3.4.17) are necessary to provide a good
match between the model and the data.

3.4.4 Modeling of the narrow width effects

Even though several models with narrow width effects were reviewed in
Chapter 2, none has been found to be quantitatively accurate. They do not
even qualitatively describe the reverse narrow width effect that are encoun-
tered in some technologies [3.18]. One must accept the fact that the behavior
of the narrow width effect depends on the numerous and changing isolation
technologies and no universally accurate physical model of it is available.
Models of the threshold voltage shift due to narrow width effect have the gen-
eral form,

(3.4.22)
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Fig. 3.4.5 Threshold voltage versus channel length at several drain voltages and  body-
biases. After Liu et al. [3.15].

BSIM3v3 takes an empirical approach to account for the overall narrow width
effects (both normal and reverse narrow width effects). Three fitting parame-
ters K3 , K3B , and W0 are used to model the change in Vth due to the narrow W
[3.19,3.20],

(3.4.23)

Weƒƒ ’ is the effective channel width [3.20], which will be discussed in detail in
Chapter 4.

In the above discussion, it is assumed that the channel length of the device is
long enough so that the narrow width effect does not depend on L. To account
for the narrow width effect for small channel lengths, BSIM3v3 introduces
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the following in addition to Eq. (3.4.23) to describe the change in threshold
voltage due to narrow W and short L:

(3.4.24a)

(3.4.24b)

where DVTOW, D VT1W and DVT2W are parameters extracted from experimental
data. Eq. (3.4.24) is a good example of the empirical elements based on exper-
imental observations plus simple physical understanding of the effects, which
help make BSIM3 an accurate model.

3.4.5 Complete Vt h model in BSIM3v3

With the considerations of all the discussed physical effects above, the final
and complete Vth expression in BSIM3v3 is as follows [3.20]:

(3.4.25a)
In Eq. (3.4.25a), the second and third terms are used to model the vertical
non-uniform doping effect, the fourth term is for the lateral non-uniform dop-
ing effect, the fifth term is for the narrow width effect, the sixth and seventh
terms are related to the short channel effect due to DIBL, and the last term is
to describe the small size effect in devices with both small channel length and
small width. A simpler model for Vth would be preferred if it could offer the
same adequate accuracy.
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In BSIM3v3.2 [3.35], the TOX dependence of Vth is improved by introducing
a new model parameter TOXM , which can be considered as the nominal gate
oxide thickness at which the model parameters are extracted. Eq. (3.4.25a) is
modified due to the introduction of TOXM

(3.4.25b)

(3.4.25c)

(3.4.25d)

(3.4.25e)

In the implementation of Eqs. (3.4.25) in BSIM3v3, all Vbs  terms have been
substituted with Vbseƒƒ given in Eq. (3.4.26).

(3.4.26)

where δ1=0.001. When Vbs> Vbc, Vbseƒƒ approaches Vbc which is an upper
bound of  Vbseff. Having an upper bound improves the numerical robustness of
the model and enhances simulation convergence.In model implementation,
Vbc is set to be 0.9 of the Vbs at which dVth/dVbs =0, where Vth is given by Eq.
(3.4.6). Thus:

(3.4.27)



92 CHAPTER 3 Threshold Voltage Model

It should be pointed out that care has been taken in the model implementation
to avoid divide-by-zero when K2=0 in Eq. (3.4.27).

3.5 Helpƒul Hints

1. Extracting the threshold voltage

One “definition” of the threshold voltage (or onset of strong inversion) is the
well known 2φB approximation. That is, Vth is “defined” as the gate bias at
which the surface potential is 2φB. We have used this in the derivation of Vth

of the long channel device. However, it may be more useful and meaningful if
Vth is defined with a measurable behavior of the device, e.g. Id= aW/L µA at
Vg = Vth , where a is a constant, say, 0.1. A number of different definitions for
the threshold voltage have been proposed to model or measure Vth. Model
users should know the differences among them to avoid any confusion when
discussing threshold voltages.

The following definitions have been suggested for the threshold voltage. Vth is
the gate voltage at which (1) the inversion charge density is equal to zero
[3.21], (2) the minority carrier density at the surface is equal to the majority
carrier density at the boundary of the depletion region [3.22], (3) the change
rate in the inversion charge caused by the gate bias is equal to the change rate
in the depletion charge density [3.23], (4) the surface potential is equal to 2φB
[3.24], (5) the extrapolated linear drain current is zero [3.25], (6) the extrapo-
lated square root of the saturation current is zero [3.26], (7) the drain current
is at a small constant value [3.27], (8) the gate-channel capacitance is equal to
1/3Cox [3.28], (9) the slope of the transconductance gm vs. V gs is at its maxi-
mum [3.29].

Definitions (l)-(4) have been used in analytical model derivations, while defi-
nitions (5)-(9) are used to determine the threshold voltage experimentally. It is
clear that these threshold voltage definitions are inconsistent and may lead to
difficulties and confusion when comparing the results of these definitions.
Definition (7) can be made to be more or less consistent with (4), (5) and (6)
by careful selection of the drain current value.

Definition (5) has been widely used in the characterization of MOSFETs.
However, it is well known that the Ids does not follow a good linear relation-
ship with V gs in modern MOSFETs. Because of the ambiguity of “linear
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region in the Ids -Vgs curves”, an engineering methodology has become the
standard approach in determining the Vth of a MOSFET:

(a). Measure Ids- Vgs characteristics at low Vds (<0.1V, typically 50mV),

(b). Determine the maximum slope of the Ids-Vgs curve, that is, the maximum
gm  point,

(c). Extrapolate Ids-Vgs from the maximum gm point to Ids=0,

(d). Note the corresponding extrapolated Vgs value (V gs0) for Ids =0 point.

(e). Calculate Vth according to Vth  =Vgs0-0.5Vds.

The reason Ids does not follow a linear relationship with Vgs is that the carrier
mobility decreases as Vgs  becomes significantly larger than Vth. Extrapolation
from the maximum slope point of the Ids-Vgs curve (or maximum gm) arbi-
trarily eliminates the ambiguity of extrapolating the “linear” Ids-Vgs curve
[3.30].

The methodology to extract Vt h  discussed last is recommended for extracting
threshold voltage for the BSIM3v3 model.

2. Threshold voltages in weak and strong inversion regimes

Usually the I-V model in strong inversion can match the measured data well if
the “extrapolated” Vth is used in the model. However, the I-V model in weak
inversion usually deviates from the measured I-V somewhat if the same Vth is
used in the weak inversion I-V model without any modification [3.31]. The
problem is caused by the difference (around 0.lV) between the Vth  deter-
mined with definition (4), which is appropriate for the subthreshold I-V, and
the Vth extrapolated from the Ids -Vgs in the strong inversion region. It has been
found that may be a better theoretical criterion for the Vth  in the
strong inversion I-V model (Vg  > V th) while φs =2φB is a good criterion of the
threshold voltage in modeling the weak inversion (Vg < V th) regime. The
regime between φs =2φB  and has been called moderate inversion
[3.32], which is becoming more and more important as new low power analog
applications emphasize the operations of transistors in this regime. In
BSIM3v3, a parameter called VOFF is introduced to account for the difference
in the two Vth’s to achieve good model accuracy in both the strong inversion
and the subthreshold regions [3.33, 3.34], which will be discussed again in
Chapter 4.

φs  =2φB+4v t

φs  =2φB+4v t
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(3.5.1)

(3.5.2.)

3. The relationship between VTH0  and V FB in BSIM3v3

VTHO is an important parameter in the threshold voltage model of BSIM3v3.
It is the threshold voltage of a long channel device at zero volt substrate bias.

pointed out that V
BSIM3v3.0 and BSIM3v3.1. However it has become one in BSIM3v3.2 to
improve model accuracy for MOSFETs with different gate materials.

Where VFB  is a constant representing the flat-band voltage. It should be

FB is not a user-input parameter in the I-V model in

The VFB  in the Vth model of BSIM3v3 can be either calculated or given a
fixed value, depending on whether the VTH0 parameter is provided by the
user.

Usually, VTH0 is a parameter specified in the model card. In that case, if VFB
is not assigned as a user input parameter, it is calculated in BSIM3v3 as

If VTH0 is not specified in the model card, it is calculated using Eq. (3.5.1),
and VF B is given a fixed value of -1.0 if it is not given in the model card.

It should be noted that VF B here is different from the v
ƒb

that will be used in
the capacitance models in Chapter 5, where vƒb is calculated to ensure that the
same threshold voltage is used in both the I-V and capacitance models. The
difference between VF B and vƒb will be discussed further in Chapter 5.

4. The parameters related to the vertical non-uniform doping

The parameters K 1 and K2 are introduced to describe the body effect in the
presence of non-uniform doping. Usually they are extracted from the mea-
sured data. However, they can also be calculated with Eq. (3.4.8) and Eq.
(3.4.9) from process parameters such as NCH , TO X, and NS U B , if K1  and K2
(and also γ1 and γ2) are not provided in the model card. In that case, the γ1 and
γ2  parameters in Eq. (3.4.8) and Eq. (3.4.9) are calculated with Eq. (3.4.3) and
Eq. (3.4.4). For that purpose, process parameters NCH, TOX , NS U B have to be
provided as input model parameters. Certainly the γ1 and γ2 parameters can
also be provided as the input model parameters instead of K1 and K2 . If γ1 is
given but NCH is not, NC H will be calculated using the following equation,
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(3.5.3)

If K1 , K2, γ1, and γ2 are not provided as input model parameters, the default
value of N CH is used, and γ1 is calculated using Eq. (3.4.3).

Vbx , the critical Vbs at which the depletion width is equal to the channel dop-
ing depth XT, is also a model parameter in BSIM3v3. However, it is usually
calculated using the following:

(3.5.4)

where XT is a model parameter with a default value of 1.55x10-7 m. NCH is
given the default value (1.7x1017cm-3) if it is not calculated using Eq. (3.5.3).

5. Vt h in buried-channel or depletion-mode MOSFETs

The threshold voltage model in BSIM3v3 was derived for enhancement-mode
surface-channel devices, but it is also quite adequate for buried channel
devices and even modern depletion-mode devices. Figs. 3.5.1 (a) and (b)
shows the characteristics of threshold voltage vs. channel length for p-channel
devices with both surface and buried channels [3.36].

6. K3 and K3B for narrow-width effects

K3 and K3B describe the narrow width effects for the different isolation tech-
nologies. The value of K3 is usually positive for LOCOS field isolation
although this is not always the case. This is known as the normal narrow-
width effect. For fully recessed LOCOS or trench isolation structures, the
extracted value of K3 may be negative. This is known as the reverse narrow-
width effect.

Fig.3.5.2 shows the comparison between the model and the measured data for
devices using two different isolation technologies [3.37]. Devices from pro-
cess A are n-MOSFETs with p-pocket implant LDD fabricated with a dual-
gate CMOS shallow trench isolation process. The gate oxide thickness is
4nm. Process B uses LOCOS technology without a pocket implant. The gate
oxide thickness is 12nm. It can be seen in Fig. 3.5.2 that both the normal and
reverse narrow width effects can be modeled accurately by BSIM3v3 [3.37].
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Fig. 3.5.1 (a) Modeled and measured characteristics of Vth vs. L for P-MOSFETs with
surface channel. After Cheng et al. [3.36].

Fig. 3.5.1 (b) Modeled and measured Vth vs. L for P-MOSFETs with buried channel.
After Cheng et al. [3.36].
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Fig. 3.5.2 Modeled and measured threshold voltage vs. channel width for devices
with shallow trench (A) and LOCOS (B) isolation technologies. After Cheng et al.
[3.37].

7. N LX parameter for laterally non-uniform doping

Lateral non-uniform doping can produce a reverse short channel effect, which
can cause a hump in the Vth vs. L characteristics discussed in Chapter 2. This
effect can be modeled using the NLX parameter together with the parameters
DVT0 and D VT1. The value of NLX can be zero if there is no obvious laterally
non-uniform effect in the device. However, it should not be negative (the
value of N LX may become negative if the global optimization approach is
used in parameter extraction)!

Fig. 3.5.3 shows the modeled and measured Vth vs. channel length for devices
with different pocket implant technologies at Vds =0.05V and several body
biases. Process A is the same as in Fig. 3.5.2. Process B in Fig. 3.5.3 is differ-
ent from process B in Fig. 3.5.2, and is also a technology with p-pocket
implant and LDD fabricated with a dual-gate CMOS shallow trench isolation
process. However the conditions of boron implantation in the channel region
and the pocket implantation are different from those in process A. The gate
oxide thickness is 4nm [3.37].
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Fig. 3.5.3 Measured and BSIM3v3 modeled threshold voltage vs. channel length. The
model can match the data well for the devices with different pocket implant condi-
tions. After Cheng et al. [3.37].

Fig. 3.5.4 Measured and BSIM3v3 modeled threshold voltage vs. channel length at
Vds =1.5V for the devices with different pocket implant conditions. After Cheng et al.
[3.37].
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Because process A and process B are two different processes, a single set of
parameters was extracted for process A for all L’s while another set of param-
eters was extracted for process B. It can be seen that the data exhibits obvious
reverse short channel effects, which are well modeled by BSIM3v3. Vth roll-
up and roll-off are very strong for devices of process B with large-angle-tilt-
implantation pocket. Even in this case, BSIM3v3 can model the Vth character-
istics satisfactorily.

Fig.3.5.4 also shows the measured and modeled Vth vs. channel length but at
V =1.5V. The same sets of parameters used in Fig.3.5.3 are used here. Thisds
demonstrates that the model can accurately describe the short channel effects
including both DIBL (Vds effect) and Vth  roll-off (L effect) for two different
conditions of channel engineering. This is critical for circuit simulation
because these two effects dominate the Vth characteristics in devices with very
short channel lengths. Large simulation errors in the current characteristics
will occur if the model cannot describe these effects accurately.

8. Understanding the binning approach for threshold voltage parameters

The threshold voltage model in BSIM3v3 accounts for the geometry and pro-
cess dependencies. Therefore, it not recommended to use any binning
approach for any model parameters in Eq. (3.4.25) although any and all of
these parameters can be binned if the user desires. Sometimes binning is used
even for a parameter like VTH0 by users according to their methodologies of
parameter extraction. However this practice will lose the built-in geometry
dependence in the BSIM3v3 Vth model and may cause confusion to circuit
designers.

When binning is practiced for the parameter VTH0 , the value of VTH0 in Eq.
(3.4.25) will be calculated using the following equation

(3.5.5)

where L VTH0, W VTH0, and PVTH0 are binning parameters for VTH0
a, Weƒƒ  ’ and

L e f f  are the effective device channel width (without any bias dependence) and
length.

a.  Note:   Users may have some confusion with the use of VTH0 in Eq. (3.5.5) and Eq. (3.4.25).
The meaning of VTH0 in Eq.  (3.5.5) is different from that in Eq. (3.4.25) even though the same
symbol is assigned due to a historic  reason.
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Assuming VTH0 =0.6V, L VTH0  = 0.01µmV, WVTH O  = 0.02µmV, PVTH0 =0.03
µm2 V, L eff =0.25µ m, and W = 1 µm, the V used in Eq. (3.4.25) to calcu-eff TH0
late Vth for the simulation will be replaced with Vth0,binning , which here should
be Vth0 binning, =0.6+0.01/0.25+0.02/1+0.03/(1x0.25)=0.672V. That is, the
value of 0.672V will be used for VTH0 in Eq. (3.4.25) instead of 0.6V.

A general description of the binning approach in compact models will be
given in Chapter 13. The purpose of the above brief discussion is for the
BSIM3v3 users to understand the Vth model parameters associated with the
binning practice. We do not recommend that BSIM3 users use the binning
approach in general since the model may lose its built-in W and L dependen-
cies which are valuable in circuit optimization and statistical modeling.

9. Parameters in the threshold voltage model

The Vth model parameters are listed in Table 3.5.1.

Table 3.5.1 Vth model parameters

K3 k3 Narrow width coefficient 80.0

K 3B k3b Body effect coefficient of K3 0.0 1/V

Symbols Symbols in Description Default Unit

in equa- source code

tion

TOX tox Gate oxide thickness 1.5x10-8 m

TOXM toxm Nominal Tox at  which parameter Tox m
are extracted

XJ xj Junction depth 1.5x10 -7 m

NCH nch Channel doping concentration 1.7x1017 1/cm 3

NSUB nsub Substrate doping concentration 6.0x10 16 1/cm3

VTH0 Vth0 Threshold voltage @ Vbs =0 for 0.7 for V
large L. nMOS
Typically Vth0 >0 for NMOS- -0.7 for
FET and Vth0<0 for PMOSFET PMOS

VFB vfb Flat band voltage calcu- V
lated

K1 k1 First-order body effect coeffi- 0.53 V1/2

cient

K2 k2 Second-order body effect coef- -0.0186 none
ficient

none
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W0 w0 Narrow width parameter 2.5x10-6 m

N -7
LX nlx Lateral non-uniform doping 1.74x10 m

coefficient

D dvt0w First coefficient of narrow 0 noneVT0W
width effect on Vth at small L

D 6
VT1W dvt1w Second coefficient of narrow 5.3x10 1/m

width effect on Vth at small L

D VT2W dvt2w Body-bias coefficient of narrow -0.032 1/V
width effect on Vth at small L

D VT0 dvt0 First coefficient of short-chan- 2.2 none
nel effect on Vth

DVT1 dvt1 Second coefficient of short- 0.53 none
channel effect on Vth

DVT2 dvt2 Body-bias coefficient of short- -0.032 1/V
channel effect on Vth

V BM vbm Maximum applied body bias in -3 V
Vth calculation
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CHAPTER 4 I-V Model

Accurate modeling of the I-V characteristics is a basic requirement for a good
compact model. In this chapter we will introduce the essential equations that
describe the I-V characteristics. We then discuss channel charge and mobility,
which are the two key factors influencing the I-V characteristics. The single-
equation I-V model of BSIM3v3 will be introduced after first discussing the
piece-wise models. Finally, we discuss some points to understand the I-V
model in BSIM3v3.

4.1 Essential Equations Describing the I-V
Characteristics

The essential equations for describing the current in MOSFETs are

(4.1.1a)

(4.1.1b)

Jn and Jp are the current densities for electrons and holes respectively. q is the
electron charge. µn and µp are the mobilities of electrons and holes. n and p
are the electron and hole concentrations. E is the electric field. Dn and Dp are
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the diffusion coefficients of electrons and holes, respectively. Dn and Dp are
linked to µn and µp with the following Einstein’s relationship:

(4.1.2a)

(4.1.2b)

where vt is the thermal voltage.

The E terms in Eq. (4.1.1) represent the drift current components due to the
electric field E. The second terms of Eq. (4.1.1) describe the diffusion current
components due to the carrier concentration gradient. In the strong inversion
region, as we mentioned in section 2.3, the current is dominated by the drift
current. In the subthreshold region, the diffusion current component domi-
nates. However, in the transition region (moderate inversion region) from sub-
threshold to strong inversion, both drift and diffusion currents are important.

As shown in Eq. (4.1.1), carrier density and the velocity-field relationship
(µ E) are two fundamental factors determining the I-V characteristics. We need
to model the channel charge and mobility as well as the velocity-field rela-
tionship carefully to describe the current characteristics accurately and physi-
cally. We discuss the modeling of channel charge and mobility next before we
introduce the modeling of the I-V behavior.

4.2 Channel Charge Density Model

In this section, we discuss the modeling of the inversion charge density in the
channel, using an n channel MOSFET as an example. It should be pointed out
that we ignore the sign of the channel charge to simplify the equations in the
following discussion.

4.2.1 Channel charge model in the strong inversion region

In strong inversion the inversion charge density, Q , is much larger than theinv
depletion charge density Qb. As a result, the exponential term in Eq. (2.3.17)
is the dominant term, and the inversion charge can be written as [4.1],

(4.2.1)
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In Eq. (4.2.1), the inversion layer charge is an exponential function of the sur-
face potential, φs, with a slope of 1/(2vt). Therefore, a small increase in the
surface potential induces a large change in Qinv.

Eq. (4.2.1) shows the dependence of the inversion charge on the surface
potential. However, in compact modeling a relationship between the inversion
charge density and the gate bias is preferred. According to Eq. (2.3.3a), the
inversion charge density in strong inversion can be written as,

(4.2.2)

Substituting Qb in Eq. (4.2.2) with Eq. (2.3.15) and recalling the threshold
voltage expression given in Eq. (2.2.1), we obtain,

(4.2.3)

Eq. (4.2.3) has been widely used in the compact modeling of MOSFETs.

4.2.2 Channel charge model in the subthreshold region

Eq. (2.3.20) gives the charge expression in subthreshold region, but is still not
acceptable for use in compact modeling because of presence of the function
φs(Vg). In the following, we will derive a relationship between the surface
potential and the gate bias which is suitable for compact modeling.

Because φB <φs<2 φB in the weak inversion region, we can express Vgs as

(4.2.4)

We have defined that Vgs = Vth when φs=2φB so we have the following,

(4.2.5)

Eq. (4.2.5) can be rewritten as,
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(4.2.6)

Combining Eq. (4.2.4) and Eq. (4.2.6) yields,

(4.2.7)

Combining Eq. (2.3.3a) and Eq. (2.3.13) (because Qinv<<Qb in weak inver-
sion) we find the relationship between Vgs and the surface potential as fol-
lows,

(4.2.8)

Therefore,

we then define,

(4.2.9)

(4.2.10)

where Xdep is the width of the depletion layer under the channel, and is given
in Eq. (2.3.11).

Thus, Eq. ( 4.2.9) can be rewritten as (recalling the expression of γ given in
Eq. (2.2.3))

(4.2.11)

n can be approximated as a constant in the subthreshold region. As a result,
we can obtain approximately the following simple relationship between the
surface potential and the gate bias in the weak inversion region,

(4.2.12)
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Eq. (4.2.12) has been used widely in compact models in the subthreshold
region [2.61].

Substituting Eq. (4.2.12) into Eq. (2.3.20) and approximating the φs outside
the exponential term with 2φB, which is a reasonable approximation in the
subthreshold region, the inversion charge density in the weak inversion
regime can be written as

(4.2.13)

VOFF is added to account for the difference between Vth in the strong inver-
sion and the subthreshold regions as discussed in Chapter 3 [4.6,4.7].

4.2.3 Continuous channel charge model of BSIM3v3

Separate expressions for channel charge density have been given in Eq.
(4.2.3) and Eq. (4.2.6) for the strong inversion and the weak inversion
regimes, respectively. We can combine these expressions in the following
form [4.5]:

(4.2.14)

(4.2.15)

sion region, and follows in the subthreshold

As shown in Figs. 4.2.1 and 4.2.2, Vgsteff becomes Vgs-Vth in the strong inver-

region. To demonstrate the continuity of Vgsteff, the curves of Vgsteff and its
first and second derivatives versus Vgs are shown in Fig. 4.2.3.

The form of Eq. (4.2.15) was chosen to obtain a continuous equation for the
channel charge and to match the measured Qchs- Vgs characteristics in the
moderate inversion (transition) region. The channel charge expression, Q ,chs0
will be used in subsequent sections of this chapter to model the drain current.
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Fig. 4.2.1 Vgsteff vs. Vgs - Vth in a linear plot.

Fig. 4.2.2 Vgsteff vs. Vgs-Vth in a semi-logarithmic plot.
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Fig. 4.2.3 Vgsteff and its first and second derivatives are continuous function of Vgs
from the subthreshold through the strong inversion regions.

The charge density model has been verified with experimental data at differ-
ent bias and design conditions [4.5,4.8,4.9]. Fig. 4.2.4 shows that the unified
charge expression, Eq. (4.2.14), fits the data and matches Eq. (4.2.3) and Eq.
(4.2.13) well in the strong inversion and subthreshold regions, respectively.

Fig. 4.2.4 The continuous channel charge model fits the measurement data taken from
devices with differing channel doping concentrations. It also matches Eq. (4.2.3) and
Eq. (4.2.13) (dashed lines) in the strong inversion and subthreshold regions respec-
tively. The unified model covers the weak, moderate, and strong inversion regions of
MOSFETs. After Cheng et al. [4.5].
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Furthermore, the model accurately predicts the charge in the transition (mod-
erate inversion) region. The continuous and accurate nature of the model
makes it very attractive and promising in circuit simulation since the moder-
ate inversion region is becoming more important for low voltage/power cir-
cuit applications.

4.2.4 Continuous channel charge model with the effect of Vds

Eq. (4.2.14) is the unified channel charge expression at the source or for
Vds=0. For a charge density model to be used in modeling I-V characteristics,
the influence of Vds on the channel charge must be accounted for. In other
words, the channel charge density model has to include a dependency on the
channel potential which varies along the channel. For this purpose, consider
first the channel charge density for the case of strong inversion in the presence
of Vds:

(4.2.16)

be given in section 4.5. Eq. (4.2.16) has been used widely in modeling the I-V

ten as:

where VF(y) stands for the quasi-Fermi potential at any given point y along the
channel with respect to the source. Abulk is a parameter accounting for the bulk
charge effect due to Vds as discussed in Chapter 2, and its detailed form will

characteristics in the strong inversion region. This equation can also be writ-

(4.2.17)

where Qchs0 is given by Eq. (4.2.3), and ∆Qchs(y) is the increment in the chan-
nel charge density induced by the drain voltage and can be given as:

(4.2.18)

In the subthreshold region (Vgs<<Vth), the channel charge density along the
channel from source to drain can be written as:

(4.2.19)

where Qchsubs0 is given by Eq. (4.2.13).
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We expand the exponential term in Eq. (4.2.19) using Taylor series and con-
sider the first and second terms:

(4.2.20)

Analogous to Eq. (4.2.17), Eq. (4.2.20) can be written as:

(4.2.21)

The parameter  ∆Qchsubs(y) is the incremental channel charge density induced
by the drain voltage in the subthreshold region. It can be written as:

(4.2.22)

Note that Eq. (4.2.22) is valid only when VF(y) is very small. This condition is
met due to the fact that Eq. (4.2.20) is only used in the linear regime (i.e. Vds
≤2vt) in the subthreshold region.

Eqs. (4.2.16) and (4.2.20) separately describe the drain voltage dependencies.
However, a unified expression for Q
expression along the channel we let:

ch(y) is needed. To obtain a unified

(4.2.23)

Here, ∆Q ch(y) is the incremental channel charge density, including both
strong inversion and subthreshold regions, induced by the drain voltage. Sub-
stituting Eq. (4.2.18) and Eq. (4.2.22) into Eq. (4.2.23), and noticing that the
term Cox Vgsteff /Qchsubs0 is equal to 1 in the subthreshold region and
approaches a very small value in strong inversion, we obtain:

(4.2.24)

where Vb=(Vgsteff+nvt)/Abulk. In order to remove the complexity caused by
the variable n, it is replaced with 2. This is a reasonable approximation
because n ranges typically from 1 ~ 2. The expression for Vb now becomes:
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(4.2.25)

A unified expression for Qch(y) from the subthreshold to the strong inversion
regimes is now at hand [4.5,4.7]:

(4.2.26)

Eq. (4.2.26) will be used in the derivation of the single-equation I-V model of
BSIM3v3.

4.3 Mobility Model

4.3.1 Piece-wise mobility models

A good model for the carrier surface mobility is critical to the accuracy of a
MOSFET model. The scattering mechanisms responsible for the surface
mobility include phonons, coulombic scattering, and surface roughness scat-
tering [4.10,4.11]. For good quality interfaces, phonon scattering is the domi-
nant scattering mechanism at room temperature. In general, mobility depends
on many process parameters and bias conditions. For example, mobility
depends on the gate oxide thickness, doping concentration, threshold voltage,
gate voltage and substrate voltage, etc. Sabnis and Clemens [4.12] proposed
an empirical unified formulation based on the concept of an effective field,
Eeff, which lumps many process parameters and bias conditions together. Eeff
is defined by

(4.3.1)

For an NMOS transistor with n-type poly-silicon gate or a PMOS transistor
with p-type gate, Eq. (4.3.1) can be rewritten in a more useful form that
explici t ly relates  E eff to the device parameters by noting

Substituting

the above equations into Eq. (4.3.1) one obtains [4.13]:
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(4.3.2)

The physical meaning of E eƒƒ can be interpreted as the average electrical field
experienced by the carriers in the inversion layer [4.13]. The unified formula-
tion of the mobility is then empirically given by:

(4.3.3)

Values for µ0 , E0 , and v were reported by Liang et al. [4.10], and recently
Chen et al. [4.13] given in Table 4.3.1:

Table 4.3.1 Mobility and related parameters for electrons and holes.

Parameter Electron(surface) Hole(surface)
µ0(cm2/V) 540 185
E0 (MV/cm) 0.9 0.45

v 1.85 10.

Eq. (4.3.3) fits the experimental data very well [4.10], but it involves a power
function which is time consuming for circuit simulators such as SPICE. A
Taylor expansion of the exponential function in Eq. (4.3.3) is used, and the
first three terms are taken with the coefficients left to be determined by fitting
to the linear I-V data. Thus, we have [4.14]:

(4.3.4)

where the term Uc Vbs is introduced to improve the model accuracy at high
body bias. Ua, Ub , and Uc are parameters to be determined by the I-V data.

The discussion given above is for devices in the strong inversion region. It can
be seen that the mobility in strong inversion is a function of the gate bias. In
the subthreshold region the accuracy of the mobility is not as critical because
Qinv varies rapidly with Vg and cannot be modeled accurately. It is usually
modeled as a constant.
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4.3.2 Mobility models in BSIM3v3

The continuity of mobility model is also required to ensure the continuity of
the I-V model. To achieve continuity in the mobility model, BSIM3v3 uses a
unified mobility expression based on the Vgsteƒƒ expression of Eq. (4.2.15)
[4.7],

(4.3.5)

where Vbseƒƒ  is given in Eq. (3.4.26). It can be seen that Eq. (4.3.5) follows Eq.
(4.3.4) in strong inversion, and becomes a constant in the subthreshold region.

Several mobility model options are provided for users to choose in BSIM3v3.
A selector parameter called mobMod is introduced for this purpose. The
mobility expression in Eq. (4.3.5) has been designated as mobMod=1.

The following empirical mobility model option (mobMod=2) is better suited
for depletion mode devices [4.7]:

(4.3.6)

BSIM3v3 also introduced a third mobility model option (mobMod=3) [4.7]:

(4.3.7)

It is clear that all of the mobility models given above approach constant val-
ues that are independent of Vg when Vgs<V th .

It should be pointed out that all of the mobility models given above account
for only the influence of the vertical electrical field. The influence of the lat-
eral electrical field on the mobility will be considered when discussing the
velocity saturation effect in the next session.
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4.4 I-V Model in the Strong Inversion Region

4.4.1 I-V model in the linear (triode) region

1. Intrinsic case (Rds =0)

In the strong inversion region, the current equation at any point y along the
channel is [4.15]

(4.4.1)

where Vgst = (V gs-Vth), Weƒƒ is the effective device channel width. C ox is the
gate capacitance per unit area. V(y) is the potential difference between the
channel and the source. Abulk is the coefficient accounting for the bulk charge
effect and v(y) is the velocity of carriers.

BSIM3 I-V formulation starts with a simple piece-wise saturation velocity
model [4.16],

(4.4.2a)

(4.4.2b)

where Ey is the magnitude of the lateral electric field and Esat is the critical
electric field at which the carrier velocity becomes saturated.  µ is the mobil-
ity including the influence of the lateral electric field Ey and is given by

- (4.4.3)

In order to have a continuous velocity model at Ey = E sat , E sat satisfies

(4.4.4)

Thus, before the electric field reaches Esat the drain current can be expressed
as,
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Eq. (4.4.5) can be rewritten as

(4.4.5)

(4.4.6)

By integrating Eq. (4.4.6) from y = 0 to y = Leƒƒ, the effective channel length,
and V(y) = 0 to V(y) = Vds , we arrive at

(4.4.7)

The drain current model in Eq. (4.4.7) is valid before the carrier velocity satu-
rates, that is, in the linear or the triode region.

2 Extrinsic case (Rds >0)

The parasitic source/drain resistance is an important device parameter which
can affect MOSFET performance significantly in short channel devices. The
most straightforward and accurate way of modeling the parasitic resistance
effect is to use a circuit with resistors in series with the intrinsic MOSFET.
This leads to a complicated drain current expression. In order to make the
model efficient, the drain current in the linear region can be modeled by
extending Eq. (4.4.7) as [4.7, 4.14]

(4.4.8)

where Ids0 is the intrinsic current expression given by Eq. (4.4.7). Rds is a vari-
able to account for the influence of the parasitic resistances at the source and
drain.

4.4.2 Drain voltage at current saturation, Vdsat

1. Intrinsic case (R ds =0)

If the drain voltage (and hence the lateral electric field) is sufficiently high,
the carrier velocity near the drain saturates. The channel may be divided into
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two portions: one adjacent to the source where the carrier velocity is field-
dependent and the others adjacent to the drain where the velocity has satu-
rated. At the boundary between the two portions, the channel voltage is the
saturation voltage (Vdsat ) and the lateral electric field is equal to Esat. We can
substitute v = vsat and Vd s = Vdsat into Eq. (4.4.1) to obtain the saturation cur-
rent:

(4.4.9)

By equating Eqs. (4.4.1) and (4.4.9) at Vds = V dsat , we can solve for the satu-
ration voltage Vdsat:

(4.4.10)

2. Extrinsic case (Rds >0)

Due to the parasitic resistance, the saturation voltage Vdsat will be larger than
what is predicted by Eq. (4.4.10). Equating Eq. (4.4.8) with Eq. (4.4.9), Vdsat
with parasitic resistance Rds may be found to be [4.7,4.14]

(4.4.11a)

(4.4.11b)

(4.4.11c)

(4.4.11d)

λ = A 1Vgst + A2  is introduced to account for the non-saturating effect of the
device I-V which will be discussed in section 4.5 in this chapter.
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4.4.3 Current and output resistance in the saturation region

A typical I-V curve and its output resistance are shown in Fig. 2.7.4. If we
only look at the drain current the I-V curve can be divided into two parts
(without considering the breakdown region): (1) the linear region in which the
drain current clearly increases with the drain voltage; and (2) the saturation
region in which the drain current has only a weak dependence on the drain
voltage. However, the first-order derivative reveals more detailed information
about the physical mechanisms which are involved in the saturation region.
The output resistance, which is the reciprocal of the derivative of the I-V
curve, is shown in Fig. 2.7.4. It can be clearly divided into four regions where
the Rout -Vds dependencies are different [4.17].

The first region is the linear or triode region in which Id is not saturated. The
output resistance is very small because the drain current has a strong depen-
dence on the drain voltage. The other three regions belong to the saturation
region. There are three physical mechanisms which affect the output resis-
tance in the saturation region: channel length modulation (CLM) [4.18, 4.19],
drain-induced barrier lowering (DIBL) [4.20, 4.21, 4.22], and the substrate
current induced body effect (SCBE) [4.7, 4.14]. All three mechanisms affect
the output resistance in the saturation range, but each of them dominates in
one of three distinct regions.

The drain current depends on the drain voltage only weakly in the saturation
region. A Taylor series can be used to expand the drain current in the satura-
tion region [4.7, 4.14, 4.17].

(4.4.12)

where

(4.4.13)

(4.4.14)
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VA is called the Early voltage (analogous to the BJT case) and is introduced
for the analysis of the output resistance in the saturation region. Only the first
order term is kept in the Taylor expansion.

1. VA due to channel length modulation

Considering the influence of channel length modulation only, the Early volt-
age can be calculated by [4.17]

(4.4.15)

where ∆L is the length of the velocity saturation region (the operational chan-
nel length is Leff–∆L).

Based on the quasi-two dimensional
VACLM can be derived [4.17]

\

 approximation, i.e. using Eq. (2.6.3),

(4.4.16)

A parameter PCLM is then introduced into the VACLM expression to compen-
sate for the uncertainty over the value of the parameter l given in section 2.6.
Thus, the VACLM  becomes:

(4.4.17)

2. VA due to drain-induced barrier lowering

As discussed in section 2.2, threshold voltage is a linear function of the drain
voltage. According to Eq. (4.4.14) and Eq. (3.4.12), the Early voltage due to
the DIBL effect can be calculated as [4.17].

(4.4.18)

In the derivation of Eq. (4.4. 18), the parasitic resistance is assumed to be 0. As
expected, VADIBL is a strong function of L as seen in Eq. (4.4.18). As channel
length decreases, VADIBL drops very quickly. On the other hand, VADIBL is inde-
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pendent of Vds because only the first order term in the Taylor expansion is
kept in Eq. (4.4.12). The combination of the CLM and DIBL effects deter-
mines the output resistance in the third region, as shown in Fig. 2.7.3.

To model the output resistance in the saturation region more accurately, the
coefficient θth(L) given by Eq. (3.4.14) is replaced by θrout(L).  θth(L) and
θrout(L) have the same channel length dependency, but independent coeffi-
cients.

(4.4.19)

Thus, Eq. (4.4.18) becomes

(4.4.20)

PDIBLC1 , PDIBLC2 and DROUT in Eq. (4.4.19) are the parameters for the DIBL
effect in the saturation region. The reason why DVT0≠PDIBC1 and D VT1≠
DROUT is that the gate voltage modulates the DIBL effect. When the threshold
voltage is determined, the gate voltage is equal to the threshold voltage. But in
the saturation region where the output resistance is modeled, the gate voltage
is much larger than the threshold voltage. Drain induced barrier lowering may
not be the same at different gate biases. PDIBLC2 is usually very small (may be
as small as 8x10-3). However it is an important parameter in VADIBL for long
channel devices because PDIBLC2 will be dominant in Eq. (4.4.19) when the
channel length is long.

3. VA due to substrate current induced body effect

When the electric field near the drain is large (>0.1MV /cm), some electrons
coming from the source will be energetic (hot) enough to cause impact ioniza-
tion, creating electron-hole pairs. The substrate current Isub created during
impact ionization will increase exponentially with the drain voltage. A well
known Isub model was presented in [4.23]:

(4.4.21)



4.4 I-V Model in the Strong Inversion Region 123

where Ai and Bi are experimentally determined parameters and l is given in
section 2.6. As Isub flows through the substrate resistance, Rsub , it will induce
a source-body bias equal to Isub Rsub. This will cause Vth to decrease and Id to
increase.

Based on the above, the Early voltage due to the substrate current induced
body effect, VASCBE, can be written as:

(4.4.22)

From Eq. (4.4.22) we can see that VASCBE is a strong function of Vd s. SCBE is
important in the high drain voltage region. The channel length and gate oxide
dependence of VASCBE comes from Vdsat and l. BSIM3 introduces PSCBE1 and
PSCBE2, and models VASCBE as:

(4.4.23)

PSCBE1 and PSCBE2 are extracted from the measured I-V data.

4. VA  at the saturation point (Vds=Vdsat)

In order to have continuous drain current and output resistance at the linear-
saturation transition point, the VAsat parameter is introduced into the Early
Voltage expression. VAsat is the Early voltage at Vds=Vdsat and can be obtained
by differentiating Eq. (4.4.8) with respect to Vds and using Eq. (4.4.14) [4.17],

(4.4.24)

5. The full current expression in the saturation region

The total Early voltage VA without consideration of SCBE can be written as:

(4.4.25)
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To improve the model accuracy further, another parameter PVAG is introduced
in VA to account for the gate bias dependence of VA more accurately. Thus, the
Early voltage becomes:

(4.4.26)

With the SCBE, the full drain current in the saturation region can be written
as:

where Idsat is the saturation current which can be calculated with Eq. (4.4.9).

(4.4.27)

4.5 Subthreshold I-V Model

In the subthreshold region, the potential in the channel exhibits a peak
between the source and the drain. At or near the peak of the potential, the lat-
eral electric field can be considered zero because the potential gradient is
zero. Thus, the drift current can be ignored in the subthreshold region.
According to the current density equation given in Eq. (4.1.1), we have:

(4.5.1)

We would like to use the charge sheet density expression Qinv in modeling the
I-V characteristics. If we integrate Eq. (4.5.1) from the Si-SiO2 interface to the
edge of the depletion layer (Xdep) in the bulk, the current in the subthreshold
region can be given as

(4.5.2)

The current expression can be obtained by integrating Eq. (4.5.2) along the
channel from source to drain,

(4.5.3)
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where Qdinv and Q sinv are the channel inversion charge at the drain and
source.

The channel charges at the source and drain can be written as,

(4.5.4)

(4.5.5)

Therefore, the current expression becomes

(4.5.6)

(4.5.7)

where n is a factor introduced in section 2.3 that will be discussed again in
section 4.5 in this chapter. vt is the thermal voltage (KBT/q) and V OFF is the
offset voltage discussed in section 4.2.

4.6 Single Equation I-V model of BSIM3v3

The development of separate model expressions for such device operation
regimes as subthreshold and strong inversion as well the linear and saturation
regions is discussed in the previous sections. Although these expressions can
each accurately describe device behavior within their own respective region
of operation, problems are likely to occur in a transition region between two
well-described regions. In order to address this persistent problem, a unified
model should be synthesized to preserve region-specific accuracy and to
ensure the continuities of current (Ids) and conductance (Gx) and their deriva-
tives in all transition regions. This was accomplished in BSIM3v3 [4.7,4.16].
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This section will describe the unified BSIM3v3 I-V model equations. A com-
plete description of all I-V model equations and parameters can be found in
Appendices A and B.

By following similar derivations to those given in section 4.4 and based on the
continuous channel charge and mobility models, a single equation I-V expres-
sion is obtained [4.7,4.16]:

(4.6.1)

where

(4.6.2)

(4.6.3)

(4.6.4)

(4.6.5)

(4.6.6)

(4.6.7)

(4.6.8)
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when Rds=0,

For R >0,ds

(4.6.10d)
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(4.6.9)

(4.6.10a)

(4.6.l0b)

(4.6.10c)

(4.6.10e)

The parameters such as Esat and vsat have been introduced in Eq. (4.4.11).

Vdseƒƒ can be written as:

(4.6.11)

where δ δ is a user specified parameter with a default value of 0.01.

The V dseƒƒ function is introduced to guarantee continuities of Id and its deriva-
tives at Vdsat. The dependence of Vdseƒƒ on Vds is given in Fig. 4.6.1 and Fig.
4.6.2, from which it can be shown that Vdseƒƒ ≈Vds  until Vds ≈Vdsat-50 δδand
smoothly approaches and remains Vdsat for Vds>V dsat +50 δδ in the saturation
region. δ δ is roughly 1% of the transition range between the two branches of
Vdseƒƒ.  The plots of Vdseƒƒ and it’s first and second derivatives versus Vds from
linear to saturation regimes are shown in Fig. 4.6.3 to demonstrate the conti-
nuity of Vdseƒƒ.
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Fig.4.6.1 Vdseff vs. Vds for δδ =0.01 at several Vgs.

Fig 4.6.2 Vdseff for several values of δδ, V gs =3V.

It is easy to understand the unification nature of the single equation in Eq.
(4.6.1). Eq. (4.6.1) resembles the equation (4.4.7), noticing that Vdseff =V ds in
the linear region, used to model drain current in the strong inversion regime.
However, it can now be used to describe the current characteristics in the sub-
threshold regime when Vds is very small (Vds<2vt) because of the Vgsteff func-
tion. Eq. (4.6.1) can also change to Eq. (4.4.28) in the saturation region, where
Vdseff approaches Vdsat . Furthermore, it can also cover both subthreshold and
strong inversion due to the introduction of Vgsteff.
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The single equation I-V model in BSIM3v3 has been verified with measured
data from different technologies [4.9, 4.16]. Good accuracy and continuity
features can be seen in the testing results that will be shown in Chapter 12.

Fig. 4.6.3 The Vdseff function and its first and second derivatives are continuous from
the linear to saturation regions (δδ=0.0l).

4.7 Polysilicon Gate Depletion Effect

As discussed in Chapter 2, the polysilicon (poly-Si) gate depletion effect
results in a voltage drop Vp across the poly-Si gate which reduces the effective
gate voltage. Therefore, when considering the poly-Si depletion effect, the
gate voltage Vgs is replaced with an effective gate voltage Vgsecalculated by
subtracting the poly-Si gate band bending from Vgs, i.e. Vgse= V gs–Vp [4.24,
4.25]. Vp is dependent on the gate oxide thickness TOX , the voltage across the
oxide, and the poly-Si gate doping concentration, denoted by NGATE . The for-
mula for Vgse, Eq. (2.8.6.), is given here again:

(4.7.1)
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where V FB is the flat band voltage, εsi and εox are the dielectric constants of
the silicon and SiO2, respectively. φs is equal to 2φB.

In BSIM3v3, the default value of NGATE is 0. Poly-gate depletion effect is
modeled in the operation regime where Vgs is not less than V FB+φs when
NGATE is given in the model card with a value larger than 1x1018cm-3 but less
than 1x1025cm-3.

4.8 Helpful Hints

1. The V OFF parameter

The theoretical threshold voltages Vth,sub needed to fit the subthreshold cur-
rent is different from Vth that is used to fit strong inversion I-V. One explana-
tion is that the surface potential corresponding to the Vth in strong inversion is
actually higher than 2φB. The difference between the threshold voltages dis-
cussed above is several vt [4.29]. To account for this fact, a parameter called
VOFF is introduced so that

V th, sub = Vth + VOFF (4.8.1)

VOFF is determined experimentally from the measured I-V characteristics and
is expected to be negative. Due to the physical meaning of VOFF , overly large
absolute values of VOFF are not recommended in the model. The recom-
mended range for V OFF is between -0.06 and -0.12 V [4.5].

2. The effective channel length and width:

It has been well known that the electrical channel length and width of a MOS-
FET are different from the drawn channel length Ldrawn and width Wdrawn
because of processing related reasons. Usually the effective channel length
Leff and channel width Weff are  used to characterize the MOSFETs in the com-
pact model for circuit design. There are many different ways to define and
extract Leff and Weff [4.1, 4.26]. The effective channel length and width used in
BSIM3v3 are modeled in the following manner:

(4.8.2)

Weff = Wdrawn –2d W

Leff = Ldrawn – 2dL

(4.8.3)
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where dW and dL are given with the following expressions:

(4.8.4)

(4.8.5)

where W INT, D WG, DWB, and L INT are parameters extracted from experimen-
tal results. W L, WW, WLN , W WN, W WL, LL, LW, LLN , LWN, and LWL are addi-
tional fitting parameters available to the user to improve the model accuracy.

The formulas for dW and dL are complex but have been found to be necessary
to fit the data in some cases. In Eq. (4.8.4), WINT is the traditional "∆ W". It
can be extracted from the intercept of a straight line in a 1/R ds vs. Wdrawn plot.
The parameters DWG and DWB have been added to account for the contribu-
tion of both the gate and substrate biasing effects to the effective channel
width. For dL given in Eq. (4.8.5) the parameter LINT, or the traditional "∆ L",
can be extracted from the intercept of lines in a Rds vs. Ldrawn  plot.

The other terms in both dW and dL are introduced as fitting parameters for the
convenience of the user. They are meant to allow the user to model each
parameter as a function of Wdrawn, Ldrawn, and their associated product terms.

All of the above geometrical dependencies for dW and dL are set to zero by
default. We do not encourage their use unless it is found to be necessary.

In Chapter 3, we have seen another parameter called Weff ’ in the modeling of
V th in BSIM3v3. The definition of Weff ’ is:

Weƒƒ '= Wdrawn  – 2dW' (4.8.6)

(4.8.7)

From the above, it can be seen that Weff’ is nothing but Weff without the bias
dependence.

3. Drain and source parasitic resistance, Rds
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In BSIM3v3, the parasitic resistance of drain and source is modeled with the
following expression:

(4.8.8)

where WR is a fitting parameter and RDSW has the units of Ω-µmWR . P RWB i s
the body effect coefficient, and P RWG is the gate-bias effect coefficient.

4. The parameters of A1 and A2 in BSIM3v3

Holes do not exhibit as prominent or abrupt a velocity saturation effect as
electrons. As a result, it is difficult to identify the saturation voltage in the I-V
curve of a PMOSFET, especially at high gate voltage, because the current
continues increasing and saturates slowly. This may be called soft saturation.
This specific effect makes the modeling of the PMOSFET difficult, especially
in the region of drain voltage close to Vdsat.

As discussed in Chapter 2, Eq. (2.5.4) can be used to describe the velocity-
field relationship for n-channel devices. To use a unified velocity-field rela-
tionship for both electrons and holes, a term, λ=A1Vgsteff+A2 , is introduced
into the velocity-field relationship.

(4.8.9)

v(y) = υsat Ey>Esat (4.8.10)

Usually, A2=1 and A1=0 for n channel devices, even though users can opti-
mize the A2 and A1 parameters to fit the measured I-V data around the satura-
tion point (for n-channel devices, λ should be kept close to 1 to maintain its
physical meaning). For PMOSFETs, the values of A2 a n d  A 1should be
extracted from measured data. These two parameters should be such as to
make λEsat approximately υsat /µeff for the P-channel MOSFETs [4.27].

In BSIM3v3 model implementation in simulators, the λ term has been limited
to ≤ 1 with a smoothing function as will be discussed in Chapter 11.

5. The n parameter for subthreshold swing
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The n parameter can be called the subthreshold swing factor or the subthresh-
old slope factor because the traditional gate voltage swing or subthreshold
slope can be defined as

(4.8.11)

The subthreshold swing is the change in the gate voltage Vgs required to
reduce the subthreshold current Igs by one decade. According to Eq. (4.8.11),
the n parameter is the key parameter in determining the subthreshold swing of
the device. For long channel devices, n can be modeled as

(4.8.12)

where C dep and C i t are the depletion layer capacitance and interface charge
capacitance. However, Eq. (4.8.12) does not consider the influence of short
channel effects. In short channel devices, the potential at the surface of the
channel (point A  in Fig. 4.5.1) will be determined by both the gate bias and the
drain bias through the coupling of C ox and C dsc, respectively, instead of the
gate bias only. The coupling capacitance C dsc(L) is an exponential function of
the channel length, as shown by the solution of the quasi 2-D Poisson equa-
tion To reflect this phenomenon in BSIM3v3, the n parameter for the sub-
threshold swing is described in the following form:

(4.8.13)

where the parameter N FACTOR is introduced to cover for any uncertainty in
the calculation of the depletion capacitance, and is determined experimentally.
C ITis called the interface charge capacitance, and accounts for the influence
of the interface charge density. CDSC , C DSCD , and C DSCBare parameters to
describe the coupling effects between the drain and the channel due to the
DIBL effect discussed in section 2.2. V bseff , D VT1 and l t have been discussed
in section 3.4.
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Fig. 4.5.1 MOSFET device with gate oxide capacitance, drain/source, and channel
coupling capacitances. All the capacitances have an effect on the channel potential.

6. The A bulk parameter for the bulk charge effect

When the drain voltage is large and/or when the channel length is long, the
depletion region "thickness" of the channel is not uniform along the channel
length. This will cause the threshold voltage to vary along the channel. This
effect is called the bulk charge effect and has been discussed in section 2.2.

In BSIM3v3, the parameter Abulk is used to account for the bulk charge effect,
including both the short channel effects and narrow width effects, as shown in
Eq. (4.8.14). Several extracted parameters such as A0, AGS , B0 ,and B 1 are
introduced in BSIM3v3 to account for the channel length and width depen-
dencies of the bulk charge parameter. In addition, the parameter K ETA is intro-
duced to model the change in the bulk charge effect at high body bias
conditions.

(4.8.14)

In Eq. (4.8.14), A0, A GS, B0, B1 , and K ETAare extracted from experimental I-
V data. K 1OX is given in Eq. (3.4.25d). It is known that A bulkis close to 1 if the
channel length is small, and rises as channel length increases.
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7 The gain factor K and K'

The gain factor K or K' is a widely used parameter in circuit design. Accord-
ing to the classic definition, K is a measure of the gain of the device in the lin-
ear region, and can be written as

K = µCox (4.8.15a)

and K' is a measure of the gain of the device in saturation region and defined
as

(4.8.15b)

For MOSFETs with long channel lengths and thick oxide thickness, the car-
rier mobility is approximately a constant in the whole channel region so that it
can be extracted directly. Thus the K or K' factor can be used as a measure of
device performance. However, as device technology develops, the channel
length becomes shorter, and oxide thickness becomes thinner, the K or K'
parameters cannot be obtained simply and need to be defined with some mod-
ifications to Eq. (4.8.15a) and Eq. (4.8.15b). This is true since the mobility is
not a constant in today’s devices but a function of gate bias and drain bias. We
need to choose the appropriate value for the mobility in order to use Eq
(4.8.15) for K and K'. For example, it may be reasonable if choosing 0.8µ 0 in
the linear region and 0.8µ0 in saturation region for µ in Eq. (4.4.15a) for K
and in Eq. (4.4.15b) for K' where µ 0 is the low field mobility value in
BSIM3v3.

8. BSIM3v3 model equations for hand calculations

Circuit designers like to use hand calculations to get some general idea about
their design or to verify some design methodology. The following equations
were developed two decades ago and used widely for hand calculation:

In the linear region:

(4.8.16)

In the saturation region,
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(4.8.17)

It is not easy to perform any direct hand calculations with some advanced
compact MOSFET models like the BSIM3v3 equation given in Eq. (4.6.1)
because it is a single equation covering all of the operation regimes. However,
the single equation can be simplified into several piece-wise equations in dif-
ferent operation regions for the purpose of simple hand calculations.

In strong inversion, the I-V equation can be simplified to

(4.8.18)

(4.8.19)

(4.8.20)

The definitions of all parameters in Eq. (4.8.18) and Eq. (4.8.19) have been
given previously. Please note that the µeff in Eq. (4.8.18) is a function of the
gate bias and the body bias. Some parameters, such as Vth  and V A, are to be
extracted from measurements. Some approximate values can be used for Abulk,
say, a value around 1 for hand calculations.

9. The equations related to the DIBL  effect

DIBL causes the reduction of Vth due to a lowering of the potential barrier in
the channel. It is a physical effect usually considered only when Vg s ≤ V t h.
However, when  Vg s>Vth, there is still a reduction of Vth due to the electrostatic
coupling between the drain and the channel as if the drain is serving as an
unwanted extra gate. Because of this, the influence of DIBL in Vth is not
absent when Vg s>Vth. Instead, in BSIM3v3, a correction term is introduced in
VA   to account for the influence of this DIBL effect in the saturation region. The
DIBL effect in strong inversion is in fact usually stronger than the DIBL effect
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in the subthreshold region. It usually determines the peak output resistance in
the Rout versus Vds plot [4.16,4.17].

10. Parameters in the I-V model

The parameters in the I-V model are listed in Table 4.8.1.

Table 4.8.1 I-V Model parameters

Symbols in Symbols in Description Default Unit
equation source code

mobMod mobmod Mobility model selector 1 none

µ0 uo Mobility at T = T NOM
NMOSFET 670.0 cm²/V/sec
PMOSFET 250.0

UA ua -9First-order mobility degra- 2.25x10 m/V
dation coefficient

U B ub -19Second-order mobility deg- 5.87x10 (m/V)²
radation coefficient

U C uc Body-effect of mobility mobMod= 1,2: m/V²
degradation coefficient -4.65x10 -11

mobMod= 3: -
0.0465 1/V

vSAT vsat 4Saturation velocity at T = 8.0x10 m/sec
T NOM

A0 a0 Bulk charge effect coeffi- 1.0 none
cient for channel length

AGS ags Gate bias coefficient of the 0.0 1/V
bulk charge effect

B0 b0 Bulk charge effect coeffi- 0.0 m
cient for channel width

B1 b1 Bulk charge effect width 0.0 m
offset

KETA keta Body-bias coefficient of the -0.047 1/V
bulk charge effect

A1 a1 First non-saturation param- 0.0 1/V
eter

A2 a2 Second non-saturation 1.0 none
parameter

R rdsw Wr
DSW Parasitic resistance per unit 0.0 Ω-µm

width
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PRWG prwg -1Gate bias effect coefficient 0 V
of Rds

P prwb -1/2
RWB Body bias effect coefficient 0 V

of Rds

WR wr Width offset from Weff for 1.0 none
Rds calculation

WINT wint Width offset fitting parame- 0.0 m
ter without bias effect

LINT lint Length offset fitting param- 0.0 m
eter without bias effect

DWG dwg Coefficient of Weff’s gate 0.0 m/V
dependence

D WB dwb Coefficient of Weff ’s body 0.0 m/V1/2

bias dependence

VOFF voff Offset voltage in the sub- -0.08 V
threshold region at large W
and L

NFACTOR nfactor Subthreshold swing factor 1.0 none

ETA0 eta0 DIBL coefficient in sub- 0.08 none
threshold region

ETAB etab Body-bias coefficient for -0.07 1/V
the subthreshold DIBL
effect

PCLM pclm Channel length modulation 1.3 none
parameter

PDIBLC1 pdiblc1 First output resistance DIBL
effect correction parameter 0.39 none

P DIBLC2 pdiblc2 Second output resistance
DIBL effect correction 0.0086 none
parameter

PDIBLCB pdiblcb Body effect coefficient of 0 1/V
DIBL correction parameters

DROUT drout L dependence coefficient of 
the DIBL correction param- 0.56 none
eter in Rout

PSCBE1 pscbe1 First substrate current 4.24x10 8 V/m
induced body effect param-
eter
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PSCBE2 pscbe2 -5 m/VSecond substrate current 1.0x10
induced body-effect param-
eter

PVAG pvag Gate dependence of Early
voltage

0.0 none

δ delta Effective V 0.01 Vds parameter

NGATE ngate Poly gate doping concentra- 0
tion

cm-3

DSUB dsub DROUT noneDIBL coefficient exponent
in subthreshold region

CIT cit Interface trap capacitance 0.0 F/m²

CDSC cdsc -4Drain/Source to channel 2.4x10 F/m²
coupling capacitance

CDSCD cdscd Drain-bias sensitivity of 0.0 F/Vm²
C DSC

CDSCB cdscb Body-bias sensitivity of 0.0
C DSC

WLN wln 1.0 none

F/Vm²

Wln
WL wl m0.0

WWN wwn none

Power of length dependence
of width offset

Coefficent of length depen-
dence for width offset

Power of width dependence
of width offset

1.0

Wwn
WW ww Coefficient of width depen- 0.0 m

dence for width offset
Wwn + Wln

WWL wwl Coefficient of length and m

width cross term for width
offset

LLN lln Power of length dependence 1.0
for length offset

Lln
LL ll Coefficient of length depen- 0.0 m

dence for length offset

0.0

none

LWN lwn none

L lw m Lwn

Power of width dependence
for length offset

W
dence for length offset
Coefficient of width depen-

1.0

0.0

L WL lwl 0.0 m Lwn + Lln
Coefficient of length and
width cross term for length
offset
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CHAPTER 5 Capacitance Model

In most circuit simulators the same capacitance model is used for both the
large-signal transient analysis and the small-signal AC analysis. The capaci-
tance model is almost always based on the quasi-static approximation, which
assumes that the charges in the device can follow the varying terminal volt-
ages immediately without any delay or that the voltages do not change much
in the span of the “transit time" of the device [5.1]. In this chapter, we will
discuss the basic concepts related to the intrinsic charge and capacitance, and
then introduce the capacitance models of BSIM3v3. Finally we discuss some
significant issues in capacitance modeling.

We have discussed the DC models in the previous chapters. In real circuit
operation, the device operates under time-varying terminal voltages. Depend-
ing on the magnitude of the time-varying voltages, the dynamic operation can
be classified as large signal operation or small signal operation. If the varia-
tion in voltages is sufficiently small, the device can be modeled with linear
resistors, capacitors, current source, etc. Such a model is called a small-signal
model. Otherwise, the device must be represented by an analytical, nonlinear
“large-signal” model. Both types of dynamic operation are influenced by the
device’s capacitive effects. Thus, a capacitance model describing the intrinsic
and extrinsic components of the device capacitance, is another essential part
of a compact MOSFET model for circuit simulation besides the DC model.
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5.1 Capacitance Components in a MOSFET

Before we discuss the modeling of MOSFET capacitances, let us understand
the different capacitances in a MOSFET shown in Fig. 5.1.1. Generally,
MOSFET capacitance can be divided into two groups, the intrinsic and the
extrinsic capacitances. The intrinsic capacitance is related to the region
between the metallurgical source and drain junctions. The extrinsic capaci-
tance, or the parasitic capacitance, is further divided into five components: 1)
the outer fringing capacitance between the polysilicon gate and the source/
drain, CFO; 2) the inner fringing capacitance between the polysilicon gate and
the source/drain, C FI; 3) the overlap capacitances between the gate and the
heavily doped S/D regions (and the bulk region), CGSO & C GDO (CGBO) ,
which are relatively insensitive to terminal voltages; 4) the overlap capaci-
tances between the gate and lightly doped S/D region, CGSOL & C GDOL ,
which changes with bias; and 5) the source/drain junction capacitances, CJ D
& C JS. The remaining capacitances shown in Fig. 5.1.1, are the intrinsic
capacitances. We will discuss the extrinsic capacitances such as CFO , C FI, and
the capacitances related to the overlaps of gate to source/drain and gate to
bulk in this chapter, and leave the discussion of CJS  and CJD to Chapter 8.

Fig. 5.1.1 An n-channel MOSFET: a few of the intrinsic (bold-faced) and extrinsic
capacitances are shown.

The intrinsic capacitance is much more complex than the extrinsic compo-
nents. In Fig. 5.1.1, CGS is the gate-to-source capacitance, CGD is the gate-to-
drain capacitance, and CGB is the gate-to-bulk capacitance. This picture of the
intrinsic capacitance is overly simplistic. As we will discuss later in this chap-
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ter, the intrinsic capacitance consists of up to 16 nonreciprocal capacitance
components.

5.2 Intrinsic Capacitance  Model

We first consider the intrinsic part of a MOSFET. The early intrinsic capaci-
tances models, such as the Meyer model [5.2], simply treated the MOSFET
capacitance as three separate lumped capacitances, gate-to-source capacitance
( Cgs

a ), gate-to-drain capacitance (Cgd ), and gate-to-bulk capacitance (Cgb ). It
is inaccurate for short channel devices and has the now-well-known charge
non-conservation problem as we will discuss later. However, this model has
been used widely in simulators and continues to be used occasionally as an
optional model for its simplicity and efficiency. We will discuss the basic idea
and derivation of the Meyer model first, and then present the charge-based
capacitance model which guarantees charge conservation.

5.2.1 Meyer model

In the Meyer model, the following assumptions are made to derive the capaci-
tance expressions [5.2]:

a. Capacitances in a MOSFET are reciprocal, that is, Cgb  = Cbg , Cgd  = Cdg , Cgs
= Csg .
b. The change rate of gate charge Qg  is equal to the change rate of channel

charge  Qinv
when gate, source, and drain bias changes. That is,

The total charges on both side of the gate oxide are neutral,

(5.2.1)

(5.2.2)

a. Symbols with lower-case subscripts are for the capacitances (charges) per unit area or per
unit length; Symbols with upper-case subscripts are for the total capacitances (charges).
CGS , CGD , CGB , Cgd , Cgs , and Cgb  here include both intrinsic and extrinsic components.
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(5.2.3)

where Qg is the charge on the gate, Qinv  is the mobile carrier charge in the
inversion channel, Qox  is the charge related to the interface defects, and Qb  is
the bulk charge in the depletion layer under the channel.

For simplicity, we ignore the Qox component in the following derivation
because Qox  is small compared with other charge components. Thus, we have

(5.2.4)

In strong inversion, the channel charge density along the channel length direc-
tion can be written as:

(5.2.5)

where Cox  is the gate oxide capacitance per unit area, and V(y) is the channel
potential at any point y along the channel length direction, referenced to the
source junction.

As discussed in Chapter 4,

(5.2.6)

where µs  is the carrier mobility, and W is the channel width.

The Ids expression in the linear operation region can be obtained easily by
integrating Eq.(5.2.6) from source to drain and remembering that Vgd  = Vgs   -
Vds :

Also Eq. (5.2.6) can be rewritten as:

(5.2.7)

(5.2.8)

The total charge in the channel is



5.2 Intrinsic Capacitance Model 147

(5.2.9)

Combining Eqs. (5.2.5), (5.2.8), (5.2.9), and performing the integration, we
have

(5.2.10)

The capacitances CGS , C GD, and CGB  in the linear region can be obtained
from the following definitions:

(5.2.11a)

(5.2.11b)

(5.2.11c)

By differentiating Eq. (5.2.10) according to Eq. (5.2.11), we can calculate the
gate capacitances CGS , CGD , and CGB  in the linear region:

(5.2.12a)

(5.2.12b)

(5.2.12c)

It is to be expected that CGB is zero in strong inversion since the inversion
layer in the channel from the drain to the source shields the gate from the bulk
and prevents any response of the gate charge to a change in the substrate bias,
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Vbs. This is approximately true in the strong inversion case. However, CGB
can not be considered zero in the weak inversion and accumulation regions.

For Vds>Vdsat the gate charge can be obtained by replacing Vds  in Eq. (5.2.10)
with Vdsat . Assuming a long channel device, Vdsat = Vgs -Vth  and the gate
charge can be given as

(5.2.13)

It is easy to obtain the CGS , CGD , and CGB  in the saturation region,

(5.2.14a)

CGD = 0 (5.2.14b)

CGB=0 (5.2.14c)

There is a physical explanation for Eq. (5.2.14b). In the saturation region, the
channel is pinched off at the drain end of the channel. This electrically isolates
the channel from the drain so that the charge on the gate is not influenced by a
change in the drain voltage, and the capacitance CGD  vanishes.

In weak inversion, the charge in the inversion layer can be ignored compared
with the depletion charge so that Eq. (5.2.4) becomes,

(5.2.15)

The depletion charge density in the bulk for a long channel device can be writ-
ten as (see Eq. (2.3.12))

(5.2.16)

where γ is the body effect coefficient given in Eq. (2.2.3). φs is the surface
potential in weak inversion which is given by
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(5.2.17)

The total depletion charge can be obtained by performing the following inte-
gration:

(5.2.18)

Therefore we can calculate the total gate charge in the weak inversion region,

By differentiating Eq. (5.2.19) according to Eq. (5.2.11), the capacitances
CGS , CGD , and CGB  in the weak inversion region can be given as

(5.2.19)

CGS = 0

C GD  = 0

(5.2.20a)

(5.2.20b)

(5.2.20c)

According to Eq. (5.2.14a), CGS =2/3Cox when Vgs =Vth in the saturation
region. However, when V , C  =0 according to (5.2.20a). To avoid thisgs <Vth GS
large discontinuity at Vg s=Vth  it was proposed that CGS  decreases linearly
from 2/3 Cox  at V gs =Vth  to zero at V gs =V t h-φB [5.3]. This is reasonable
because the channel charge decreases gradually as Vg s drops below Vt h. C GS
should not be zero until the inversion layer vanishes totally (at the intrinsic
condition Vgs -Vth=-φB).

In the accumulation region, CGB = Cox , and C GS  = CGD  =0 [5.3].
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Fig. 5.2.1 illustrates the capacitances in the Meyer model. Fig. 5.2.2 shows
CGS, C GD , and C G B vs. V gs at several Vds for a long channel MOSFET
(L=5µm) using the above expressions (Eqs. (5.2.12), (5.2.14) and (5.2.20)).

Fig. 5.2.1 An illustration of the capacitances presented by the Meyer capacitance
model. CJS  and CJD are the capacitances of S/B and D/B junctions.

Fig. 5.2.2 The capacitance characteristics calculated according to the Meyer model.
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One advantage of the Meyer model is that it can be described by a simple
equivalent circuit as shown in Fig. 5.2.3 [5.4]. The Meyer model is still used
widely by circuit designers for this reason and its efficiency although it has
the charge non-conservation problem discussed in the next section.

Fig. 5.2.3 An equivalent circuit with the capacitances represented by the Meyer
model for the intrinsic MOSFET. gm and gmb  are the gate and substrate transconduc-
tances. vgsi  and vbsi are the gate and substrate biases (reference to the source) in the
intrinsic MOSFET.

5.2.2 Shortcomings of the Meyer model

The Meyer model is simple and sufficiently accurate for many circuit applica-
tions and has been used over many years since it was implemented in SPICE
[5.5]. However, it has been found to yield non-physical results when used to
simulate circuits that have charge storage nodes. Charge built-up on these
nodes are incorrectly predicted by the simulation. This problem shows up in
MOS charge pumps [5.6], silicon-on-sapphire(SOS) circuits [5.7], static
RAM and switched-capacitor circuits [5.8]. It is termed the charge non-con-
servation problem [5.9].

The charge non-conservation problem has been investigated in detail [5.7,5.8,
5.9]. It is known that the proper way to model MOSFET capacitances is to
assign charges to each of the terminals. With the quasi-static assumption,
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these charges at each time point t only depend on the values of the terminal
voltages at the same time. So generally we have,

(5.2.21)

(5.2.22)

(5.2.23)

(5.2.24)

It is now understood that the capacitances in a MOSFET cannot be arbitrary
functions. For example CGG , CDG, CSG, and CBG must satisfy

(5.2.25)

(5.2.26)

(5.2.27)

(5.2.28)

and that the sum of charges in the devices must meet the charge neutrality
relationship given in the following:

QG + QD + QS + QB = 0 (5.2.29)

Otherwise, charge would not be conserved.

Alternative capacitance models have been developed to solve the charge non-
conservation problem [5.10, 5.11]. Some Meyer-like models, carefully formu-
lated and implemented to preserve the necessary relationship among the
capacitances have been reported to be satisfactory in conserving charge
[5.12]. Another approach is the charge-based model [5.13, 5.15].
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– – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – –

The failure of the reciprocity assumption in Meyer model has been discussed.
It can be shown that the reciprocity of the Meyer model requires QS to be
independent of Vds  and Vbs, and Q D to be independent of Vgs and Vbs if charge
conservation is to be ensured [5. 11]. The following proof between the double
lines is included only for the most interested readers.

According to the reciprocity assumption in the Meyer model,

(5.2.30a)

(5.2.30b)

(5.2.30c)

Therefore, the gate-source reciprocity implies that a given change in
Vgs (∆Vgs ) causes equal and opposite changes in Qg and Qs (∆Qg=-∆Qs). Simi-
lar arguments hold for gate-drain and gate-bulk reciprocity.

Differentiating the charge conservation equation (5.2.3) with respect to Vgs
and substituting for ∂Qg /∂Vgs from Eq. (5.2.30a), we have,

(5.2.31)

According to Eq. (5.2.30a), so that Eq. (5.2.31) becomes

(5.2.32)

– – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – –
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In the derivation of the Meyer model, it has been assumed that the depletion

charge Qb is a constant respect to the Vgs, that is , so that we finally

have according to Eq. (5.2.32).

Similar analysis can be made with respect to Vgd and we have

(5.2.33)

So we get the result of because according to the assump-

tion in the model derivation.

– – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – –– – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – –

According to the above analysis, it is clear that the reciprocity of the Meyer
model requires Qs to depend only on Vgs  and Q d  to depend only on Vgd if
charge conservation is to be ensured. In other words, Cgs=Csg≡dQs/dVg can-
not be a function of Vd s  or Vbs, etc. This is non-physical because the channel
charge can be modulated by both Vds  and Vbs  [5.11]. Non-reciprocal effects
arise because the channel charge in a MOSFET is controlled by three or more
bias voltages. Reciprocal capacitors simply cannot be used to model the
capacitive effects in a MOSFET.

5.2.3 Charge-based capacitance model

In a charge-based approach, the emphasis is put on the charge, rather than the
capacitance, from derivation through model implementation. The approach is
to determine the charges in the drain, gate, source, and bulk of a MOSFET,
and use them as state variables in the circuit simulation. The transient currents
and the capacitances are obtained through mathematical differentiation of the
charge with respect to time or voltage, respectively. The charge-based capaci-
tance model automatically ensures the charge conservation, as long as the fol-
lowing equation is satisfied,

QG + QD + QS + QB = 0 (5.2.34)

––
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The capacitive currents can be rewritten as

By defining the following,

(5.2.35a)

(5.2.35b)

(5.2.35c)

(5.2.35d)

(5.2.36a)

(5.2.36b)

or

and substituting Eq. (5.2.36) into Eq. (5.2.35), we can derive (see, for exam-
ple, [5.1])

Only 9 of the 16 capacitances are independent according to Eq. (5.2.37). For
example, if we select Cgb , Cgd , C gs , Cbg , Cbd , Cbs, C dg , Cd b , and C ds as inde-
pendent capacitances, then C sg , Csb , and Csd can be obtained by

(5.2.37)
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(5.2.38a)

(5.2.38b)

(5.2.38c)

(5.2.39a)

(5.2.39b)

(5.2.39c)

and Cgg , Cdd , Css, and Cbb can be calculated by

(5.2.39d)

The charge-based capacitance model needs the charge equations for all four
terminals, that is QG, QS , QD, and QB. QG and QB can be obtained directly by
integrating the corresponding charge density over the channel [5. 13],

(5.2.40a)

(5.2.40b)

(5.2.40c)

Qg and Q b are given in the following

(5.2.41)

(5.2.42)

where A bulk is the bulk charge coefficient discussed in Chapter 2.

The derivation of QG and Q B is straightforward according to Eq. (5.2.41):
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It is easy to calculate the total inversion charge in the channel. However, it is
difficult to model the charges on the source and drain terminals because only
the total mobile channel charge QINV =QD +QS is known, and a partition of
QINV  into QD  and QS  is needed.  At Vds  =0, the partition should be QS = QD  =
QINV /2 due to symmetry. Several charge partition approaches have been sug-
gested for the saturation region (V ds>Vdsat)  [5.7, 5.8]. They are 50/50, 40/60
and 0/100, and are usually distinguished in compact model with a model
parameter called X PART [5.14]. When X PART>0.5, the 0/100 charge partition
is chosen, which assumes that QS=QINV and QD =0 in the saturation region.
When X PART =0.5, the 50/50 charge partition is used, which assumes that the
ratio of the drain charge to source charge is 50/50. When XPART<0.5, the 40/
60 charge partition is used, which assumes that ratio of the drain charge to
source charge is 40/60 in saturation region.

The 40/60 partition is physically correct under the quasi-static condition as
proven by 2-D device simulation and experiments [5.15]. One derivation of
the 40/60 model is given in [ 5.7]

(5.2.43)

(5.2.44)

(5.2.45)

(5.2.46)

where L is the channel length of the device.

By performing the integration in Eq. (5.2.45) and Eq. (5.2.46), the following
expressions for QS  and QD in a long channel device at linear operation regime
can be obtained
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(5.2.47)

(5.2.48)

The corresponding charges in the saturation region can be obtained by replac-
ing V d s in the above equations with V dsat , which is equal to ( Vgs-Vth  ) / A bulk for
long channel devices [5.10],

(5.2.49)

(5.2.50)

(5.2.51)

(5.2.52)

Fig. 5.2.4 (a) and (b) show the charge and capacitance versus gate bias for the
BSIM3v3 capMod=0 model [5.17], which will be discussed in detail in sec-
tion 5.4. Fig. 5.2.5 shows the simulated capacitance versus drain bias.

Based on the formula of the charges and the charge partition for drain and
source charges, an admittance matrix for the device can be created.  All of the
capacitance terms in the matrix are non-zero and non-reciprocal. Some capac-
itances, such as Csd and Cds , are negative as they should be [5.16].
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Fig. 5.2.4 (a) Charges associated with gate, bulk, source, and drain terminals simu-
lated with the capMod=0  model in BSIM3v3.

Fig. 5.2.4 (b) Capacitance vs. V gs simulated with the capMod=0 model.
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Fig. 5.2.5 (a) Charges associated with gate, bulk, source, and drain terminals vs. Vds
simulated with the capMod=0 model in BSIM3v3.

Fig. 5.2.5 (b) Capacitance versus drain voltage simulated with the capMod=0 model
in BSIM3v3.
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5.3 Extrinsic Capacitance Model

We will now analyze the extrinsic capacitances. As shown in Fig. 5.1.1, the
extrinsic capacitance consists of four components, gate overlap capacitance
Cov (CGSO/CGDO , CGSOL /CGDOL and CGBO) in source/drain region, outer
fringing field capacitance CFO, inner fringing field capacitance C FI, and
source/drain junction capacitance Cj (CJS and CJD). We discuss Cov, CFI, and
C FO in this section, and will discuss the parasitic capacitance of source/drain
junctions in Chapter  8.

With the shrinking device sizes in VLSI circuit chips accurate modeling of the
gate-to-drain and gate-to-source overlap capacitance becomes increasingly
important. The overlap capacitance is an important parameter in determining
device and circuit performance (speed). There used to be a large gate-source/
drain overlap in MOSFETs years ago. In that case, the overlap capacitance
can be modeled simply as a parallel plate capacitance

(5.3.1)

where Tox is the oxide thickness, and d is the width of the gate-drain/source
overlap.

Besides Cov at the source (C ov, ) and drain (CGS ov,GD), there is an additional
parasitic capacitance between the gate and bulk caused by the over-layer of
the poly-silicon gate required at one or both ends. The width of the polysilicon
over-layer is in fact the channel length of the device. Thus, the gate-bulk over-
lap capacitance can be given as

(5.3.2)

where Cgbo is the gate-bulk overlap capacitance with the unit length. Usually,
the Cov,GB is much smaller than Cov,GD and Cov,GS so that it can be ignored.

The overlap capacitance models discussed above were used in SPICE MOS-
FET models many years ago when the model accuracy did not have to meet
today’s high standards. However, it has been found that the measured overlap
capacitances of today’s devices are significantly different from the above
equations. As the device dimension shrinks the fringing capacitance associ-
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ated with the gate perimeter and the finite poly-silicon gate thickness becomes
a significant contributor to the capacitance.

The device structure shown in Fig. 5.3.1 may be used to analyze the fringing
capacitance [5.18]. In Fig. 5.3.1, Tox is the oxide thickness, Xp is the poly-sili-
con gate thickness, and the junction depth is Xj . α is the slope angle of the
(poly-silicon) gate. The overlap capacitance can be approximated by the sum
of the following three components:

a. fringing capacitance Cƒo on the outer side between the gate and the source/
drain;
b. direct overlap capacitance Cov between gate-source/drain, which is
described by parallel plate capacitance formula;
c. fringing capacitance Cƒi on the channel side (inner side) between the gate
and side wall of the source/drain junction.

The three capacitance components for unit width of the device are given by
these expressions [5.18]:

(5.3.3)

(5.3.4)

(5.3.5)

where ∆ is a correction of the length of the overlap region to account for some
higher order effects, and is given in the following:

(5.3.6)

β is given by

(5.3.7)
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Fig. 5.3.1 Approximate structure to model the overlap capacitance. After Shrivastava
and Fitzpatrick [5.18].

The total overlap capacitance per unit width of the MOS device is given by

Covt = Cƒo + Cov + Cƒi (5.3.8)

It should be noted that the above discussion did not account for the bias
dependence of the overlap capacitances. In fact, especially for LDD devices,
the overlap capacitances are functions of the terminal voltages. Cƒi given in
Eq. (5.3.5) may be taken as the maximum value of the inner fringing capaci-
tance, and the inner fringing capacitance becomes smaller when gate bias
increases from subthreshold to strong inversion, and vanishes when the device
operates in strong inversion. The bias dependence of the overlap capacitance
may not be ignored in LDD devices with thin oxide thickness. The bias depen-
dence of the overlap capacitance, mainly Cov, has been modeled recently
[5.17, 5.20]. Modeling of the bias dependence of the inner overlap capaci-
tance is still an issue to be dealt with.

5.4 Capacitance Model of BSIM3v3

The MOSFET capacitance models discussed above are piece-wise models. In
these models, different sets of charge-voltage equations are employed for dif-
ferent regions of the device operation, i.e. accumulation, depletion and inver-
sion regions. The model equations are derived in each specific region.
However, the piece-wise models usually contain discontinuities in the capaci-
tance-voltage (C-V) characteristics in transition regions such as near the
threshold and flat-band voltages. These discontinuities are believed to be a
potential cause for non-convergence in transient circuit simulations and also
reduce the model accuracy.
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5.4.1 Long channel capacitance model (capMod=0)

1. Intrinsic charge and capacitance

As discussed previously, the charge model is the basis of the capacitance
model. The space charge of the MOS structure is made up of three fundamen-
tal components: the charge on the gate electrode, QG, the charge in the bulk
depletion layer, QB , and the mobile charge in the channel region, QINV. The
following relationship holds,

In BSIM3v3 [5.17,5.23], there are several different model options for users to
select through a model parameter called capMod. capMod can be 0, 1, 2, or 3.
When capMod =0, a long channel charge-based capacitance model is used.
The capacitance model with capMod=0 is a modified version of the BSIM1
capacitance model [5.13]. When capMod=1 and 2, two capacitance models
with short channel effects are used [5.17]. The difference between capMod= 1
and capMod=2 is that the capacitance model for capMod=2 introduces
smoothing functions for both Vgs and Vds , and hence has better continuity and
smoothness than for capMod =1 [5.17]. With capMod=3, which is the default
capacitance model in BSIM3v3.2 [5.23], the quantization effects are modeled.
We next give the details of both the intrinsic and extrinsic capacitance models.

In low power and analog applications, designers are interested in device oper-
ation near the threshold voltage. Thus, the model must also be accurate in the
transition region from the subthreshold to the strong inversion region as well.
To ensure proper behavior, both the I-V and C-V model equations should be
developed from an identical set of charge equations so that Cij/Ids is well
behaved.

Unified models to improve the continuity have been reported [5.21, 5.22].
However, both these piece-wise models and unified model did not consider
the short channel effects, poly-silicon gate depletion, and channel quantiza-
tion effects that have become important recently. Therefore, these models are
not suitable for the simulation of short channel devices.

QG + QINV + QB = 0 (5.4.1)

QINV = QS + QD (5.4.2)
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(5.4.3)

The capacitance characteristics are often divided into accumulation, deple-
tion, linear and saturation regions as shown in Fig. 5.4.1, and use piece-wise
equations to describe the charge/capacitance characteristics in each regime.

Fig. 5.4.1 Different operation regimes of capacitance modeling.

If Vgs < VFBCV + Vbs, the device operates in the accumulation region

QB = –Wactive Lactive Cox (Vgs – Vbseƒƒ  – VFBCV )

QG = –QB (5.4.4)

If V FBCV +Vbs<Vgs<Vth , the device is in the subthreshold region and the
charge expression becomes

where Wactive and Lactive are the effective channel width and channel length of
the device in the capacitance models; Cox is the oxide capacitance in per unit
area, and V FBCV is the flat-band voltage and is a user defined model parameter
(capMod=0 only). Vbseff is the effective body bias introduced in Chapter 3.

(5.4.6)

(5.4.5)

where K 1OX is the parameter for the body effect coefficient defined in Eq.
(3.4.25d).
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model options in BSIM3v3 and is [5.17]

If Vgs>Vth, the device is in strong inversion. Similar to the DC case, the device
operates either in the linear or saturation regime depending on the drain volt-
age. The saturation voltage expression has been changed from that in the
BSIM1 capacitance model to be consistent with that in other capacitance

(5.4.8)

(5.4.7)

(5.4.9)

(5.4.10)

Here the long channel device threshold voltage expression is used. Abulk0 is
borrowed from the Abulk in the I-V model but the gate bias dependence is
ignored. CLC and CLE are fitting parameters introduced to improve the model
accuracy which we will discuss again later. The other parameters are all from
the I-V model.

The different charge partitions, controlled by the model parameter XPART , are
described in the following. The capacitances can be obtained according to the
definition given in Eq. (5.2.36) from the charge expressions.

(1) 50/50 charge partition (XPART=0.5)

When Vds < Vdsat, the device is biased in the linear region. The gate and bulk
charge density expressions can be given as

(5.4.11)

(5.4.12)
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The total charge in the gate, channel, and bulk regions can be obtained by
integrating the distributed charge densities, Qg and Qb , over the gate area:

(5.4.13)

QINV =- QG - QB

Therefore, we have

(5.4.14)

(5.4.15)

(5.4.16)

(5.4.17)

(5.4.18)

When Vds>Vdsat,cv , the device works in the saturation region. The total gate,
channel (source and drain), and bulk charge can be expressed as:

(5.4.19)
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(5.4.21)

(5.4.20)

(2) 40/60 charge partition (X PART <0.5)

Similar to the case for 50/50 charge partition, we can derive the following
charges for the 40/60 charge partition.

When Vds<Vdsat,cv

(5.4.22)

(5.4.23)

(5.4.24)

QS = –(QG + QB + QD) (5.4.25)

When Vds ≥ Vdsat,cv

(5.4.26)
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(5.4.27)

(5.4.28)

(5.4.29)QS = –(QG + QB + QD)

(3) 0/100 charge partition (X PART >0.5)

When Vds<Vdsat,cv

(5.4.30)

(5.4.31)

QS = – (QG + QB + QD)

(5.4.32)

(5.4.33)

(5.4.34)

When V ≥Vds dsat,cv

QD = 0 (5.4.35)
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(5.4.36)

Qs = –(QG + QB + QD) (5.4.37)

2. Extrinsic charge and capacitance

The overlap capacitance for capMod=0 does not include any bias dependence,
and the charge is a linear function of the gate bias.

a. Source overlap capacitance

The source overlap charge is given as follows:

(5.4.38)

where CGSO is a model parameter for the source overlap capacitance.

b. Drain overlap capacitance

The drain overlap charge is given as follows

(5.4.39)

where CGDO is a model parameter for the drain overlap capacitance.

c. Gate overlap capacitance

The gate charge contributed to the overlap capacitances is simply the sum of
the source and drain charges given above

(5.4.40)

5.4.2 Short channel capacitance (capMod =1)

1. Intrinsic charge and capacitance
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Similar to the case for capMod=0, to ensure charge conservation, terminal
charges are used as the state variables instead of the terminal voltages. The
terminal charges QG, QB, QS, and QD  are the charges associated with the gate,
bulk, source, and drain. The gate charge is comprised of mirror charges from
3 components - the channel inversion charge (QINV), the accumulation charge
(QACC ) and the depletion charge (QDEP). The accumulation and depletion
charges are associated with the bulk node. The channel charge comes from the
source and drain nodes. The ratio of QS and Q D is the charge partition ratio.
As in capMod=0, the charge partition schemes in capMod=1 are 0/100,40/60,
and 50/50. However, the depletion charge is divided into two components -
the depletion charge at zero source-drain bias (QDEPO), which is a function of
the gate to bulk bias, and the additional non-uniform depletion charge in the
presence of a drain bias (δQDEP). Thus we have the following equations:

QG  =–(QB  + Q INV ) (5.4.41)

QB  =Q DEP +QACC (5.4.42)

(5.4.43)Q DEP =QDEP0 + δQDEP

QACC a n d QDEP0 can be divided into three regions:

a. Accumulation region (Vgs < vƒb +Vbs):

Q DEP0 = 0 (5.4.44)

(5.4.45)

where v ƒb is a variable corresponding to the flat-band voltage and calculated
according to V th. We will provide some discussion on this parameter in section
5.6.

b. Subthreshold region (vƒb+Vbs<Vgs <Vth):

(5.4.46)
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QACC =0 (5.4.47)

c. Inversion region: V gs > V th

(5.4.48)

QACC = 0 (5.4.49)

In capMod=0 model, the inversion capacitance changes abruptly from 0 to
Cox at the threshold voltage, which can cause oscillations during circuit simu-
lation or result in large simulation error for circuits operating near Vth.

To avoid this problem, a smooth inversion channel capacitance model was
developed based on the unified charge model used in the I-V model. It uses a
continuous equation to formulate the channel charge in the subthreshold, tran-
sition, and inversion regions. Because of the fact that the inversion charge is
much less than the depletion charge in the subthreshold region and the contri-
bution from inversion charge in the C-V model is not as important as that in
the subthreshold I-V model, the inversion charge model expression in the C-V
model is simplified in the subthreshold region from that used in the I-V model.
A new function called Vgsteff,cv is introduced as follows

(5.4.50)

where parameters NOFF and VOFFCV  are model parameters introduced to
improve the model accuracy in the transition region from the subthreshold to
the strong inversion regions. n is the geometry and bias dependent subthresh-
old swing parameter given in Eq. (4.5.12). vt is the thermal voltage, and Vth is
the threshold voltage.

Notice that when (Vgs -Vth)>3NOFF .nvt , Vgsteƒƒ,cv becomes Vgs-V th, and for Vgs
< Vth, Vgsteƒƒ,cv decreases exponentially with Vgs–Vth with a subthreshold slope
of NOFF . nvt and rapidly drops to zero when (Vgs – Vth )<-3NOFF.nvt .

In Eq. (5.4.50), the "inversion" (minority) charge is always non-zero, even in
the accumulation region. However it decreases exponentially with the gate
bias in the subthreshold region, and become negligible compared with the
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of channel length. Consequently, Cij /Leff also has no channel length depen-
dence, which is not accurate because some physical effects such as velocity
saturation can become stronger as device channel length becomes shorter and
hence influence the saturation voltage and capacitance characteristics. There-
fore, the L dependence of saturation voltage needs to be included in a short
channel capacitance model.

The difficulty in developing a short channel model lies in calculating the
charge in the saturation region. Although current continuity stipulates that the
charge density in the saturation region is almost constant, it is difficult to cal-
culate accurately the length of the saturation region. Moreover, due to the
exponentially increasing lateral electric field, most of the charge in the satura-
tion region is not controlled by the gate electrode. One would expect that the
total charge in the channel will exponentially decrease with drain bias. How-
ever, it will result in very complex model equations. In BSIM3v3, a simple
model is adopted to empirically fit Vdsat,cv to channel length based on the fol-
lowing experimental observation,

depletion charge component in the depletion region. In the model implemen-
tation, a lower bound is used for the exponential term in Eq. (5.4.50) to avoid
under-flow problems.

For backward compatibility, the charge model (capMod=1) is based on the
BSIM1 charge model. In deriving the BSIM1 long channel charge model,
mobility is assumed to be constant with no velocity saturation. Therefore in
the saturation region (Vds> Vdsat) the carrier density at the drain end is zero.
Since no channel length modulation is assumed, the channel charge will
remain a constant throughout the saturation region. In essence, the channel
charge in the saturation region is assumed to be zero. This is a good approxi-
mation for long channel devices but fails when the channel length becomes
short. If we define a drain bias, Vdsat,cv, at which the channel charge becomes
a constant and does not continue to vary as the drain bias increases, we will
find that Vdsat,cv in general is larger than Vdsat,iv, the saturation voltage deter-
mined from the I-V characteristics, but smaller than the long channel satura-
tion voltage, given by Vgt /Abulk (Vgt = Vgs-V th  and Abulk is the parameter
modeling the body charge effect) [5.17]. However, in the long channel charge
model (such as BSIM1 [5.16]) V dsat,cv  is set to Vgt /Abulk  which is independent

(5.4.51)

where Vgsteff is given by Eq. (4.2.16),
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and Vdsat,cv is modeled empirically by the following [5.17]:

(5.4.52)

(5.4.53)

The expression of Abulk0 is given in Eq. (5.4.9).

The effects of body bias and DIBL are included in the capacitance model by
using the same threshold voltage as in the I-V model.

With the Vgsteff,cv function and the Vbseff function introduced in Chapter 3, the
charge expressions can be given in the following forms

1. Gate and substrate charges without the influence of drain bias

When without considering the influence of Vd s, we
have

QB = QACC = – Q G0

When we have

(5.4.54)

(5.4.55)

(5.4.56)

QB = QDEP0 = –Q G 0 (5.4.57)

Please note that Vbs has been replaced by Vbseff in the above equations.

2. Drain bias effect on the terminal charges

a. Linear region
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When 0<Vds  ≤ V dsat,cv , the gate charge can be given as

(5.4.58)

The increment of depletion charge δQ DEP caused by Vds can be derived:

(5.4.59)

Thus, the total depletion charge is

(5.4.60)

Depending on the charge partition, the source and drain charges have the fol-
lowing model expressions.

i. 50/50 charge partition

ii. 40/60 charge partition

(5.4.61)

(5.4.62)

(5.4.63)
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iii. 0/100 charge partition

b. Saturation region

When Vds > Vdsat,cv , the gate charge can be given by

(5.4.64)

(5.4.65)

(5.4.66)

The increment of depletion charge δQ DEP caused by Vd s can be derived in the
following:

(5.4.67)

The total bulk charge is

(5.4.68)

Depending on the charge partition methodology, the source and drain charges
have different model expressions.

i. 50/50 charge partition

(5.4.69)

ii. 40/60 charge partition

(5.4.70)
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(5.4.71)

iii. 0/100 charge partition

(5.4.72)

(5.4.73)

2. Extrinsic charge and capacitance

1). Source overlap capacitance

In the capacitance model for capMod=1, the bias dependence of overlap
capacitance is considered.

When Vgs <0, the charge contributed from the source overlap can be written as

(5.4.74)

where C GSL and C KAPPA are model parameters that account for the gate bias
dependence of the gate charge due to the source/bulk overlap.

When Vg s ≥ 0, the charge contributed from the source overlap can be written as

(5.4.75)

2). Drain overlap capacitance

When V gd  <0, the charge contributed from the drain overlap can be written as

(5.4.76)

where C GDL is a model parameter to account for the gate bias dependence of
the gate charge due to the drain/bulk overlap. The same CKAPPA parameter is
used in both the gate/drain and gate/source overlap capacitance models.
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When Vgd ≥0, the charge contributed from the drain overlap can be written as

(5.4.77)

3. Gate overlap capacitance

The total charge for the gate overlap over the source and drain region is the
sum of Qoverlap,s  and Qoverlap,d:

(5.4.78)

5.4.3 Single-equation short channel capacitance model (capMod=2)

1. Intrinsic charge and capacitance model

1). Basic formulation

Both capMod =0 and capMod=1 use piece-wise expressions in the linear and
saturation regimes and from accumulation to depletion regions. With
improved model continuity, the capacitance model (capMod=2) is developed
from the capMod=1 model. The derivation of the capacitance model for cap-
Mod=2 is somewhat the same as that for capMod=1.

The terminal charges QG , QB , Q S , and QD are the charges associated with the
gate, bulk, source, and drain:

(5.4.79)

(5.4.80)

(5.4.81)

(5.4.82)

The total charge is computed by integrating the charge along the channel.
Therefore,
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(5.4.83)

(5.4.84)

(5.4.85)

where Abulk is the parameter for the body charge effect.

Substituting dy=dVy/dEy, where V y and E y are the potential and electric field
(refer to the source) along the channel caused by the applied drain bias respec-
tively, and using the following from the I-V model,

(5.4.86)

we obtain (assuming Weff =W active and Leff =L active)

(5.4.87)

(5.4.88)

(5.4.89a)

(5.4.89b)
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Like capMod =1, a simple model is adopted which empirically fits the satura-
tion voltage V dsat,cv to channel length based on the following observed exper-
imentally,

Vdsat,cv  is fitted empirically using the following equation:

(5.4.90)

(5.4.91)

(5.4.92)

where Abulk0 is given in Eq. (5.4.9).

Because of the introduction of A bulk ' , the Abulk terms in the above equations
from Eq. (5.4.85) to Eq. (5.4.88) are replaced with A bulk' given in Eq. (5.4.92).

3). Implementation of the polysilicon gate depletion effect

As in the I-V model, the implementation of the polysilicon depletion effect in
the capacitance model is realized by using an effective gate voltage Vgs_eff
given in Eq. (4.4.57) to replace the gate voltage Vgs  in the model equations.

As in the I -V model, the poly-gate depletion effect is turned on in the C- V
model in the operation regime where Vgs is larger than V FB+φs when NGATE
is given in the model card with a value larger than 1x10 18 cm –3 but less than
1x1025cm -3.

4). Continuous equation formulation

In the piece-wise capacitance models, the capacitance is divided into different
operation regions, such as accumulation, depletion, weak inversion, and
strong inversion or triode and saturation regimes. There are separate equations
modeling the nodal charges in each region. From one region to another region
the charges are continuous, but not the slopes. Therefore the capacitances at
the transitions are discontinuous. To solve this problem, a single equation is
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used in the capacitance model for capMod=2 to model each charge for all
regions.

a. Transition from the accumulation region to the depletion region

A function called V FBeƒƒ is used to smooth out the transition between the accu-
mulation and depletion regions. It affects the accumulation and depletion
charges. V FBeƒƒ  becomes vƒb  when V gb> vƒb and approaches to V gb when V gb
< v  as shown in Fig. 5.4.4.ƒ b

(5.4.93)

(5.4.94)

where δ3  = 0.02 (5.4.95)

(5.4.96)

(5.4.97)

Fig. 5.4.4 VFBeƒƒ function becomes vƒb when V gb  > vƒb , and Vgb  when V gb <vƒb .

b. Transition from the depletion region to the inversion region
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The earlier compact models used a step function for the inversion capacitance
that changes abruptly from 0 to C ox. On the other hand, the substrate charge
becomes a constant in strong inversion while it is a function of the gate and
body biases in subthreshold region, and therefore the substrate capacitance
drop abruptly to 0 at threshold voltage. Both can cause oscillations during cir-
cuit simulation. For analog and low power circuits an accurate capacitance
model around the threshold voltage is very important.

The smooth inversion channel capacitance and depletion capacitance model is
developed in capMod=1. It uses a single equation to formulate the weak
inversion, moderate inversion, and strong inversion regions by introducing
the V gseƒƒ,cv function, which is copied into the capacitance model for cap-
Mod=2.

c. Transition from triode to saturation region

A function V cveƒƒ  is used to smooth out the transition between triode and satu-
ration regions. It affects the inversion charge. Vcveƒƒ tends to Vdsat,cv when V ds
> Vdsat,cv  and becomes Vds  when V ds  < Vdsat, cv .

(5.4.98)

(5.4.99)

where δ4=0.02V. With the introduction of Vcveƒƒ, we have the following,

i. 50/50 charge partition

(5.4.100)

(5.4.101)
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(5.4.102)

ii. 40/60 charge partition

(5.4.103)

(5.4.104)

iii. 0/100 charge partition

(5.4.105)

(5.4.106)

5). Bias dependent threshold voltage effects on capacitance

As in the capMod=1 model, the effects of body bias and DIBL are included in
the capacitance model by using the same threshold voltage as in the I-V
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model. The intrinsic capacitances can be derived based on the charge equa-
tions according to Eq. (5.2.36).

2. Extrinsic charge and capacitance models

An accurate model for the overlap capacitance is essential. This is especially
true for the drain side where the effect of the capacitance is amplified by the
transistor gain. In the earlier SPICE models this capacitance is assumed to be
bias independent. However experimental data shows that the overlap capaci-
tance changes with gate to source and gate to drain biases and the bias depen-
dence is the result of surface depletion of the source and drain regions. In
single drain structures (or the gate to the heavily doped S/D overlap region in
a LDD structure) the modulation is expected to be very small so we can model
this region with a constant capacitance. In LDD MOSFETs a substantial por-
tion of the LDD region can be depleted, leading to a large reduction of the
overlap capacitance. This LDD region can also be in accumulation. A single
equation for the overlap capacitance in both the accumulation and depletion
regions is found through the smoothing functions V gs, overlap and Vgd,overlap for
the source and drain side respectively. Unlike the case with the intrinsic
capacitance, the overlap capacitances are reciprocal, i.e. Cgs,overlap = C sg,over-

lap  and Cgd,overlap  = C dg,overlap. 

1). Charge in the gate/source overlap region

With the introduction of the Vgs,overlap
overlap region can be given by 

function the charge in the gate/source

(5.4.107)

(5.4.108)

where δ1 = 0.02V.

CKAPPA  can be calculated by 2ε siqNLDD/Cox
2 if the average doping in the

LDD region is known. A typical value for NLDD  is 5x1017 cm-3. In BSIM3v3,
CKAPPA  is a user input parameter.

2). Charge in the gate/drain overlap region
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(5.4.109)

With the introduction of the Vgd,overlap
overlap region can be modeled with

function the charge in the gate/drain

(5.4.110)

where δ2=0.02V.

Fig. 5.4.5 shows the simulated overlap capacitance Cgd  as a function of Vgd
for V bs =0.

Fig. 5.4.5 Simulated overlap capacitance Cgd versus Vgd  for an n-MOSFET.

3). Gate overlap charge

(5.4.111)
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In the above expressions, if CGS0 and CGD0 (the heavily doped S/D region to
gate overlap capacitance) are not given, they are calculated according to the
following:

(If DLC is given and DLC > 0) (5.4.112)

(Otherwise) (5.4.113)

(If DLC is given and DLC > 0) (5.4.114)

(5.4.115)(Otherwise)

The fringing capacitance consists of a bias independent outer fringing capaci-
tance and a bias dependent inner fringing capacitance. In the present release
of BSIM3v3, only the bias independent outer fringing capacitance is imple-
mented. Experimentally it is impossible to separate this capacitance from the
overlap capacitance but it can be calculated theoretically by:

(5.4.116)

where Tpoly is the thickness of the polysilicon gate. In the model implementa-
tion, Tpoly is set to 400nm.

5.4.4 Short channel capacitance model with quantization effect
(capMod=3)

As CMOS technologies rapidly advance into the deep sub-micron regime
with extremely thin gate oxides (Tox ≤  7nm), physical effects such as the poly-
silicon gate depletion and inversion layer charge quantization effects will sig-
nificantly affect the C-V characteristics of CMOS devices [5.24, 5.25, 5.26,
5.27]. To account for these effects, a new capacitance model with capMod =3
has been developed and released in BSIM3v3.2 [5.23]. This model introduces
computationally efficient and accurate compact equations for thin-oxide
MOSFET intrinsic capacitance, and includes the finite charge thickness from
the accumulation through depletion to inversion regions as well as the polysil-
icon depletion effects, and shows good accuracy and continuity in all regions
of operation. This new model preserves the high scaleability and accurate
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modeling of the non-uniform doping, mobility degradation, and DIBL effects
that are characteristic of BSIM3 [5.17, 5.28].

In this section formulations for the finite charge thickness from the accumula-
tion through depletion to inversion regions, and bias-dependent surface poten-
tial due to the bulk charge in the inversion region are discussed first, followed
by the charge equations and channel charge partitioning.

1. The implementation of poly-silicon gate depletion effects

As discussed in the capacitance model for capMod=2, the implementation of
poly-silicon gate depletion effects uses an effective gate voltage Vgs_eff given
in Eq. (5.4.57) to replace the gate voltage Vg s in all the model equations
[5.29]. As in the I-V model and other capacitance model options, the poly-gate
depletion effect is turned on in the operation regime where Vg s is larger than

1x1018
 when  NGATE is given in the model card with a value larger than

cm- 3 but less than 1x10 25 cm -3 [5.17].

2. Finite inversion charge layer thickness and its formulation

As the gate oxide thickness Tox  continues to scale down (<10nm), the finite
inversion charge thickness, XDC, cannot be ignored. It may be represented as a
capacitance, Ccen, which is in series with the gate oxide capacitance Cox. This
results in a reduced effective gate oxide capacitance Coxeƒƒ, which can be
expressed as [5.30,5.31]

(5.4.117)

(5.4.118)

Based on 1-D quantum mechanical simulation results, a universal expression
for the finite charge thickness from the accumulation to depletion region has
been developed [ 5.3 1] :

(5.4.119)

(5.4.120)



188 CHAPTER 5 Capacitance Model

where vt0 is the thermal voltage at TNOM, (Vg s- Vbs- vƒb)/TOX has the units of
MV/cm, Vb s is the body bias, and ACDE is a fitting parameter with the default
value of 1. However, Eq. (5.4.119) is not implemented directly in the simula-
tor. Instead, the following expression is proposed to increase simulation
robustness,

(5.4.121)

(5.4.122)

where δx  = 10 -3·Tox  and XDCmax is an upper bound for the accumulation and
depletion charge layer thickness for the simulation stability:

(5.4.123)

Eq. (5.4.121)  reduces to Eq. (5.4.119) for Vgs  < (Vb s + vƒb ) and Eq. (5.4.123)
for Vgs > (Vbs + vƒb ) .

In the inversion region, the inversion charge layer thickness proposed in
[5.31] is reformulated as

(5.4.124)

where the second term in the denominator has the units of MV/cm.

Through vƒb given in Eq. (5.4.94), Eq. (5.4.124) is found to be applicable to
both N+ and P+ polysilicon gates [5.31].

3. Bias dependent surface potential in the inversion region

The classical condition for strong inversion is defined by the surface potential
being equal to 2φB [5.4] even when Vg s exceeds the threshold voltage Vt h. In
reality, the surface potential varies with the gate bias even in strong inversion.
This approximation of constant surface potential in strong inversion is one
cause of the sharp turn in C-V around Vt h in the modeled capacitance which
can give rise to inaccuracies for analog and low voltage/power circuit designs.
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Considering both the inversion charge (Qinv) and bulk  charge (Qb) layer thick-

ness in the inversion region, the surface potential can be written as

(5.4.125)

Q inv can now be formulated as

(5.4.126)

where . By solving the Poisson equation and assuming
zero  inversion charge layer thickness, an analytical formulation for Φδ is pro-
posed as

(5.4.127)

4. Charge model

where MOIN is a fitting parameter with a typical value of 15. Note that Eq.
(5.4.127) rapidly drops to zero for  (V – V ) < -3N OFF .nv as the inversiongs t h t
layer disappears.

a. Charge equations for the accumulation region

In the accumulation region, the inversion charge QINV is close to zero, and the
gate charge QG  is mirrored in the bulk as the accumulation charge QACC near
the silicon surface. QACC is computed by

(5.4.128)QACC  =  WactiveLativeCoxeƒƒVgbacc

where Vgbacc is the effective gate-to-body voltage and is given by

(5.4.129)

where  V0 = vƒb + Vbseƒƒ – Vgs – δv  and δv = 0.02V so that Vgbacc  reduces to

vƒb + Vbseƒƒ – Vgs in the accumulation region (Vgs – vƒb – Vbseƒƒ << –δv)  and zero

in other operating regions  (Vgs – vƒb – Vbseƒƒ >> δv ) .
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b. Charge equations for the depletion region

Under the depletion approximation, the bulk charge in the depletion region
without the influence of drain bias can be obtained [5.1,5.3]

(5.4.130)

(5.4.131)

Note that Eq. (5.4.130) becomes close to zero in the accumulation region.

c. Charge equations for the inversion region

All previous analytic MOSFET models use the assumption of zero thickness
for the inversion layer in the inversion regime. In BSIM3v3.2, the finite thick-
ness of the inversion layer is considered, and the inversion charge in the linear
region is modeled as

(5.4.132)

Performing integration for Eq. (5.4.132) by replacing dy with dVy/Ey, as dis-
cussed in previous capacitance models, the expression for QINV in the linear
region is given as

(5.4.133)

As discussed earlier in capMod =2, QD EP  can be divided into two parts. One
is Vd s  independent denoted by QDEP0 while the other component is a function
of Vd s called δQDEP QDEP0 is given by Eq. (5.4.132) where Vgsteƒƒ,cv reduces
to ( Vgs -Vth) in the strong inversion region, while δQDEP is formulated as

(5.4.134)

vƒbx = vƒb – Vgbacc
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In order for Eq. (5.4.133) and Eq. (5.4.134) to be applicable in the saturation
region, all Vd s terms in Eqs. (5.4.133) and (5.4.134) are replaced by Vcveff
given in Eq. (5.4.98).

The saturation voltage Vdsat,cv is proposed as

(5.4.135)

d. Channel charge partitioning

The channel charge QINV given by Eq. (5.4.133) can be separated into drain
and source charge components QS  and QD by following the same partition
schemes as discussed in the other capacitance models.

i. 50/50 charge partition

(5.4.136)

ii. 40/60 charge partition

(5.4.137)

(5.4.138)

iii. 0/l00 charge partition
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(5.4.139)

(5.4.140)

QG  can be obtained directly from the charge conservation principle.

The MOSFET intrinsic capacitance can be obtained by differentiating the ter-
minal charges described above with respect to the terminal voltages, as given
in Eq. (5.2.36). Fig. 5.4.5 to 5.4.9 show the charge and capacitance versus
gate bias for the capMod=3 model. Fig. 5.4.10 to 5.4.14 show the charge and
capacitance characteristics versus drain bias.

Fig. 5.4.5 Simulated QG, QD, QS, QB as a function of Vgs for several Vds  (Vbs=0).
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Fig. 5.4.6 Simulated capacitance CGG , CGD , CGS , CGB as a function of Vgs for several
Vds (Vbs=0).

Fig. 5.4.7 Simulated capacitance CDG , CDD, CDS, CDB as a function of Vgs for several
Vds (Vbs=0).
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Vds ( Vbs=0).
Fig. 5.4.8 Simulated capacitance CSG, C SD, CSS , CSB as a function of Vg s for several

Fig. 5.4.9 Simulated capacitance CBG, CBD , CBS , CBB as a function of Vg s for several
Vds (Vbs=0).
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Fig. 5.4.10 Simulated QG, QD, QS,  QB as a function of Vds for several V gs  (Vbs=0 ).

Fig. 5.4.11 Simulated capacitance CGG, CGD, C CGS, GB as a function of V ds for several
V gs (Vbs=0).
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Fig. 5.4.12 Simulated capacitance CDG, C DD, C DS, CDB  as a function of Vds  for sev-
eral Vgs  (Vbs=0).

Fig. 5.4.13 Simulated capacitance C SG , CSD, C SS,  CSB as a function of Vds for several
Vgs (Vbs=0).
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Fig. 5.4.14 Simulated capacitance CBG, C BD, C BS, CBB as a function of Vds for differ-
ent Vgs (Vbs =0).

5.5 Channel Length/Width in Capacitance Model

The inconsistency of the effective channel length extracted from DC and
capacitance measurements has been long observed [5.33]. It is not surprising
and can be explained. The DC current depends on the movement of the carri-
ers from source to drain and this distance between the source and drain junc-
tions is characterized as the effective channel length. Charge and capacitance
behaviors depend on the electric field flux distribution between the poly-sili-
con gate and bulk silicon substrate material. Thus, the corresponding effective
channel length obtained from C-V characteristics is not necessarily equal to
that from DC current measurements.

In most previous compact models, both the I-V and C-V models use the same
effective channel length and width. This is not the case in BSIM3v3. The
channel length and width used in charge and capacitance models are given as
the following and are independent of the “channel length” used in the DC
model:

(5.5.1)
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(5.5.2)

(5.5.3)

(5.5.4)

DWC and DL C are separate and different from WI N T and LI N T in the I-V
model. L are the effective length and width of the intrinsicactive  and Wactive
device for capacitance calculations. Unlike the case with I-V it is assumed
that these dimensions have no voltage bias dependence. The parameter δLeff is
equal to the source/drain to gate overlap length plus the difference between
drawn and actual polysilicon gate due to processing (gate printing, etching
and oxidation) on one side. Overall, a distinction should be made between the
effective channel length extracted from the capacitance measurement and
from the I-V measurement.

The Lactive parameter extracted from the capacitance method is found to be
closer to the metallurgical junction length (physical length) than Leff . If nei-
ther DW C and DLC are specified in the model card, BSIM3v3’s capacitance
model will assume that the device has the same effective dimensions for I-V
and C-V models (i.e. D WC  = WINT and DL C=LINT ).

5.6 Helpful Hints

1. The reciprocity of the charge-based capacitances

Many people think of the capacitances in a MOSFET as a group of conven-
tional two terminal capacitors. For a two terminal capacitor, the capacitance is
reciprocal, that is C12=C21 , where 1 and 2 are node numbers of the terminals.
In other words,

(5.6.1)

Furthermore, C12 and C21 can only be either a constant or a function of V12 or
V21 (since there are no other voltages). These are the all too familiar proper-
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ties of a capacitor, but they only apply to two-terminal capacitors. For a MOS-
FET with three or four terminals, the capacitances are in general non-
reciprocal, that is Cxy ≠Cyx. Consider the capacitances Cgd and Cdg  of a long
channel MOSFET in the saturation regime [5.1]. According to the definition
of capacitance, Cgd  is the gate charge variation caused by the voltage change
at the drain, and C dg  is the drain charge variation caused by the voltage
change at the gate. Assuming the device operates in saturation, the pinch-off
condition near the drain isolates the gate from the drain so that the variation of
drain voltage does not have any influence on the charge at the gate terminal.
In other words, the gate charge will not change as the drain voltage changes
and C gd will be zero. However, the inversion charge in the channel changes as
the gate voltage changes so that the drain charge (a portion of the channel
charge) will change, that is, Cdg will not be zero. The non-reciprocity property
of MOSFET capacitance has been confirmed by simulations and measure-
ments. If we artificially make Cgd = Cd g in the compact model and allow Cgd
to be a function of Vgs or V bs , the model would not only be inaccurate but also
incorrectly predict charge build-up at floating circuit nodes.

The confusion and misunderstanding of the non-reciprocity discussed above
may be caused by the term “capacitance”. One may want to call the capaci-
tances in 3 or 4 terminal devices by a different name, transcapacitances, which
are not reciprocal in general.

2. The quasi-static (QS) assumption and non-quasi-static (NQS) effects

It should be emphasized that all of the capacitance models discussed in this
chapter are based on the quasi-static assumption, that is, the charges can fol-
low the change in voltages immediately without any delay. In other words, the
signals vary slowly (relative to the device transit time) so that the channel
charge is in steady-state at all times. It has been found that the QS assumption
is acceptable for short channel devices in digital applications according to a
rule of thumb given in [5.1],

TR > 20τd (5.6.2)

where TR is the rise time of the input signal and τd is the transit time of the
carriers leaving the source and arriving at the drain.

According to [5. 1],τd depends on the channel length and Vg. For long channel
devices, τd is
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(5.6.3)

where L is the channel length of the device,  µ is the carrier mobility, Vgs is the
gate bias, and Vth is the threshold voltage.

For the limiting case short channel device in which the velocity saturation
effect is overwhelming,  τd is given by

(5.6.4)

where vsat  is the carrier saturation velocity.

We can estimate the limitation of the QS models according to the above
expressions. Taking an n-channel MOSFET as an example and assuming
vsat =1x105 m/s, the transit time τd  is 2.5ps for a device of 0.25µm channel
length. Thus, the QS assumption should be valid if TR  is larger than 50ps. In a
digital circuit the clock frequency is typically 1/20TR . So the QS assumption
is acceptable for a 1GHz clock rate in 0.25µm technology. As the channel
length decreases, the transit time decreases so that the QS assumption is
acceptable for most digital applications.

However, the case may be different in high frequency analog applications at
radio frequencies (RF). Some problems have been found for using the capaci-
tance models based on QS assumption for an n-channel MOSFET of channel
length larger than 1µm and a p-channel MOSFET of channel length larger
than 0.7µm in RF applications when the operation frequency is higher than
5GHz [5.34]. An NQS (non-quasi-static) model is needed to ensure the accu-
rate simulation of circuits at such high operation frequencies. The difficulty of
developing an NQS C-V model is that the charges on the terminals will be
functions of the past history of terminal voltages, not just the present voltages.
An NQS model has been implemented in BSIM3v3 and will be discussed in
Chapter 10.

3. Charge partition

Charge-based capacitance models ensure charge conservation. However, they
need to partition the inversion charge into the drain and source charge.
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How to partition the channel charge into source and drain accurately is a diffi-
cult issue that has not been solved since the appearance of the charge based
capacitance model. As mentioned before there are three different charge parti-
tion schemes existing in today’s charge-based models used in circuit simula-
tors, such as 50/50, 40/60, and 0/100, which is distinguished in circuit
simulation using a model parameter called XPART .

50/50 (XPART =0.5) is the simplest of all partition scheme in that the inversion
charge is divided equally between the source and drain nodes. Despite it's
simplicity it is found to approximate the 2-D simulation data well.

40/60 (X PART <0.5) is the most physical model of the three partition schemes.
However both the 40/60 and 50/50 models predict a nonphysical negative Id
pulse when the Vg  of an n-MOSFET is ramped rapidly up and crosses Vth
even if the drain terminal is at a high voltage, e.g. Vdd. This is due to the
strong NQS effect at Vgs  around V th .

The 0/100 (XPART >0.5) partition scheme is developed to artificially suppress
the negative drain current spike by assigning all inversion charge in the satu-
ration region to the source electrode. Notice that this charge partition scheme
will give a drain current spike in the linear region and aggravate the source
current spike problem.

These constant charge partition schemes are sufficient to meet the accuracy
requirements of the simulation of logic gate delays as discussed in the previ-
ous subsection. However, at Vgs =Vth  the transient time becomes very large
and nonphysical artifacts can easily be observed with all the QS capacitance
models.

4. The overlap capacitances

As mentioned earlier, the overlap capacitances can be divided into several dif-
ferent components. It is extremely difficult (if not impossible) to measure the
different overlap components separately. 2-D or 3-D device simulation may
be necessary for extracting the parameters of a complex capacitance model.
This is a good reason to keep the capacitance model simple and use the fewest
parameters possible. Table 5.5.1 summarizes the bias dependence of different
parasitic capacitance components. It can be seen that both the direct overlap
capacitance component and the inner fringing capacitance are bias-dependent.
However, the inner fringing capacitance no doubt exhibits its maximum value
in the depletion region and vanishes in the strong inversion region because the
inversion layer screens out the coupling between the source/drain and the
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gate. Because the modeling of the bias dependence of inner fringing capaci-
tance is very difficult and not available in compact MOSFET models at the
present time, it may cause some problem for circuit simulation, especially for
analog and high frequency applications where the accuracy of the capacitance
model is critical.

Table 5.5.1 Bias dependence of parasitic capacitance components in a NMOSFET

Capacitance components Bias dependence Modeling work

n+ overlap capacitance Small Easy

n- overlap capacitance Strong Moderate

Outer fringing capacitance No Easy

Inner fringing capacitance Strong Difficult

S/D Junction capacitance Strong Easy

Outer sidewall capacitance Strong Easy

Inner sidewall capacitance Strong Exist

Model
status

Exist

Exist

Exist

No

Exist

Exist

Moderate

BSIM3v3 has not included the bias dependence of Cf i , However, it does
account for the bias dependence of the overlap source/drain capacitance.
CGDO /CGSO can be considered as an overlap capacitance when Vgd  and Vgs
are zero. The measured capacitance characteristics at zero bias includes both
outer and inner fringing capacitances and overlap capacitances. Users should
be aware that these parameters, extracted from the measured data at zero bias,
may not be suitable for use in strong inversion due to the disappearance of the
inner fringing capacitance in that region. Therefore, depending on the circuit
application, users can adopt different approaches to use the overlap capaci-
tance in BSIM3v3. For example, in digital circuit applications the speed delay
of a circuit, say a ring oscillator, is often used as the figure of merit to judge
the accuracy of the model. It has been found that the change in the circuit
delay time is not very significant (less than 2%) when the bias dependent
overlap capacitance is included in the simulation. So one can ignore the bias
dependence of the overlap capacitance (by setting CGDL and C GSL to 0) and
find constant overlap capacitance values for CGDO and CGSO  to match the cir-
cuit delay for use in a digital application. However, for analog applications the
bias dependence of the overlap capacitances becomes more important. In that
case, a practical approach is to extract the values of CGDO , CGDL, and C KAPPA
together by using optimization to match the measured overlap capacitance
characteristics as well as possible in all operation regions from accumulation
through depletion to strong inversion.

5. The flat-band voltage parameter vfb in the capacitance models
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els. However, in the capMod

sion

Flat-band voltage is an important parameter in MOSFET capacitance model-
ing. In the capMod=0 model the flat-band voltage is treated as a model
parameter and different Vth  models are used in the DC and capacitance mod-

>0 capacitance models in BSIM3v3, the same
threshold voltage is used in both I-V and C-V models, and the threshold volt-
age is characterized using the measured I-V data. Thus, the flat-band voltage
parameter vfb can be calculated from Vth according to the following expres-

(5.6.5)

Since Vth includes non-uniform doping, short channel and narrow width

fb  parameter also contains these effects. Discussions

channel effects have been reported [5.36].

where Vth  is the threshold voltage and K1OX  is the model parameter defined in
Chapter 3.

effects, the calculated v
about the dependence of flat band voltage on non-uniform doping and short

The vfb  parameter calculated with Eq. (5.6.5) is used to determine the bound-
ary between the accumulation and depletion regimes. Thus, it will influence
the capacitance model accuracy around the transition region from accumula-
tion to depletion regions. A suitable characterization methodology of the
threshold voltage, which considers the case for both I-V and C-V, may be nec-
essary to ensure C-V model accuracy. It has been found that the recommended
methodology to extract Vth  from the measured I-V data can match the Vth
obtained with the C-V measurement [5.37].

It should be noted that the threshold voltage in the above discussion should be
measured at low drain bias and zero body bias in order to use Eq. (5.6.5) in
calculating vfb . In BSIM3v3.0 and BSIM3v3.1 the vfb  parameter is imple-
mented inappropriately in which a bias dependent Vth  expression given in Eq.
(3.4.25) is used in Eq. (5.6.5). This brings about too strong a bias dependence
of vfb  causing some continuity problems in the accumulation region. In the
implementation of BSIM3v3.2, the bias dependence in short channel and nar-
row width effects of Vth  is removed in Eq. (3.4.25) to correct this problem and
improve the model continuity
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(5.6.6)

6. The CLC  and CLE  parameters

According to the understanding of the C-V characteristics in short channel
devices, which shows that the saturation voltage in C-V characteristics is
larger than the saturation voltage in I-V characteristics, a different saturation
voltage expression from that in the I-V model is used in the C-V models of
BSIM3v3. CLC  and CLE are two empirical fitting parameters introduced to
accurately describe the saturation voltage with the influence of velocity satu-
ration effects in short channel devices, that is, as the channel length decreases
the saturation voltage decreases at a given gate voltage. C LC  and CLE are
important parameters in determining the accuracy of the C-V model, espe-
cially in analog and RF applications because the saturation voltage will influ-
ence the cut-off frequency (f T ) characteristics and determine the point at
which fT  begins to drop from the maximum value as the gate voltage increases
at a fixed drain voltage [5.38]. An accurate determination of CLC  and CLE is
necessary when using the capacitance models in BSIM3v3.

The CLC  and CLE  parameters can be extracted from the measured characteris-
tics of Cgd  vs. Vds  at different Vgs  for devices with different L in the strong
inversion region.

7. The non-symmetry issue at Vds  =0

Model symmetry is a desirable feature of MOSFET capacitance model
because a real MOSFET is symmetric and it may also help the convergence.
From symmetry considerations, some capacitances should be equal at Vds  =0,
such as Cgd  and Cgs  Cdd  and Css , and Cbd  and Cbs . However, such symmetry
has not been achieved in the capacitance models of BSIM3v3 as some trans-
capacitances such as Cbd and Cbs , Cdd  and Css  show asymmetry at Vds  =0, as
shown in Fig. 5.6.1. It is apparently non-physical and may result in simulation
errors when the devices are biased at or near Vds =0.
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Fig. 5.6.1 (a) Simulated CSS and C DD as a function of Vds . CSS  ≠ C DD  when Vd s= 0
indicating the existence of asymmetry.

Fig. 5.6.1 (b) Simulated capacitance C BD and C B S as a function of Vds. C BD ≠ CBS
when Vd s=0.

The problem is caused by the fact that all of the body bias dependence is mod-
eled with Vb s  (without any Vbd ) terms in the equations. This issue is brought
out so the users are aware of this limitation of the model.
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8 C-V model parameters

Parameters in the BSIM3v3 C-V models are listed in Table 5.6.2.

Table 5.6.2 C-V model parameters

Sym- Sym- Description Default Unit
bols in

bols in source
equation code

capMod capmod Capacitance      model      selector 3 none

X PART xpart Charge partitioning parameter 0 none
C GSO cgso Non  LDD region source-gate calcu- F / m

overlap  capacitance   per  channel lated
length

C GDO cgdo Non  LDD  region drain-gate over- calcu- F / m
lap capacitance per channel length lated

C  GBO cgbo Gate  bulk overlap capacitance per 0.0 F / m
unit channel length

C GSL c g s l Lightly doped source-gate  region 0.0 F / m
overlap capacitance

C GDL c g d l Lightly  doped drain-gate region 0.0 F / m
overlap capacitance

CKAPPA Ckappa Coefficient  for  lightly doped 0.6 F / m
region overlap capacitance

CF cf Fringing field capacitance calcu- F / m
lated

C clc
LC Constant term for the short chan- 1.0x10-7 m

nel model

CLE cle Exponential  term  for the  short 0.6 none
channel model

D dlC Length offset fitting parameter lint L C m
D WC dwc Width offset fitting parameter wint m

V FBCV vfbcv Flat-band  voltage  parameter (for - 1 V
capMod=0 only)

NOFF n o f f C-V parameter for  Vgsteff,cv 1.0 none

V OFFCV voffcv Offset voltage  parameter of V
th 0.0 V

from  weak to  strong  inversion in
C-V model

A CDE acde Exponential coefficient  for  the 1.0 m / V
charge thickness in accumulation
and depletion regions



References 207

M moin Coefficient for the gate-bias 15.0 V1/2
OIN

dependent surface potential

L Coefficient of length dependenceLC l l c L L m L L N

for channel length offset in C-V
models

L lwc Coefficient of width dependence L W mLWN
WC

for channel length offset in C-V
models

L lwlc Coefficient of length and width L
WLC WL m LWN+LLN

dependence for channel length
offset in C-V models

W wlc Coefficient of length dependence W m WLN
LC L

for channel width offset in C-V
models

W wwc
WC Coefficient of width dependence W mWWN

W
for channel width offset in C-V
models

W wwlc Coefficient of length and widthWLC W m WLN+WWN
WL

dependence for channel width
offset in C-V models
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CHAPTER 6 Substrate Current Model

For submicrometer MOSFETs, the modeling of substrate current is important,
especially for the analog circuit design. In this chapter, we will briefly
describe the substrate current generation and introduce the substrate current
model of BSIM3v3.

6.1 Substrate Current Generation

As discussed in Chapter 2, impact ionization is the physical mechanism for
the generation of substrate current. As the channel length of MOSFETs is
reduced to the submicrometer regime, the electric field near the drain region
causes impact ionization at a significant rate. As shown in Fig. 2.7.2, the gen-
erated hole current (taking an n-channel FET as an example) flows into the
substrate as the substrate current. The substrate current can cause problem
such as latchup, shift of threshold voltage, and the degradation of transcon-
ductance in short channel devices [6.1, 6.2, 6.3]. The substrate current also
contributes to the output conductance in the saturation region and the break-
down characteristics [6.4, 6.5]. The substrate current is determined by the
drain current, Ids, and the peak lateral electric field in the channel, Em, accord-
ing to the lucky electron model [6.6, 6.7]:
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(6.1.1)

where the exponential term describes the probability of a carrier, while tra-
versing a mean free path λ  in an electric field Em, to gain a critical energy of
qφi for impact ionization.

6.2 Substrate Current Model in BSIM3v3

As discussed in section 2.7, the substrate current expression can be derived by
integrating the carrier impact ionization coefficient over the velocity-saturated
region of the channel [6.8]:

(6.2.1)

where Ai and Bi are the impact ionization coefficients. Es(y) is the electric
field along the channel direction, y=0 is at the edge of the velocity-saturation
region in the channel and ld is the length of the velocity-saturation region. Ids
is the drain current without consideration of the impact ionization effect.

A pseudo-two-dimensional analysis can find E (y) in the velocity saturateds
region [6.9, 6.10]. There is an exponential relationship of Es(y) versus dis-
tance,

(6.2.2)

where Esat is the critical field for velocity saturation and lt is the characteristic
length of the exponentially rising electric field and is given by [6.11,6.12]

(6.2.3)

The above expression can also be expressed in terms of voltage within the sat-
uration region [6.10],

where T OX is the gate oxide thickness and XJ is the drain/source junction
depth.  ε and  εsi are the dielectric permittivity of silicon dioxide and silicon,ox
respectively.
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(6.2.4)

By changing the variable, the substrate current in Eq. (6.2.1) can be rewritten
as

(6.2.5)

where E is the electric field at the drain end and can be found from Eq.d
(6.2.4) to be

(6.2.6)

In the saturation region, generally Ed>>Esat so that Ed can be expressed
approximately as

(6.2.7)

Combining Eq. (6.2.5) and Eq. (6.2.7), we can obtain the expression for the
substrate current

(6.2.8)

Eq. (6.2.8) has been used widely to calculate the substrate current in MOS
devices.

Since Vdsat depends on Leff, Isub is a strong function of Leff. Based on Eq.
(6.2.8) and the unified I-V equations discussed in Chapter 4, the substrate cur-
rent model in BSIM3v3 is obtained. It is a single equation for all operation
regions,

(6.2.9a)

(6.2.9b)
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can be found in Chapter 4.A
are model parameters extracted from the measured I

By recalling the Ids-Vds and Vdseff

where Id s ais the drain current without consideration of impact ionization
[6.8]. The expressions of Idso, Rds, Vdseff, and V
α0 , α1 , and  β0 sub data.

expressions presented in Chapter 4, we can
understand Eq. (6.2.9) easily. Vdseff becomes Vdsat when  Vds> Vdsat and
becomes Vds when Vds<Vdsat. Thus, the substrate current vanishes in the linear
region.  β0 represents the product of Bi and lt in Eq. (6.2.8). α1 represents the
Ai/Bi term in Eq. (6.2.8). Thus, Eq. (6.2.9) can be considered as another form
of Eq. (6.2.8). α0 /Leff is an empirical term that improves the accuracy of the
Isub dependence on Leff . BSIM3 does not employ a separate model equation to
model the substrate current in the subthreshold regime [6.20]. Eq. (6.2.9) can
also model the substrate current in the subthreshold regime. It is valid in both
the strong inversion and the subthreshold regions.

As an example, Fig. 6.2.1 shows the simulated characteristics of the substrate
current versus Vgs (at different Vds and fixed Vbs) for an n-channel device of
W/L=10µm/0.6µm. Fig. 6.2.2 shows the simulated characteristics of the sub-
strate current versus Vds (at several Vgs and a fixed Vbs) for the same device
used in Fig. 6.2.1.

Fig. 6.2.1 Simulated substrate current characteristics versus Vgs at several Vds and
Vbs=0V for a device with W/L=10/0.6.
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Fig. 6.2.2 Simulated substrate current characteristics versus Vds at several Vgs and
Vbs=0V for a device with W/L=10/0.6.

6.3 Helpful Hints

1. The current Idsa in the substrate current model

Given in Eq. (6.2.9), the substrate current is a function of the channel current.
It should be pointed out again that the Idsa used in Eq. (6.2.9) is the drain cur-
rent without including the contribution of the substrate current induced body
effect. In other words, it is the channel current in the absence of impact ioniza-
tion.

2. The parameters in the substrate current model and in the substrate-
current-induced-body-effect (SCBE) of the I-V model

It may appear that we can use the substrate current expression in the current
model directly, that is:

(6.3.1)

where Idsa is the drain current without including the influence of the impact
ionization, and Isub is the substrate current given by Eq. (6.2.9a). Eq. (6.3.1) is
wrong because Isub contributes significantly more than itself to Ids as dis-
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cussed in Chapter 4. Isub induces a body bias and a decease in Vth , which
eventually determines the total contribution of impact ionization to Ids .

Furthermore, separate fitting parameters are introduced while the same Isub
equation is used in the substrate current model and SCBE model so that accu-
racy can be achieved in both output resistance and substrate current character-
istics. Specifically PSCBE1 and PSCBE2 are used in the I-V model for SCBE,
and  α0,  α1, and  β0 are used in the substrate current model.

3. The  α0 and  α1 parameters

The  α0,  α 1, and  β0 parameters are introduced in the substrate current model to
predict the substrate current accurately. In Eq. (6.2.9a), α1 is similar to the Ai/
Bi term in Eq. (6.2.8), and  α0/Leff term is similar to the PSCBE2/Leff term in Eq.
(4.4.29).  α0 may be set to zero if the substrate current model gives correct
scaleability without this term.

4. Drain-induced breakdown simulation

It should be mentioned that no specific consideration for the drain-induced
breakdown mechanisms is given in the model derivation of the substrate cur-
rent model. The drain current due to impact ionization is modeled with the
SCBE model in the I-V model, as discussed in section 4.4. When the drain
voltage bias is large enough, the I-V model may or may not reflect the drain-
induced breakdown characteristics accurately as shown in Fig. 6.3.1.

5. Gate-induced drain leakage at low gate bias region

The gate-induced-drain-leakage (GIDL) or band to band tunneling in low gate
bias region has been observed in some MOSFETs [6.l0]. The band-to-band
tunneling current is generated in the drain region that is overlapped by the
gate [6.11, 6.12]. GIDL occurs when the gate is grounded and Vds is high as
discussed in Chapter 2. Like other forms of leakage current, GIDL may con-
tribute to standby power and charge loss from charge storage nodes. Analyti-
cal models for the GIDL effect have been reported [6.13, 6.14], however, they
are rarely included in compact models at the present time. The present
BSIM3v3 has not included models for GIDL.

6. Substrate current model parameters

The parameters in the BSIM3v3 substrate current model are listed in Table
6.3.1.
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Table 6.3.1 Substrate current model parameters
Symbols in Symbols in Description Default Unit

equation source code
α0 alpha0 The first parameter of sub- 0 m/V

strate current
α1 alpha1 The length scaling parameter 0 1/V

of substrate current model 
β0 beta0 The second parameter of sub- 30 V

strate current

Fig. 6.3.1 I-V characteristics with significant impact ionization effects simulated by
BSIM3v3.
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CHAPTER 7 Noise Model

The possibility of low-cost integration with logic circuits has made CMOS the
technology of choice for many analog and, increasingly, radio frequency (RF)
applications. Good noise models in circuit simulators are critical to analog
and RF applications. Two types of noise, thermal and flicker, are important in
a MOSFET. We will discuss the physical mechanisms of the flicker and ther-
mal noise and present the details of the BSIM3 noise model.

7.1 The Physical Mechanisms of Flicker (1/f) Noise

The basic characteristic of flicker noise is a 1/ƒ spectral density. Much effort
has been made in understanding the physical origin of flicker noise [7.1-7.6].
Still, the physical mechanism is not very clear. Basically, there are three dif-
ferent theories of flicker noise, (a) carrier density fluctuation models [7.7], (b)
mobility fluctuation models [7.8], (c) correlated carrier and mobility fluctua-
tion models [7.9]. In the carrier density fluctuation model, the noise is
explained by the fluctuation of channel free carriers due to the random capture
and emission of carriers by interface traps at the Si-SiO2 interface. According
to this model, the input noise is independent of the gate bias, and the magni-
tude of the noise spectrum is proportional to the density of the interface traps.
A 1/ƒ noise spectrum is predicted if the trap density is uniform in the oxide.
The experimental results show a 1/ƒη spectrum and η is not always 1, but in
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the range of 0.7-1 .2 [7.5,7. 10]. Recently, some experimental results show that
η decreases with increasing gate bias in p-channel MOSFETs [7.11]. Modi-
fied charge density fluctuation theories have been proposed to explain these
experimental results. The spatial distribution of the active traps in the oxide is
assumed to be non-uniform to explain the technology and the gate bias depen-
dence of η [7.7,7.11].

The mobility fluctuation model considers flicker noise to be the result of fluc-
tuations in carrier mobility based on Hooge’s empirical relation for the spec-
tral density of the flicker noise in a homogeneous device [7.12]. It has been
proposed that the fluctuation of the bulk mobility in MOSFET’s is induced by
changes in phonon population [7.13]. The mobility fluctuation models predict
a gate bias dependent noise. However, they cannot always account for the
magnitude of the noise [7.14].

A unified theory for the origin of the 1/ƒ noise claims that the capture and
emission of carriers by the interface traps cause fluctuation in both the carrier
number and the mobility [7.9]. Even though this theory cannot explain all the
details of the experimental data, it seems to be the most attractive model avail-
able today.

7.2 The Physical Mechanism of Thermal Noise

To understand thermal noise in a MOSFET, we will discuss first the thermal
noise model of a resistor.

It is known that the thermal noise of a resistor is directly proportional to tem-
perature T. The spectral noise power density Si (ƒ) (mean-square value of cur-
rent per frequency bandwidth) of a resistor, R, can be given by the following
[7.15]:

where KB is the Boltzmann’s constant.

(7.2.1)

The equivalent circuit of the thermal noise can be represented by a shunt cur-
rent source , as shown in Fig. 7.2.1.
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Fig. 7.2.1 Equivalent circuit of the thermal noise of a resistor.

The thermal noise characteristics in a MOSFET operating in the strong inver-
sion region have been studied for over two decades. The origin of thermal
noise in a MOSFET has been found to be related to the random thermal
motion of carriers in the channel of the device [7.16]. Models have been
developed and implemented in circuit simulators [7.17]. Even though using
the thermal noise model of a resistor can qualitatively explain the thermal
noise in a MOSFET, it is not quantitatively accurate even at low drain bias
[7.18, 7.19]. Furthermore, as the moderate inversion region becomes impor-
tant for low power applications, there is an increasing need for good noise
modeling in this region. Therefore, the noise behavior of a transistor should
be well modeled from strong inversion through moderate inversion, into weak
inversion.

7.3 Flicker Noise Models in BSIM3v3

For users' convenience, two flicker noise models are included in BSIM3v3.
One is the SPICE2 flicker noise model [7.20], while the other is the unified
flicker noise model [7.21, 7.22]. A model parameter, noiMod, is introduced
for the user to select one of these noise models. When noiMod is 1, the
SPICE2 flicker noise model is used, and when noiMod is 2 the unified flicker
noise model is used.

7.3.1 SPICE2 flicker noise model (noiMod=1)

The SPICE2 flicker noise model is
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(7.3.1)

where Si d is the drain current noise power spectral density, Id s is the drain cur-
rent, AF is the flicker noise exponent, EF is the flicker noise frequency coeffi-
cient, and KFis the flicker noise coefficient.

7.3.2 Unified flicker noise model (noiMod=2)

1. Model derivation

The coordinate system used in the unified flicker noise model derivation is
defined as follows. x is the coordinate along the channel length direction, y is
the coordinate along the channel width direction, and z is the coordinate along
the direction of oxide thickness perpendicular to both the x and y directions.

For a section of channel width Weƒƒ and length ∆x in a MOSFET, fluctuations
in the amount of trapped interface charge will introduce correlated fluctua-
tions in the channel carrier concentration and mobility. The resulting frac-
tional change in the local drain current can be expressed as [7.22]

(7.3.2)

where ∆N =NW eƒƒ ∆x, ∆Nt =Nt Weff ∆x, N  is the number of channel carriers per
unit area, and N t is the number of occupied traps per unit area. The sign in
front of the mobility term in Eq. (7.3.2) is dependent on whether the trap is
neutral or charged when filled [7.22]. The ratio of the fluctuations in the car-
rier number to the fluctuations in occupied trap number, Rn=δ∆N /δ∆Nt , is
close to unity at strong inversion but assumes smaller values at other bias con-
ditions [7.23]. A general expression for Rn is

(7.3.3)

where C i n v is the inversion layer capacitance, Cdep is the depletion layer
capacitance, and C is the interface trap capacitance.i t
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The relationship between C inv and N can be given approximately in the fol-
lowing:

(7.3.4)

where v t is the thermal voltage.

Thus, Eq. (7.3.3) can be rewritten as,

(7.3.5a)

where

(7.3.5b)

To evaluate δ∆µ eff /δ∆Nt ,  the  following  model based on Matthiessen’s rule is
used [7.22],

(7.3.6)

where µ ox is the mobility limited by oxide charge scattering. α is the scatter-
ing coefficient and is a function of the local carrier density due to channel
charge screening effect [7.23].

Based on Eq. (7.3.6), the following can be obtained

Substituting Eq. (7.3.6) and Eq. (7.3.7) into Eq. (7.3.2) yields

(7.3.7)

(7.3.8)

The power spectrum density of the local current fluctuations is
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(7.3.9)

where S ∆N t  (x,f) is the power spectrum density of the fluctuations in the num-
ber of the occupied traps over the area Weff ∆x, and can be given by

(7.3.10)

where Nt (E,x,y,z) is the distribution of the traps in the oxide and over the
e n e r g y  b a n d ,  τ (E,x,y,z) is the trapping time constant, and

is the trap occupancy function. E fn is the electron

quasi-Fermi level, ω=2πf is the angular frequency, T OX is the oxide thickness,

and E c -Ev is the silicon energy gap.

To evaluate the integral in Eq. (7.3.10), two assumptions are needed:

a. The oxide traps have a uniform spatial distribution near the interface, that
i s , Nt(E,x,y,z)=Nt (E).

b. The probability of an electron penetrating into the oxide decreases expo-
nentially with the distance from the interface, and as a result the trapping
time constant is given by

τ = τ o (E) exp(γz) (7.3.11)

where τ o(E) is the time constant at the interface and γis the attenuation coeffi-
cient of the electron wave function in the oxide.

Since f t (1–ft)  in Eq. (7.3.10) behaves like a delta function around the quasi-
Fermi level, the major contribution to the integral will be from the trap level
around Efn .Thus, Nt (E) can be approximated by Nt  (Efn) and taken out of the
integral. Replacing ft (1–ft ) in Eq. (7.3.10) by -KB Tdft /dE and carrying out the
integration yields

(7.3.12)
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The total drain current noise power spectrum density can be derived as

(7.3.13)

Since α and µ e f f are functions of the local carrier density N, Eq. (7.3.13) can
be rewritten as

(7.3.14)

where N t
*(E fn) is the equivalent oxide-trap density that produces the same

noise power if there were no contributions from the mobility fluctuations.

In the present model Nt
* (Efn) is approximated as a three parameter function of

the channel carrier density

Nt*( Ef n) =A+BN +CN ² (7.3.15)

where A, B and C are technology-dependent model parameters.

Based on the above, the flicker noise power spectrum density in the different
operation regions can be found.

1). Linear region in strong inversion (V gs>Vth and V ds<Vdsat)

In the strong inversion region, the charge density of carrier can be given by

(7.3.16)

Thus, we have

(7.3.17)



226 CHAPTER 7 Noise Model

(7.3.18)

where N 0 and NL are carrier densities at the source and drain ends of the chan-
nel, respectively.

By using the above equations, Eq. (7.3.13) can be rearranged as

(7.3.19)

Substituting Eq. (7.3.3) and Eq. (7.3.15) into Eq. (7.3.16) and performing the
integration

(7.3.20)

2). Saturation region in strong inversion (V g s>V
th

 and Vd s ≥Vdsat )

As discussed in Chapter 2, the channel can be divided into two parts in the sat-
uration region, as shown in Fig. 2.6.1. One part is from the source to Ls, the
velocity-saturation (or “pinched-off”) point. The other part, Ld , is from the
velocity-saturation point to the drain. Accordingly, the flicker noise includes
two parts as given in the following

(7.3.21)

The solution of the first term in Eq. (7.3.21) can be obtained by replacing V d s
with Vdsat in the expression of NL  of Eq. (7.3.20).

To evaluate the flicker noise power contributed from the velocity-saturation
(or pinch-off) region, assumptions are made that both the electron quasi-
Fermi level and carrier density are uniform in the pinch-off region and equal
to those at the pinch-off point where the channel potential is equal to Vdsat .



7.3 Flicker Noise Models in BSIM3v3 227

Thus the second term in Eq. (7.3.21) is expressed as

where Ld  is the length of the pinch-off region.

The total noise power spectrum density in the saturation region is written as

where NL  = Co x(Vg s – Vth  – Abulk  Vdsat)/q. 

3. Subthreshold region (V g s<Vth )

In the subthreshold region, the drain current diminishes exponentially with
decreasing the gate voltage. The channel charge density can be expressed as

(7.3.23)

where n is the subthreshold swing factor, and Vg c is the voltage when the sur-
face potential is equal to 1.5φ F .

Substituting Eq. (7.3.23) into Eq. (7.3.14) and rearranging yields the follow-
ing expression for the spectral flicker noise power density in the subthreshold
region:

where

(7.3.24)

(7.3.25)

(7.3.26)
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(7.3.27)

In the subthreshold region, it is reasonable to assume that N<<N* a n d

N  A + BN + CN ² ≈t
*(Efn) = A. Thus, the flicker noise power in the subthreshold

region can be simplified to

(7.3.28)

2. Model equations implemented in BSIM3v3

In the BSIM3v3 implementation of the flicker noise model, some minor
changes are made to the above equations to simplify the model calculation.
(1) A constant (1x108) iS used for γ, the attenuation coefficient of the electron
wave function in the oxide; (2) N* is a constant (2x1014 ); (3) Abulk  parameter
is assumed to be equal to 1; (4) The parameters A, B, and C are termed as

NOIA, N O I B, and NOIC
respectively; and (5) The frequency exponential coef-

ficient EF is introduced.

With the above modifications, the noise model equations implemented in
BSIM3v3 are given below.

1). Strong inversion region (Vg s -Vth>0.1V):

(7.3.29)

(7.3.30)

(7.3.31)
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(7.3.32)

(7.3.33a)

(7.3.33b)

(7.3.34)

(7.3.35)

2). Moderate inversion and subthreshold regions (Vg s-Vth≤ 0.1V)

In operation regions other than strong inversion (Vg s -Vth ≤ 0.1V), the follow-
ing expression is used to calculate the noise density,

(7.3.36)

where S limit is the flicker noise power density given by Eq. (7.3.29) at
V g s=Vth+0.1V, and Swi is given by,

(7.3.37)

7.4 Thermal Noise Models in BSIM3v3

There exist two choices for the thermal noise model. When noiMod is 1, the
modified SPICE2 thermal noise model is used, and when noiMod is 2, the
BSIM3 thermal noise model is used.
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7.4.1 Modified SPICE2 thermal noise model (noiMod=1)

A modified version of the SPICE2 thermal noise model is included in
BSIM3v3 as an option. The original SPICE2 model is

(7.4.1)

where gm is the gate transconductance of the device.

Eq. (7.4.1) becomes inadequate in the linear region, especially when V ds= 0 ,
where the transconductance is zero so that the calculated noise density is zero.
However, the noise power density is not zero in reality. To resolve this prob-
lem, the SPICE2 noise model is modified into the following form in the
BSIM3v3 implementation:

(7.4.2)

where gds  and g mb are the output conductance and the bulk transconductance.

7.4.2 BSIM3 thermal noise model (noiMod=2)

We will describe the model derivation briefly, and then give the thermal
model equations implemented in BSIM3v3.

1. Model derivation

The derivation of the thermal noise model used in BSIM3v3 follows the steps
described in [7.17]. As is well known, the power spectral density of the noise
voltage, generated across a resistor of value R, is 4K B TR [7.25]. If a small ele-
ment in the MOSFET channel has a resistance, ∆R, the noise voltage power of
this element is

(∆νt)²  = 4KB T∆R∆f (7.4.3)

Assuming the length of the small element of the channel is ∆x, ∆R is
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(7.4.4)

where Weff is the effective channel width,  µ  is the electron mobility, and Q inv

is the channel charge per unit area.

Substituting Eq. (7.4.4) into Eq. (7.4.3) gives

The current change caused by the voltage change ∆vt is given by

The mean square value of ∆it is

(7.4.5)

(7.4.6)

(7.4.7)

Substituting Eq. (7.4.7) into Eq. (7.4.6), we have

(7.4.8)

The total noise current power in a bandwidth ∆f can be obtained by integrat-
ing the above expression along the channel,

Where Q INV is the total inversion layer charge in the channel.

(7.4.9)

The power spectral density of thermal noise in a MOSFET can then be
expressed as,
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(7.4.10)

2. Model implementation

The formula of the thermal noise model implemented in BSIM3v3 is based on
Eq. (7.4.10) and is:

(7.4.11)

where  µeff is the effective mobility, and Leff is the effective channel length.
QINV is the total inversion charge in the channel, and is calculated from the
charge expressions in the capacitance model.

As discussed in Chapter 5, BSIM3 supports several different capacitance
(charge) model options. Thus, the detailed expression of the thermal noise
power spectral density is slightly different according to the selection of the
capacitance model option.

When capMod =0, the total charge is given by:

1). Linear region (Vg s>Vth, Vd s  dsat’cv )<V

2). Saturation region (V gs>Vth , Vd s ≥ Vdsat’cv )

When capMod=1, the total charge is given as,

1). Linear region (V g s>Vth , V ds<Vdsat’cv )

(7.4.12)

(7.4.13)
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2). Saturation region (V g s>Vth, Vd s≥ Vdsat’cv )

When capMod=2, the total channel charge is given by

(7.4.14)

(7.4.15)

(7.4.16)

When capMod =3, the total channel charge is calculated with

(7.4.17)

7.5 Helpful Hints

1. Options of the flicker and thermal noise models

As discussed in section 7.4, either the SPICE2 models or the BSIM3 models
may be selected for the flicker noise and the thermal noise by setting noiMod
to 1 or 2. However, users may want to use a combination of, say, the SPICE2
flicker noise model (because it is simpler than the BSIM3 1/f noise model)
and the BSIM3 thermal noise model (because it is more physical and accurate
than the SPICE2 model). Therefore, two more options are available in
BSIM3v3 for the users to select different combinations of the noise models.
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Table 7.5.1 gives the different combinations determined by the model parame-
ter noiMod.

Table 7.5.1 noiMod parameter for different noise models

noiMod Flicker noise model Thermal noise model

1 SPICE2 SPICE2

2 BSIM3v3 BSIM3v3

3 BSIM3v3 SPICE2

4 SPICE2 BSIM3v3

2. Charge models used in the thermal noise model

The users should be aware that the thermal noise calculation is dependent on
user's selection of the capacitance model options. If capMod is selected by the
user for the capacitance model, that charge model is used in the thermal noise
calculation. The capMod=3 inversion charge model will be used in
BSIM3v3.2 to calculate the thermal noise if the capMod is not given and noi-
Mod=2 or 4 is selected in the model card.

3. Noise contribution of the drain/source resistances

BSIM3v3 includes the thermal noise and flicker noise in the intrinsic device
and the noise from the external drain/source resistances. The latter is triggered
by the model parameter RSH. The default value for RSH is zero, so the contri-
bution from the drain/source external resistances is ignored if RSH is not spec-
ified in the model card. The MOSFET small signal equivalent circuit with
noise sources is given in Fig. 7.5.1.

In Fig. 7.5.1, id  represents the noise contribution from the intrinsic MOSFET
while i rd and i rs represent the noise contributions from the external source and
drain resistances. The spectral noise power density of Rd and R s can be calcu-
lated by the following equations:

(7.5.1)

(7.5.2)
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The equations for Rs and Rd are given in section 8.2 when discussing the mod-
els of parasitic components.

Fig. 7.5.1 MOSFET small-signal equivalent circuit with the three noise sources men-
tioned. Noise sources from extrinsic resistances at other terminals such as the gate
and bulk are not included here.

It should be noted that careful extraction is needed to obtain the proper RSH
parameters. In addition to the measured DC I-V data the effect of RSH on the
noise characteristics needs to be checked, especially for analog and HF appli-
cations where the noise characteristics are important.

Noise contributions from the gate and substrate resistances are not included in
the BSIM3 noise model.

4 Noise model parameters

Model parameters in the BSIM3v3 noise models are given in Table 7.5.2. The
units for some of parameters in the table, such as KF, NOIA, NOIB, and NOIC,
may look strange but they are correct. It is caused by the introduction of
parameters EF and A F . By carrying such units for these parameters, the model
can ensure correct units for the spectral noise power density.
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Table 7.5.2 Noise model parameters

Symbols

in Equa-

tion
noiMod

AF

EF

EM

KF

NO I A

NO I B

NO I C

Symbols
in source

code

Description Default Unit

noimod Parameter for noise 1 none
models

af Flicker noise expo- 1 none
nent

ef Flicker Frequency 1 none
exponent

em Saturation electrical 4.1x107 V/m
field parameter

kf Flicker noise coef- 0 s1-EfA 2-Af  F
ficient

noia Noise parameter A (nmos) 102 0 s1-Efm -2(ev)-1

(pmos) 9.9x1018

noib Noise parameter B (nmos) 5x104 s1-Ef (ev)-1

(pmos) 2.4x103

noic Noise parameter C (nmos) - 1.4x10-12 s 1-Efm 2(ev)-1

(pmos) 1.4x10-12

The flicker noise exponent AF typically falls in the range of 0.5 to 2. EF  can
be from 0.8 to 1.2 depending on the technology. Reasonable values of KF  are
in the range of 10-19 to 10-29 . MOSFET  fabricated with an experimental tech-s
nology may have larger KF values than MOSFETs fabricated with a mature
technology because the latter has a better quality oxide and Si-SiO2  interface.

5. Comparison with other flicker noise models

In some circuit simulators, such as HSPICE [7.26] and SPECTRE [7.27],
users may find other flicker noise models. For example, both HSPICE and
SPECTRE include the following flicker noise model:

(7.5.3)

Also, HSPICE a introduces another flicker noise model with the spectral noise
power density proportional to g m

2 :

a. Please note that HSPICE manual uses AF instead of EF in Eq. (7.5.4).
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(7.5.4)

where gm is the gate transconductance.

Here we compare the several models in their geometry, bias, and TOX depen-
dences.

1). The geometry dependence of the noise models

By comparing Eq. (7.5.3) with Eq. (7.3.1), it is obvious that the geometry
dependence between these two models are different if the same AF value is
used. Eq. (7.3.1) is an empirically-based formula, so a prediction of correct
geometry dependence of flicker noise is not expected when AF =2. For Eq.
(7.3.1) to obtain the correct geometry dependency, AF in Eq. (7.3.1) may need
to be set to around 1. This setting, however, may not model the Vg dependence
accurately.

The comparison between Eq. (7.5.3) and the BSIM3 flicker noise model, Eq.
(7.3.29), is a little bit more difficult because Eq. (7.3.29) is a complex expres-
sion. However, if we analyze Eq. (7.3.29) carefully, we can find that the
geometry dependence of Eq. (7.5.3) and Eq. (7.3.29) is almost the same. If
we set the noise exponent, AF , to 2 in Eq. (7.5.3) according to the number

fluctuation theory [7.5], and also note that in Eq. (7.3.29) is pro-

portional to , we can derive similar geometry dependence in both

Eq. (7.5.3) and Eq. (7.3.29). As for Eq. (7.5.4), it presents similar geometry
dependence to that of Eq. (7.5.3) and Eq. (7.3.29).

2). The bias dependence of the noise models

Both Eq. (7.3.1) and Eq. (7.5.3) show that the spectral noise power density is
proportional to I ds

A F. Eq. (7.5.4) suggests a gm
2 dependence for the spectral

noise power density. Eq. (7.3.29) shows yet another different bias depen-
dence.

Eq. (7.3.1) shows a stronger V gs dependence than Eq. (7.5.4), and the BSIM3
flicker noise model Eq. (7.3.29) presents a Vgs  bias dependence that is weaker
than Eq. (7.3.1) but stronger than Eq. (7.5.4).
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3). The oxide thickness dependence of the noise models

The dependence of the flicker noise spectral power density on oxide thickness
has been studied. It is concluded that the input referred noise power a at low
drain bias has two TOX dependencies [7.9]. At low V gs bias condition, a TOX

2

dependence may be dominant, and at high Vgs bias condition, the input
referred noise power density presents a linear dependence on TOX. It is obvi-
ous that Eq. (7.3.1) gives a TOX

2 (assuming AF=1) dependence of the input
referred noise power density (a TOX

1-A F  dependence for drain current noise
spectral power density). Eq. (7.5.4) only shows a TOX dependence of the input
referred noise power density (a TOX

-1 dependence for drain current noise
spectral power density). However, the BSIM3 noise model has accounted for
both the TOX and TOX

2 dependence of the input referred noise power density.
Note that the second term in brackets of Eq. (7.3.29) contains a 1/T OX term.

6. Understanding the AF and K F parameters in the different noise models

AF and K F are given as fitting parameters to improve the model accuracy.
However, depending on the models they may have significantly different val-
ues and units.

A value around 1 for AF is expected in Eq. (7.3.1) to follow reasonable geom-
etry dependence. However, for the model given in Eq. (7.5.3) it may be diffi-
cult to extract the value for AF. The bias dependence of Eq. (7.5.3) may be
incorrect (too strong) if a value around 2 is used for AF to ensure the correct
geometry dependence, The geometry dependence may be incorrect if a value
around 1 is used for AF to ensure the reasonable bias dependence.

Depending on the value of AF in the different models, the units of KF are dif-
ferent. For example, a unit s1-E F V2F is given for K F in Eq. (7.5.4). However,
the unit of KF in Eq. (7.3.1) is s1-EF A2-AF F.

7 Simulating the noise characteristics with circuit simulators

For the user’s convenience, we give a test circuit in Fig. 7.5.2 for simulating
the noise characteristics of a single MOSFET. A netlist in SPECTRE format is
provided in Fig. 7.5.3. Fig. 7.5.4 shows the simulated result with noiMod=1.

a. Input referred noise power density SVgn=Sid / gm
2
, where gm is the transconductance of the

device.
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Fig. 7.5.2 A test circuit to simulate the noise characteristics of a single MOSFET.

*** noise simulation ***
simulator lang= spice
spectre options rawfmt=nutascii reltol=1e-3
VDS 1 0 vsource dc=l
VG1 3 0 vsource dc= 0. 86 mag= 1
GD 1 2 ccvs probe=vdd rm=1
do_noise_analysis 2 0 noise iprobe=vdd start= 1k stop=100Meg dec= 20
do_ac_analysis ac start=1 stop=100Meg dec=20
M1 2 3 0 0 nch w=1um l=1um
.model nch BSIM3v3
+type=n
+Tnom=25.0
**** other model parameters need to be added to complete the netlist
.end

Fig. 7.5.3 Netlist to simulate the noise characteristics of a single MOSFET.
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Fig. 7.5.4 The simulated noise characteristics of a MOSFET vs. frequency (1~10 8Hz).
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CHAPTER 8 Source/Drain Parasitics
Model

We have discussed the modeling of the intrinsic part of a MOSFET in the pre-
vious chapters. In this chapter, we will discuss the modeling of the parasitic
components that are also a part of the MOS device. These parasitics have
become more important as the size of MOSFETs shrinks. This chapter will
present the models of the parasitic components in BSIM3v3.

8.1 Parasitic Components in a MOSFET

As shown in Fig. 8.1.1, the four terminal MOSFET contains many parasitic
components, such as the gate resistance Rg, gate/source overlap capacitance
Cgso, gate/drain overlap capacitance Cgdo, gate/bulk overlap capacitance Cgbo,
source series resistance Rs , drain series resistance Rd, source/bulk junction
diode Dsb, drain/bulk junction diode Ddb, and substrate resistances Rsb , R db
and Rdsb. These parasitic components can influence the device performance
significantly. Therefore, accurate modeling of these parasitic components is
essential for accurate circuit simulation.

The gate/source and gate/drain overlap capacitance models have been dis-
cussed in Chapter 5. In this chapter we will discuss the modeling of the
source/drain series resistance, and D/B and S/B p-n junctions. The modeling
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of the gate and substrate resistances will be discussed later when covering RF
modeling in Chapter 14.

Fig. 8.1.1 MOSFET schematic cross section highlights the parasitic components.

8.2 Models of Parasitic Components in BSIM3v3

8.2.1 Source and drain series resistances

The parasitics at the source and drain regions are shown in Fig. 8.2.1. The
modeling of the overlap capacitances of gate/drain and gate/source has been
discussed in chapter 5. In this section, we examine the modeling of the source/
drain series resistances.

The parasitic resistances of the source and drain regions are modeled in two
different ways in BSIM3v3 [8.1, 8.2]. One is a traditional approach that has
been used since SPICE2 [8.3], and the other was newly developed for BSIM3
[8.1, 8.2].

The approach used in SPICE2 introduces two internal nodes (Si and Di) at the
source and drain, as shown in Fig. 8.2.2. The source and drain resistances are
modeled with a parameter RSH by assuming that the MOSFET is a symmetric
structure:
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Rs = R SH   ×  N RS (8.2.1)

Rd = RSH  × N RD (8.2.2)

where RSH is a model parameter for the sheet resistance (in units of Ω/

square), which has been introduced in section 7.5. NRS  and NRD  are the num-

ber of squares in the source and drain diffusion regions, respectively.

Fig. 8.2.1 Schematic cross section of a MOSFET including the parasitic components
at the source and drain.

Fig. 8.2.2 Two nodes (Si and Di ) are introduced to account for Rs  and R d.

The above approach is simple, but does not account for the geometry (channel
width) and bias dependences of the series resistance. Also, because two addi-
tional nodes are introduced, the simulation time is increased.



246 CHAPTER 8 Source/Drain Parasitics Model

(8.2.3)

(8.2.4)

(8.2.5)

To improve the simulation efficiency and model accuracy, another approach
to model the influence of R and R has been developed in BSIM3 by includ-s d
ing R , the sum of R , and R , in the I-V equation [8.1, 8.2]. The equations ofds s d
the source/drain resistance R and its influence on the DC current have beends
described in Chapter 4 without details of the derivation. We now derive Eq.
(4.8.8).

For mathematical simplicity, BSIM3v3 assumes Rs =R . The total source andd
drain resistance R and R , and is expressed in terms of theds is the sum of Rs d
effective  channel width W :eff

Rds  = Rdso + 
Rdsw

Weff

where R is a width independent component.dso

The effective channel width W can be written as,eff

Weff  = Wdrawn  –  2∆W = Wdrawn  – 2(∆W'+∆Wb)

where W is the channel width designated by the circuit designer. ∆ Wb i sdrawn
the width change caused by the biases and ∆W’ is the width change resulting
from process-related issues (lithography, etch, and diffusion, etc.) on each
side as illustrated in Fig. 8.2.3. For a wide channel width device, say
W >10 µm , ∆W can be considered a constant independent of geometry (W and
L ) and bias. However, ∆W has been found to be a function of W and L when
W and/or L is very small because photolithography and etch process are fea-
ture-size dependent. To model this, a geometry dependent ∆W’ is included in
BSIM3v3, as discussed in Chapter 4.

To model the bias dependence of the channel width, we need further analysis.
Physically, when gate or body biases is applied, ∆W or the effective channel
width is modulated. At a higher gate bias, ∆W is larger (or Weff is smaller). At
a higher body bias, ∆W is smaller (or Weff is larger). A simple relationship is
assumed [8.4]:

where A is a constant, V  is the threshold voltage of the device, V ’ is the Vth th th

without the term of , and  γ is the body-effect coefficient.



8.2 Models of Parasitic Components in BSIM3v3 247

Fig. 8.2.3 Cross section of a MOSFET in the width direction.

Substituting Eq. (8.2.4) and Eq. (8.2.5) into Eq. (8.2.3), we have the follow-
ing:

(8.2.6)

The denominator of Eq. (8.2.6) may become zero under certain bias condi-
tions, which is undesirable in circuit simulation. To avoid this, the first order
Taylor expansion of Eq. (8.2.6) is used so that Rds is given by:

(8.2.7)

where Weff ’is the effective channel width without the bias dependence given
in Eq. (4.8.7). A and B are fitting parameters.

In BSIM3v3, Eq. (8.2.7) has been further modified to improve the accuracy
and smoothness and to ease parameter extraction [8.5]. The constant Rds0 i s
merged into the width dependent term. The Vgs-V th ’ term is replaced approxi-
mately with Vgsteff given in Eq. (4.2.15) to enhance the continuity of the
model in the transition from subthreshold to strong inversion. The parameters
P RWG and PRWB are used to represent A and B in Eq. (8.2.7). Vbs in Eq.
(8.2.7) is replaced by Vbseff given in Eq. (3.4.26). Finally, the power exponent
WR is introduced to improve the model accuracy. Thus, the parasitic resis-
tance Rds in BSIM3v3 becomes [8.5]

(8.2.8)
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We will further discuss the difference between the two modeling approaches
of series resistance as well as their influence on the simulation results in sec-
tion 8.3.

8.2.2 DC model of the source/drain diodes

In BSIM3v3.2, the source/drain diode I-V model supports a resistance-free
model and a series resistance (current-limiting) model [8.6]. If the model
parameter IJTH is specified to be zero, the resistance-free diode model will be
used in the simulation; otherwise the series resistance model will be used.

In both of the models mentioned above, the saturation current Isbs of the S/B
junction is calculated with

Isbs  = JsAS + JsswPS (8.2.9)

where Js is the saturation current density of the source/bulk area junction and
AS is the area of the source junction. Jssw is the saturation current density of
the source/bulk sidewall junction and PS is the perimeter length of the source
junction.

Js and J ssw are functions of temperature and are described by:

where XTI  and NJ are the temperature exponent coefficient and emission
coefficient of the junction diode, respectively. The two extracted model
parameters JS0 and J S0SW are the saturation currents of the S/B area and side-
wall junctions at nominal temperature TNOM . If JS0  is not given it assumes the
default value of 10-4A/m2. If JS0SW is not given it is taken to be 0. Eg0 and Eg
in Eq. (8.2.10) and Eq. (8.2.11) are the energy band gaps at the nominal tem-
perature TNOM and the operating temperature T (in Kelvins) [8.6]:

(8.2.11)

(8.2.10)
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(8.2.12)

(8.2.13)

If the saturation current Isbs given by Eq. (8.2.9) is not positive, the source/
bulk diode current Ibs is calculated by:

Ibs = GMIN Vbs (8.2.14)

Where Vbs is the bias at the S/B junction and GMIN is a parallel junction con-
ductance, which is introduced to improve the convergence of circuit simula-
tion [8.8].

If the saturation current Isbs of the S/B junction given by Eq. (8.2.9) is larger
than zero, the following equations will be used to calculate the S/B junction
current Ibs, depending on the value of IJTH specified in the model card.

When IJTH is equal to zero, the following resistance-free model is used:

(8.2.15)

where vt is the thermal voltage.

If I JTH is not zero, the following equation with a current limiting feature is
used to calculate the diode current of the S/B junction by introducing a critical
junction voltage Vjsm:

(8.2.16)

(8.2.17)
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(8.2.18)

(8.2.19)

(8.2.20)

The I-V characteristics given by Eq. (8.2.17) and Eq. (8.2.18) smoothly
changes from exponential to linear at Ibs =IJTH.

The current of the drain/bulk diode is modeled exactly the same way as that of
the source/bulk diode with s replaced by d in the subscripts.

Fig. 8.2.4 gives an example of the calculated current characteristics of drain/
bulk junction (in linear scale) using both the resistance free model and the
series-resistance model. Fig. 8.2.5 gives the calculated current characteristics
of the drain/bulk junction (in logarithmic scale) for both models.

8.2.3 Capacitance model of the source/bulk and drain/bulk diodes

As shown in Fig. 8.2.6, source/drain junction capacitance can be divided into
three components: the bottom junction capacitance Cjb, the sidewall periphery
junction  capacitance Cjpsw (of the field oxide edge), and the gate-edge periph-
ery junction capacitance Cjpg.

According to Fig. 8.2.6, the total source/bulk junction capacitance is:

Capbs  = Cjbst + Cjbsswgt +  C jbsswt

where Cjbst is the area capacitance of the source/bulk junction, Cjbsswgtis the
periphery capacitance of the source/bulk junction at the gate edge and Cjbsswt
is the periphery capacitance of the source/bulk junction at the field oxide
edge.

The area capacitance C jbst can be calculated with

Cjbst  = AsCjbs

where Cjbs is the area capacitance per unit area, the equation of which will be
given later in this section. AS is the area of the source/bulk junction.

If the length of the periphery of the source/bulk junction Ps is larger than the
effective channel width Weff ’,Cjbsswgt  and Cjbsswt are [8.2]
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Cjbsswgt = Weff'  C jbsswg (8.2.21)

Cjbsswt = (Ps – Weff') C jbssw (8.2.22)

Fig. 8.2.4 Two I-V models of the drain/bulk junction in linear scale.

Fig. 8.2.5 Two I-V models of drain/bulk junction in logarithmic scale.
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Fig. 8.2.6 Capacitance components of the source/drain junctions.

Weff ’ is the effective channel width without bias dependence [8.5], PS is the
length of the periphery of the source/bulk junction, Cjbsswg is the gate edge
periphery junction capacitance per unit length, and Cjbssw is the field-oxide
edge periphery junction capacitance per unit length. Expressions for these
capacitances are given later in this section.

Thus, the total junction capacitance can be calculated with

Capbs = As Cjbs + Weff
' Cjbsswg + ( Ps – Weff ' ) Cjbssw (8.2.23)

If Ps ≤ Weff ’, only the gate edge periphery capacitance is considered and it is
given by

C jsbswgt = Ps Cjbsswg (8.2.24)

In this case, the total capacitance is given by

Capbs = ASC jbs + Ps Cjbsswg (8.2.25)

Nine model parameters, CJ, P B , MJ , CJSW, PBSW, MJSB , CJSWG , PBSWG , and
M JSWG are introduced in the junction capacitance model (the temperature
effects of the capacitance are considered later). CJ is the unit area bottom
capacitance at the zero bias, PB is the built-in potential of the bottom junction,
MJ is capacitance grading coefficient of the bottom junction, CJSW is the unit
length periphery capacitance at the field oxide edge at zero bias, PBSW is the
built-in potential of the sidewall junction at the field oxide edge, MJSW is the
capacitance grading coefficient of the sidewall junction at the field oxide
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edge, CJSWG is the unit-length periphery capacitance at the gate edge at zero
bias, PBSWG is the built-in potential of the sidewall junction at the gate edge,
and MJSWG is capacitance grading coefficient of the sidewall junction at the
gate edge.

Physically, CJ , CJSW, and CJSWG cannot be less than zero. If C J, CJSW, or
CJSWG is not larger than zero, the corresponding total capacitance such as
Cjbst , Cjbsswt, and Cjbsswgt is set to zero in the model implementation.

When CJ  is larger than zero, Cjbs is calculated in the following way:

(8.2.26)

(8.2.27)

If CJSW is larger than zero, Cjbssw is calculated with the following equations:

(8.2.28)

(8.2.29)

If CJSWG  is larger than zero, Cjbsswg is calculated with: 

(8.2.30)

(8.2.31)

The drain-bulk capacitance is modeled with the same equations after substi-
tuting s with d in the subscripts.

Fig. 8.2.7 shows an example of the calculated area junction capacitance per
unit area as the bias changes. The bias dependence of the periphery junction
capacitances are similar to this.
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Fig. 8.2.7 Calculated source-bulk area junction capacitance versus body bias.

8.3 Helpful Hints

1. The difference between the Rs /Rd and the Rds modeling approaches

We have discussed two different approaches to model the parasitic source and
drain resistances. The Rs /Rd approach is straightforward but needs more sim-
ulation time because it introduces two additional circuit nodes. The R d s
model is the preferred BSIM3 model. It accounts for the geometry and bias
dependences and can describe the parasitic source and drain resistance more
accurately while requiring less simulation time. Depending on the applica-
tions, users can select one or the other model. For most digital and low fre-
quency analog applications, the Rds model given in Eq. (8.2.8) is
recommended. However, for some applications that have very high resis-
tances in the source/drain regions or that have different Rd and R s , i.e. Rd≠Rs ,
the Rdsmodel is not suitable. For example, in high voltage applications the
voltage drops at the large source/drain series resistances needs to be
accounted for with separate Rs  and Rd components to evaluate their influence
accurately. Another example is high frequency (RF) application. The Rds
model cannot accurately describe the noise characteristics and the input AC
impedance of the device. In this case, external Rs and R d  terms should be
introduced to model the high frequency characteristics correctly.
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Furthermore, it should be pointed out that the two different source and drain
resistance models can give different simulation results, even if we keep Rs
=Rd=1/2R ds. The reason is that the I-V equation with the influence of Rds i n
BSIM3v3 is a simplified analytical solution that may differ from the numeri-
cal solution of the Rs / Rd model. It is not a problem if the user extracts the
model parameters from the measured data for either one of the resistance
model approaches. However, if the user extracts the model parameters based
on the Rds model but then uses these model parameters in the simulations with
external Rs/Rd (by assuming that Rd=Rs =1/2Rds and the model parameter
RDSW=0), different simulation results will be obtained. Fig. 8.3.1 and Fig.
8.3.2 illustrate this difference.

Table 8.3.1 An example netlist to simulate a MOSFET with Rd≠Rs .

subckt asymmetry_cir D G S B
parameters
+ wdrawn=10e-6 /* Designed device channel width */
+ ldrawn=0.5e-6 /* Designed device channel Length */
+ rshd=500 /* Sheet resistance in drain region */
+rshs=400 /* Sheet resistance in source region */
+ rcd = 20 /* Contact resistance in drain region */
+ rcs = 10 /* Contact resistance in source region */
+ hdiffd= 0.5u /* Length of the drain highly diffused region */
+ hdiffs = 0.3u /* Length of the source highly diffused region */
+ ls_perim_g= 10u /* Length of the source perimeter along the gate */
+ ld_perim_g = 10u /* Length of the drain perimeter along the gate */
+ rs = rcs + rshs*hdiffs/ls_perim_g /* total serial resistance at the source */
+ rd = rcd + rshd*hdiffd/ld_perim_g /* total serial resistance at the drain */
MI DI G SI B NFET W=WDRAWN L=LDRAWN
RS S SI resistor r= rs
RD D DI resistor r = rd
MODEL NFET BSIM3V3
+TYPE= N
+ VERSION = 3.1
+ LMIN = 3.5E-07
+LMAX = 1
+ WMIN =3.5E-07
+WMAX = 1
+TNOM = 25
+RDSW = 0
+ (other BSIM3v3 model parameters)
. . . . .

ends asymmetry_cir
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Fig. 8.3.1 Simulated Ids-Vgs characteristics with the same set of model parameters
except for R d s and Rs /Rd . Solid line: R ds  model; Symbols: external node Rs /Rd model
with Rs=Rd =1/2R ds and the parameter R DSW set to zero.

Fig. 8.3.2 Simulated gm-Vgs  characteristics with the same set of model parameters
except for Rds and Rs /Rd. Solid line: Rds model; Symbols: external node R s /Rd model
with Rs =Rd =1/2 Rds  and the parameter RDSW set to zero.
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In the two series resistance models discussed above, we have assumed that the
devices are symmetric (Rs=Rd). For devices with asymmetric source and drain
structures ( Rd≠Rs ), the simulation cannot be done directly with the BSIM3v3
model. However, we can use a sub-circuit approach to account for the influ-
ence of the asymmetric source and drain resistances. An example netlist in
SPECTRE [8.8] format to simulate asymmetric device structures with the
sub-circuit approach for BSIM3v3 model is given in Table 8.3.1. Similar sub-
circuits can be created for other simulators such as HSPICE [8.9], ELDO
[8.11], etc.

2. The source/bulk (S/B) and drain/bulk (D/B) junction diode models

All commercial circuit simulators have their own S/B and D/B diode models
[8.9, 8.10, 8.11]. For example, HSPICE includes four options for the source
and drain diode model, which can be selected with the model parameter ACM
(ACM can be 0, 1, 2, or 3) [8.10]. Due to these simulator-related source and
drain diode models, sometimes users may get different results from different
simulators even if they use the same BSIM3v3 model for the intrinsic part of
the MOSFET. (Simulator vendors offer BSIM3 model together with their own
additional diode models.) Currently, the effort of standardizing the BSIM3v3
model is to standardize the BSIM3v3 model in both its intrinsic and parasitic
parts [8.12]. However, some users who are familiar with a diode model from a
specific simulator may insist on using the same diode model while adopting
the rest of the BSIM3v3 model. To help users in that situation, we now give
some suggestions on how to make the BSIM3v3 source/drain (S/D) diode
model identical to some popular S/D diode models.

The diode models for the S/B and D/B junctions in BSIM3v3 have all the fea-
tures of the HSPICE diode model with ACM=0 except that the saturation cur-
rent in BSIM3v3 is not a given model parameter but is calculated from the
model parameter JSO [8.2, 8.10]. The BSIM3v3 diode model also contains the
features of HSPICE diode models with ACM=2 and 3 [8.2, 8.10]. For exam-
ple, it considers the periphery junction capacitances at the gate edge. How-
ever, BSIM3v3 does not implement the calculation for AS , A D , PS , and PD
inside the model. Instead, the users can calculate the source/drain area and
perimeter length according to their own definitions of AS , A D, PS, and PD (or
following the same definitions of AS , A D, PS, and PD as those given in the
HSPICE defined by the GEO parameter when ACM=3 [8.10]). By using the
advanced feature provided in different simulators (such as .param function in
HSPICE [8.10] and ELDO [8.11] and the parameters function in SPECTRE
[8.8]), these instance parameters can be linked with the process and layout
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parameters. As an example here, we give a netlist in ELDO format in Table
8.3.2 to calculate AS , AD, P S, and PD  defined by Eq. (8.3.1) to Eq. (8.3.4) with
the geometry information shown in Fig. 8.3.3.

AD = 2 HdiƒWeƒƒ (8.3.1)

PD  = 4 H diƒ +  2 Weƒƒ (8.3.2)

AS = 2 HdiƒWeƒƒ (8.3.3)

PS  = 4 Hdiƒ + 2 Weƒƒ (8.3.4)

Fig. 8.3.3 A simple device layout plot showing geometry parameters used to define
A S , AD, PS , and P D.

3. The GMIN parameter

GMIN is a small conductance added in parallel with every p-n junction to aid
convergence. The default value for GMIN  is 10 -12 mho, and users can change
its value with the options statement in the netlist [8.8]. However, the user
cannot set GMIN to zero.

4. The difference between the source/drain junction model and the stand-
alone diode model

It should be noted that the diode model for the source/drain junctions in
BSIM3v3 is not a complete one compared with the model for a stand-alone p-
n junction diode model. The capacitance component contributed from the dif-
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fusion storage mechanism is not included in the model. Also, diode break-
down is not accounted for in the model [8.13]. These two mechanisms are not
important in the normal operation of a MOSFET. However, sometimes they
may be needed in some specific applications, such as to use the BSIM3v3
model in high voltage applications or to study the transient behavior when
forward-biasing the source/drain junctions of the device. In those cases, one
solution may be to add a full diode model to the intrinsic BSIM3v3 models
with a sub-circuit approach by disabling the internal source/drain diode mod-
els in BSIM3v3.

.MODEL dut_fet NMOS

* BSIM3v3 model parameters

.ends show_diode

Table 8.3.2 A netlist using the subcircuit to define AS, A D, PS , and PD parameters.
.subckt show_diode D G S B wdrawn=20u ldrawn=0.5u

.param hdif ={ 5e-6}

.param deltal ={ 5e-8}

.param deltaw ={ 3e-8}

.param Weff ={ wdrawn-deltaw}

.param Leff ={ ldrawn-deltal}

.param aseff ={2 * hdif * Weff }

.param pseff ={ 4 * hdif + 2 * Weff}

.param adeff ={ 2 * hdif * Weff}

.param pdeff ={4 * hdif + 2 * Weff}

MIDG S B dut_fet W={Weff} L={Leff}

+ AS={aseff} PS={pseff} AD={adeff} PD={pdeff}

5. Source and drain diode model parameters

All of the instance and model parameters in the source and drain parasitic
models are listed in Table 8.3.3.

Table 8.3.3 BSIM3v3.2 parasitic model parameters (m and i in the note column
stand for instance and model parameters respectively).

Symbols Symbols
in equa- in source Description Default Unit Note

tions code
RSH rsh Sheet  resistance in source/ 0 Ω/square m

drain regions
AS as Area of the source region 0 m² i
AD ad Area of the drain region 0 m² i
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PS ps Perimeter of the source
region

0

PD pd Perimeter of the drain region 0

NRS hrs Numbers of the squares in 1
the source region

NR D nrd

J S0 js

J S0SW jssw

NJ nj

X xtiTI

IJTH ijth

CJ cj

MJ mj

PB pb Bootom junction built - in
potential

CJSW cjsw S/D field oxide sidewall
junction capacitance per unit
length at zero bias

MJSW mjsw S/D feild oxide sidewall

Numbers of the squares in
the drain region

Saturation current density of
bottom junction diode

Saturation current density of
sidewall junction diode

1

10-4

0

Emission coefficient of 1
source/drain junctions

Temperature exponent coeffi- 3.0
cient of junction current

Diode limiting current

Source/drain (S/D) bottom

0.1

5x10 -4

junction capacitance per unit
area at zero bias

S/D bottom junction capaci-
tance grading coefficient

0.5

m i

m i

none i

none i

A/m² m

A/m m

none m

none m

A m

F/m ² m

none m

V m

F/m m

none m

P BSW pbsw V m

CJSWG cjswg F/m m

M JSWG mjswg none m

PBSWG pbswg V m

1.0

5x10 -10

0.33
junction capacitance grading
coefficent

Source/drain field oxide side-
wall junction built-in poten-
tial

1.0

CjswS/D gate edge sidewall junc-
tion capacitance per uhit
length at zero bias

S/D gate edge sidewall junc-
tion capacitance grading
coefficient

Built-in potential of the
source/drain gate edge side-
wall junction

M jsw

Pbsw
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CHAPTER 9 Temperature
Dependence Model

In the previous chapters, we have discussed the DC and capacitance models at
the nominal temperature. This chapter describes the analysis of the tempera-
ture dependence models. We briefly examine the parameters that vary with
temperature. We then present the temperature dependence models of
BSIM3v3.

9.1 Temperature Effects in a MOSFET

It is well known that a change in the operating temperature of a device affects
its characteristics and hence the circuit performance. Accurate description of
the temperature effects in devices is necessary to predict circuit behavior over
a range of temperatures. A number of important model parameters such as
mobility, threshold voltage, saturation velocity, parasitic series resistance, and
source/drain junctions characteristics are temperature dependent. All of these
temperature dependencies need to be modeled correctly.

1. Temperature dependence of mobility

Much research has been done to model the inversion charge mobility as a
function of channel doping concentration, the gate and substrate voltages, and
temperature [9.1, 9.2]. It is well known that phonon scattering, surface scatter-
ing, and coulombic scattering (including ionized impurity scattering and inter-
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face charge scattering) are the three major scattering mechanisms governing
the characteristics of carrier mobility in the inversion layer. For temperatures
above 250K, phonon scattering is the dominant mechanism.

2. Temperature dependence of the threshold voltage

Threshold voltage (Vth) is another important parameter that is sensitive to
temperature. It increases as temperature decreases due to the Fermi-level and
bandgap energy shifts. Vth  depends linearly on the temperature over a wide
range of temperatures for devices with long channel lengths [9.3]. Recent
experiments show that Vth  rolloff, i.e. the dependence of Vth on Vds  and L, is
insensitive to temperature [9.4]. This can be explained by the fact that Vth
rolloff results from the capacitive coupling of the drain and the channel - a
temperature independent phenomenon.

3. Temperature dependence of the saturation velocity

It is known that the saturation velocity (υυ sat ) is a weak function of tempera-
ture [9.5]. For simplicity, the temperature dependence of υυ sat is usually
ignored in the compact modeling of MOSFETs.

4. Temperature dependence of the parasitic drain/source resistances

With the increasing current drive of MOSFETs and dropping supply voltages,
the drain/source series resistance becomes a more important parameter. Rds is
composed of contact resistance, drain and source diffusion sheet resistance,
and spreading resistance at the edge of the inversion layer due to current
crowding. Rds  increases almost linearly with rising temperature.

5. Temperature dependence of the S/D diode characteristics

For the source/drain junctions in a MOSEFT, the temperature dependences of
the saturation current and the junction capacitance at zero bias are important
and need to be modeled.

It is known that the temperature dependence of the saturation current, Is, of a
p-n junction is determined by the temperature dependence of the intrinsic car-
rier density, ni , or the energy band gap of the material, Eg  [9.3, 9.6, 9.7]. The
temperature dependence of the zero-bias junction capacitance Cj0 is deter-
mined by the temperature dependences of the dielectric constant of silicon
material, εsi , and the junction built-in potential, Vbi [9.3, 9.7].
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9.2 Temperature Dependence Models in BSIM3v3

1. Modeling the temperature dependence of mobility

Several empirical unified formulations have been suggested to describe the
mobility as a function of process parameters and bias conditions [9.8, 9.9,
9.10, 9.11]. However, all of them contain a quantity, Eeff, that is not readily
available for circuit simulation. It has been shown that Eeff may be expressed
simply as (Vgs+Vth )/(6Tox) [9.12]. The effects of Vbs and doping concentration
are reflected in the Vth  term. In BSIM3v3, a second order polynomial with
parameters Ua , Ub, and Uc , which are linear functions of temperature, is used
to describe the temperature dependence of mobility [9.4, 9.13, 9.14]. For
mobMod =1, the mobility model, including temperature effects, becomes

(9.2.1)

where

Ua(T) = UA  + UA1 (T / TNOM  – 1) (9.2.2)

Ub(T) = UB + UB1 (T / TNOM – 1)

Uc(T) = UC + UC1 (T / TNOM – 1) (9.2.4)

(9.2.3)

where parameters µ0 , UA , UA1, UB, UB1, UC, UC1 , and UTE can be extracted
from the measured I-V data, and T is the temperature in Kelvin. TNOM is the
nominal temperature at which the model parameters µ0 , UA , UB , and UC  are
extracted.

2. Modeling the temperature dependence of the threshold voltage

The following temperature model of Vth  is used in BSIM3 [9.4, 9.13, 9.14]:

 (9.2.5)
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where Vth(TNOM, L, Vds) is the threshold voltage value at TNOM. The expres-
sion for Vth (TNOM, L, Vds ) has been given in Eq. (3.4.25) [9.14, 9.15]. The
parameters KT1, K T1L, and KT2 are extracted from the experimental data. KT1L
/L is a minor term introduced to improve the fitting accuracy.

3. Modeling the temperature dependence of the saturation velocity

In BSIM3v3, the temperature dependence of υυ sat is modeled with the follow-
ing [9.4, 9.13, 9.14]:

(9.2.6)

where AT is a parameter extracted from the measured data, and vSAT is the sat-
uration velocity at TNOM.

4. Modeling the temperature dependence of the parasitic drain/source
resistances

In BSIM3v3, Rds and its temperature dependence is modeled as [9.4, 9.14]:

(9.2.7)

(9.2.8)

where RDSW, PRWG, PRWB , and WR are extracted from the measured Rds data
at TNOM . PRT  is extracted from the measured data at different temperatures.
Weff

,  is the effective channel width without consideration of bias dependence.
Vgsteff  is equal to Vgs -Vth in the strong inversion region [9.16, 9.17].

5. Modeling the temperature dependence of the S/B and D/B junctions

(1). Temperature dependence in the DC model

In BSIM3v3, the temperature dependence of the S/B and D/B junctions is
described by the saturation current Isbs. It is calculated as

Isbs =JsAS + JsswPS (9.2.9)

Isbd = JsAD + JsswPD (9.2.10)
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where JS is the saturation current density of the source or drain junction and
AS and AD are the areas of the source and drain junctions. JSSW  is the satura-
tion current density of the source or drain sidewall junction and PS  and PD  are
the perimeters of the source and drain junctions. Both JS  and JSSW  are func-
tions of temperature and are described by Eqs. (8.2.10) through (8.2.13).

Fig. 9.2.1 shows the current characteristics of the drain/bulk junction at sev-
eral temperatures for the two different BSIM3v3.2 diode models discussed in
Chapter 8.

Fig. 9.2.1 I-V characteristics of the drain/bulk junction at different temperatures.

(2). Temperature dependence of the capacitance model

The temperature dependence of the source/drain junction capacitance is mod-
eled by introducing the temperature-dependent zero-bias unit area/perimeter
junction capacitances Cj(T), C jsw(T), and Cjswg (T), and junction built-in
potentials Pb(T), Pbsw(T), and Pbswg(T).

The temperature dependence of the zero-bias junction capacitance is modeled
with the following equations [9.18]:

Cj(T) = CJ[1 + TCJ(T – TNOM)]

Cjsw(T) = CJSW [1 + TCJSW (T – TNOM)] (9.2.12)

(9.2.11)
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Cjswg(T) = CJSWG [1 + TCJSWG (T – TNOM)] (9.2.13)

where Cj (T), Cjsw(T) and Cjswg (T) are zero-bias junction capacitance per unit
area, the perimeter junction capacitance per unit length at the field-oxide
edge, and the perimeter junction capacitance per unit length at the gate edge.
CJ, CJSW , and C JSWG are the zero-bias capacitances at the nominal tempera-
ture TNOM. TCJ, TCJSW, and TCJSWG are the model parameters for the tem-
perature coefficients of Cj, C jsw, and Cjswg.

The temperature dependence of the built-in potentials in the junction capaci-
tances is modeled with the following equations [9.18]:

Pb(T ) = PB – TPB(T – TNOM)

Pbsw(T ) = PBSW – TPBSW(T – TNOM)

Pbswg(T ) = PBSWG – TPBSWG(T – TNOM) (9.2.16)

(9.2.14)

(9.2.15)

where Pb(T), Pbsw(T), and Pbswg (T) are the built-in potentials of the bottom
junction, the periphery junction at the field-oxide edge, and the periphery
junction at the gate edge at temperature T in Kelvin. PB, PBSW, and PBSWG
are the built-in potentials of the bottom junction, the periphery junction at the
field-oxide edge, and the periphery junction at the gate edge at the nominal
temperature TNOM. TPB , T PBSW, and TPBSWG  are the temperature coefficients
of the built-in potentials.

Cjbs, the area capacitance of the source/bulk junction with temperature effects,
is calculated by:

(9.2.17)

(9.2.18)

Cjbssw, the periphery capacitance of the source/bulk junction at the field oxide
edge with temperature effects, is calculated by:

(9.2.19)
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(9.2.20)

Cjbsswg, the periphery capacitance of the source/bulk junction at gate oxide
edge with temperature effects, is calculated by:

The equations for the temperature dependence of the drain/bulk junction are
the same as the above except for the obvious change of the subscripts from
“s” to “d” in Eq. (9.2.17) through Eq. (9.2.22).

Fig. 9.2.2 shows the minor influence of temperature change on the junction
capacitance.

(9.2.21)

(9.2.22)

Fig. 9.2.2 The junction capacitance at several temperatures.
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9.3 Comparison of the Temperature-Effect Models
with Measured Data

The above models of the temperature dependence have been tested against
measured data [9.4]. The MOSFETs used in the tests are from a 0.25µm
CMOS technology with a To x of 4.5 nm. The BSIMPro model parameter
extractor [9.19] is used to extract the model parameters.

The behavior of the threshold voltage (Vth ) versus temperature for n- and p-
channel devices with W /L=6µm/0.25µm are given in Figs. 9.3.1 and 9.3.2.
The model can match the measured data well at different body bias conditions
and temperatures. This shows that the temperature dependence of short chan-
nel effects can be well described by Eq. (9.2.5), and that the linear dependence
of Vth on temperature still holds for devices with channel lengths down to, at
least, quarter micron.

Fig. 9.3.1 Vth -T data of a W /L=6µm/0.25µm n-channel device at different Vbs . Data
clearly indicates a linear dependence on T. After Cheng et al. [9.4].
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Fig. 9.3.2 p-channel devices also exhibit a linear temperature dependence of Vth .
After Cheng et al. [9.4].

Figs. 9.3.3 and 9.3.4 show the curves of the threshold voltage versus channel
length for different body bias conditions at 125°C. It can be seen that even at
high temperatures the model can predict Vth  at different Vbs  for both n- and p-
channel devices with different channel lengths.

The Ids  -Vgs  characteristics are given in Figs. 9.3.5 and 9.3.6 for the n- and p-
channel devices with W/L=6µm/0.25µm at Vd s =0.05V and Vbs=0V for differ-
ent temperatures. It can be seen that the model can fit the measured data well,
and the maximum error is less than 3.13% for nMOSFET and 2.89% for
pMOSFET for a temperature range of 25°C to 150°C. It is well known that for
short channel devices the Ids -Vgs fit is determined by the accuracy of mobility
and Rds  models. The good agreement between the model and the measured
data of a 0.25µm device means that the temperature models of mobility and
Rds  in BSIM3 are accurate.

In Fig. 9.3.7, the measured and modeled curves of the transconductance (gm)
versus Vgs  at different temperatures are given. A good fit between the model
and data can also be obtained for p-channel devices with 0.25µm channel
length [9.4].
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Fig. 9.3.3. Vth  vs. channel length of n-MOSFETs for 125°C at different Vbs  is well
modeled by BSIM3. Solid lines: BSIM3v3; Symbols: measured data. After Cheng et
al. [9.4].

Fig. 9.3.4. Curves of Vth  vs. L of p-MOSFETs for 125°C at different Vbs . After Cheng
et al. [9.4].
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Fig. 9.3.5 Ids-Vgs  of an n-channel device of W /L=6µm/0.25µm at several tempera-
tures. Solid lines: BSIM3v3; Symbols: data. After Cheng et al. [9.4].

Fig. 9.3.6 Ids -Vgs of a 0.25µm p-channel device at several temperatures. Solid lines:
BSIM3v3; Symbols: data. After Cheng et al. [9.4].

In order to ensure that digital and analog simulations at different temperatures
are accurate, the model accuracy in predicting the temperature dependence of
Ids -Vds , and g

ds -Vds characteristics needs to be verified. Figs. 9.3.8 and 9.3.9
show such a verification. The model agrees with the measured data with a
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maximum error of 2.15% for the n-MOSFET and 1.87% for the p-MOSFET
without using global optimization during the parameter extraction. The tem-
perature dependence of the saturation velocity given in Eq. (9.2.6) is very
helpful for improving the accuracy of the model in the saturation region.

Fig. 9.3.7 gm -Vgs  curves of an n-channel device (W/L=6µm/0.25µm). After Cheng et
al. [9.4].

Fig. 9.3.8 Id s -Vds  curves of an n-channel 0.25 µm device at different temperatures.
After Cheng et al. [9.4].
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In Figs. 9.3.10 and 9.3.11, we present the modeled and measured gds  -Vds c h a r -
acteristics, which are important in analog circuit design. The figures show that
the temperature dependence of g ds  can also be well described by the present
model for different bias conditions and a wide temperature range.

Fig. 9.3.9 Id s -Vd s  curves of a p-channel 0.25 µm device at different temperatures.
After Cheng et al. [9.4].

Fig. 9.3.10 gds -Vds  of an n-channel 0.25 µm device at different temperatures. After
Cheng et al. [9.4].
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Fig. 9.3.11 gds -Vd s  of a p-channel device at different temperatures. After Cheng et al..
[9.4].

9.4 Helpful Hints

1. The empirical temperature dependence of Vth

In Eq. (9.2.5), the temperature dependence of Vth is accounted for in the sec-
ond term. The first term is evaluated at the nominal temperature TNOM. Thus,
the temperature dependences of the band-gap Eg, surface potential φs at the
threshold, and the intrinsic carrier density ni are all lumped together in the
second term of Eq. (9.2.5) in a simple linear form. This approach is adopted
because it can simplify the parameter extraction, and provide better fit to the
measured data, which shows a strong linear relationship between Vth and tem-
perature resulting from the overall contributions of these parameters to Vth.
Parameters such as Eg, φs and ni are calculated at TN OM  when Eq. (9.2.5) is
used to evaluate the temperature dependence of Vth. To be consistent, and to
simplify the model implementation, the φs appearing in the Abulk and R ds

expressions is also calculated at T N OM. This does not influence the tempera-
ture dependence of the device significantly since the temperature dependence
of such parameters as Abulk is very weak, and the temperature effect of R ds is
accounted for in RDSW given by Eq. (9.2.8).
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This approach of modeling the temperature effects in a linear form signifi-
cantly simplifies the parameter extraction. However, it may cause a problem
when trying to use the model for statistical or predictive modeling, where the
temperature dependence of all the parameters, including Eg , should be main-
tained. Without any change to the model implementation, a sub-circuit
approach can be used to account for the temperature dependencies of these
parameters by introducing the appropriate temperature-dependent equations
within the sub-circuit.

2. The temperature dependence of E g  and ni

As discussed above, the temperature effects of some physical parameters such
as     Eg , ni , and φs are explicitly suppressed in favor of an empirical linear
dependence of Vth on T. However, the temperature dependence of E g and ni
are maintained in other parts of the model such as in evaluating the tempera-
ture dependence of the saturation current of source and drain junctions.

3. The operation temperature T and the nominal temperature TN OM

T N OM is the nominal, or reference, temperature at which the model parame-
ters are extracted. It can be different in the model cards for different devices. T
is defined as the operation temperature for the circuit being simulated. In most
simulators, T must be kept the same for all the devices in the circuit being
simulated.

4. The validation range of the temperature dependence model

The temperature range for the examples shown in this chapter is between
25°C and 150°C. However, at minimum the model is accurate from-50°C to
150°C. Additional temperature dependences need to be introduced for the
models to be accurate at temperatures much lower than -50°C. For example,
in this regime coulombic scattering may dominate over electron-phonon scat-
tering and significantly change the temperature dependencies. Compact mod-
eling for cryogenic temperature operation is a separate and challenging issue.

Another issue that the users need to be aware of is the temperature depen-
dence model of the source/drain diode saturation current. The model given in
Eq. (8.2.10) and Eq. (8.2.12) is based on the assumption that the diffusion
component dominates the leakage current. However, it has been found that the
diffusion leakage is actually not the dominant mechanism when the tempera-
ture is below 120°C (it is dominant in the temperature range above 120°C)
[9.3]. Instead, the dominant mechanism of the junction leakage current in the
temperature range of interest for normal circuit operation is generation-
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recombination [9.3, 9.20]. Thus, the saturation current is a linear function of
the intrinsic carrier density. This is different from the quadratic dependence
on ni  predicted by Eq. (8.2.10) and Eq. (8.2.12).

5. Parameters of the temperature effect model

The BSIM3v3 model parameters for the temperature effects are listed in Table
9.4.1.

Table 9.4.1 Temperature effect model parameters

Symbols Symbols Description Default Unit
in equa- in source

tion code

TN O M tnom Temperature at which parame- 27 ° C
ters are extracted

PRT

µ T E

K T1

KT 1 L

KT2

UA1

UB1

UC 1

AT

NJ

X T I

T CJ

prt

ute

kt1

kt11

Kt2

ua1

ub1

uc1

at

nj

xti

tcj

0.0 Ω -µm

-1.5 none

-0.11 V

0.0 Vm

0.022 none

4.31x10 - 9 m/V

-7.61x10 - 18  (m/V)²

3.3x10 4

1.0

3.0

0.0

Temperature coefficient for
Rd s w

Mobility temperature expo-
nent

Temperature coefficient for
threshold voltage

Channel length sensitivity of
temperature coefficient
for threshold voltage

Body-bias coefficient of the
V th  temperature effect

Temperature coefficient for Ua

Temperature coefficient for
Ub

Temperature coefficient for Uc mobMod=l,  m/V²
2:

-5.6x10 - 11

mobMod =3: 1/V
-0.056

Temperature coefficient for
saturation velocity

Emission coefficient of junc-
tion

Temperature exponent coeffi-
cient of junction current

Temperature coefficient of Cj

m/sec

none

none

j  1/K
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T C J S W tcjsw Temperature coefficient of 0.0 1/K
C jsw

TC J S W G tcjswg Temperature coefficient of 0.0 1/K
C jswg

TPB tpb Temperature coefficient of Pb 0.0 V/K

T PBSW tpbsw Temperature coefficient of 0.0 V/K
Pb s w

TP B S W G tpbswg Temperature coefficient of 0.0 V/K
Pb s w g
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CHAPTER 10 Non-quasi Static (NQS)
Model

In Chapter 5, the charge or CV models are derived based on the quasi-static
(QS) approximation. The QS approximation breaks down when the signal
changes occur on a time scale comparable to the device transit time. As we
will discuss in this chapter, an non-quasi-static (NQS) model is desirable in
some mixed signal IC and radio frequency (RF) applications. In this chapter,
we first show some examples of where the NQS model is needed. Then we
give the details of the derivation and implementation of the NQS model in
BSIM3v3. Some test results of the BSIM3 NQS model are also given along
with some helpful hints.

10.1 The Necessity of Modeling NQS Effects

As VLSI ICs become more performance-driven, it is sometimes necessary to
predict the device performance for operation near the device transit time.
However, as discussed in Chapter 5, most models available in SPICE use the
QS approximation [10.1]. In a QS model, the channel charge is assumed to be
a unique function of the instantaneous biases: i.e. the charge has to respond a
change in voltages with infinite speed. Thus, the finite charging time of the
carriers in the inversion layer is ignored. In reality the carriers in the channel
do not respond to the signal immediately, and thus, the channel charge is not a



Fig. 10.1.1 NMOSFET drain current during a turn-on transient simulated by different
QS models and PISCES 2-D simulation which does not use the QS assumption. After
Chan et al. [10.3].

Besides affecting the accuracy of the simulation, the non-physical results can
also cause oscillation and convergence problems in the numerical iterations. It
is common among circuit designers to circumvent the convergence problem
by using a 0/100 drain/source charge partitioning ratio [10.4], which attributes
all transient charge to the source side. However, this non-physical solution
merely shifts the current-spike problem to the source current as shown in Fig.
10.1.2, thus it only works when the source is grounded.

Moreover, none of these QS models can be used to accurately predict the
high-frequency transadmittance of a MOSFET as pointed out in [10.5]. The
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unique function of the instantaneous terminal voltages (quasi-static) but a
function of the history of the voltages (non-quasi-static). This problem may
become pronounced in the RF applications, or when Vgs  is close to Vth , or
when long channel devices coexist with deep submicron devices as in many
mixed signal circuits. In these circuits, the input signals may have rise or fall
times comparable to, or even smaller than, the channel transit time. For long
channel devices the channel transit time is roughly inversely proportional to
(Vgs -Vth) and proportional to L² . Because the carriers in these devices cannot
follow the changes of the applied signal, the QS models may give inaccurate
or anomalous simulation results that cannot be used to guide circuit design.
For example, the most common QS model, which uses 40/60 drain/source
charge partitioning [10.2], results in an unrealistic large drain current spike
during a fast turn-on as shown in Fig. 10.1.1 [10.3].
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result of modeling a 200µm long MOSFET in strong inversion saturation is
completely different from two 100µm long MOSFET in series as shown in
Fig. 10.1.3. It is common for circuit designers in high-frequency designs to
break a long-channel MOSFET into N equal parts in series (N-lumped model)
due to the lack of non-quasi-static models. The accuracy increases with N, at
the expense of simulation time (of the order of 1.4N times longer [10.6]).
However, this method becomes impractical when the device channel length is
small because the short-channel effects in the sub-transistors may be acti-
vated.

Fig. 10.1.2 NMOSFET source current during a turn-on transient simulated by the dif-
ferent QS models and PISCES 2-D simulation. After Chan et al. [10.3].

Fig. 10.1.3 AC drain current versus frequency for a 200µm long MOSFET. It is very
different from that of two 100µm long devices in series, according to QS models.
After Chan et al. [10.3].
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It has been found that for RF applications the NQS model is necessary to fit
the measured high frequency characteristics of devices with even short chan-
nel length where the operation frequency is above 1GHz [10.7, 10.8].

Therefore, a compact model that accounts for the NQS effect is highly desir-
able. Some non-quasi-static models based on solving the current continuity
equation have been proposed [10.9, 10.10, 10.11]. They are complex and
require long simulation times, making them unattractive for use in circuit sim-
ulation. In BSIM3, an NQS model based on the Elmore equivalent RC circuit
is used [10.3]. It employs a physical relaxation time approach to account for
the finite channel charging time. This NQS model is applicable for both large-
signal transient and small signal AC analysis, as is discussed next.

10.2 The NQS Model in BSIM3v3

10.2.1 Physics basis and model derivation

As shown in Fig. 10.2.1(a), the channel of a MOSFET is analogous to a bias-
dependent RC distributed transmission line [10.12]. In the QS approach, the
gate capacitors are lumped to the intrinsic source and drain nodes (Fig.
10.2.1(b)). This ignores the fact that the charge build-up in the center portion
of the channel does not follow a change in Vg  as readily as at the source or
drain edge of the channel. Breaking the transistor into N devices in series
(Fig. 10.2.1(c)) gives a good approximation for the RC network but has the
disadvantages mentioned in the previous section. A physical and efficient
approach to model the NQS effect would be to formulate an estimate for the
delay time through the channel RC network, and incorporate this time con-
stant into the model equations.

One of the most widely used methods to approximate the RC delay was pro-
posed by Elmore [10.13]. It is the mean, or the first moment, of the impulse
response. Utilizing Elmore’s approach, the RC distributed channel can be
approximated by a simple RC equivalent which retains the lowest frequency
pole of the original RC network. The new equivalent circuit is shown in Fig.
10.2.1(d). The Elmore resistance (R Elmore ) in strong inversion, calculated
from the channel resistance, is given by [10.3]
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(10.2.1)

where Qch is the amount of channel inversion charge per area, and E LM is the
Elmore constant used to match the lowest frequency pole. The value of E LM

is found to be around 3 by matching the output of the equivalent circuits in
Fig. 10.2.1 (a) and (d), and it is invariant with respect to W and L [10.3]. The
time and frequency domain responses of the Elmore approximation, shown in
Fig. 10.2.1 (d), and the original device with distributed channel, shown in Fig.
10.2.1 (a), are compared by SPICE simulation (Fig. 10.2.2 and Fig. 10.2.3). In
the first case, a fast pulse is applied to the gate with both source and drain
grounded and the gate current is measured. In the second case, a small signal
voltage is applied to the gate and the resulting small signal voltages at differ-
ent parts of the channel are measured. In both cases, a reasonable match
between the equivalent circuit and the distributed RC network is observed.

Fig. 10.2.1 Possible equivalent transient and ac small signal models for a MOS tran-
sistor. After Chan et al. [10.3].

However, direct implementation of the model shown in Fig. 10.2.1(d) requires
the creation of two additional nodes, which increases the time to solve the
Jacobian Matrix in SPICE by more than 70%. Also, the change in device
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topology may require modifications of the existing model equations. There-
fore, a simpler way to incorporate the NQS effect is presented next.

The gate, drain, and source node currents can be described by the equation:

(10.2.2)

where I G,D,S(t) are the gate, drain, and source currents, and IG,D,S (t )| DC are the
DC gate, drain, and source currents. Qch (t) is the actual channel charge at a
given time t, and G,D,S xpart are the channel charge partitioning ratios [10.14,
10.15] for the gate, drain and source with

(10.2.3)

In the 40/60 partitioning scheme, Dxpart varies from 0.5 at Vd =0V to 0.4 in the
saturation region, and Sxpart varies from 0.5 to 0.6 respectively [10.1, 10.16].
However, because the 0.4/0.6 scheme covers a large voltage range and the
error introduced by using a constant D xpart =0.4 and S xpart=0.6 is less than 5%,
these values can be adopted to simplify the model.

In the QS approach, it is assumed that

(10.2.4)

where Q cheq(t) is the equilibrium, or QS, channel charge under the instanta-
neous bias at a time t. The assumption of equilibrium at all times gives rise to
the error in calculating the NQS currents. To account for the NQS current, a
new state variable Q def is introduced to keep track of the amount of deficit (or
surplus) channel charge relative to the QS charge at a given time.

(10.2.5)

and

(10.2.6)
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Fig. 10.2.2 Verification of the Elmore equivalent circuit in the time domain. It is a rea-
sonable first order approximation to the RC network. After Chan et al. [10.3].

Fig.10.2.3 Verification of the Elmore equivalent circuit in the frequency domain,
showing that good agreement is attained between the Elmore equivalent circuit and
the distributed RC network. After Chan et al. [10.3].

Q def is allowed to decay exponentially to zero after a step change in bias with
a bias-dependent NQS relaxation time τ. Thus, the charging current can be
approximated by
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(10.2.7)

Qdef(t) can be calculated from Eq. (10.2.6) and a sub-circuit, shown in Fig.
10.2.4, has been introduced to obtain the solution. The subcircuit is a direct
translation from Eq. (10.2.6). The node voltage gives the value of Qd e f(t). The
total charging current is given by the current going through the resistor of
value τ . With this approach, only one additional node is needed and the topol-
ogy of the original transistor model is not affected.

Fig. 10.2.4 BSIM3 implementation of the NQS model. A subcircuit is constructed to
evaluate Q def . The additional NQS currents calculated by the subcircuit are superim-
posed on the MOSFET DC currents. After Chan et al. [10.3].

The value of the channel relaxation time constant τ  is composed of the terms
related to the diffusion and drift currents (calculated from the RC Elmore
equivalent circuit discussed above). The components of τ are given by

(10.2.8)

(10.2.9)

(10.2.10)
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Fig. 10.2.5 compares the τ  used in the new model with results obtained from a
2-D simulation under different biases. The model agrees with simulation
results very well.

Fig. 10.2.5 Comparison between the relaxation time constant used in the NQS model
and the value obtained from a 2-D simulation. After Chan et al. [10.3].

10.2.2 The BSIM3 NQS model

The NQS model discussed above has been implemented in BSIM3 [10.17,
10.18]. To improve the simulation performance and accuracy, this model is re-
implemented in BSIM3v3.2 [10.19] with a new charge partitioning scheme
that is physically consistent with that used in quasi-static capacitance models.

A model selector parameter, nqsMod , is available for users to turn on the
NQS model. In BSIM3v3.0 and BSIM3v3.1, nqsMod can be either an ele-
ment (instance) or a model parameter. However, it is an instance parameter
only in the official release of BSIM3v3.2 in Berkeley SPICE3, even though
some simulator vendors still treat it as a model parameter in the implementa-
tions of their simulators. The NQS model is turned on when nqsMod =1.

In BSIM3v3.2, the capacitor C shown in Fig. 10.2.4 is multiplied by a scaling
factor Cfact (with a typical value of 1x10- 9 ) to improve the numerical accuracy
of the computation. Fig. 10.2.6 gives the RC subcircuit of the NQS model
implemented in BSIM3v3.2. Q def now becomes
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(10.2.11)

Eq. (10.2.10) gives the formula for τ . R elm in Eq. (10.2.9) in strong inversion
is calculated from the channel resistance.

(10.2.12a)

(10.2.12b)

Fig. 10.2.6 The sub-circuit of NQS model implemented in BSIM3v3.2. After Liu et
al. [10.19].

Note that the effective quasi-static (or equilibrium) channel charge Q cheq(t),
i.e the QS inversion channel charge Q in Chapter 5, is used to approximateinv

the actual channel charge Q (t). The drift component of ch τ is formulated as

τ diffusion is given by

The terminal currents of D, G, and S are:

(10.2.13)

(10.2.14)

(10.2.15)
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Based on the relaxation time approach, the terminal charges and the corre-
sponding charging currents can be formulated by

(10.2.16)

(10.2.17a)

(10.2.17b)

It is important for D xpart  and Sx p a r t to be consistent with the quasi-static
charge partitioning factor X PART and to be equal (Dxpart  = S xpart ) at V d s=0
when the transistor operation mode changes between the forward and reverse
modes. Based on this consideration, D xpart is formulated as

(10.2.18)

D xpart is now dependent on the bias conditions. The derivative of Dxpart can
be obtained easily based on the quasi-static results:

(10.2.19)

where i represents the four terminals (g,s,d,b), and Cd i and C si are the intrinsic
capacitance calculated from the quasi-static analysis (see Chapter 5). The cor-
responding value of Sxpart can be derived from the fact that Dxpart +Sxpart  =1.

To this point, the charge partitioning in strong inversion has been discussed.
In the accumulation and depletion regions, the formula for D x p a rt can be sim-
plified. If X PART <0.5, Dxpart =0.4; if X PART =0.5, Dxpart = 0.5; if X PART>0.5,
D x p a r t =0[10.19].

To derive the nodal conductance Gtau , note that τ  = RC. Then G tau can be
given by

(10.2.20)
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τ is given by Eq. (10.2.10). Based in Eq. (10.2.17), the self-conductance due
to NQS at the transistor node D can be derived as

The transconductance due to NQS at the

node D is given by Dxpart Gtau . Other conductances needed to implement the
NQS model can be also obtained in a similar manner [10.19].

10.3 Test Results of the NQS Model

The NQS model has been compared with 2-D simulations to verify the valid-
ity of the model [10.3]. Fig. 10.3.1 shows the simulated turn-on and turn-off
transients simulated in the linear region (small Vd ). Good agreement between
the NQS model and 2-D simulation are observed in both cases. The simula-
tion results in the saturation region (high Vd ) are shown in Fig. 10.3.2. Again,
very good agreement is achieved.

Fig. 10.3.1 Simulated turn-on/turn-off characteristics in the linear region. Excellent
match between the model and 2-D simulation is observed. After Chan et al. [10.3].

Fig. 10.3.3 shows the high-frequency transadmittance test suggested in [10.5],
where the real part of the transadmittance is plotted against the frequency of
operation. The discrepancy between a single transistor and its equivalent N-
lumped QS model is eliminated by the NQS model, which can predict the fall
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Fig. 10.3.2 Simulated turn-on/turn-off characteristics in the saturation region (high
Vd). Very good agreement between the model and 2-D simulation is observed. After
Chan et al. [10.3].

Fig. 10.3.3 Results of high-frequency transadmittance test. The NQS mode1 is capable
of predicting the transadmittance fall-off at high frequency. The N-lumped model
asymptotically approaches the NQS model as N increases. After Chan et al. [10.3].

off of the transadmittance at high frequencies. It is also observed that the N-
lumped model asymptotically approaches the NQS model as N increases.
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Similar results can be observed in the magnitude and phase plots of a simple
resistive-load inverter shown in Fig. 10.3.4.

As a practical example to illustrate the importance of the NQS effect in circuit
design, a low voltage, high speed current output Digital/Analog converter
(DAC) cell [10.20] is shown in Fig. 10.3.5. In this circuit, M1 and M1b oper-
ate as current sources when they are turned on, and the output current appears
as Iout, or Idump . To obtain a high output resistance, M1 must be a long channel
device. Current switching was limited by the speed of voltage switching at
node 1. Fig. 10.3.6 shows the simulation results using the standard QS models
and the NQS model. The NQS model indicates slower rise and settling times,
limited by the NQS effect in the long channel M1. It illustrates an intrinsic
limitation to the speed of this DAC circuit which is not apparent from simula-
tion with the QS model. Table 10.3.1 compares the time required to simulate
the DAC cell using different models. The overall simulation time penalty
introduced by the NQS model is less than 30%.

Table 10.3.1:Time required for simulating the DAC cell with different model options.

Total time (sec)

# of iteration

40/60

1.906

781

187

127

NQS

2.243

848

252

186

# of time pt.

accepted time pt.

The high frequency (HF) small signal behaviors of the NQS model has also
been studied through a comparison with 2-D device simulations [10.21]. The
2-D device simulator was used to determine the I-V characteristics, capaci-
tances, and the Y parameters for a MOSEFT based on the doping profiles
from a 0.5um CMOS process. In the study, comparisons with other models are
also considered, such as (1) nqsMod=0 (BSIM3v3 model without the NQS
effect); (2) addition of an external gate resistance Rg with nqsMod =0, and the
value of Rg chosen to fit the phase of Y ; and (3) a two-section lumped model11
with nqsMod=0.
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Fig. 10.3.4 Frequency response of an NMOS inverter with a resistive load simulated
using the NQS model and the N-lumped model. The N-lumped model asymptotically
approaches the NQS model as N increases. After Chan et al. [10.3].

Fig. 10.3.5 A low voltage, high speed current output Digital/Analog Converter (DAC)
cell is simulated with both the QS model and the NQS model. After Chan et al. [10.3].

Fig. 10.3.7 (a) and (b) show the magnitude and phase of Y11 as a function of
frequency for W/L= 500µm/1 .2 µm at Vgs =0.8V and Vds=3.0V. The results
show that BSIM3v3 is reasonably well suited for small-signal analysis up to
the frequency of 10GHz [10.21].
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Fig. 10.3.6 Current output (Iout ) of the DAC cell simulated by different models. The
NQS model predicts a longer settling time compared with the QS models. After Chan
et al. [10.3].

Fig. 10.3.7 (a) Magnitude of Y 11 as a function of frequency for W/L=500µm/1.2µm at
Vgs =0.8V and Vds=3.0V with ELM =26 and Rg=2.5Ω After Tin et al. [10.21].
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Fig. 10.3.7 (b) The phase of Y11 vs. frequency for W/L=500µm/1.2µm at Vgs=0.8V
and Vds=3.0V with E LM=26 and Rg=2.5Ω After Tin et al. [10.21].

10.4 Helpful Hints

1. NQS effects in short channel devices

In most practical cases, NQS effects are only important in circuits with long
channel transistors driven by fast switching inputs. However, the NQS behav-
ior has been recently observed even in short-channel devices [10.7, 10.8]. As
the channel length of MOSFET’s is reduced, the effect of velocity saturation
cannot be neglected. Enhancement of the NQS model to include the effects of
velocity saturation may be necessary.

When the MOSFET is operated in the velocity saturation regime the channel
conductivity is reduced, increasing the value of τ  as shown in Fig. 10.4.1. The
error resulting from this effect when simulating a circuit using the NQS model
is usually less than 20%. The error can be reduced by choosing an Elmore
constant that provides a compromise between the linear and saturation
regions. When a more accurate result is desired, an empirical model for the
relaxation time given in Eq. (10.4.1) can be used [10.3]. The comparison
between this model and 2-D simulation is shown in Fig. 10.4.1.
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(10.4.1)

2. Special limits on the total drain current

The effects of the channel electric field in the current saturation region
deserve special consideration. At high drain voltages, the electric field near
the drain/ channel junction prevents a net carrier flow (dc current plus capaci-
tive current) from the drain into the channel even during a fast turn-on. In this
case, all the channel charge comes from the source, and the net drain current is
never negative for NMOSFET’s (positive for PMOSFET’s) as seen in Fig.
10.3.2. This fact is modeled by forcing the drain current to be positive when
the drain voltage is larger than the saturation drain voltage [10.3]. That is:

(10.4.2)

During turn-off, another restriction is imposed due to the fact that the maxi-
mum drain current is limited by the number of carriers controlled by the drain
and the maximum velocity with which they can move. Therefore the drain
current must satisfy

(10.4.3)

After incorporating the enhancements given by Eqs. (10.4.1)-(10.4.3) in the
model, the simulation results in Fig. 10.4.2 shows a nearly perfect fit to 2-D
simulation [10.3]. Comparison of Fig. 10.4.2 and Fig. 10.3.2 clearly demon-
strates the benefit of adding the current limit.

3. Bulk charge in the NQS model

As shown in Fig. 10.2.4, the present BSIM3 NQS model adopts a simplifying
approximation that considers only the charges at the source, drain, and gate,
but assumes the bulk charging current to be zero. In other words, it ignores
any bulk-charge dependence on biases [10.22]. This approximation is used to
simplify the model implementation, and hence to improve the simulation effi-
ciency. The body current can be included by partitioning Qdef between the
gate and the body [10.3, 10.22]. For most applications the NQS effect from
the bulk charge can be ignored, and it has little impact on small signal simula-
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tion. However, an NQS model that includes bulk charge would be desirable if
it is physics-based and does not excessively increase the simulation time.

4. The approximation used in the present NQS model

In addition to ignoring the bulk charge, two other approximations are used in
the NQS model. One uses Cox instead of the sum of C dg and Csg, which are
bias dependent, in Eq. (10.2.9) and Eq. (10.2.12) to reduce the complexity of
calculating the derivatives of the capacitances. The other assumes Qdef =Qch
in the R elm calculation to simplify the model implementation and reduce sim-
ulation time.

Examining the first approximation, we see that (Csg+Cdg) varies between Cox
for small Vd and 0.75Cox  for Vds >V dsat [10.16]. So, the worst-case error shows
up in the saturation region. To reduce this error, the Elmore constant ELM can
be chosen to compromise between the linear and the saturation regions, as dis-
cussed in section 10.1. For example, the default value of ELM in the BSIM3v3
model is 5 instead of 3 although 3 is appropriate for the linear region.

The validity of the second approximation depends on the signal frequency
applied to the devices. It works well as long as the rise time of the signal is
slower than 5/ƒT, where fT is the cutoff frequency of the device. This should be 
sufficient for most current CMOS circuits. This approximation, however, may
need to be re-examined before using this NQS model in RF applications oper-
ating close to ƒT. Still, Fig. 10.3.7 shows good accuracy up to very high fre-
quencies.

5. The necessity of introducing a higher order NQS model

The present BSIM3v3 NQS model can be used for fast transient and AC small
signal analysis. It has been verified extensively with 2-D device simulation.
Further verification is needed with measured data from devices and circuits,
especially those for RF applications. The present BSIM3v3 NQS model is a
first order approximation of the distributed RC network. Whether a higher-
order NQS model is necessary depends on how well the present model works
in real applications. Nevertheless, new NQS models with improved accuracy
and simulation time would be welcome contributions to compact modeling
because the prediction of device behavior near the cut-off frequency may
become more important.
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Fig. 10.4.1 Relaxation time constant as a function of drain bias with velocity satura-
tion effects included. Eq. (10.4.1) is superimposed for comparison. After Chan et al.
[10.3].

Fig. 10.4.2 Simulated current characteristics in the saturation region (high Vd) after
current limits are included. Significant improvement to the model accuracy is
observed. After Chan et al. [l0.3].

6. The NQS model parameters
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The model parameters of the NQS model are listed in Table 10.4.1.

Table 10.4.1 The Model parameters of the BSIM3 NQS model
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CHAPTER 11 BSIM3v3 Model
Implementation

The importance of a MOSFET model with good accuracy, scalability, robust-
ness, and simulation performance has been acknowledged by both circuit
designers and device model developers [11.1,11.2]. It has been known that the
discontinuity of model equations can result in non-convergence problems in
circuit simulation [11.3]. Many model developers have been working on the
improvement of the model equation continuity [11.4-11.12]. In addition,
model implementation is a critical part of model development, and the robust-
ness of model implementation is as important as the continuity of the model
equations to ensure efficient circuit simulations. The enhancement of the con-
tinuity and smoothness of the BSIM3v3 model equations has been discussed
in Chapter 4. In this chapter, we will discuss the robustness of the model
achieved through careful model implementation.

11.1 General Structure of BSIM3v3 Model
Implementation

Before analyzing the specific considerations of model implementation, we
first give an introduction to the structure of implementation of BSIM3v3 in a
typical circuit simulator such as SPICE3 [11.13]. The implementation of the
BSIM3v3 model is realized with 21 different files that can be divided into the
following five parts according to their functions: (1) data structures; (2) input
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routines; (3) output routines; (4) structure decomposition routines; and (5)
processing routines.

1. Data structures

The BSIM3v3 model is described by a data structure that contains pointers to
functions, which provide the specific operations of the BSIM3v3 model, and
tables that describe the parameters of the BSIM3v3 model. This structure also
contains other pointers to a variety of tables and size data that are needed by
the model at the user-interface level and by high-level SPICE routines.
BSIM3v3 requires two specific internal data structures, one for the global
device model, the other for the instance parameters (for defining the individ-
ual devices in a circuit). Data placed in the model data structure is static. This
data structure contains only the data that is universal to all the devices (of this
type). Data placed in the instance data structure is also static and examined
only by the code implementing the model. In addition to the basic model and
instance data structures, there are several other data structures that must be
defined to complete the description of the BSIM3v3 model to the higher lev-
els of the simulator. For example, the BSIM3instSize field should be initial-
ized to the size of the instance data structure; the BSIM3modSize field must
be initialized to the size of the model data structure; static and initialized
arrays should be defined. They describe the acceptable parameters and queries
for the instances and models to specify parameters that are input parameters,
output parameters, or input and output parameters. The definitions of these
data structures and arrays can be found in files b3.c, bsim3itf.h, bsim3ext.h,
and bsim3def.h.

2. Input routines

The input routines include two files called b3par.c and b3mpar.c. These rou-
tines are used by the front end to pass the input parameters to the device. The
b3par.c file is for the function BSIM3Param that takes parameter values from
the input parser and sets the appropriate field in the instance data structure of
the device. The b3mpar.c file is for the function BSIM3mParam, which is
very similar to the BSIM3Param function but provides values for model
parameters instead of instance parameters.

3. Output routines

Output routines include two files called b3ask.c and b3mask.c. These routines
are used by the simulator to obtain data from the BSIM3v3 model. In some
sense, these routines are exactly the opposite of the two input routines
described above.
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4. Structure decomposition routines

Structure decomposition routines include three files called b3dest.c, b3del.c,
and b3mdel.c. These routines are used to dismantle the data structures that
have been built up. The b3dest.c file is for the function BSIM3destroy that
follows the general pattern and loop through all instances and models to free
all memory used by them. b3mdel.c is for the function BSIM3modDelete that
is designed to delete BSIM3v3 from the circuit. This function is provided for
future extensions and as such is never called by the present front end. The
b3del.c file is for the function BSIM3delete that is used to delete the single
specified instance from the circuit. This function is never called by the present
front end.

5 . Processing routines

Processing routines include ten files called b3set.c, b3temp.c, b3getic.c,
b3check.c, b3ld.c, b3trunc.c, b3cvtest.c, b3acld.c, b3pzld.c, and b3noi.c.

B3set.c is for the function BSIM3setup that performs the first step of prepar-
ing BSIM3v3 for simulation. When this function is called, the devices are
attached to the appropriate nodes and have most of their parameters set. At
this point, space in the simulator state vector is reserved, incrementing it by
the number of double precision values needed. All parameters defaulting to
constant values are also set here.

b3temp.c is for the function BSIM3temp that completes the parameter pre-
processing, such as binning parameter calculation and temperature setting to
prepare BSIM3v3 for simulation at a certain temperature. All model and
instance parameters should have their final default values assigned here.
Every time a model or instance parameter or the circuit temperature is
changed, this routine will be called.

b3check.c is for the function BSIM3checkModel, which examines whether
the values of the parameters are invalid or unreasonable before they are
loaded by the simulator for any calculation.

b3getic.c is for the function BSIM3getic that is used to convert node initial
conditions to device initial conditions.

b3ld.c is for the function BSIM3load that is the most important function in the
BSIM3v3 model implementation. This function is responsible for evaluating
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all instances at each iteration in the DC and transient analyses and for loading
the Jacobian matrix and right hand side vector with the appropriate values.

b3trunc.c is for the function BSIM3trunc that is used to compute the trunca-
tion error for each device in the circuit. It reduces its timestep argument to the
minimum of its previous value and the smallest timestep found for any of the
instances it processes.

b3cvtest.c is for the function BSIM3convTest that performs the necessary
convergence testing to determine whether each terminal current in each
device has met the convergence requirements.

b3acld.c is for the function BSIM3acLoad that is a variation of bsim3Load. It
is used when ac analysis is performed.

b3pzld.c is for the function BSIM3pzLoad, which is very similar to the
BSIM3acLoad function, but evaluates the conductance at the complex fre-
quency.

b3noi.c is for the function BSIM3noise that name and evaluates all of the
noise sources.

Further information on the methodology and technique to implement a device
model in SPICE3 can be found in [11.13]. The BSIM3v3 source code can be
downloaded from the BSIM3 web site [11.14]. Next, we will discuss some
practical and important issues that cannot be ignored in model implementa-
tion.

11.2 Robustness Consideration in the
Implementation of BSIM3v3

The complete list of model parameters and equations can be found in Appen-
dices A and B. Depending on the bias conditions, the device can work in dif-
ferent operating regimes. A good model should accurately describe the device
behavior not only within each respective operation regime, but also ensure the
accuracy and continuity of charge, current and their derivatives in all transi-
tion regions, e.g., between weak inversion and strong inversion regions, and
between linear and saturation regions.
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As we discussed in Chapter 4, BSIM3v3 employs unified channel charge and
mobility expressions to achieve model continuity from weak inversion to
strong inversion, and from the linear to saturation regions. This ensures conti-
nuity of the current, conductances, and capacitances in all operation regimes.
[11.9, 11.10].

However, some discontinuity problems may still arise if the model implemen-
tation is not performed carefully though the model equation itself does not
introduce discontinuities. This is due to the following reasons. First, the
model includes many different physical effects, and some of them are present
only in some bias regions (e.g. the polysilicon gate depletion model is valid
only in the bias range at which the band bending in the polysilicon is less than
1.12V [11.11]). Specific care in the implementation is needed to ensure
smooth transition of equations for these physical effects in different regions.
Second, divide by zero, square root domain, or overflow/underflow problems
may happen when certain “bad” parameter values are used or extreme bias
conditions are encountered during the Newton Raphson iteration. Careful
considerations are needed in the model implementation to avoid these prob-
lems. In general [11.2], all exponential and divisions must be limited, and
hard limits of parameters must be avoided in the model implementation to
make the model more robust in the simulation.

In the implementation of BSIM3v3.1, which was released in Dec. 1996
[11.12], all identified discontinuities due to implementation were eliminated.
We will give some details next.

1 . Limiting the exponential and divisions

Most model equations include some terms of the form 1/f =1/(1+Cx), where C
is a constant and x is a variable. It is clear that 1/ f will encounter divide-by-
zero problem when x=-1/C. Generally, Cx is expected to be larger than -1 for
a device model to maintain reasonable physical behavior. However, divide-
by-zero may happen during the simulation if some “bad” values of model
parameters or unusual, out-of-norm, operation bias conditions are encoun-
tered.

To avoid any potential problems, a function F in the form of (1-βx)/(1-αx) is
introduced to replace f in the model implementation:

F =  ƒ = l+ C x x > xo (11.2.1)
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(11.2.2)

The expressions of α and β can be found by the conditions of F=f and dF/
dx=df/dx at the boundary x= x o so that the continuity of F and its first deriva-
tive can be ensured by this implementation solution to avoid the potential
divide-by-zero problem. As shown in Fig. 11.2.1, when x>xo, F follows f
exactly; when x≤  xo, which is far beyond the values of interest in the simula-
tion, F approaches the function given in Eq. (11.2.2). It can be seen that the
value of f is limited to β/α  as |x| increases, so that divide by zero and overflow
problems can be avoided. The value xo (xo >-1/C) should be carefully selected
according to some reasonable criteria. For example, this point cannot be too
close to the -l/C point to avoid too sharp a transition of dF/dx at xo. Also this
point cannot be too far from -1/C; otherwise F would not be a good approxi-
mation of f.

The F function with the form discussed above has been used in the implemen-
tation of BSIM3v3.1 for the terms related to parameters such as DVT2 , DVT2W,
N FACTOR, CDSC, CDSCB , and CDSCD [11.12]. Another function similar to F is
also introduced for the terms related to parameters Abulk0 , Abulk , Weff , P ,RWG

P RWB, KETA, UA, UB, UC, PDIBLCB, PVAG , ETA0, and ETAB [11.12] based on
the idea that all functions should not have overflow/underflow problem and
their first derivatives must be continuous.

As an example, Fig. 11.3.2 shows the simulated I-V characteristics of
BSIM3v3.0 (released in Oct. 1995 [11.11]) and BSIM3v3.1 for a parameter
set with which BSIM3v3.0 had a discontinuity at a large Vgs. It can be seen
that BSIM3v3.1 removes the discontinuity and gives a very smooth transition.
It should be pointed out that a very unreasonable parameter set is used in the
simulation in Fig. 11.2.2 to emphasize the problem, and xo is set to -0.1/C (not
the value used in the final implementation of BSIM3v3.1) so that the results
of BSIM3v3.0 and BSIM3v3.1 deviate clearly at Vgs >2V. This deviation
depends significantly on the selection of xo. The point of the illustration is
that, even though unreasonable bias voltages or model parameter values are
used, there will be no discontinuity in BSIM3v3.1 and higher versions.

Similarly, bounds for all exponential terms have been set in the implementa-
tion to avoid any overflow/underflow problem.

2 . Smoothing functions for parameters that have hard limits
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Fig. 11.2.1 A function with a denominator before and after introducing the value-lim-
iting function. xo=-0.8/C, x has been normalized by 1/C in this plot.

Fig. 11.2.2 Id -Vd characteristics of BSIM3v3.0 and BSIM3v3.1. The discontinuity
that is caused by the “bad” values of the mobility parameters in BSIM3v3.0 has been
removed in BSIM3v3.1. After Cheng et al. [11.15].

There is another type of smoothing function used in BSIM3v3.1 to remove the
discontinuity caused by the hard limits of some parameters. This type of
smoothing function can be continuous to infinite order. As an example, the
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different implementations of the λ term in BSIM3v3.0 and BSIM3v3.1 are
discussed here. The λ term has the following form:

λ = A1Vgsteff + A2 (11.2.3)

The implementation in BSIM3v3.0 set a hard limit to the value of λ at 1. This
maximum value of λ is determined by the physical meaning of λ . But a piece-
wise hard limit would result in a discontinuity of the transconductance at the
Vgs point at which λ=1. For some model parameter files this Vgs is less than
Vdd, the power supply voltage, and the problem becomes obvious. In
BSIM3v3.1, a smoothing function is introduced in the implementation for the
λ term. λ is calculated as follows:

when A1>0,

where x is 1x10 .-4

when A1 ≤0

(11.2.4)

(11.2.5)

(11.2.6)

(11.2.7)

(11.2.8)

(11.2.9)

With the above implementation, λ is given by Eq. (11.2.3) when λ<1, as
shown in Fig. 11.2.3, and approaches 1 smoothly as Vgs increases. The previ-
ous implementation caused a discontinuity for the derivative of λ versus Vgs .
In Fig. 11.2.4, we show the gm-Vgs characteristics produced by BSIM3v3.1
and BSIM3v3.0. It can be seen that the a discontinuity is produced by
BSIM3v3.0, and has been removed in BSIM3v3.1. A similar smoothing func-
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tion has been used for the terms related to the polysilicon gate depletion
effect.

Fig. 11.2.3 (a) λ with and without smoothing.

Fig. 11.2.3 (b) The derivative of λ with and without smoothing. The smoothing func-
tion can ensure the continuity of the derivatives of λ.
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Fig.11.2.4 Simulated results of gm-V gs characteristics with BSIM3v3.0 and
BSIM3v3.1. The discontinuity caused by the hard limit of λ in the implementation of
BSIM3v3.0 has been removed in BSIM3v3.1. After Cheng et al. [11.15].

3. Parameter checking

It has been recognized that a good model should have the ability of outputting
some warning or error messages when “bad” or unreasonable values of model
parameters are used. This is convenient so that users can double-check their
model parameters before the simulation starts. In BSIM3v3.1 such a function
has been introduced so that the simulator, before doing the simulation, can
check whether the values of the parameters are within the reasonable range
specified by the model developer. Parameter checking is divided into three
categories in BSIM3v3 implementation, “Fatal error abort”, “Warning mes-
sage and clamping”, and “Warning message only”. The following parameters
are checked in BSIM3v3.1 and BSIM3v3.2: Leff , Lactive, W , Weff active , NLX,
NCH , VBSC , T OX, DVT0, DVT0W, DVT1 , DVT1W , W0, NFACTOR , CDSC , CDSCD ,
E T0 , B1, U0 , DELTA , A 1, A2 , RDSW , V SATTEMP , PCLM , PDIBLC1, PDIBLC2 ,
C LC, PSCBE2 , MOIN , ACDE, N [11.11]. For certain parame-
ters such as oxide thickness T

OFF , I JTH , TOXM

OX and junction depth XJ, the simulator outputs
“fatal error” and quits the simulation if the users input any parameters outside
the specified range, as listed in Table 11.2.1. For other parameters such as A1,
A2, etc., the simulator outputs a “warning” message if some unsuitable param-
eters are detected, and also the simulator sets clamping values for those
parameters, as shown in Table 11.2.2.
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Table 11.2.1. Conditions  of fatal errors for some parameters

Table 11.2.2. Conditions of warning messages with clamping of some parameters
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Table 11.2.3 lists the parameters for which the model outputs warning mes-
sages only (no clamping) if they are in the value region shown in the table.
The checking of some parameters in Table 11.2 and 11.2.3 can be turned off or
on by setting the model parameter paramChk=0 or 1.

Table 11.2.3 Conditions of warning message only for some parameters
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11.3 Testing of Model Implementation

To check the general robustness and performance of BSIM3v3.1 in circuit
simulation, two sets of benchmark tests have been performed. One set of tests
was performed with both BSIM3v3.0 and BSIM3v3.1 to check the improve-
ment of model implementation in BSIM3v3.1 and the closeness of
BSIM3v3.1 to BSIM3v3.0, using the same parameter set. In BSIM3v3.0, no
smoothing functions were used in the implementation, and no considerations
were given for problems such as divide-by-zero. In BSIM3v3.1, all consider-
ations discussed in section 11.2 have been incorporated. Another set of tests
was performed with BSIM3v3 and previous BSIM models to compare the
simulation efficiency and convergence performance. SPICE3f5 and SPEC-
TRE were used in this comparison.

Fig. 11.3.1 Waveform of a 4 bit multiplier simulated with BSIM3v3.0 and
BSIM3v3.1. The smoothing functions in BSIM3v3.1 did not alter the simulation
results significantly.

The SPICE3f5 simulation results with BSIM3v3.1 and BSIM3v3.0 for two
circuits are shown in Figs 11.3.1 and 11.3.2. The circuit simulated in Fig.
11.3.1 is a 4 bit multiplier. The circuit simulated in Fig 11.3.2 is a 204 stage
ring oscillator. The parameter set used in the simulation is extracted from a
commercial CMOS technology. It can be seen that curves from BSIM3v3.1
and BSIM3v3.0 coincide with each other, meaning that the smoothing func-
tions did not alter the results significantly. The simulation performance of
these two circuits with BSIM3v3.1 and BSIM3v3.0 is summarized in Table
11.3.1. Compared with the results from BSIM3v3.0, BSIM3v3.1 can reduce
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the iteration number and CPU time. This can be a significant advantage of
BSIM3v3.1 (and higher versions) when simulating circuits that have converge
problems.

Fig. 11.3.2 Simulation results using BSIM3v3.0 and BSIM3v3.1 for a 204-stage ring
oscillator.

The comparisons between BSIM3v3.1 and earlier BSIM models are also
given in Table 11.3.1. The results simulated by BSIM1, BSIM2, BSIM3v3.0,
and BSIM3v3.1 for 9 circuits are listed. According to these test results, the
simulation time (and hence the time/iteration) of BSIM3v3.1 for some circuits
may be longer than previous BSIM models because of the complex smoothing
functions that may be used heavily during the iterations. However, the conver-
gence performance has been improved since the iteration number is reduced.
The iteration number is a very important measure for the quality of a model in
the circuit simulation. This implies that BSIM3v3.1 may be superior in simu-
lating more complex circuits.

Table 11.3.1 Simulation results of BSIM models with Spectre

Circuit Number of Model Number of CPU Time Time/per
MOSFET Iteration (s)

Ring Oscil-
iterarion

812 BSIM1 6237 1285 0.206
lator

BSIM2 6929 1738 0.205
BSIM3v3.0 5237 1185 0.226
BSIM3v3.1 5160 1108 0.214

ASIC- 1311 BSIM1 1087 218 0.201
DRAM

BSIM2 1469 326 0.257
BSIM3v3.0 1038 281 0.271
BSIM3v3.1 1032 244 0.236
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Circuit Number of Model Number of CPU Time Time/per

MOSFET Iteration (s) iteration
4bit Multi- 782 BSIM1 1054 134 0.127

plier
BSIM2 1167 222 0.140
BSIM3v3.0 835 159 0.190
BSIM3v3.1 835 136 0.163

8bit Multi- 2492 BSIM1 1735 728 0.414

plier
BSIM2 1756 1212 0.466
BSIM3v3.0 1234 627 0.508
BSIM3v3.1 1226 582 0.475

16bit Multi- 8340 BSIM1 2942 4469 1.52
plier

BSIM2 3095 8081 1.60
BSIM3v3.0 1851 3506 1.89
BSIM3v3.1 1842 3050 1.65

24bit Multi- 17320 BSIM1 3825 14808 3.87

plier
BSIM2 3931 22478 3.92
BSIM3v3.0 2626 10783 4.11
BSIM3v3.1 2626 11175 4.26

32bit Multi- 29556 BSIM1 4773 38839 8.14
plier

BSIM2 5387 66230 8.66
BSIM3v3.0 3319 28186 8.49
BSIM3v3.1 3304 29488 8.92

SRAM1 31360 BSIM1 1794 5892 3.04
BSIM2 2025 13096 3.10
BSIM3v3.0 1757 7205 4.10
BSIM3v3.1 1706 6884 4.04

SRAM2 51196 BSIM1 1816 8294 4.56
BSIM2 2053 23988 5.26
BSIM3v3.0 1774 11601 6.54
BSIM3v3.1 1702 11159 6.56

11.4 Model Selectors of BSIM3v3

Several model selectors are introduced in BSIM3v3 for users to select options
of the model. Besides Level (which is a model selector reserved for use by
simulator vendors), 7 model selectors are introduced in BSIM3v3. They are
mobMod, capMod, noiMod, nqsMod, Version, binUnit, and paramChk.

mobMod is a model selector for the mobility model. When mobMod =1, the
mobility model given in Eq. (4.3.5) is used. When mobMod =2, the mobility
model given in Eq. (4.3.6) is used. When mobMod =3, the mobility model
given in Eq. (4.3.7) is used.
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Please note the different units of the parameter UC in different mobility model
options. The values of UC can be significantly different in magnitude in mob-
Mod =1 and 3, for example, as shown by the default values given in Appendix
A. The default value of mobMod is 1.

capMod is a capacitance model selector. When capMod =0, the BSIM1-like
long channel capacitance model is used. When capMod=1, the short channel
capacitance model is used. When capMod =2, the short channel capacitance
model with Vgsteff,cv  and Vcveff (see Chapter 5) is selected. When capMod=3,
the short channel capacitance model with quantization effects is selected. The
default value of capMod is 3 in BSIM3v3.2.

noiMod is a noise model selector. When noiMod =1, the SPICE2 flicker and
thermal noise models are used. When noiMod =2, the BSIM3 flicker noise and
thermal noise models are used. When noiMod=3, the BSIM3 flicker noise
model and SPICE2 thermal noise model are used. When noiMod =4, the
SPICE2 flicker noise model and BSIM3v3 thermal noise model are used. The
default value of noiMod is 1.

nqsMod is a selector for the NQS model. When nqsMod =1, the NQS model is
activated. The default value of nqsMod is 0.

Version is a model parameter introduced in BSIM3v3 for the convenience of
simulator vendors to implement different versions of BSIM3v3, such as
BSIM3v3.0, BSIM3v3.1, and BSIM3v3.2. When Version=3.0, the
BSIM3v3.0 version is selected. When Version=3.1, the BSIM3v3.1 version is
used. When Version =3.2, the BSIM3v3.2 version is selected. The default
value of Version is 3.2.

binUnit is a bin unit selector. In general, BSIM3v3 uses MKS units for most
parameters. However, if the MKS unit is used for binning parameter calcula-
tion, the magnitude for L, W , and P dependent parameters varies greatly as
will be shown later. Therefore, binUnit is introduced so that micrometer units
can be used for Weff  and L eff  in the binning equations.

Appendix A gives a list of all BSIM3v3 model parameters which can and can-
not be binned. All model parameters which can be binned are calculated with
the following equation:

(11.4.1)
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where Weff ' is the effective channel width without bias dependence.

Let us take the parameters K 1 and K2 as examples to understand the above
equation. For the model parameter K1 , PI0 will be K1 , PIL will be LK1, P IW
will be W K1 , and PIP will be PK1. The final value of K1 used in circuit simula-
tion will be Pi  calculated with Eq. (11.4.1). For the K2  case, PI0 will be K2, PIL
will be LK2, PIW will be WK2 , and PIP will be PK2. The find value of K2 used
in circuit simulation will be Pi calculated with Eq. (11.4.1).

Next we give an example to show how to use binUnit . If binUnit =1, the units
of L eff and Weff’ used in the binning equation above have the units of
micrometers. Otherwise, they are in meters. For example, take a device with
L eff =0.5µm and Weff ’ =10µm. If binUnit= 1 and the values of the parameters
v SAT, Lv SAT, Wv SAT, and PvSAT are 1x10 5 , 1x10 4, 2x104, and 3x104 for satura-
tion velocity vSAT , respectively. The final value of vSAT used in the simulation
is:

However, to get the same final value of vSAT  by using the meter unit for Weff ’
and L eff (binUnit = 0), the values of the parameters vSAT, LvSAT, WvSAT , and
Pv SAT  should be 1x105, 1x10- 2, 2x10-2, and 3x10-8, respectively. Thus,

The values for LvSAT, WvSAT , and PvSAT are significantly different, in the
order of magnitude, from v SAT when binUnit=0, but they are of the same
order when binUnit =1. The default value of binUnit is 1.

paramChk is a selector to determine whether the pre-checking of some
parameters is to be performed. When paramChk is 0, the pre-checking of
some parameters listed in Table 11.2.2 and 11.2.3 is bypassed. The default
value of paramChk is 1.

11.5 Helpful Hints

1. Vth  implementation
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Depending on the model parameters provided in the model card by the user,
the threshold voltage Vth may be calculated in different ways. If VTHO , K 1,
and K2 are given, the calculation of Vth follows Eq. (3.4.25). If VTHO  or K1
and K2 are not given, the calculation of Vth becomes a little complex. If VTHO
is not specified and K1  is specified in the model parameters, Vth is calculated
using the following:

(11.5.1)

where VFB=-1.0 if not specified as an input model parameter, and

(11.5.2)

Please note that vt and ni are calculated at T NOM, as already discussed in
Chapter 8.

If K1 and K2 are not given, but γ1 and γ2 are given, they are calculated using

(11.5.3)

(11.5.4)

where V BX is the body bias at which the width of the depletion region equals
the doping depth XT in the channel. VBM is the maximum applied body bias.

If γ1 is not given, it is calculated using

If γ2  is not given, it is calculated using

(11.5.5)

if γ1  is given, but NCH is not given, NCH  is calculated from:

(11.5.6)
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(11.5.7)

If both γ1 and NCH are not given, NCH defaults to1.7x1023m-3 and γ1 is calcu-
lated from NCH.

2. The default calculation of VBX  and VBI

If VBX is not given, it is calculated using

(11.5.8)

where XT is the effective doping depth in the channel with a default value of
1.55x10-7 m.

(11.5.9)

where NDS=1x10 20cm-3.

3. The difference between VFB in I-V model and vfb in C-V model

The expression for the flat-band voltage may be different in the I-V  model and
the C-V  model in order to increase the model flexibility. Because the flat-band
voltage in compact modeling, unlike the threshold voltage, is not directly
extracted from the measured data, using different parameters for the flat-band
voltage may help to improve the accuracy of both the I-V  and C-V  models.

In the I-V  model, the parameter for the flat-band voltage is V FB , which
becomes a user input parameter in BSIM3v3.2. If it is not given, it is calcu-
lated using the following equation if VTHO is specified

(11.5.10)

Otherwise, VFB  =-1.

In the C-V  models of BSIM3v3, the parameter for the flat-band voltage is
VFBCV (capMod=0) or vfb (capMod =1, 2, or 3). For capMod =0, VFBCV is a
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user-defined model parameter. When capMod is set to 1, 2, or 3, v fb is calcu-
lated according to the following equations.

For capMod =2, if Version <3.2, vfb is calculated from

(11.5.11)

where Vth  is calculated with Eq. (3.4.25) including the bias dependence.

For capMod =1 or 3, or capMod =2 with Version =3.2, v fb is calculated by

(11.5.12)

where Vth’ is calculated using the threshold voltage expression without the
bias dependence:

(11.5.13)

where lt0  and ltw0 are given in Chapter 3.

4. The default calculation of overlap capacitance

If CGSO  is not given in the model card, but DLC is given and DLC>0, CGSO is
calculated with

CGSO = DLCCox-CGSL (11.5.14a)

If CGSO, given in Eq. (11.5.14a), is negative,

CGSO=0 (11.5.14b)

If CGSO is not given in the model card and DLC is not given or is negative,
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CGSO = 0.6 XJ Cox (11.5.14c)

Similarly, if C GDO is not given in the model card but DLC is given and posi-
tive, CGDO is calculated with

CGDO = DLCCox -C GDL (11.5.15a)

If CGDO , given in Eq. (11.5.15a), is negative,

CGDO=0 (11.5.15b)

If CGDO is not given in the model card and DLC is not given or is negative,

CGDO = 0.6 XJC ox (11.5.15c)

If C F is not given,

(11.5.16)

5. Understanding the TOXM  parameter

In BSIM3v3.2, the TOXM parameter is introduced to account for the oxide
thickness dependence of the threshold voltage while keeping the backward
compatibility with previous versions of BSIM3v3. TOXM is the gate oxide
thickness at which the parameters are extracted as a nominal value of TOX.
This parameter is useful if users wish to use the BSIM3v3 model to predict
the statistical behavior of circuits.

6. The units of some parameters in the simulation

Because of historical reasons, some users like to use the CGS system for the
units of some parameters such as mobility and doping concentration. Unit
conversion has been provided in the BSIM3v3 model implementation for
some parameters such as the doping concentration in the channel and gate,
and the mobility parameter µ0 . The model parameter NCH and NGATE can be
entered either in m -3 or in cm-3, and µ0 can be given the values either in cm2 /
Vs or m2/Vs. Similarly for the corresponding binning parameters, they can
also be entered in units composed of either m or cm. However, the parameter
NSUB must be entered in cm -3 unit.
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7. The difference between Weff and Weff' in the I-V model

Weff  given in Eq. (4.8.3) is the complete equation of the effective channel
width with bias dependence, while Weff' given in Eq. (4.8.6) can be considered
as the effective channel width without bias dependence. Weff ' is used in the
calculation of the threshold voltage, Rds, Abulk, junction capacitance, etc. Weff
is used in the calculation of I-V (Eq. (4.6.2)), Vdsat (Eq. (4.6.10)), and VASAT
(Eq. (4.6.4)).

8. The activation of the substrate current in the model

In the model implementation, no selector for the substrate current is used. The
substrate current calculation is activated if the parameters ALPHA0  or B ETA0
have a value larger than zero given in the model card.

9 The activation of polysilicon gate depletion

Similarly, no model selector for polysilicon gate depletion is used in the
BSIM3v3 implementation. The polysilicon gate depletion effect is activated
when NGATE with the value of larger than 1x1018  but less than 1x1025cm -3 is
given if Vgs is larger than vfb  +φs. In that case, all Vgs  in the model equations
will be replaced by :Vgs_eff

(11.5.17)

It should be pointed out that the Vgs_eff given in Eq. (11.5.17) is used in the
calculation of the polysilicon gate depletion effect for both I-V and C-V mod-
els.
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CHAPTER 12 Model Testing

The general requirements for a MOSFET model include robustness, accuracy,
and scalability [12.1-12.8]. In the past two decades, many MOSFET models
have been developed by different companies and universities [12.9-12.17].
Recently, the need for a good standard model has been widely recognized.
The Compact Model Council (CMC) [12.5] and the semiconductor industry in
general are making efforts towards MOSFET model standardization [12.3-
12.8]. In order to objectively study the model performance, CMC proposed a
comprehensive set of tests to evaluate the models both qualitatively and quan-
titatively. The tests were compiled by experts in the modeling and circuit
design fields [12.1, 12.2, 12.5]. These tests can identify certain problems and
flaws of the models so that the users can be aware of the weaknesses of the
models, and model developers can have guidance for future model develop-
ment or improvement.

In this chapter, we discuss the benchmarking tests for qualifying a compact
model for use in circuit design.

12.1 Requirements for a MOSFET Model in Circuit
Simulation

Basically, a MOSFET model should meet the following criteria [12.1, 12.2,
12.5]:
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(1) It should include most or all of the important physical effects in modern
MOSFETs.

(2) The model should meet the requirements for accuracy and continuity of
the I-V equations and charge conservation.

(3) It should give accurate values and ensure the continuity (with respect to
any terminal voltage) of all small signal quantities such as transconductance
gm , gmb , gds  and all capacitances.

(4) It should ensure the continuity of gm /Id , an important quantity for analog
circuit design, when Vg s is varied.

(5) It should give good results even when the device operates non-quasi-stati-
cally, or at least it should degrade gracefully for such operation, as frequency
is increased.

(6) It should give accurate predictions for both thermal and 1/ƒ noise in the tri-
ode and saturation regions.

(7) It should meet the above requirement over the weak‚ moderate and strong
inversion regions, including Vb s≠0.

(8) It should meet all of the above requirements over the temperature range of
interest.

(9) It should ensure the symmetry of model at Vd s=0 if the device itself is
symmetric.

(10) It should pass the Gummel slope ratio test and the treetop curve test
[12.5].

(11) It should do all of the above for any combination of channel width and
length.

(12) One set of model parameters should be sufficient for all device channel
lengths and widths.

(13) The model should provide warning or stop the simulation when the
model is used outside its limits of validity.
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(14) It should have as few parameters as possible, and those parameters
should be linked as closely as possible to the device and process parameters.

(15) It should be conducive to an efficient parameter extraction method.

(16) It should be compact and computationally efficient.

12.2 Benchmark Tests

To examine the model behavior according to the above criteria, a series of
benchmark tests have been suggested by the Compact Model Council
[12.2,12.5]. They can be divided into two categories, qualitative and quantita-
tive tests [12.2, 12.5]. The purpose of the qualitative tests is to check the gen-
eral behavior of a model without comparison to the experimental data. The
purpose of the quantitative tests is to check the accuracy and scalability of the
model against measured data.

1. Qualitative tests:

The Compact Model Council suggested a set of qualitative tests for the I-V
model [12.2, 12.5], but some of them are similar to each other, and some of
them can be better classified as quantitative tests. Here, we list 15 qualitative
tests with discussions of 8 of them.

(1) Triode-to-saturation characteristics (around Vth ) of Id s and gd s  [12.2,12.5]

This test checks the output characteristics of a model in the region around Vth ,
for devices with different W/L ratios such as wide/long and wide/short. The
bias conditions are Vbs =0 and Vbs = -V dd , Vgs = V th -∆V, Vth  and Vth +∆V, where
∆V is a small voltage increment such as 0.15V. Vds is swept from 0 to V  dd  in
0.05 volt steps. Both Id s and gds (output conductance) are plotted on both lin-
ear and logarithmic scales. A good model should show smooth transitions
from the triode to saturation region. Negative gd s should not be seen in any
region, nor should there be any kinks, glitches, or discontinuities.

(2) Triode-to-saturation characteristics (in strong inversion) of Ids and gds

This test checks the output characteristics of a model in the strong inversion
region for devices with different W/L ratios such as wide/long and wide/short.
The bias conditions are Vb s=0 and Vb s=-V dd , with at least 3 values of V  gs
equally spaced between some voltage (higher than Vth ) and Vdd , and Vd s i s
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swept from 0 to Vdd in 0.05 volt steps. Both Ids and gds (output conductance)
are plotted on linear and logarithmic scales. A good model should show
smooth transitions from the triode to saturation region. Negative gds  should
not be seen in any region, nor should there be any kinks, glitches, or disconti-
nuities.

(3) Strong inversion characteristics in a linear plot of Id and g m [12.2, 12.5]

This test checks strong inversion characteristics of a model for devices with
different W/L ratios. The bias conditions are a fixed Vd s such as 0.1V and sev-
eral Vbs such as 0, -Vdd /2, and -V dd. Vg s is swept from 0 to Vdd  in small steps
such as 0.05V. Both Id  and gm  should be plotted on a linear coordinate. A
good model will show smooth transition from below to above threshold with
no kinks, glitches, or discontinuities.

(4) Subthreshold characteristics on a logarithmic scale, Log(Id ) and Log(gm )
[12.2, 12.5]

Similar to the above test, this test checks subthreshold characteristics of the
model for devices with different W/L ratios. The test conditions are Vds=  Vdd  ,
Vsb =0, -Vdd /2, and -Vd d , and Vg s swept from 0 to Vdd  in small voltage steps.
Both Id  and gm should be plotted on a logarithmic coordinate. A good model
will show smooth transition from below to above threshold with no kinks,
glitches, or discontinuities.

(5) gm /Id characteristics [12.1, 12.2, 12.5]

This test plots the transconductance-current ratio, gm /Id  (an important quantity
for analog circuit design), versus Vg s or Log( Id). A good model will show
smooth transition from below to above threshold with no kinks, glitches, or
discontinuities. The gm/ Id  peaks in the subthreshold region, but is not exactly
constant in this region.

(6) Gummel symmetry test [12.2, 12.5]

This test is to check the symmetry of a model at Vd s =0. Id must be an odd
function of Vx , that is Id (Vx)=-Id (-Vx) must hold if the device is symmetric. By
plotting g o=dId/dVx, both on a large scale and on a fine grid about Vx =0, the
symmetry can be examined. A model fails this test if there is discontinuity in
the derivative of the curve of go at Vx =0. A model passes this test if go  varies
smoothly and continually from negative to positive Vx , with a slope of zero at
Vx =0.

(7) Gummel slope ratio test [12.2, 12.5]
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Typically, these two points are the first two non-zero points on an output
curve. The slope ratio Sr is defined as:
and is the ratio of the slope of the line through the origin and the midpoint of
the line connecting (V V1, I1) and (V2, I2) to the slope of the line joining ( 1,  I1)
and (V2 , I 2). For large V gb  , the transistor is biased in the triode, or linear,
region, and Id is close to linear in Vdb , so Sr should approach unity. For small
V is nearly proportional to 1-exp(-gb in subthreshold region, Id  Vds /vt), where vt
is the thermal voltage. Sr  should thus reach an asymptote that is determined by
the temperature and the values of V1  and V2 . A model passes this test if it
approaches the expected asymptotes. A model fails this test if it does not
approach the asymptotes, and if it displays kinks and glitches in the Sr curve.

Asymptotic behavior for low Vd s  operation can be well approximated by sim-
ple theoretical models. This leads to a simple and useful aid to evaluate
whether a MOSFET model exhibits the correct behavior. The Gummel slope
ratio test can be described in the following way. Consider two points,

and for two small values V 1  and V2 of Vdb  and
Vsb =0.

(8) Gummel treetop curve test [12.2, 12.5]

The subthreshold slope is an important parameter of a MOSFET, and lends
itself for testing asymptotic behavior of MOSFET models. This test examines
how a model agrees with the expected theoretical behavior. For a long channel
MOSFET with a uniformly doped substrate, to a good approximation, gm  /Id of
a model should asymptotically reach a value that depends on Vgb in subthresh-
old operation. For large Vgb this value approaches 1/nvt, where vt is the ther-
mal voltage and n>1 is the subthreshold swing ideality factor. A model passes
this test if it closely follows the treetop curve for subthreshold operation, and
if it does not display any kinks or glitches.

(9) Additional qualitative tests:

Besides those discussed above, 7 additional qualitative tests are suggested.

(a) The Vth-L  test. Examine whether the model can describe the short channel
effects such as DIBL and Vth roll-off by checking the characteristics of thresh-
old voltage versus device channel lengths.

(b) The Vth-W test. Examine whether the model can describe the narrow width
effects by checking the characteristics of threshold voltage versus device
channel widths.
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(c) The Idsat -L test. Examine whether the model can predict the saturation cur-
rent, a very important parameter in circuit design and statistical modeling, by
checking the characteristics of the saturation current versus the device chan-
nel lengths.

(d) Thermal noise test. Examine whether the model can predict the thermal
noise characteristics correctly by simulating the thermal noise at a frequency
low enough to avoid any influence from the capacitances [12.2].

(e) Flicker noise test. Test if the model can predict the flicker noise reasonably
by checking the scalability of the noise model versus geometry at frequencies
where the 1/f noise is dominant [12.2].

(f) High frequency AC test. Test if the model can describe the NQS effect by
checking the AC frequency response of the drain current in a wide frequency
range up to the GHz regime [12.2].

(g) Capacitance characteristics test. Examine if the capacitance model shows
reasonable behavior by plotting the capacitance characteristics versus Vgs  at a
fixed V ds  and Vbs , and versus Vds at a fixed Vgs and Vb s .

In reality, all of the qualitative tests discussed above can be also used as quan-
titative tests as long as measurement data is available. Here, we list the basic
quantitative tests for the I-V model:

(1) Triode-saturation characteristics of Id s and gd s  versus Vd s (around Vth)

(2) Triode-saturation characteristics of Ids and gds  versus V ds  in strong inver-
sion

(3) Strong inversion characteristics of Id s and gm  in both linear and saturation
regions

(4) Subthreshold characteristics of Log(Ids ) and Log( gm) in both linear and
saturation regions

(5) gm / Ids  characteristics at different Vd s, and different Vbs

(6) Characteristics of Vth versus channel length at different Vbs

2. Quantitative tests:
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(7) Characteristics of Vth  versus channel width at different Vb s

(8) Saturation current Idsat versus channel length at different Vg s

12.3 Benchmark Test Results

BSIM3v3 has been examined extensively with the above quantitative and
qualitative tests by both model developers and users [12.18-l2.22]. We show
some test results here to further clarify the tests.

The MOSFETs used in the tests are from 4 different CMOS technologies with
To x of 12.8nm, 11nm, 9nm, and 6.5 nm. The device geometry ranges from
0.25µm to 6µm for channel length, and from 0.6µm to 20µm for the width.
The BSIMPro model parameter extractor [12.23] is used to extract the model
parameters for the quantitative tests and to plot the results. Unless otherwise
indicated in the figures, symbols represent measured data and solid lines rep-
resent the BSM3v3 model.

(1) Triode-to-saturation characteristics (around Vt h d spoint) of I  and gd s [12.2,
12.5]

The device threshold voltage is 0.35V at Vb s=0V, and 0.54V at V bs=-1V. Four
different gate biases are used from 0.1-0.7 V (with 0.2V steps) to ensure that
the device can work in the moderate inversion region at both V b s=0 and -1V.
Fig. 12.3.1 gives the gds-V /Lds  characteristics of the device with  Wdrawn  drawn
of 6µm/0.25 µm at V =0V in linear scale. A good and smooth fit of gbs  can bed s
seen.

To examine the model continuity, Figs. 12.3.2 and 12.3.3 show the Ids -Vds
and gds-Vds  characteristics of the same device at  Vb s=0V in logarithmic scale.
The results show that the model can describe the current and conductance
characteristics continuously and smoothly from the linear to saturation
regions in the moderate inversion regime.

Furthermore, Fig. 12.3.4 gives the comparison of BSIM3v2 and BSIM3v3. It
can be seen that BSIM3v3 has removed the negative conductance problems in
BSIM3v2 [12.24, 12.25]. To test the model behavior with body bias, Figs
12.3.5 and 12.3.6 show the Id s -Vd s  and g ds -Vds  characteristics of the same
device at Vbs =-1V in logarithmic scale. Again, the model can match the mea-
sured data for both current and conductance, and is smooth from the linear to
saturation regions.
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The modeled and measured Id s-Vd s characteristics in the strong inversion
region are shown in Fig. 12.3.7 for a device with Wdrawn /Ldrawn  =10µm/0.4µm
at different Vgs  bias conditions. It can be seen in Fig. 12.3.7 that the model can
fit the measured data well over the whole operation range, and the maximum
error is 1.84%.

The characteristics of drain output conductance gd s and resistance Rout  are
shown in Figs. 12.3.8 and 12.3.9 respectively for a device with Wdrawn
Ldrawn=10µm/0.4µm. A very good and smooth fit of gds  can be seen in Fig.

out  character-
istics well in different gate bias conditions, which is a special feature of the
BSIM3v3 model [12.24, 12.26].

(3) Strong inversion characteristics, Id and gm  [12.2, 12.5]

Fig.12.3.10 shows the Ids- Vg s characteristics of a device with W  drawn
Ldrawn =20µm/0.4µm at Vd s
good fit can be observed between the measured data and model results. The
figure shows that the model can describe the current characteristics at differ-
ent bias condition satisfactorily. Fig. 12.3.11 gives the gm -Vg s  characteristics
of a device with W drawn /Ldrawn =20µm/0.4µm at different Vbs  conditions in
linear scale. The model can match the measured data well.

(4) Subthreshold characteristics, Log(Id) and Log(gm) [12.2, 12.5]

Figs. 12.3.12 and 12.3.13 show the characteristics of Id s-Vg s and gm -Vg s  of a
device with Wdrawn /Ldrawn=20µm/0.4µm at  Vds
biases in logarithmic scale. It can be seen that the model can fit the measured
data very well in the subthreshold regime and guarantee a continuous and
smooth transition from the subthreshold to strong inversion regimes.

(5) g m/Id characteristics [12.1, 12.2, 12.5]

As discussed in [12.1], g m /I ds characteristic of the model is a very important
aspect of a model used in analog circuit design. It can be seen from Figs.
12.3.14 and 12.3.15 that the model produces smooth gm /Id s characteristics and
fit the data well at different Vd s and V b s  bias conditions. A further test of the
gm /Ids characteristic of the model will be described in the Gummel slope ratio
test.

(6) Gummel symmetry test [12.2, 12.5]

(2) Triode-to-saturation characteristics (in strong inversion) of Ids and gds

12.3.8. Furthermore, in Fig. 12.3.9, the model can describe the R

=50mV and different body biases in linear scale. A

=50mV and different body
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The results of the Gummel symmetry test are given in Figs. 12.3.16, 12.3.17,
and 12.3.18 to show the model behavior clearly in different operation
regimes. All of the simulations are performed using Berkeley SPICE3e2 with
the netlist provided by the Compact Model Council [12.5]. Fig. 12.3.16 gives
the test results in the subthreshold region, and shows that go  of the model is
symmetrical at Vd s=0. It is well known that the I-V characteristics of the
model is also symmetric, but is not shown here. The test results of the model
in strong inversion are given in Figs. 12.3.17 and 12.3.18, with different gate
bias conditions. Fig. 12.3.17 shows the model performance in the strong
inversion region using large gate voltage steps to show the model behavior
over the entire bias range. Fig. 12.3.18 shows the model performance in the
strong inversion region with small gate voltage steps to observe the model
symmetry more clearly. Both results shows that the model can guarantee the
symmetry of current and gd s at Vd s=0.

(7) Gummel slope ratio test [12.2, 12.5]

Fig. 12.3.19 gives the results of the Gummel slope ratio test for devices with
W/L=10µm/10µm and 10µm/0.5µm at V1 =0.01V and V2=0.02V respectively.
Sr , defined earlier, should reach 1.31 for small Vgs  in the subthreshold region,
and approaches 1 as Vg s increases in strong inversion. As shown in Fig.
12.3.19, the Sr characteristics of long channel devices can indeed tend to 1.31
approximately in the subthreshold region and becomes 1 when Vgs  increases
in strong inversion. Since this test is mainly to examine if the model can fol-
low the fundamental device physics, that is, the 1-exp(-Vds /v t) behavior in
subthreshold, it demonstrates that the I-V model in BSIM3v3 is physics-based
in subthreshold region.

(8) Gummel treetop curve test [12.2, 12.5]

Fig. 12.3.20 shows the Gummel treetop curves generated by BSIM3v3 for a
device of W/L=10µm/10µm. The diode current has been turned off and the
value of Gmin  has been reduced in the simulation to eliminate their influence
on the test results. It can be seen that the gm /Id curves simulated by the model
can follow the so called treetop asymptotic behaviors. No kinks and glitches
are observed.

(9) Additional quantitative tests:

Figs. 12.3.21 and 12.3.22 shows the measured and modeled threshold voltage
characteristics for devices with different channel lengths and widths. It can be
seen that the short channel and narrow width effects can be well described by
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the model at different body biases. Some verification results on the threshold
voltage are given in section 3.5.

The saturation current (Idsat) vs. device channel length is given in Fig.12.3.23,
which shows that Idsat can be described accurately by the model at different
gate biases.

In Figs. 12.3.24, 12.3.25, and 12.3.26, Ids-Vds, Ids-Vgs and gds-Vds  characteris-
tics of devices of different W/L are shown. The maximum error in Ids across
different device geometries is less than 5%. Only one set of models parame-
ters is used for all the W’s and L’s.

Detailed test results on the temperature effect are given in Chapter 9. The test
results on the NQS model are given in Chapter 10.

Fig. 12.3.1 Measured (symbols) and modeled (lines) gds-V ds  characteristics of a
device with Wdrawn /Ldrawn=6µm/0.25µm at different gate voltages near Vth and
Vbs =0V.
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Fig. 12.3.2 Measured (symbols) and modeled (lines) Ids -Vds characteristics (in loga-
rithmic scale) of a device with Wdrawn /Ldrawn =6µm/0.25µm at different gate voltages
near Vth  and Vbs =0V.

Fig. 12.3.3 Measured and modeled gds -Vds  characteristics (in logarithmic scale) of a
device with Wdrawn/Ldrawn =6µm /0.25µm at different gate voltages near Vth and
Vbs =0V.
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Fig. 12.3.4 BSIM3v3 removes the negative conductance that existed in BSIM3v2.

Fig. 12.3.5 Measured and modeled Ids -Vds  characteristics (in logarithmic scale) of a
device with Wdrawn /Ldrawn =6µm/0.25µm at different gate voltages near Vth and Vbs=
1V.
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Fig. 12.3.6 Measured and modeled gds -Vds  characteristics (in logarithmic scale) of a
device with Wdrawn /Ldrawn =6µm/0.25µm at different gate voltages near Vth and V bs=-
1V.

Fig. 12.3.7  Measured and modeled Ids -Vds  characteristics of device with W /drawn
Ldrawn =10µm/0.4µm at different gate voltages. After Cheng et al. [12.12].
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Fig. 12.3.8 Measured and modeled gds -Vds  characteristics of a device with Wdrawn /
Ldrawn =10µm/0.4µm at different gate voltages. After Cheng et al. [12.12].

Fig. 12.3.9 Measured and modeled Rout -Vds  characteristics of a device with Wdrawn /
Ldrawn =10µm /0.4µm at different gate voltages. After Cheng et al. [12.12].
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Fig. 12.3.10 Measured and modeled I ds-Vg s  characteristics (in linear scale) of a
device with Wdrawn /Ldrawn =20 µ m /0.4 µ m  at V ds=50mV and different body biases, Vbs.
After Cheng et al. [12.12].

Fig. 12.3.11 Measured and simulated transconductance gm versus the gate bias, V g s .

W =50mV and different body biases, Vdrawn / Ldrawn =20 µm/0.4 µm at Vds bs . After
Cheng et al. [12.12].
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Fig. 12.3.12 Measured and modeled I ds-Vgs  characteristics (in logarithmic scale).
W / =50mV and different body biases, Vdrawn Ldrawn =20 µm/0.4µm at V ds bs . After
Cheng et al. [12.12].

Fig. 12.3.13 Measured (symbols) and simulated (lines) transconductance gm versus
the gate bias V =50mV andgs in logarithmic scale. Wdrawn /Ldrawn =20 µm/0.4 µm at V ds

several body biases Vbs . After Cheng et al. [12.12].
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Fig. 12.3.14 Measured (symbols) and modeled (lines) gm /I ds-V gscharacteristics of a
device with W =20µm/0.5µm at different drain voltages. After Cheng etdrawn /Ldrawn

al. [12.12].

Fig. 12.3.15 Measured (symbols) and modeled (lines) gm /Ids -Vgs characteristics of a
device with W drawn /Ldrawn =20µm/0.5µm at several body bias voltages. After Cheng
et al. [12.12].



344 CHAPTER 12 Model Testing

Fig. 12.3.16 Results of the Gummel symmetry test for a device with W/L=10µm/
0.5µm in the regions from subthreshold to strong inversion.

Fig. 12.3.17 Results of the Gummel symmetry test for a device with W/L=10µm/
0.5µm in strong inversion region and Vgs  varied from 2V to 4V.
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Fig. 12.3.18 Results of the Gummel symmetry test for a device with W/L=10µm/
0.5µm in the strong inversion region with V gs varying from 3V to 3.6V.

Fig. 12.3.19 Results of the Gummel slope ratio test for devices with W/L=10µm/
0.5µ m and  W /L=10µ m/10µ m.
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Vgs(V)

Fig. 12.3.20 (a) Results of the Gummel treetop curve test for a device with W/
L=10µm/10µm.

Vgs(4)

Fig. 12.3.20 (b) Results of the Gummel treetop curve test for a device with W/
L=10µm/0.5µm.
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Fig. 12.3.21 Measured (symbols) and modeled (lines) threshold voltage characteris-
tics of devices with different channel lengths. After Cheng et al. [12.12].

Fig. 12.3.22 Measured (symbols) and (lines) modeled threshold voltage of devices
with different channel widths. After Cheng et al. [12.12].
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Fig. 12.3.23 Measured (symbols) and modeled (lines) saturation drain current of
devices with different channel lengths. After Cheng et al. [12.12].

Fig. 12.3.24 Measured (symbols)and simulated (lines) Id s versus Vds curves of devices
of different W/ L. This is a scalability test. After Cheng et al. [12.12].
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Fig. 12.3.25 Measured (symbols) and simulated (lines) Id s versus Vg s  curves of
devices of different W/L. After Cheng et al. [12.12].

Fig. 12.3.26 Measured (symbols) and simulated (lines) g ds versus Vd s  curves of
devices of different W/L. This is a scalability test. After Cheng et al. [12.12].
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12.4 Helpful Hints

1. Summary of the BSIM3v3 model test results.

(1) The BSIM3v3 I-V model passes the qualitative tests discussed above and
shows smooth transitions from the triode to saturation regions, and from the
subthreshold to strong inversion regions. No negative conductance, kinks,
glitches or discontinuities are observed.

(2) It passes the treetop curve and the Gummel slope ratio tests, and demon-
strates model symmetry at the first derivative level. These results validate the
physics basis of the model in both the strong inversion and subthreshold
regions.

(3) It models the current and transconductances of the devices accurately, and
has good scalability over a wide device geometry range.

(4) It has been tested with the measured characteristics of devices from differ-
ent sources [12.20, 12.21, 12.22].

(5) The model shows good temperature dependence up to 125°C as demon-
strated in Chapter 9.

2. Understanding some limitations and shortcomings of the present
BSIM3v3 model

As discussed above, the BSIM3v3 model is good for both digital and analog
applications. However, it still can be improved to meet even more strict
requirements. We discuss some shortcomings of the present model to make
users aware of its limitations.

(1) The I-V model ensures the continuity and symmetry at V ds=0 at the first
derivative level, but fails at the second derivative level [12.27].

(2) The C-V model is not symmetric at V ds=0 as we have shown in Chapter 5.

(3) The bias-dependent source/drain series resistance is treated as a virtual
parameter to derive the analytical model by assuming that the device is sym-
metric. This makes it very difficult or impossible to simulate an asymmetric
device. Separate source and drain series resistances should be used in the
model.
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(4) It has been found that the velocity saturation and hot carrier effects can
influence the thermal noise characteristics significantly in short channel
devices. The present model accounts for velocity saturation only in an empiri-
cal manner and should be enhanced to improve the accuracy of the thermal
noise model.

(5) The temperature dependence of impact ionization is not included in the
present model.

(6) The present model needs to be improved to simulate the high frequency
behaviors for RF applications because it does not include the influence of
some parasitics such as the gate resistance and the substrate resistances.

3. Additional benchmark tests to validate a model

The benchmark tests discussed in this chapter can be considered the basic
tests for validating a model. They check some salient properties of the model.
However, more benchmark tests need to be developed. For example, bench-
mark tests to examine the harmonic distortion behavior of the model are
needed.

References

[ 12.1] Y. Tsividis and K. Suyama, “MOSFET modeling for analog circuit CAD:
Problems and prospects,” Tech. Dig. CICC-93, pp14.1.1-14.1.6, 1993.

[12.2] Marc McSwain and Colin McAndrew, Compact Model Workshop,
Sunnyvale, CA, Aug., 1995.

[12.3] Compact Model Workshop, Dallas, TX, March, 1995.
[12.4] Compact Model Workshop, Austin, TX, June, 1995.
[12.5] Compact Model Council (http://www.eia.org/eig/CMC).
[12.6] Compact Model Workshop, Washington D. C., Dec, 1995.
[12.7] Compact Model Workshop, Austin, Taxis, Mar, 1996.
[12.8] Compact Model Workshop, Burlington, Vermont, Aug, 1996.
[12.9] B. J. Sheu, D. L. Scharfetter, P. K. Ko, and M. C. Jeng, “BSIM: berkeley

short -channel IGFET model for MOS transistors,” IEEE J. Solid-State
Circuits, vol. SC-22, pp.558-565, 1987.

[12.10] M. C. Jeng, Design and modeling of deep-submicrometer MOSFETs, ERL
memorandum ERL M90/90, University of California, Berkeley, 1990.

[12.11] J. H. Huang et al., BSIM3 Manual (Version 2.0), University of California,
Berkeley, March 1994.



352 CHAPTER 12 Model Testing

[12.20]

[12.21]
[12.22]

[12.23]

[12.24]

[12.25]

[12.27]

[12.26]

[12.19]

[12.17]

[12.18]

[12.16]

[12.15]

[12.12]

[12.13]

[12.14]

Y. Cheng et al., “A physical and scalable BSIM3v3 I-V model for analog/
digital circuit simulation”, IEEE Trans. Electron Devices, Vol. 44, pp.277-
287, Feb. 1997.
R. M. D. A. Velghe, D. B. M. Klassen, and F. M. Klassen, “Compact MOS
modeling for analog circuit simulation”, IEEE IEDM 93, Tech. Dig.,
pp.485-488, Dec. 1993.
J. A. Power and W.A. Lane, “An enhanced SPICE MOSFET model
suitable for analog applications”, IEEE Trans. Computer-Aided Design
vol.CAD-11 pp.1418-1425, 1992.
N. D. Arora, R Rios, C, L. Huang and K. Raol, “PCIM: a physically based
continuous short-channel IGFET model for circuit simulation,” IEEE
Dam Electron Devices, vol.41, pp. 988-997, 1994.
C. C. Enz, F. Krummenacher and E. A. Vittoz, “An analytical MOS
transistor model valid in all regions of operation and dedicated to low
voltage and low-current applications”, J. Analog Integrated Circuit and
Signal Processing, Vol. 8, pp.83-114, 1995.
M. Shur, T. A. Fjeldly, T. Ytterdal, and K. Lee, “An unified MOSFET
model,” Solid-State Electronics, 35, pp. 1795-1802, 1992.
Y. Cheng et al., “A unified BSIM I-V mode for circuit simulation”, 1995
International semiconductor device research symposium, Charlottesville,
Dec. 1995,
Y. Cheng et al., “An investigation on the robustness, accuracy and
simulation performance of a physics-based deep-submicronmeter BSIM
model for analog/digital circuit simulation”, CICC’96, pp. 32l-324, May
1996.
C. Lyons and S. Power, Compact Model Workshop, Washington DC, Dec.
1995.
A. Dognis, Compact Model Workshop, Washington DC, Dec. 1995.
M. C. Jeng and Z. H. Liu, Compact Model Workshop, Washington DC, Dec.
1995.
BSIMpro Manual, BTA Inc., Old Ironsides Drive, Santa Clara, CA, 1996
(http://www.btat.com).
J. H. Huang et al., “A physical model for MOSFET output resistance”,
IEDM, Technical Digest, Dec. of 1992.
Y. Cheng et al., BSIM3 version 3.0 User’s Manual, University of California,
Berkeley, 1995.
Y. Cheng et al., BSIM3 version 3.1 User’s Manual, University of California,
Berkeley, Memorandum No. UCB/ERL M97/2, 1997.
K. Joardar et al., “An improved MOSFET model for circuit simulation,”
IEEE Trans. Electron Devices, vol. 45, pp. 134-148, 1998.



CHAPTER 13 Model Parameter
Extraction

Parameter extraction is an important part of device modeling. Many different
extraction methods have been developed [13.1, 13.2]. The appropriate meth-
odology depends on the model and on the way the model will be used. In the
following sections, we discuss the parameter extraction approaches that are
often used in the semiconductor industry.

13.1 Overview of Model Parameter Extraction

There are two different optimization strategies which can be used for parame-
ter extraction: global optimization and local optimization [13.3, 13.4]. Global
optimization lets the computer find one set of parameters which best fit all the
available experimental data. Global optimization may minimize the error
between the simulation results and the available experimental data. However,
any particular parameter extracted by global optimization may not have a
close resemblance to its actual physical value. In local optimization each
parameter is extracted in a certain operation region where its corresponding
device’s behavior is dominant. Parameters optimized locally may not per-
fectly fit the experimental data in all the operating regions,  but they are
closely related to the physical processes at work.
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Also, there are two different strategies for extracting model parameters [13.5,
13.6]: the single device extraction strategy and the group extraction strategy.
In the single device extraction strategy, one uses the experimental data from a
single device to extract a complete set of model parameters. This strategy can
fit one device very well, but may not fit other devices with different geome-
tries. If only one channel length and width is used, parameters which are
related to channel length and channel width dependencies cannot be deter-
mined. In the group extraction method, parameters are extracted using the
experimental data from multiple devices having different W’s and/or L’s. This
strategy may not fit one device extremely well, but can fit many devices with
different geometries reasonably well.

Ideally, one set of model parameters should cover the whole range of device
geometries in the circuit design. However, a parameter extraction approach
called ‘binning’ has been used to improve the model accuracy for devices
with wide geometry variation. In the binning approach, the interested range of
device geometry is divided into many geometry bins, as shown in Fig. 13.1.1.
One set of model parameters is used only in each bin. Thus, depending on if
users adopt the binning approach, the model parameter extraction can be fur-
ther divided into a single-bin (or scalable) approach and a multi-bin approach.

Fig. 13.1.1 W and L of devices are divided into different bins according to the require-
ments of the model accuracy. Ideally, only a single bin is used.
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For scalable model parameter extraction without using a binning approach
[13.11, 13.12], three sets of different size devices are needed to extract the
model parameters, as shown in Fig. 13.2.1. One set of devices has a fixed
channel width and different channel lengths. One set of devices has a fixed
long channel length and different channel widths. One set of devices have a
fixed shortest channel length and different channel widths.

The large size device (W ≥10µm, L ≥ 10 µm) is used to extract such parameters
as UA, UB, and UC for mobility, the long-channel device threshold voltage
V TH0, and the body effect coefficients K1 and K2  which depend on the vertical
doping profile. One set of devices with a fixed large channel  width and differ-
ent channel lengths is used to extract parameters which are related to the short
channel effects. The devices having a fixed long channel length and different
channel widths are used to extract parameters which are related to narrow
width effects. The other devices with the fixed minimum channel length and
different channel widths are used to extract the model parameters for the small
size effects.

1. Devices and measurements needed for parameter extraction.

13.2.2 Extraction routines

13.2 Parameter Extraction for BSIM3v3

13.2.1 Optimization and extraction strategy

Based on the properties of the BSIM3 model, a combination of local optimi-
zation and the group device extraction strategy is the best for obtaining the
preliminary or initial parameters [13.7, 13.8]. A global optimization may then
be used to further improve the overall agreement between the model and the
measured data if necessary.

As we have discussed in the previous chapters, BSIM3v3 is a scalable model
that can cover a wide geometry range with one set of model parameters [13.9,
13.10]. It will lose this advantage if the single device extraction strategy is
used.

For parameter extraction using the binning approach [13.11, 13.12], more
devices will be needed as discussed later in this chapter.
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Fig. 13.2.1 Devices used for parameter extraction. •: devices needed for scalable
model parameter extraction; ∆: optional devices for parameter checking or for bin-
ning model parameter extraction.

Five sets of data are recommended to be measured for each device and saved
into different files for DC parameter extraction [13.9]:

(a) Ids vs. Vgs at different Vbs and Vds=0.05V (linear region measurement). The
measurement configuration is shown in Fig. 13.2.2.

(b) Ids vs. Vds at different Vgs  and Vbs =0V (linear & saturation region measure-
ments). The measurement configuration is shown in Fig. 13.2.2.

(c) Ids vs. Vgs at different Vbs  and Vds = Maximum Vds  (saturation region mea-
surement). The measurement configuration is shown in Fig. 13.2.2.

(d) Ids vs. Vgs at different Vgs  and Vbs = Vbb  (linear & saturation region mea-
surements, and |Vbb|is the maximum body bias). The measurement configura-
tion is shown in Fig. 13.2.2.

(e) I sub vs. Vgs at different VdS and Vbs = 0 and Vbb  (substrate current measure-
ments). The measurement configuration is shown in Fig. 13.2.3.
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Fig. 13.2.2 Measurement setup for Ids-Vds and Ids -Vgs characteristics of n-MOSFETs.

2. Optimization method

The optimization process recommended for BSIM3v3 is a combination of
Newton-Raphson iteration and a linear-least-square fit with either one, two, or
three variables. The flow chart of the optimization process is shown in Fig.
13.2.4 [13.8, 13.9]. The model equation is arranged in a form suitable for
Newton-Raphson's iteration as shown in Eq. (13.2.1) [13.13]:

Fig. 13.2.3 Substrate current measurement setup for n-MOSFETs.
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(13.2.1)

(13.2.2)

parameter values for the (m+1)th iteration are given by

Pi
(m+1)  = Pi

(m)  + ∆Pi
(m) i = 1, 2, 3

where fsim() is the function to be optimized and fexp() is the experimental
data. P10 , P20 , and P30 stand for the true parameter values which we are seek-

ing. P1
(m), P2

(m) and P3
(m) represent the parameter values after the mth itera-

tion. We change Eq. (13.2.1) into a form that the linear least-square fit routine
can use (a form of y = a + bx1 + cx2 ), by dividing both sides of the Eq.
(13.2.1) by ∂ fsim / ∂P1. After putting the experimental data into Eq. (13.2.1),

we find the increments of each parameter for the next iteration, ∆ Pi
(m) . The

Fig. 13.2.4 Optimization flow for parameter extraction. After Huang et al. [13.7].
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The new parameter values will be used for the next iteration until the incre-
ments are smaller than some pre-determined values. At this point, we have
solved for our parameter values [13.7, 13.10].

3. Parameter extraction procedures

The recommended extraction routine is discussed here. In order to extract the
model parameters, some process parameters have to be provided by the users
before starting the parameter extraction. They are listed in Table 13.2.1:

Table 13.2.1 Parameters needed for the parameter extraction

Input Parameter Names

TOX

NCH

T

Xj

Ldrawn

Wdrawn

Junction Depth

Designated channel length

Designated channel width

Physical Meaning of the Input Parameter

Gate oxide thickness

Doping concentration in the channel

Temperature at which the data is taken

DC model parameters are extracted in the following procedures as shown in
Fig. 13.2.5. The procedures are developed based on a understanding of the
model and based on the local optimization principle.

Step 1
Extracted Parameters & Fitting Target

Data a 

VTH0, K1, K2

Fitting Target Data: Vth(Vbs)

Device & Experimental Data

Large Size Device (Large W & L).

Ids  vs. V gs  @ V d s  = 0.05V & Different
Vbs

  Extracted Experimental Data, Vth(V bs)

a. Fitting Target Data is the experimental data that the model wants to match
by adjusting parameters.

Step 2
Extracted Parameters & Fitting Target Data Devices & Experimental Data

µ 0, UA, UB , UC Large Size Device (Large W & L).

Fitting Target Data: Strong Inversion region Id s vs. Vg s @ Vds = 0.05V & Different
Ids (Vgs, Vbs) V bs
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Fig. 13.2.5 Flow-chart of the DC model parameter extraction procedure. After Cheng
et al. [13.10].

To obtain the DC model parameters, the standard transistor test structures are
sufficient for the parameter extraction. However, to extract the model parame-
ters for the overlap and intrinsic capacitances as well as the diode model
parameters, special device structures are needed to get the required data. For
example, to measure the perimeter and area capacitances of the source/drain
junctions, a device with a large perimeter but a small area and a device with a
large area and a small perimeter are needed. To measure the overlap and
intrinsic capacitances, MOSFETs with very wide channels are used to facili-
tate the capacitance measurement.

The measurements required to extract the capacitance model parameters are
the following.

(a) Total gate capacitance versus gate bias from accumulation through strong
inversion regions. The measurement configuration is shown in Fig. 13.2.6.
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(b) Cgccapacitance versus gate voltage from strong inversion to depletion
regions. The measurement configuration is shown in Fig. 13.2.7.

(c) Cgs /Cgd versus gate voltage from accumulation through depletion to strong
inversion regions. The measurement configuration is shown in Fig. 13.2.8.

(d) C gs/Cgd capacitance versus drain voltage from linear through saturation
regions. The measurement configuration is shown in Fig. 13.2.9.

(e) Cgb capacitance versus gate voltage at different substrate voltages. The
measurement configuration is shown in Fig. 13.2.10.

Fig. 13.2.6 Measurement configuration for the gate capacitance Cgg  vs. gate bias. Hi:
the port where AC and DC biases are applied; Lo: the port where the LCR collects the
AC current.

Fig. 13.2.7 Measurement configuration for the gate-to-channel capacitance, Cgc , vs.

Vgs .
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Fig. 13.2.8 Measurement configuration for the gate/source and gate/drain overlap
capacitances vs. gate bias.

Fig. 13.2.9 Measurement configuration for the gate/source and gate/drain overlap
capacitances vs. drain bias.

Fig. 13.2.10 Measurement configuration for Cgb  vs. gate bias.
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A flow-chart to extract the overlap and intrinsic capacitance model parame-
ters is given in Fig. 13.2.11.

Fig. 13.2.11 Flow-chart for the extraction of the capacitance model parameters,
including the junction capacitances.

To extract the model parameters for the temperature dependencies, the mea-
surements discussed above need to be performed at several different tempera-
tures of interest. The parameter extraction for the temperature dependence
parameters is a tedious but straightforward process involving the extraction of
the temperature dependent parameters with the equations given in Chapter 8.
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13.3 Binning Methodology

extraction engineer according to the anticipated applications. A different set
of model parameters is used in each bin. The numbers of bins are selected
according to the required model accuracy. Generally, more bins are assigned
to the region of short channel lengths and narrow channel widths, and less
bins are needed for the region of large channel lengths and wide channel
widths.

The parameter binning approach is supported in BSIM3v3 as an option for
users to achieve the ultimate model accuracy. The basic idea of the binning
methodology is the following. To improve the model accuracy, the device W
and L are divided into many bins as shown in Fig. 13.1.1. The minimum/max-
imum channel length Lmin /Lmax and the minimum/maximum channel width
Wmin/W max , as well as the bin assignment, are determined by the parameter

Most and perhaps all MOS technologies can be well modeled within the bias
and geometry range of interest without using the binning approach (with the
help of a high-quality parameter extraction tool and an experienced tool user).
It is recommended that the binning approach not be used unless it is abso-
lutely necessary. A single bin model is superior for statistical modeling and
for device performance optimization.

The geometry dependence given in Eq. (13.3.1) is used for the model parame-
ters that can be binned. A complete list of the model parameters that can be
binned is given in Appendix A.

Pi = PI0 + PIL / Leff + PIW / Weff' + PIP / (Weff' Leff) (13.3.1)

PI0 is the zero-order term of the parameter Pi, PIL accounts for the length
dependence, PIW accounts for the width dependence, and PIP account for the
cross term dependence of both the length and width product.

To use the binning approach, more devices are needed compared with the
scalable model parameter extraction shown in Fig. 13.2.1 PIL, P IW and PIP are
chosen to guarantee that the model parameters are continuous at the bound-
aries of the bins.

A general procedure to generate a library of model parameters for the binning
approach is the following:
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(a) Extract some important model parameters which cannot be binned, such as
oxide thickness and effective channel length and width.

(b) Extract a complete set of model parameters for each bin without using PI L,
P IW, and P IP.

(c) Find PI0, PIL , P IW, and PIP for each parameter to ensure the continuity of
the parameter at all bin boundaries.

13.4 Recommended Value Range of the Model
Parameters

According to the physical basis of the model, each model parameter has a
range of reasonable values. Reasonable values of parameters can be used to
initialize the parameter extraction, and can greatly help to obtain the parame-
ter set quickly, especially in the case of global optimization. Table 13.4.1
gives the recommended ranges of the BSIM3v3 I-V model parameters.

Table 13.4.1 Recommended ranges of BSIM3v3 Model Parameters

Symbols Symbols Description Default Unit Recom-
in equa- in source mended

tion code range of
parameters

VTH0 V Threshold volt-th0 0.7 for V -2 ~ 2
age @ V bs  =0 for nMOS
large L. -0.7 for
Typically Vth0 >0 PMOS
for NMOSFET
and Vth0 <0 for
PMOSFET

VFB vfb Flat band voltage

K1 k1 First-order body
effect coefficient

K k22 Second-order
body effect coef-
ficient

K3 k3 Narrow width
coefficient

K3B k3b Body effect coef-
ficient of K3

calculated V -2~2

0.53 V1/2 0~1

-0.0186 none -0.05~ 0

80.0 none 10-3 ~10²

0.0 1/V -10~10
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W0 w0 Narrow width
parameter

NL X nlx Lateral non-uni-
form doping coef-
ficient

2.5x10 - 6 m 10-6~10-5

1.74x10
-7 m 10

-8
~10

-6

D dvt0w First coefficient
VT0W

of narrow width
effect on Vt h at
small L

0 none 0~10

D dvt1w Second coeffi-VT1W 5.3x10 6 1/m 0~1/Leff
cient of narrow
width effect on
Vth  at small L

D VT2W
dvt2w Body-bias coeffi- -0.032 1/V -0.05~0

cient of narrow
width effect on
V th  at small L

DVT0
dvt0 First coefficient 2.2 none 0~10

of short-channel
effect on Vth

D dvt1 Second coeffi- 0.53 none
VT1

0~1
cient of short-
channel effect on
V th

DVT2
dvt2 Body-bias coeffi- -0.032 1/V -0.05~0

cient of short-
channel effect on
V th

V BM
vbm Maximum -3 V -3 ~ -10

applied body bias
in V th calculation

µ0 uo Mobility at T =
T NOM
NMOSFET
PMOSFET

100~1000
670.0 cm²/V/sec
250.0

UA ua First-order mobil-
ity degradation
coefficient

2.25x10 - 9 m/V 10 -10 ~10 - 8

U
B

ub Second-order
mobility degrada-
tion coefficient

5.87x10 -19 (m/V)² 10-21 ~10-18
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UC uc mobMod=
1,2:

m/V²

-4.65x10 -11

mobMod =3: 1/V
-0.0465

10-11 ~-10- 8

Mobmod=3:

-10- 3~0

Mob-
mod=1,2: -

v SAT vsat

A0 a0 none 0~2

104 ~105m/sec8.0x10 4

1.0

AG S ags 0.0 1/V -1~1

B0 b0 0.0 m
0~10-5

B1 b1 m0.0
0~10-7

KE T A keta -0.047 1/V -10-3~0

A1 a1 0.0 1/V 0~0.1

A2 a2 1.0

RDSW rdsw 0.0

P RWG prwg 0

PRWB prwb 0

none

Ω-µmW r

V-1

V -1/2

WR wr none

0.4~1

10² ~10-3

-10-3~0

-10-3~0

1.0 l~5

WI N T wint 0.0 m

Gate bias coeffi-
cient of the bulk
charge effect

Bulk charge
effect coefficient
for channel width

Bulk charge
effect width offset

Body-bias coeffi-
cient of the bulk
charge effect

First non-satura-
tion parameter

Second non-satu-
ration parameter

Parasitic resis-
tance per unit
width

Gate bias effect
coefficient of Rd s

Body bias effect
coefficient of Rds

Body-effect of
mobility degrada-
tion coefficient

Saturation veloc-
ity at T = T NOM

Bulk charge
effect coefficient
for channel length

Width offset from
Weff for R ds calcu-
lation

Width offset fit-
ting parameter
without bias
effect

lint Length offset fit-
ting parameter
without bias
effect

0~3x10- 7

0.0 m 0~3x10
- 7LINT
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DW G

DW B

VO F F

NFACTOR

ET A 0

E T A B

P C L M

PDIBLC1

PDIBLC2

PDIBLCB

DROUT

PSCBE1

dwg

dwb

voff

nfactor

eta0

etab

pclm

pdiblc1

pdiblc2

pdiblcb

drout

pscbe1

Coefficient of
W e f f’s gate depen-
dence

Coefficient of
 body bias

dependence

Offset voltage in
the subthreshold
region at large W
and L

Subthreshold
swing factor

DIBL  coefficient
in subthreshold
region

Body-bias coeffi-
cient for the sub-
threshold DIBL
effect

Channel length
modulation
parameter

First output resis-
tance DIBL  effect
correction param-
eter

Second output
resistance DIBL
effect correction
parameter

Body effect coef-
ficient of DIBL
correction param-
eters

L dependence
coefficient of the
DIBL
correction param-
eter in R out

First substrate
current induced
body-effect
parameter

0.0

0.0

-0.08

1.0

0.08

-0.07

1.3

0.39

0.0086

0

0.56

4.24x108

m/V

1/2m / V

V

none

none

1/V

none

none

none

1/V

none

V/m

0~10
-7

0~10 -7

-0.15~0

0~2

0~1

-10-3~0

0.1~10

0~1

10-5~10-2

-10-3~0

0~1

108~8x108

W e f f’s
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PSCBE2 pscbe2 Second substrate
current induced
body-effect
parameter

PVAG pvag Gate dependence
of Early voltage

δ delta Effective Vd s
parameter

N ngate Poly gate doping
GATE

concentration

1.0x10-5

0.0

0.01

0

m/V

none

V

cm-3

10-9~10-4

-10~10

10- 3~0.03

2x101 8~

9x1024

DS U B 
dsub DIBL coefficient DROUT 

none 0~1
exponent in sub-
threshold region

CIT cit Interface trap 0.0 F/m²

capacitance
-10-4~10-3

C cdsc Drain/Source to 2.4x10- 4 F/m²
DSC 0~10-3

channel coupling
capacitance

CDSCD cdscd Drain-bias sensi- 0.0 F/Vm²
0~10- 3

tivity of CD S C

CDSCB cdscb Body-bias sensi- 0.0 F/Vm²
tivity of CD S C

-10-4~0

13.5 Automated Parameter Extraction Tool

The task of parameter extraction can be greatly simplified with the help of an
automated software tool. A high quality tool provides the local and global
optimization routines and supports the single device and group device
approaches, as well as the single-bin and multi-bin methodologies. Such a
tool can usually extract the parameter for many popular MOSFET compact
models as well as bipolar transistor models. Convenient user interfaces
including curve plotting functions are among the features that can be expected
from these tools.

All the example model files used in this book are extracted using the parame-
ter extraction software - BSIMPro [13.14].
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CHAPTER 14 RF and Other Compact
Model Applications

Since BSIM3v3 was selected to start the industry standardization of MOSFET
compact models in 1995, it has been widely used for digital and analog circuit
design. In this chapter, we discuss some examples of new applications using
BSIM3v3 in RF modeling, statistical modeling, and technology prediction.

14.1 RF Modeling

With the advent of submicron technologies, GHz RF circuits can now be real-
ized in a standard CMOS process [14.1]. A major barrier to the realization of
commercial CMOS RF components is the lack of adequate models which
accurately predict MOSFET device behavior at high frequencies. The conven-
tional microwave table-look-up approach requires a large database obtained
from numerous device measurements. This method becomes prohibitively
complex when used to simulate highly integrated CMOS communication sys-
tems. Furthermore, in this measurement-to-table approach, there is no built-in
check and correction for the considerable errors of the measurement data.
Hence, a compact model, valid for a broad range of bias conditions, device
sizes, and operating frequencies is desirable.

A complete compact RF model does not yet exist in commercial circuit simu-
lators. A common modeling approach for RF applications is to build sub-cir-
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cuits based on MOSFET models that are suitable for analog/digital
applications. BSIM3v3-based subcircuit models have been reported and
tested against measured high frequency data [14.2, 14.3, 14.4, 14.5, 14.6]. In
the sub-circuit, parasitic elements around gate, source, drain, and substrate are
added to improve the model accuracy at high frequency.

An example of a subcircuit model for RF applications is given in Fig. 14.1.1
[14.3]. Similar subcircuit models with simpler or more complex substrate RC
networks have also been reported [14.5, 14.6, 14.7]. An important part of RF
modeling is to establish physical and scalable model equations for the para-
sitic elements at the source, drain, gate and substrate. The scalability of the
intrinsic device is ensured by the core model, for example, BSIM3v3.

We will first discuss the modeling of the gate and substrate resistances. Then
we will give an example of using the BSIM3v3-based RF MOSFET model in
GHz circuit design.

Fig. 14.1.1 A subcircuit with parasitic elements added to an intrinsic MOSFET model
for RF circuit simulation. After Cheng et al. [14.3].

14.1.1 Modeling of the gate resistance

Gate resistance of a MOSFET at low frequency can be calculated with the fol-
lowing simple equation:
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(14.1.1)

where Rgsquare is the gate sheet resistance per square, Weff is the effective
channel width, and L is the effective channel length. The typical sheet resis-eff
tance for a polysilicon gate ranges between 20-40 Ω/square, and can be
reduced by a factor of 10 with a silicide process, and even more with a metal
stack process.

The correct modeling of the gate resistance at high frequency is more com-
plex because of the distributed transmission-line effect. The lumped equiva-
lent gate resistance is 1/3 of the end-to-end resistance [14.8]

(14.1.2)

The factor 3 is introduced to account for the distributed RC effects when the
gate electrode is contacted at only one end. The factor is 12 when the elec-
trode is contacted on both ends. The derivation of Eq. (14.1.2) can be found in
the literature, for example, [14.9].

However, it has been found that not only the distributed RC effect of the gate
but also the non-quasi-static effect or the distributed RC effect of the channel
must be accounted for in modeling MOSFET high frequency behavior. It is
convenient to add an additional component to the gate resistance to represent
the channel distributed RC effect. A physical effective gate resistance model
incorporating the first-order non-quasi-static effect and the distributed gate
resistance has been developed [14.10], and is discussed next.

When a MOSFET operates at high frequency, the contribution to the effective
gate resistance is not only from the physical gate electrode resistance but also
from the distributed channel resistance which can be "seen" by the signal
applied to the gate. Thus, the effective gate resistance consists of two parts:
the distributed gate electrode resistance (Rgeltd ) and the distributed channel
resistance seen from the gate (Rgch), as shown in Fig. 14.4.2 [14.10].

Rg = Rgeltd  + Rgch (14.1.3)

Since Rgeltd is insensitive to bias and frequency, its value can be obtained
from the gate electrode sheet resistance (Reltd),
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Rgeltd = Reltd (αW / L + β) (14.1.4)

where α is 1/3 when the gate terminal is brought out from one side, and 1/12
when connected on both sides. β models the external gate resistance.

There are two origins of Rgch: one is the static channel resistance (Rst), which
accounts for the DC channel resistance. The other is the excess-diffusion
channel resistance (Red) due to the change of channel charge distribution by
the AC excitation of the gate voltage. Rst and Red together determine the time
constant of the non-quasi-static effect. Rst is modeled by integrating the resis-
tance along the channel under the quasi-static assumption,

Fig. 14.1.2 Illustration of the distributed nature of gate electrode resistance Reltd ,
channel resistance Rch, and gate capacitance Cox . After Jin et al. [14.10].

=Vds / Ids in triode region; or (14.1.5)

=Vdsat / Ids in saturation region, (14.1.6)

where Vdsat is the saturation drain voltage.

Red can be derived from the diffusion current as
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where η is a technology-dependent constant.

The overall channel resistance seen from the gate is

(14.1.7)

(14.1.8)

where γ is a parameter accounting for the distributed nature of the channel
resistance and Cox (see Fig. 14.1.2). γ is 12 if the resistance is uniformly dis-
tributed along the channel [14.10]. Since this assumption is not valid in the
saturation region, γ is left as a fitting parameter.

To extract Rg , two-port S-parameters are converted to Y-parameters and the
input resistance is

Rin = real (1 / Y 11) (14.1.9)

where the gate is connected to port 1 and the drain to port 2. Rin includes the
influence of Rg and the source/drain resistance (Rs  and Rd). Since Rs and Rd

are known from DC measurement, the value of Rg can be extracted from Rin .

Fig. 14.1.3 2-D simulation of the effective channel resistance Rgch extracted from Y11 .
Gate electrode sheet resistance Reltd is set to zero. After Jin et al. [14.10].
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In order to verify this physical model of Rgch, 2-D simulation of Y11 was car-
ried out with R eltd set to zero. Fig. 14.1.3 shows the simulation results of a
10µm/0.5µm NMOS at various biases and frequencies. Essentially Rgch is
independent of frequency but sensitive to bias. The results are rearranged in
Fig. 14.1.4 to emphasize the bias dependency of Rgch . Good agreement
between 2-D simulation and the proposed model is observed with η =1 and
γ=14. Note the model will deviate from data at low Vg s if Red is ignored. Fig.
14.1.5 shows the good agreement in both the triode and saturation regions.

Fig. 14.1.4 The effective Rg model agrees well with 2-D simulation. After Jin et al.
[14.10].

Fig. 14.1.5 Effective Rg model agrees well with 2-D simulations in both the triode and
saturation regions. After Jin et al. [14.10].
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RF device test patterns were designed and fabricated in a 0.35µm process.
Fig. 14.1.6 shows the measured Rg at various biases and frequencies. Fig.
14.1.7 shows an excellent agreement between the data and the model. In this
case Rgeltd contributes less than 1Ω of the total effective Rg. This Rg model is
accurate up to f T/3 of the MOSFET [14.10].

The gate resistance plays a very significant role in RF noise modeling because
Rg not only affects the input impedance but also contributes to the thermal
noise. The overall thermal noise consists of three parts: one is the noise from
Rg; another is the noise from the physical resistance Rd, Rs, Rdb, Rsb , and Rdsb
(as shown in Fig. 14.1.1). The third component is the channel thermal noise
current which can be described by its power spectral density as [14.11]

where Te is the electron temperature accounting for the hot electron effect,  µe f f

is the effective carrier mobility, Qinv is the inversion layer charge density, and
Ec

(14.1.10)

is the critical electrical field when carriers reach the saturation velocity.

Fig. 14.1.6 Rg extracted from s-parameter data of a 16-finger n-MOSFET. After Jin et
al. [14.10].

To obtain the overall noise of a device, the direct calculation method [14.12]
is employed. Fig. 14.1.8 shows good agreement between the measured and
modeled minimum noise figure (NFmin) at various biases and frequencies. Fig.
14.1.9 shows NFmin vs. bias current with a fixed Vds . A minimum NFmin  is
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observed at a particular bias condition, an important point for RF circuits such
as low-noise amplifiers (LNA). These comparisons show that the proposed
effective gate resistance model accurately predicts the device noise behavior
in addition to the input impedance and other AC parameters of CMOS
devices.

Fig. 14.1.7 Effective R model agrees well with measured data at various Vg gs . The
gate electrode resistance Rgeltd contributes less than 1Ω of the overall Rg. After Jin et
al. [14.10].

Fig. 14.1.8 NFmin prediction by the effective Rg model agrees well with data at two
different Vgs. After Jin et al. [14.10].
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Fig. 14.1.9 Comparison of NFmin between the measured data and the model. A mini-
mum NFmin is observed at a particular bias. After Jin et al. [14.10].

14.1.2 Modeling the substrate network

Modeling of the substrate parasitic elements is not necessary in low-fre-
quency digital/analog applications. However, it has been found that the sub-
strate network is very important in RF applications [14.3, 14.22]. To obtain
the desired scalable RF model, a scalable model for the substrate components
is critical.

An equivalent circuit has been proposed to describe the high frequency contri-
bution of the substrate parasitic elements, as shown in Fig. 14.1.10 [14.3].

Fig. 14.1.10 An equivalent circuit for the substrate network. Cjsb and Cjdb are capaci-
tances of source/bulk and drain/bulk junctions. After Cheng et al. [14.3].

As an example, Fig. 14.1.11 gives a comparison of the Y parameters from the
two port substrate network and device simulation [14.3]. The RC network
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model is accurate up to at least 10GHz for devices with 0.35µm channel
length. The above substrate network has been implemented in a complete sub-
circuit model for a RF MOSFET, and has been verified with measured data
for its accuracy [14.3, 14.22]. Again, good match of Y22 between the model
and measured data shows that this substrate network is accurate up to 10GHz,
as shown in Fig. 14.1.12 for a device with W/L of 120µm/0.36µm (10 fingers).

Fig. 14.1.11 Comparison of two port Ysub parameters (see Fig. 14.1.10) between the
model and 2-D device simulation for a 3 finger device with 0.35µm channel length at
different Vds. After Cheng et al. [14.3].

Fig. 14.1.12 Comparison of modeled and measured Y22 vs. frequency at Vgs =Vds =1V
for a device with 0.36µm channel length. After Cheng et al. [14.3].
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14.1.3 A RF MOSFET model based on BSIM3v3 for GHz communication
IC’s

In this section, we present a unified device model realized with a lumped
resistance network suitable for simulations of both RF and baseband analog
circuits. This model has been verified with measured data on both the device
and circuit levels [14.6].

The RF MOSFET model is realized with the addition of three resistors Rg,
Rs u bd , and Rsubs to the existing BSIM3v3.1 model (shown in Fig. 14.1.14). Rg

models both the physical gate resistance as well as the non-quasi-static (NQS)
effect. Rsubd and Rs u bs are the lumped substrate resistances between the
source/drain junctions and the substrate contacts. The values of Rsubd and
R may not be equal as they are functions of the transistor layout (illus-subs
trated in Fig. 14.1.15).

Fig. 14.1.14 A MOSFET RF model based on BSIM3v3. After Ou et al. [14.6].

To demonstrate the accuracy of the model, S-parameters of the BSIM3v3 RF
model and measured data of a 0.35µm NMOS device are plotted in Fig.
14.1.16. The BSIM3v3 model without the subcircuit components is also given
in the plot. The improvement can be clearly seen in S22 but hardly in S11. A
better picture with more physical insight may be obtained by separating the
terminal impedance into the real and imaginary parts with the following six
parameters,
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Fig. 14.1.15 Cross-sectional view and top view of a typical transistor cell layout.
After Ou et al. [14.6].

Fig. 14.1.16 Smith chart representation of an NMOS device with L=0.35µm,
W=160µm, Wfinger =10µm, Vgs =2V, and Vds=2V. After Ou et al. [14.6].

Rin = real(1/ Y11) (14.1.11)

Cin = -1/ imag(1/ Y11 )/ω (14.1.12)

Rout = 1 / real(Y22 ) (14.1.13)
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Cout = imag(Y22)/ω (14.1.14)

gm = real(Y21) (14.1.15)

Cfb = -imag(Y12)/ω (14.1.16)

where ω is the frequency in rad/s (gate is port1, drain is port2, and body is
shorted to the source).

As seen in Fig. 14.1.17, excellent agreement up to 10GHz has been achieved.
In particular, the proposed model significantly improves the accuracy of the
model for Rin and R out over a wide frequency range.

A unique problem in modeling CMOS is the body bias effect. To study this
effect at high frequencies, a 2-D device simulator was used to generate both
dc and S-parameter data. The results show that the body bias mainly affects
the device dc characteristics but not the high frequency behavior. Fig. 14.1.18
shows the simulated R out  and C out  of a 0.5µm NMOS device with various
body biases. Good agreement has been achieved between the 2-D simulation
and the proposed model.
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Fig. 14.1.17 Terminal impedance illustration of an NMOS device with L=0.35µ m,
W =160µ m, W ƒinger  = 10µm, Vg s=2V and Vd s=2V. R g =9Ω  and Rsubd  =90Ω  are
extracted in this case. After Ou et al. [14.6].

Rg can be extracted in part from the gate sheet resistance. With the NQS
effect, a lumped Rg may be obtained from the measured Rin . For a fixed cell
layout, Rsubd can be extracted from Routby connecting the drain as port 2.
Similarly Rsubs is found by using the source as port 2. It is recommended to
adjust the low frequency source/drain junction capacitance to fit the S-param-
eter data to account for distributed RC effects and any measurement inaccura-
cies.
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To test the robustness of the BSIM3v3-based RF model, a circuit level evalua-
tion was performed using two different approaches. As the first example, a
5GHz single-ended low-noise amplifier (LNA) using a 0.35µm device was
simulated, as shown in Fig. 14.1.19 (a). The table-lookup method was
employed to compute the overall circuit performance from the measured
device data and the results were compared with SPICE simulation using the
compact model shown in Fig. 14.1.14. Fig. 14.1.19(b) shows good agreement
between the two methods for S 21.

Fig. 14.1.18 2-D simulation result vs. BSIM3v3 RF model at various body biases.
L =0.5µ m, W=100 µm. After Ou et al. [14.6].

In the second example, a 2GHz differential LNA was designed and fabricated
in a 0.6µm CMOS process, as shown in Fig. 14.1.20(a). Fig. 14.1.20(b) shows
the measured voltage gain compared to the simulated results. Clearly the low
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frequency BSIM3v3 model overestimates the peak voltage gain by 2dB, while
the RF compact model accurately predicts the circuit performance within the
frequency range of interest.

Fig. 14.1.19 A single-ended 5GHz LNA using a 160µ m/0.35µ m NMOS device. After
Ou et al. [14.6].
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Fig. 14.1.20 A 2GHz differential LNA designed and fabricated in a 0.6µ m CMOS
process. After Ou et al. [14.6].
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14.2 Statistical Modeling

Because the statistical variation in device and process parameters such as
channel length, channel width, threshold voltage, channel/substrate doping,
and oxide thickness do not always scale with the parameters themselves,
device mismatch and performance variation tend to increase as the device fea-
ture size is reduced. To improve circuit reliability and yield, statistical design
techniques based on physical statistical modeling will be highly desirable
[14.13, 14.14, 14.15].

In order to meet the above requirements, a physical statistical device model
with built-in physical model parameters and clear extraction methodology is
needed. Recently, some statistical modeling work based on BSIM3v3 has
been reported [14.16, 14.17]. These studies developed statistical parameter
extraction methodologies that translate actual process variation into SPICE
model parameter variation and generate the worst-case models from electri-
cal-test (E-T) data.

Fig. 14.2.1 illustrates the basic idea of Electrical-Test Based Statistical Model-
ing (EBSM). From a nominal die, one SPICE model file is extracted for a
group of devices. This step involves the traditional use of a SPICE model
parameter extractor. The extracted parameters are then grouped into two parts:
those which are assumed to vary between different die locations and those
which do not (fixed at extracted nominal values). For the former SPICE
parameters, E-T data is either used as direct replacements or as inputs into a
calculator that produces the corresponding values. This procedure is repeated
for all dies of interest. Using E-T data as direct replacements for SPICE model
parameters is relatively straightforward. Many BSIM3v3 parameters have
direct counterparts in the E-test data (i.e. TOX, dL, dW, NCH, and Rds) [14.18].
However, to ensure the methodology actually produces parameters that reflect
the I-V characteristics accurately, other electrical parameters from the E-T
database such as I dsat (saturation current) can be used to calculate other
SPICE model parameters. This calculation amounts to solving the BSIM3v3
current equation. For example, a measured Idsat value can be inserted on the
left hand side of the current expression. The BSIM3v3 current expression
with the specific model parameter of unknown value is on the right hand side.
Once a solution is found, the calculated SPICE model parameter value will
guarantee that the simulated Idsat  value at that bias condition will be equal to
the measured value. This idea can be extended to calculate other SPICE
model parameters by solving several equations simultaneously. There is flexi-
bility in deciding which electrically measured E-T parameters are used in the
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calculation of other SPICE model parameters. However, special attention
should be paid to the fact that a SPICE model parameter may be more sensi-
tive to a particular E-T parameter at certain bias points than others.

E-T Based Statistical Modeling was used to model device performance varia-
tions (Fig. 14.2.2) for an experimental 0.5µ m process. Five E-T parameters
(TOX , dL, dW, K 1, R ds) were used as direct replacements for BSIM3v3 model
parameters. In additional, 9 electrical E-T data were chosen to ensure accurate
modeling of threshold voltage and saturation current. These are listed in Table
14.2.1 and were used to calculate 9 NMOS BSIM3v3 parameters. PMOS
parameters were similarly calculated. This process was repeated for 220 dies
from 5 wafers and 2 lots. The average time spent was 30 seconds per die. Fig.
14.2.3 and Fig. 14.2.4 show a comparison between simulated and E-T mea-
sured threshold voltages as functions of Ldrawn  a n d  W drawn , respectively
[14.16].

Fig. 14.2.1 Illustration of E-T based statistical modeling methodology. After Chen et
al. [14.16].

Fig. 14.2.5 shows simulated and measured drain current characteristics for the
95th percentile (or the highest 5%) current characteristics for a W/L=20µm/
0.5µ m NMOS transistor. The RMS error is 4.76%. Excellent agreement was
also observed (RMS error of 4.31%) for the 5th percentile (or the lowest 5%)
drain current characteristics. These observations illustrate the ability of E-T
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Based Statistical Modeling methodology to model a wide variety of process
induced device performance variations.

The distribution of one calculated BSIM3v3 parameter is shown in Fig.
14.2.6. To assess overall I-V curve fit, the RMS error percentage is calculated
between measured and simulated I d - Vd curves for all dies. A distributive
nature is observed (Fig. 14.2.7). The results are summarized in Table 14.2.2
and display excellent fit for all device geometries and both MOS channel
types.

Table 14.2.1 NMOS E-T data used to calculate BSIM3v3 model parameters [14.16].

Note: Similar calculators were performed for PMOS transistors. Percentile columns represent 7
SPICE files which can be used for statistical circuit simulations.

Fig. 14.2.2. Comparison of the 95th percentile and 5th percentile measured current
characteristics for W/L=20µm/0.5µm. After Chen et al. [14.16].
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Fig. 14.2.3. Comparison between simulated (solid line) and measured (markers)
threshold voltage characteristics for three different dies as a function of Ldrawn . After
Chen et al. [14.16].

Fig.14.2.4. Comparison between simulated (solid line) and measured (markers)
threshold voltage characteristics for three different dies as a function of Wdrawn . After
Chen et al. [14.16].
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The total number of extracted SPICE files is only limited by the number of
available E-T data sets. These extracted SPICE files can then be used immedi-
ately (or after Principal Component transformation) for Compact Statistical
Circuit Simulation (CSCS) to be described below.

Fig. 14.2.5. Comparison between simulated (solid line) and measured (markers) 95th
percentile drain current characteristics. The RMS error is 4.76%. After Chen et al.
[14.16].

Fig. 14.2.6. Results from E-T Based Modeling calculation of one BSIM3v3 model
parameter, µ0 . After Chen et al. [14.16].
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Fig. 14.2.7. Distribution of Id-V d RMS error percentages for NMOS W / L=20 µm /
0.5 µm transistors. After Chen et al. [14.16].

Table 14.2.2. Summary of Id-Vd  RMS Error percent-ages for various devices. Low
values for the mean and sigma are observed for all device geometries [14.16].

Device Mean (%) Sigma (%)

NMOS: W/L=20 µm/20 µm 1.6813 0.1311

NMOS: W/L=20 µm/0.5 µm 4.8086 0.9804

NMOS: W/L=1 µm/0.5 µm 4.4581 2.1461

PMOS: W/L=20 µm/20 µm 4.9612 1.7780

PMOS: W/L=20 µm/0.5 µm 4.4868 2.3991

PMOS: W/L=1 µm/0.5 µm 6.4220 2.6335

Wafer to wafer and lot to lot variation can be readily seen. In order to avoid
time consuming repetitive simulation of large circuits, representative smaller
digital circuits are simulated for all 220 extracted SPICE files. The basis for
this efficient methodology is that all digital gates (e.g. inverter, NAND, NOR,
etc.) speeds are highly correlated with one another. Since these smaller circuit
blocks comprise the larger circuit; “worst”, “best”, or other percentile case
files corresponding to these smaller circuits can be said to correspond to simi-
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lar performance of the larger circuits. As an example, an inverter was simu-
lated 220 times and the SPICE model files corresponding to seven specific
delay percentiles were then retained. These were then used for seven simula-
tions of a 4-bit adder. The results are compared (Fig. 14.2.8) against actual 4-
bit adder simulations from all 220 extracted SPICE files. The agreement is
good and shows that accurate speed distributions can be efficiently deter-
mined.

The methodologies using Electrical Test data to directly generate SPICE
model parameter sets and using CSCS to find “tail” models is an efficient sim-
ulation strategy. CSCS circumvents repetitive simulation of large circuits to
produce accurate distribution of circuit speeds.

Fig. 14.2.8. Actual simulated delay density (220 simulations) of a 4-bit adder is com-
pared with that predicted from just seven simulations. The latter used SPICE files
selected for seven specific delay percentiles of small logic circuits. Excellent quanti-
tative agreement is observed. After Chen et al. [14.16].

14.3 Technology Extrapolation and Prediction
Using BSIM3 Model

As discussed in previous chapters, BSIM3 employs physical models for
mobility, short channel effects, etc. Important process parameters such as



400 CHAPTER 14 RF and Other Compact Model Applications

TO X and NCH  explicitly appear in BSIM3 elements such as threshold voltage
Vth , saturation voltage V dsat, output resistance Rout , and substrate current Isub

etc. With built-in geometry and process parameters [14.19], BSIM3 can be
used to predict device characteristics for future technologies. This concept is
called Technology Extrapolation and Prediction [14.20, 14.21]. Technology
Extrapolation (TE) starts with an existing parameter set that has been
extracted from devices fabricated by an existing technology. The major
parameters (usually size and process parameters) such as effective channel
length (Leff) and width (Weff), parasitic series resistances (R d s), long channel
device threshold voltage (V TH0), gate oxide thickness (TOX ), and doping con-
centration (NCH), are slightly altered. This alteration immediately generates a
new set of model parameter for a new or extrapolated technology. TE is useful
for exploring the effect of, say, modestly reducing TOX or L on the perfor-
mance of a product. Technology Prediction (TP) further extends the model's
capability beyond TE by allowing the size and process parameters to take
quite different values that may be appropriate for one or more generations of
technology ahead. In the extreme case, one may use default values for all
unknown model parameters.

The BSIM3 model has been studied for TE and TP of N-channel MOSFETs
with Leff as small as 0.25µm using 8 different technologies (see Table 14.3.1)
[14.21]. TOX ranges from 5.5 to 15.6nm. The needed model parameters were
extracted using BSIMPro [14.22].

Table 14.3.1 Process parameters of technologies used in the study of Technology
Extrapolation and Prediction [14.21]

The TE and TP capabilities of BSIM3 are demonstrated in Figs. 14.3.1 to
14.3.5, where all devices were fabricated by the same process except for dif-
ferent TOX (5.5 nm, 7nm, and 15.6nm). The parameters were extracted from
devices with T OX =  7nm. The model predicts the drain current within 10%

Technology TO X ( n m) NCH (cm- 3)

a 10 2.910 17

b 9 2.510 17

c 11 8.9x10 16

d 13 1.3x10 1 7

e 12 1.8x10 17

f 5.5 1.0x10 17

g 7 1.0x10 17

h 15.6 1.0x10 17
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error for all TOX . This results show that BSIM3 is very useful for technology
developers to estimate the device performance for the next generation. Figs.
14.3.6 and 14.3.7 show the TE results of Idsat , obtained with BSIM3v3 based
on the parameters from technology b, for the next generation technology
(2.5V power supply). It can be seen in Fig. 14.3.6 that, compared with the
device with a 3.3V power supply, the same driving capability (Idsat ) can be
achieved for the device with same channel length but 2.5V power supply if
T OX is properly reduced. In Fig. 14.3.6, higher performance can be obtained
for the 5nm T O X and 0.15µm L device at 2.5V power supply, compared with
that for 9nm TO X and 0.25µm L device at 3.3V power supply. In Fig. 14.3.6, a
similar Vth was used, that is, Vth(L) follows the same relationship for the short
channel effects when channel length L decreases. In Fig. 14.3.7, the TP results
of Idsat /Idsato for different Vth values are given. It can be seen that the reduc-
tion of Vth can improve Idsat , but not very significantly. For the device of
0.25µ m channel length and 5.5nm T OX at 2.5V power supply, only about a 3%
increase of Idsat can be obtained if Vth decreases from 0.5V to 0.3V. Because
the decrease of Vth will increase the off-state leakage current, it should be
done very carefully if one wants to reduce the Vth  to improve the current
drive. The benefit of reducing Vth is of course larger at smaller Vd d’s.

Fig. 14.3.1 Modeled and measured Id-Vd  curves for device h, from which BSIM3
parameters were extracted. After Huang et al. [14.20].

TP, using default parameters, is a much bigger challenge for BSIM3v3 as
many different technologies exist in the world. Thus, it is very important to
choose suitable default values for the model parameters so that we can use the
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set of default parameters in TP for many technologies. Using the default
parameters of BSIM3v3 (except for TO X , NCH , Rds

, and V TH0) the TP results
are shown in Fig. 14.3.8 to Fig. 14.3.10. The maximum error in these plots is
less than 14%.

Fig. 14.3.2 Modeled and measured Idsat  of device h. After Huang et al. [14.20].

Fig. 14.3.3 TE of Idsat  for devices of TOX =55Å, using the same BSIM3 parameters as
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those for Fig. 14.3.1 except for TO X and NCH. After Huang et al. [14.20].

Fig. 14.3.4 Saturation currents for devices with TO X = 156Å using the same BSIM3
parameters as those in Fig. 14.3.1 except for TO X and N CH. After Huang et al.
[14.20].
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Fig. 14.3.5 TE of drain current with TO X = 55Å using the same BSIM3 parameters as
those in Fig. 14.3.1 except for TO X and NCH . After Huang et al. [14.20].

Fig. 14.3.6 TP of Idsat  for different TO X. Idsat  is the saturation current at Vd d=2.5V.
I dsato is for device b with Leff =0.25µ m and Vth =0.63V at Vdd  =3.3V. After Cheng et
al. [14.21].

Fig. 14.3.7 TP of I dsat for different Vth. Idsat  is the saturation current for Vdd  =2.5V
a n d  T O X =5.5nm. Idsato is defined in Fig 14.3.6. After Cheng et al. [14.21].
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Fig. 14.3.8 Technology Prediction of saturation currents of NMOSFETs for different
technologies using BSIM3v3 default parameters except for TOX, N CH , Rds , and VTH0.
After Cheng et al. [14.21].

Fig. 14.3.9 Technology Prediction of Ids- V gs  characteristics of NMOSFETs (at fixed
V ds  and Vbs) for several technologies using BSIM3v3 default parameters except for
T OX , NCH , Rd s, and VTH0 . After Cheng et al. [14.21].
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Fig. 14.3.10 Technology Prediction of Id s- Vd s characteristics of NMOSFETs (at fixed
V g s and V b s) for several technologies using BSIM3v3 default parameters except for
TO X, NCH , Rd s, and VTH0 . After Cheng et al. [14.21].
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APPENDIX A BSIM3v3 Parameter
Table

A.1 Model control parameters

Symbols in Symbols in Description Default Unit Can be
equation/ source code binned?

book
Level level BSIM3v3 model 8 (In Berke- none No

selector in the simula- ley Spice3)
tor

Version version BSIM3v3 version 3.2 none No
selector

mobMod mobmod Mobility model selec- 1 none No
tor

capMod capmod Capacitance model 3 (in none No
selector BSIM3v3.2)

nqsMod nqmod NQS model selector 0 none No
noiMod noimod Noise model selector 1 none No

paramChk paramchk Flag parameter for 1 none No
parameter checking

binUnit binunit Flag parameter for the 1 none No
units of size parame-
ters in binning
approach
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A.2 Process parameters

Symbols Symbols in Description Default Unit Can be
in equa- source code binned?

tion

TOX tox Gate oxide thickness 1.5x10-8 m No

TOXM toxm Nominal Tox at which T mox No
parameter are extracted

XJ xj Junction Depth 1.5x10-7 m Yes

NCH nch Channel doping concen- 1.7x1017 1/cm3 Yes
tration

N SUB nsub Substrate doping concen- 6.0x1016 1/cm3 Yes
tration

γ1 gamma1 Body-effect coefficient Calcu- V 1/2 Yes
near the interface lated

γ2 gamma2 Body-effect coefficient in Calcu- V1/2 Yes
the bulk lated

XT xt Doping depth 1.55x10-7 m Yes

VBX vbx Vbs at which the depletion Calcu- V Yes
width equals XT lated

A.3 Parameters for Vth model

Sym- Sym- Description Default Recom- Unit Can be
bols in bols in mended binned
equa- source value ?
tion code range

V TH0 Vth0 Threshold voltage @ Vbs 0.7 for -2~2 V Yes
=0 for large L. nMOS
Typically Vth0>0 for -0.7 for
NMOSFET and Vth0 <0 PMOS
for PMOSFET

VFB vfb Flat band voltage calculated -2~2 V No
K 1 k1 First-order body effect 0.53 0~1 V1/2 Yes

coefficient

K2 k2 Second-order body -0.0186 -0.05~ 0 none Yes
effect coefficient

K3 k3 Narrow width coeffi- 80.0 10-3~102 none Yes
cient
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k3b

w0

nlx

dvt0w

dvt1w

dvt2w

dvt0

dvt1

dvt2

vbm

0.0

2.5x10 -6

1.74x10- 7

0

5.3x106

-0.032

2.2

0.53

-0.032

-3

-10~10 1/V Yes

10-6 ~10-5 m Yes

10 -8~10-6 m Yes

0~10 none Yes

0~1/Leff 1/m Yes

-0.05~0 1/V Yes

0~10 none Yes

0~1 none Yes

-0.05~0 1/V Yes

-3 ~ -10 V Yes

Body effect coefficient
of K3

Narrow width parameter

Lateral non-uniform
doping coefficient

First coefficient of nar-
row width effect on Vth
at small L

Second coefficient of
narrow width effect on
Vth at small L

Body-bias coefficient of
narrow width effect on
V th  at small L

First coefficient of
short-channel effect on
Vth

Second coefficient of
short-channel effect on
V th

Body-bias coefficient of
short-channel effect on
Vth

Maximum applied body
bias in Vth calculation

K 3B

W0

NLX

D VT0W

DVT1W

D VT2W

DVT0

DVT1

D VT2

VBM

A.4 Parameters for I-V model

Sym-
bols in
equa-
tion

Sym-
bols in
source
code

Description

Mobility at T =
TNOM
NMOSFET
PMOSFET

First-order mobil-
ity degradation
coefficient

Second-order
mobility degrada-
tion coefficient

Unit Can be
binned

?

Yes
cm²/V/

sec

m/V Yes

Yes(m/V)²

Default Recom-
mended value

range

100~1000
670.0
250.0

2.25x10-9
10-10~10-8

5.87x10 -
 10 -21 -18

19 ~10

µ 0 uo

UA  ua

UB ub
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uc

vsat

a0

ags

b0

b1

keta

a1

a2

rdsw

prwg

prwb

wr

wint

Body-effect of
mobility degrada-
tion coefficient

Saturation veloc-
ity at T =  T NOM

Bulk charge
effect coefficient
for channel length

Gate bias coeffi-
cient of the bulk
charge effect

Bulk charge
effect coefficient
for channel width

Bulk charge
effect width ofset

Body-bias coeffi-
cient of the bulk
charge effect

First non-satura-
tion parameter

Second non-satu-
ration parameter

Parasitic resis-
tance per unit
width

Gate bias effect
coefficient of Rds

Body bias effect
coefficient of R ds

Width offset from
Weff for Rds calcu-
lation

Width offset fit-
ting parameter
without bias
effect

mob-
Mod=

l,2:
-4.65x10 -

11

mob-
Mod= 3: -

0.0465

8.0x104

1.0

0.0

0.0

0.0

-0.047

0.0

1.0

0.0

0

0

1.0

0.0

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

No

Mob-

mod=1,2: -10-

11~-10-8

Mobmod=3: -

10-3~0

104~  10 5

0~2

-1~1

0~10 -5

0~10-7

-10-3~0

0~0.1

0.4~1

102~10-3

-10-3 ~0

-10-3~0

l~5

0~3x10-7

m/V²

1/V

m/sec

none

1/V

m

m

1/V

1/V

none

Ω µm Wr

V-1

V -1/2

none

m

UC

VSAT

A0

A GS

B0

B1

K ETA

A1

A2

RDSW

PRWG

PRWB

WR

WINT
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L lint Length offset fit- 0.0INT 0~3x10 -7 m No
ting parameter
without bias
effect

D WG dwg Coefficient of 0.0 0~10-7 m/V Yes
Weff ’s gate depen-
dence

D dwb Coefficient of 0.0WB 0~10 -7 m/V1/2 Yes
W eff’s body bias
dependence

V voff Offset voltage in -0.08OFF -0.15~0 V Yes
the subthreshold
region at large W
and L

N nfactor Subthreshold 1.0FAC- 0~2 none Yes

TOR swing factor

E eta0 DIBL coefficient 0.08 0~1 none YesTA0
in subthreshold
region

E etab Body-bias coeffi- -0.07TAB ~0
cient for the sub-

-10-3 1/V Yes

threshold DIBL
effect

PCLM pclm Channel length
modulation
parameter

P pdiblc1 First output resis-DIBLC1
tance DIBL effect
correction param-
eter

1.3

0.39

0.1~10

0~1

none

none

Yes

Yes

P pdiblc2 Second outputDIBLC2 ~10
resistance DIBL
effect correction
parameter

0.0086
10-5 -2

none
Yes

PDIBLCB pdiblcb Body effect coef- ~0
ficient of DIBL
correction param-
eters

0 -10-3 1/V Yes

D drout L dependence 0~1 YesROUT
coefficient of the 0.56 none
DIBL
correction param-
eter in R out
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PSCBE1 pscbe 1

PSCBE2 pscbe2

PVAG pvag

δ delta

N GATE ngate

DSUB dsub

CIT cit

C DSC cdsc

CDSCD cdscd

CDSCB cdscb

First substrate
current induced
body-effect
parameter

Second substrate
current induced
body-effect
parameter

Gate dependence
of Early voltage

Effective Vds
parameter

Poly gate doping
concentration

DIBL coefficient
exponent in sub-
threshold region

Interface trap
capacitance

Drain/Source to
channel coupling
capacitance

Drain-bias sensi-
tivity of CD S C

Body-bias sensi-
tivity of CD S C

4.24x10 8
108~8x108 V/m Yes

1.0x10 -5
10-9 ~10 -4 m/V

2.4x10-4
0~10-3

Yes

none Yes0.0 -10~10

V Yes0.01 10-3~0.03

0 2x10 18 ~

9x10 24

cm-3 Yes

0~1 none YesDROUT

0.0 -10-4~10-3 F/m² Yes

F/m² Yes

F/Vm² Yes0.0 0~10-3

F/Vm² Yes0.0 -l0-4~0

A.5 Parameters for capacitance model

Symbols Symbols
in equa- in source

tion code

XPART xpart

C GSO cgso

CGDO cgdo

CGBO cgbo

Description Default Unit can be
binned?

0 none

calcu-
lated

F/m

No

No

calcu-
lated

F/m N o

0.0 F/m No

Charge partitioning flag

Non LDD region source-
gate overlap capacitance
per channel length

Non LDD region drain-
gate overlap capacitance
per channel length

Gate bulk overlap capaci-
tance per unit channel
length
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CGSL cgsl Light doped source-gate 0.0 F/m Yes
region overlap capacitance

C GDL cgdl Light doped drain-gate 0.0 F/m Yes
region overlap capacitance

CKAPPA ckappa Coefficient for lightly 0.6 F/m Yes
doped region overlap
capacitance

C F cf Fringing field capacitance calcu- F/m Yes
lated

CLC

CL E

D L C

DWC

VFBCV

N OFF

V OFFCV

ACDE

M OIN

clc Constant term for the short 1.0x10 -7 m Yes
channel model

cle Exponential term for the 0.6 none Yes
short channel model

dlc Length offset fitting lint m No
parameter

dwc Width offset fitting param- wint m No
eter

vfbcv Flat-band voltage parame- -1 V Yes
ter (for capMod =0 only)

noff C-V parameter for Vgsteff,cv 1.O none Yes

voffcv Offset voltage parameter 0.0 V Yes
of Vth from weak to strong
inversion in C-V model

acde Exponential coefficient for 1.O m/V Yes
the charge thickness in
accumulation and deple-
tion regions

moin Coefficient for the gate- 15.0 V 1/2 Yes
bias dependent surface
potential

A.6 Parameters for effective channel length/width in I-V model

Symbols Symbols Description Default Unit Can be
in equa- in source binned?

tion code

W LN wln Power of length depen- 1.0 none No
dence of width offset

W L w l Coefficient of length
dependence for width
offset

0.0 mW ln
No
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Default

1.0

0.0

0.0

1.0

0.0

1.0

0.0

0.0

Can be
binned?

No

No

No

No

No

No

No

No

Unit

mL ln

none

m Wwn

mWwn + Wln

none

none

mLwn

mLwn + L ln

Symbols Symbols Description
in equa- in source

tion code

WWN wwn Power of width depen-
dence of width offset

W W ww Coefficient of width
dependence for width
offset

WWL wwl Coefficient of length and
width cross term for
width offset

LLN lln Power of length depen-
dence for length offset

LL ll Coefficient of length
dependence for length
offset

LWN lwn Power of width denpen-
dence for length offset

LW lw Coefficient of width
dependence for length
offset

LW L lwl Coefficient of length and
width cross term for
length offset

A.7 Parameters for effective channel length/width in C-V model

Symbols
in equa-

tion

Symbols
in source

code

LL C llc

LWC lwc

Description

Coefficient of length
dependence for channel
length offset in C-V mod-
els

Coefficient of width
dependence for channel
length offset in C-V mod-
els

Can be
binned?

No

No

Default

LL

LW

Unit

mLLN

mLWN
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Symbols Symbols Description Default Unit Can be
in equa- in source binned?

tion code

L WLC lwlc Coefficient of length and LWL mLWN + LLN  No
width dependence for
channel length offset in C-
V models

WLC wlc Coefficient of length WL mWLN No
dependence for channel
width offset in C-V models

WW C wwc Coefficient of width WW mWWN No
dependence for channel
width offset in C-V models

WWLC wwlc Coefficient of length and WWL mWLN + WWN No
width dependence for
channel width offset in C-
V models

A.8 Parameters for substrate current model

Symbols
in equa-

tion

α0

α1

β0

Symbols
in source

code

alpha0

alpha1

beta0

Description Default Unit Can be
binned?

The first parameter of
substrate current

0 m/V Yes

The length scaling
parameter of substrate
current model

0 1/V Yes

The second parameter of
substrate current

30 V Yes

A.9 Parameters for noise models

Symbols Symbols Description Default Unit Can be
in equa- in source binned?

tion code

AF af Flicker noise 1 none No
exponent

EF ef Flicker Fre- 1 none No
quency exponent
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EM

K F

N OIA

NOIB

NOIC

em

kf

noia

noib

noic

Saturation elec- 4.1x10 7 V/m No
trical field
parameter

Flicker noise 0 s1-EfA2-Af F No
coefficient

Noise parameter (nmos) 1020 s1-Efm-3ev-1 No
A (pmos) 9.9x1018

Noise parameter (nmos) 5x10 4 s1-Efm-1ev-1 No
B (pmos) 2.4x10³

Noise parameter (nmos) -1.4x10-12 s1-Efmev-1 No
C (pmos) 1.4x10-12

A.10 Parameters for models of parasitic components

Symbols Symbols Description Default Unit Can be
in equa- in source binned?

tion code

RSH rsh Sheet resistance in 0 Ω/square No
source/drain regions

A S as Area of the source 0 m ² No
region

AD ad Area of the drain region 0 m² No
PS ps Perimeter of the source 0 m No

region

PD pd Perimeter of the drain 0 m No
region

N RS nrs Numbers of the squares 1 none No
in the source region

N RD nrd Numbers of the squares 1 none No
in the drain region

JS0 j s Saturation current den- 10-4 A/m² No
sity of bottom junction
diode

JS0SW jssw Saturation current den- 0 A/m No
sity of sidewall junction
diode

NJ nj Emission coefficient of 1 none Yes
source/drain junctions

XTI xti Temperature exponent 3.0 none Yes
coefficient of junction
current

IJTH ijth Diode limiting current 0.1 A No
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CJ cj Source/drain (S/D) bot-
tom junction capaci-
tance per unit area at
zero bias

MJ mj S/D bottom junction
capacitance grading
coefficient

5x10-4 F/m² No

0.5 none No

P B pb Bottom junction built-in 1.0 V No
potential

CJSW cjsw S/D field oxide side- 5x10-10 F/m No
wall junction capaci-
tance per unit length at
zero bias

M JSW mjsw S/D field oxide side- 0.33 none No
wall junction capaci-
tance grading
coefficient

P BSW pbsw Source/drain field oxide 1.0 V No
sidewall junction built-
in potential

CJSWG cjswg S/D gate edge sidewall Cjsw F/m No
junction capacitance per
unit length at zero bias

MJSWG mjswg S/D gate edge sidewall Mjsw none No
junction capacitance
grading coefficient

PBSWG pbswg Built-in potential of the Pbsw V No
source/drain gate edge
sidewall junction

A.11 Parameters for models of temperature effects

Symbols Symbols
in equa- in source

tion code

TNOM tnom

PRT prt

µ TE ute

kt1KT1

Description Default

Temperature at which
parameters are extracted

Temperature coeffi-
cient for Rdsw

Mobility temperature
exponent

Temperature coeffi-
cient for threshold volt-
age

27

0.0

-1.5

-0.11

Unit

°C

Ω-µm

none

V

Can be
binned?

No

Yes

Yes

Yes
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K TIL kt11 Channel length sensitiv- 0.0 Vm Yes
ity of temperature coef
ficient
for threshold voltage

K T2 kt2 Body-bias coefficient of 0.022 none Yes
the Vth temperature
effect

UA1 ua1 Temperature coeffi- 4.31 x10-9 m/V Yes
cient for Ua

U B1 ub1 Temperature coeffi- -7.61x10-18 (m/V)² Yes
cient for Ub

UC1 uc1 Temperature coeffi- mobMod= 1, m/V² Yes
cient for Uc 2:

-5.6x10-11

mobMod=3: 1/V
-0.056

A T at Temperature coeffi 3.3x104 m/sec Yes
cient for saturation
velocity

N J nj Emission coefficient of 1.0 none Yes
junction

XT1 xti Temperature exponent 3.0 none Yes
coefficient of junction
current

TCJ tcj Temperature coeffi- 0.0 1/K No
cient of Cj

TCJSW tcjsw Temperature coeffi- 0.0 1/K No
cient of Cjsw

TC J W G tcjswg Temperature coeffi- 0.0 1/K No
cient of Cjswg

TPB tpb Temperautre coeffi- 0.0 V/K No
cient of Pb

T PBSW tpbsw Tamperature coeffi 0.0 V/K No
cient of Pbsw

TPBSWG tpbswg Temperature coeffi- 0.0 V/K No
cient of Pbswg

A.12 Parameters for NQS model

Symbols in
equation

ELM

Symbols in Description Default Unit Can be
source code binned?

elm Elmore constant of 5 none Yes
the channell



BSIM3v3 Model
Equations

APPENDIX B

B.1 Vth equations
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B.2 Effective V gs - Vth



B.3 Mobility 423

B.3 Mobility

For mobMod=1

For mobMod=2

For mobMod=3

B.4 Drain Saturation Voltage

For Rds>0 or λ≠1

For R ds =0, λ=1
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B.5 Effective Vds

B.6 Drain Current Expression
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B.7 Substrate current
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B.8 Polysilicon depletion effect

APPENDIX B BSIM3v3 Model Equations

B.9 Effective channel length and width

L eff = L drawn – 2d L

Weff =W drawn – 2dW

Weff ' = Wdrawn – 2 dW'

B.10 Drain/Source resistance

B.11 Capacitance model equations

(A) Dimension Dependence

Lactive = Ldrawn  – 2δLeff

Wactive = Wdrawn  – 2δWeff
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(B) Overlap Capacitance

(1) For capMod= 0:

(I) Source overlap capacitance

(II) Drain overlap capacitance

(III) Gate overlap capacitance

Qoverlap,g = –(Qoverlap,s + Qoverlap,d )

(2) For capMod = 1:

(I) Source overlap capacitance

If Vgs <0

Otherwise



428 APPENDIX B BSIM3v3 Model Equations

If Vgd <0

(II) Drain overlap capacitance

Otherwise

(III) Gate overlap capacitance

(3) For capMod= 2:

(I) Source overlap capacitance

where δ1 = 0.02.

(II) Drain overlap capacitance
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where δ2 = 0.02.

(III) Gate overlap capacitance

(C) Intrinsic Charges

(1) For capMod =0

(I) If Vgs< VFBCV + Vb s

QG = –QB

(II) If VFBCV +Vbs< Vgs <Vth

(III) If Vgs >Vth

QG + QI N V + QB = 0

QI N V = QS QD

Q Q



430 APPENDIX B BSIM3v3 Model Equations

i. 50/50 charge partition (XPART=0.5)

If Vds < Vdsat

If Vds >Vdsat,cv
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ii. 40/60 charge partition (X PART <0.5)

When Vds<Vdsat,cv

QS = –(QG + QB + QD )

When Vds ≥ Vdsat,cv
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QS = –(QG + QB  + QD )

iii. 0/100 charge partition (X PART>0.5)

When Vds<Vdsat,cv

QS = –(QG + QB + QD)

When Vds ≥Vdsat,cv

QD = 0
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QS = –(QG + QB  + QD )

(2) For capMod =1

QG = –(QB  + QINV )

QB  = QDEP + QACC

QDEP = QDEP0 + δQDEP

(I) When Vgs < fb+Vbs+Vgsteff,cv

QB  = QACC = –QG0

(II) When Vgs≥ vfb+Vbs+Vgstef f ,cv

v
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QB = QDEP0 = –QG0

If 0< Vds ≤ Vdsat,cv 

Q DEP  = Q DEP0 + δQDEP

If Vds  > Vdsat,cv 

QB  = QDEP = QDEP0 + δQDEP

i. 50/50 charge partition

If 0 < Vds ≤ Vdsat,cv

If Vds > Vdsat,cv
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ii. 40/60 charge partition

If 0 < Vds ≤ Vdsat,cv

QD = –(QG + QB + QS )

If Vds  > Vdsat,cv

QD = –(QG + QB  + QS )

iii. 0/100 charge partition

If 0<Vds ≤ Vdsat,cv

QD = –(QG + QB  + QS )

If Vds > Vdsat,cv

QD = –(QG + QB  + QS )

(3) For capMod =2
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QG = –(QB +QINV )

QB = QDEP + QACC

QINV = QS + QD

Q DEP  = QDEP0  + δQ DEP

where δ3 = 0.02

where δ4=0.02.
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i. 50/50 charge partition

ii. 40/60 charge partition

iii. 0/l00 charge partition
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(4) For capMod=3

(In accumulation)

QACC = WactiveLativeCoxeffVgbacc

(In strong inversion)
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where δ4=0.02.

i. 50/50 charge partition

ii. 40/60 charge partition
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iii. 0/100 Charge Partition

B.12 Noise model equations

1. SPICE2 flicker noise model (noiMod=1, 4)

2. Unified flicker noise model (noiMod=2,3)

1). Strong inversion region (Vgs -Vth >0.1V):
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2). Moderate inversion and subthreshold regions (Vgs-Vth ≤ 0.1V)

where Slimit is the flicker noise, Eq. (7.3.29), calculated at Vgs =Vth+0.1V.

3. Modified SPICE2 thermal noise model (noiMod=1,3)
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4. BSIM3 thermal noise model (noiMod=2,4)

(1) When capMod=0,

a). Linear region (Vgs>Vth , Vds<Vdsat’cv)

b). Saturation region (Vgs>Vth, Vds ≥ Vdsat’cv )

(2) When capMod=1,

a). Linear region (Vgs>Vth , Vds<Vdsat’cv)

b). Saturation region (Vgs >Vth , Vds≥V dsat’cv)

(3) When capMod=2,
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(4) When capMod=3,

B.13 DC model of the source/drain diodes

If Isbs  is not positive,

Ibs  = GMIN  Vbs

If Isbs is larger than zero, the following equations will be used to calculate the
S/B junction current Ibs, depending on the value of IJTH specified in the
model card.
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When IJTH is equal to zero,

If IJTH is not zero,

If Vbs<Vjsm

If Vbs≥Vjsm

B.14 Capacitance model of the source/bulk and drain/bulk diodes

Capbs = Cjbst +Cjbsswgt + Cjbsswt

Cjbst = AsCjbs

If Ps > Weff ’,

Cjbsswgt = Weff ' Cjbsswg

C jbsswt = (Ps – Weff ')Cjbssw

Capbs = AsCjbs + W eff' Cjbsswg + ( Ps – Weff ')C jbssw

If Ps ≤ Weff ’,

Cjsbswgt = PsCjbsswg

Capbs = AsCjbs + Ps Cjbsswg
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The drain-bulk capacitance model equations are the same but substituting s
with d in the subscripts.

B.15 Temperature effects

(mobMod=1)

(mobMod =2)

(mobMod =3)
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B.16 NQS Model Equations
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where i represents the four terminals (g, s, d, b) and Cdi and Csi are the intrinsic
capacitances in the strong inversion. The corresponding value of Sxpart c a n  b e
derived from the fact that Dxpart+Sxpart =1 .

In the accumulation and depletion regions, if XPART <0.5, D xpart=0.4; if
X PART  =0.5, Dxpart =0.5; i f  X PART >0.5 Dxpart=0.

B.17 A note on the poly-gate depletion effect

If the poly-gate depletion effect is included, all V gs in the above DC and AC
model equations will be replaced by Vgs_eff :



APPENDIX C Enhancements and
Changes in BSIM3v3.1
versus BSIM3v3.0

C.1 Enhancements

Many improvements have been made in the BSIM3v3.1 code, released in
Dec. of 1996, relative to the BSIM3v3.0 code released in Oct. of 1995:

(1) Code improvements to avoid any model discontinuity that may be caused
by bad values of certain parameters.
(2) Code changes to avoid any algebraic problems such as divide by zero or
square root domain.
(3) Bug fixes.
(4) Addition of a new routine to check certain parameters for proper value
ranges.
(5) Addition of options for using different noise models.
(6) Modification of the S/B and D/B diode model.
(7) Add capmod=0 for BSIM1-like long channel capacitance model.
(8) Code clean-up

C.2 Detailed changes

The routines B31d.c, b3temp.c, b3noi.c, b3mpar.c, b3.c, b3mask.c, b3set.c,
and bsim3ext.h have been changed. A description of the changes is given in
the following:
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1. Code improvement to avoid any model discontinuity caused by certain
parameters or unusual operation bias conditions.

(1) To avoid any problems caused by 1+dvt2*Vbseff in Vth calculations in
b31d.c
if (T1=1+dvt2*Vbseff)<0.5
T1=(1+3*dvt2*Vbseff)/(3+8*dvt2*Vbseff)
(2) To avoid any problems caused by 1+dvt2w*Vbseff in Vth calculations in
b31d.c
if (T1=1+dvt2w*Vbseff)<0.5
T1=(1+3*dvt2w*Vbseff)/(3+8*dvt2w*Vbseff)
(3)To avoid any problems caused by nfactor*esi/
Xdep+theta0*(cdsc+cdscb*Vbseff+Cdscd*Vds) in calculating n in b31d.c.
if (n=1+nfactor*esi/Xdep+theta0*(cdsc+cdscb*Vbseff+Cdscd*Vds))<-0.5

n=[1+3*nfactor*esi/Xdep+theta0*(cdsc+cdscb*Vbseff+Cdscd*Vds)]/
{3+8*[nfactor*esi/Xdep+theta0*(cdsc+cdscb*Vbseff+Cdscd*Vds)]}
(4) To avoid any problems caused by Abulk0 and Abulk in b31d.c.
if (Abulk0<0.1)
Abulk0=(0.2-Abulk0)/(3-20*Abulk0)
if (Abulk<0.1)
Abulk=(0.2-Abulk)/(3-20*Abulk)
(5) To avoid any problems caused by dwg and dwb in calculating Weff in
b31d.c.
if (Weff<2.e-8)
Weff=2.e-8(4.e-8-Weff)/(6.e-8-2*Weff)
(6) To avoid any problems caused by Prwg*Vgsteff+Prwb*(sqrt(PHI-VBS)-
Sqrt(PHI)) in calculating Rds in b31d.c.
If {T0=Prwg*Vgsteff+Prwb*(sqrt(PHI-VBS)-Sqrt(PHI))}<-0.9
Rds=Rds0*(0.8+T0)/(17+20*T0)
(7) To avoid problems caused by 1/(1+Keta*Vbseff) in calculating Abulk in
b3ld.c.
if (T0=1/(1+Keta*Vbseff)>10
T0=(17+20*Keta*Vbseff)/(0.8+Keta*Vbseff)
(8) To avoid problem caused by the denominator in calculating µeff in b31d.c.
Denomi=1+T5
if (T5<-0.8)
Denomi=(0.6+T5)/(7+10*T5)
(9) To avoid problems caused by A1*Vgsteff+A2 in calculating lambda in
b3ld.c.
if A1>0
Lambda=1-0.5(T1+T2)
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T1=1-A2-A1*Vgsteff-1.e-4
T2=sqrt(T1*T1+0.004*(1-A2))
else
Lambda=0.5(T1+T2)
T1=A2+A1*Vgsteff-1.e-4
T2=sqrt(T1*T1+0.004*A2)
(10) To avoid problems caused by 1/(pdiblcb*Vbseff) in calculating Vadibl in
b3ld.c.
T7=pdiblcb*Vbseff
T3=1/(1+T7)
if (T7<-0.9)
T3=(17+20*T7)/(0.8+T7)
(11) To avoid problems caused by 1+Pvag*Vgsteff/(Esat*Leff) in calculating
Va in b3ld.c.
T9=Pvag*Vgsteff/(Esat*Leff)
T0=1+T9
if (T9<-0.9)
T0=(0.8+T9)/(17+20T9)
(12) To avoid problems caused by eta0+etab*Vbseff in b3ld.c.
if (T3=eta0+etab*Vbseff)<1.e-4
T3=(2.e-4-T3)/(3.-2.e-4*T3)
(13) To avoid problems caused by Vgs_eff in b3ld.c
Vgs_eff=Vgs-Vpoly
if (Vpoly>1.12)
Vgs_eff=Vgs-T5
T5=1.12-0.5*(T7+T6)
T7=1.12-Vpoly-0.05
T6=sqrt(T7*T7+0.224)

2. Code change to avoid math problems such as divide by zero or square root
domain.

(1) Introducing smoothing functions to avoid any Sqrt Domain errors in cal-
culating T1 in calculation of capacitance when capmod=1 and 2 in b3ld.c.
(2) Code change in calculating the Vascbe in b3ld.c to avoid the problem of
divide by zero when pscbe2=0

3. Bug fixing

(1) “ldvt1w and ldvt2w missed their ‘w’ ” at line 519 and 523 in b3mset.c
(2) “undefined vfb parameter when Vth0 is not defined” in b3temp.c
(3) “considering CONSTCtoK twice” at line 53, 69, and 232 in b3noi.c
(4) “here->BSIM3gtg should be here->gtb” in line 1905 in b3ld.c
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(5) uninitialized parameters in SizeDepend structure in b3temp.c
(6) “0.5 should be dxpart” in 1901 in b3ld.c.

4. Addition of a new routine to check parameters:

A new routine called as b3check.c has been created to check the parameters
before doing the simulation. In this routine, the following parameters are
checked: Leff, L effCV, Weff , WeffCV, NLX, NCH, VBSC, T OX , D VT0 , DVT0W , DVT1,
D VT1W, W , C , D
vsattemp, P

0, NFACTOR DSC, CDSCD, ET0, B1, U0 ELTA, A1, A2, R
, C

DSW,
CLM, PDIBLC1 , PDIBLC2 LC. For some parameters such as T OX,

XJ, and NLX the simulator outputs “Fatal error” and quits the simulation if the
users input any parameters outside the bounds in the code. For Some parame-
ters such as ET0, A1, A2 etc., the simulator outputs a “Warning” message to let
the users know that they are using some unsuitable parameters for their simu-
lation.

(1) Values of parameters outside the following bounds would be treated as
“fatal errors”:

(2) Values of parameters within the following regions would be treated as
“warning errors”:

N LX>-Leff but <0
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5. Changes in noise routine:

(1) Adding two more options (noiMod= 1, 2, 3, 4) for users to use different
combinations of thermal and flicker noise models.
noiMod=1: SPICE2 flicker noise model + SPICE2 thermal noise model;
noiMod=2: BSIM3 flicker noise model + BSIM3 thermal noise model;
noiMod=3: SPICE2 thermal noise model + BSIM3 flicker noise model;
noiMod=4: SPICE2 flicker noise model + BSIM3 thermal noise model.
(2) Adding the Gmb term in the calculation of SPICE2 thermal noise model
equation.

6. Modify the S/B and D/B diode model.

(1) Modify the code for the calculation of source/bulk and drain/bulk diode
currents (One new parameter, JSSW , is introduced for the parasitic side junc-
tion current).



454 APPENDIX C Enhancements and Changes in BSIM3v3.1 versus BSIM3v3.0

(2) Modify the code for the calculation of source/bulk and drain/bulk diode
parasitic side capacitances (Three new parameters, CJSWG , P BSWG, and
MJSWG , are introduced for the sidewall parasitic capacitances at gate side).
(3) Add the code to account for the temperature effect of S/B and D/B diode
(two more parameters, X T Iand N J , are introduced).

7. Add capMod =0 for capacitance model.

8. Other code change and clean-ups:

(1) Change the code in b3set.c to calculate CF according to the equation in the
manual as the default value instead of zero when it is not given by the user.
(2) Add an option for users to use high VBC value in the simulation when
parameter K2>0
If K 2<0
Vbc =0.9*[PHI-(0.5*k1/k2)2]
else
Vbc=-30 if (Vbm>=-30)
Vbc=Vbm if (Vbm<-30)
(3) Change judgment condition for poly gate depletion effect in b3ld.c.
Poly-gate depletion effect is calculated if NGATE >NCH and V gs > VFB+PHI)
(4) Code change for the calculation of Vgsteff function in b3ld.c.
(5) One parameter, version, was added for the version control of the code. The
default value is 3.1 in the release of BSIM3v3.1.
(6) One flag parameter, paramchk, was added for users to have the option to
turn on or off the parameter checking for warning error.
(7)Code clean-ups to improve the calculation efficiency.
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Changes in BSIM3v3.2
versus BSIM3v3.1

D.1 Enhancements

BSIM3v3.2, released in June of 1998, has the following enhancements and
improvements relative to BSIM3v3.1 released in Dec. of 1996:

(1) A new intrinsic capacitance model (the charge thickness model) consider-
ing the finite charge layer thickness determined by quantum effects is intro-
duced as capMod=3. It is smooth, continuous and accurate in all operating
regions.

(2) Improved modeling of C-V characteristics at the transition from weak to
strong inversion.

(3) Add the oxide thickness dependence in the threshold voltage (V th) model.

(4) Add the flat-band voltage (VFB) as a new model parameter.

(5) Improved substrate current scalability with channel length.

(6) Restructure the non-quasi-static (NQS) model, adding NQS into the pole-
zero analysis and fixing bugs in NQS code.

(7) Add temperature dependence into the diode junction capacitance.

(8) Support a resistance-free diode and current-limiting feature in the DC
diode model.
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(9) Use the inversion charge from the capacitance models to evaluate the
BSIM3 thermal noise

(10) Elimination of the small negative capacitance of Cgs and Cgd in the accu-
mulation-depletion regions.

(11) Introduce a separate set of channel-width and length dependence
parameters to calculate effective channel length and width for C-V models for
better fitting of the capacitance data.

(12) Add parameter checking to avoid bad values for certain parameters.

(13) Bug fixes.

D.2 Detailed changes

1. Two model parameters NOFF  and V OFFCV are introduced in Vgsteff,cv to
adjust the C-V curve shape when Vgs  is around Vth. NOFF  defaults to 1.0 and
V OFFCV defaults to 0.0 for backward compatibility; if (NOFF<0.1) and
(NOFF>4.0), or if (VOFFCV<-0.5) and (VOFFCV>0.5), warning messages will
be given. Vgsteff,cv has been re-implemented to avoid any potential discontinui-
ties and numerical instabilities.

2. A new parameter TOXM is introduced to represent the TOX dependence in
the model parameters K1 and K 2. TOXM  has a default value of TOX . If TOX is
equal to or smaller than zero, a fatal error message will be given. The scalabil-
ity of Vth model with respect to TOX is improved.

3. A new parameter VFB has been added for the flat band voltage in the DC
model to improve the model accuracy for MOSFETS with different gate mate-
rials. VFB defaults to the following for backward compatibility: if vth0 is not
given, VFB will be computed from Vth0; otherwise VFB=-1.0.

4. A new parameter ‘alpha1’ is added to improve substrate current scalability
with the channel length. It defaults to 0.0 for backward compatibility with
BSIM3v3.1.

5. The NQS model is re-implemented. A new charge partitioning scheme is
used which is physically consistent with that in the quasi-static C-V model
and significantly improves the simulation performance. The parameter nqs-
mod is now an element (instance) parameter, no longer a model parameter in
the release of BSIM3v3.2.
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6. Temperature dependence in the diode junction capacitance model is added,
where both the unit area junction capacitance and built-in potential are now
temperature dependent. All new parameters for the temperature effect of junc-
tion capacitances are set to zero to be identical to BSIM3v3.1 by default.

7. The DC junction diode model now supports a resistance-free diode model
and a current-limiting feature. A current limiting model parameter ijth is
introduced which corresponds to two critical voltages: vjsm and vjdm. BSIM3
will calculate vjsm and vjdm depending on the value of IJTH . For the S/B
diode, if IJTH is explicitly specified to be zero, BSIM3 will not calculate
either vjsm or vjdm; a resistance-free (pure) diode model will be triggered;
Otherwise (IJTH>0.0), a current-limiting feature will be used and vjsm and
vjdm will be evaluated. IJTH defaults to 0.1. However, users are highly rec-
ommended to always explicitly specify IJTH =0.1 in the model cards if they
want to use the default value of IJTH . Backward compatibility for the diode I-
V model is therefore not kept.

8. The inversion charge equations of the C-V models (capMod 0, 1, 2 or 3) are
used to calculate the BSIM3 thermal noise when noiMod = 2 or 4. The old
channel charge equation is removed; backward compatibility is not kept on
advice from the Compact Model Council.

9. A zero-bias vfb  calculated from Vth is used in capmod 1,2 and 3 when ver-
sion = 3.2. If version < 3.2, the old bias-dependent vƒb is kept for capMod 1
and 2 for backward compatibility; capmod 3 does not support the old bias-
dependent vƒb.

10. New parameters LLC, L WC, L WLC, W LC, WWC , and WWLC are introduced
in BSIM3v3.2. They default to the corresponding DC parameters LL, L W,
L WL, W L , WW , and WWL, respectively, for backward compatibility.

11. Parameter checking for some parameters are added.

PSCBE2  <= 0.0, the user will be warned of the poor value used.

If (M OIN < 5.0) or (MOIN > 25.0), a warning message will be given.

If (ACDE  < 0.4) or (ACDE > 1.6), a warning message will be generated. If
(NOFF < 0.1) or (NOFF > 4.0), a warning message will be given.
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If (VOFFCV < -0.5 or V OFFCV > 0.5), a warning message will be given. If
(ijth < 0.0), a fatal error occurs.

If (toxm <= 0.0), a fatal error occurs.

The recommended parameter ranges for ACDE, MOIN, NOFF, VOFFCV  can be
found from above.

12. Summary on backward compatibility

(1) Backward compatibility with BSIM3v3.1

Even when all new model parameters are given their default values, the fol-
lowing could result in inconsistencies between BSIM3v3.2 and BSIM3v3.1:

1) Re-implementation of NQS model;

2) Explicitly specifying ijth=0.1 to use its default value of 0.1;

3) Using Qinv in C-V models for BSIM3 thermal noise evaluation;

4) Zero-bias vƒb for capMod I and 2 (through BSIM3version number control);
Removing of PS and PD  clamps;

5) Using Lactive for A bulk’;

6) Removing here->BSIM3gbd from ''*(here->BSIM3SPdpPtr)"; Removing
ckt->CKTgmin from "ceqbs" and "ceqbd";

7) Fixing of "vgs = pParam->BSIM3vtho + 0.1" term in b3ld.c file; Isub  bug
fixing in b3ld.c, b3acid.c and b3pzld.c.

(2) Backward compatibility with BSIM3v3.0

Current users of BSIM3v3.0 may migrate to BSIM3v3.2 directly by passing
BSIM3v3.1. The compatibility of BSIM3v3.2 to BSIM3v3.0 is summarized
by the above list (Backward compatibility with BSIM3v3.1) plus the summa-
rized information given in Appendix C for the compatibility between
BSIM3v3.1 and BSIM3v3.0
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