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Preface

At the dawn of its fifth decade, the semiconductor industry continues to grow
at an amazing pace. High-speed and low-power integrated circuits (IC) are
used in an ever expanding plethora of applications, permeating every aspect
of human life. A critical part of this technology is high-quality circuit design.

Circuit simulation is an essential tool in designing integrated circuits. The
accuracy of circuit simulation depends on the accuracy of the model of the
transistors. Reduction in transistor size continually complicates the device
physics and makes device modeling more challenging and sophisticated.
Recently, BSIM3v3 (BSIM for Berkeley Short-channel IGFET Model) was
selected as the first MOSFET model for standardization by the Compact
Model Council, consisting of many leading companies in the semiconductor
industry such as Advanced Micro Devices, Analog Devices, Avant!, BTA
Technology, Cadence design Systems, Compag, Conexant Systems (formerly
Rockwell Semicondutor Systems), Hewlett Packard, Hitachi, IBM, Intel,
Lucent Technologies, Mentor Graphics, Motorola, NEC, Philips, Siemens,
Texas Instruments, and TSMC. This is a historic milestone in device modeling
for circuit design.

As two of the principal developers of BSIM3v3, the authors have received
hundreds of comments and questions from device engineers and circuit
designers. They revealed to us the areas and the points that require explana-
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tions and clarifications. We realized the need for a reference book on BSIM3
that takes the readers from device physics through model equations to appli-
cations in circuit design.

This book explains the important physical effectsin MOSFETS, and presents
the derivations of the model expressions. The purpose is to help the model
users understand the concepts and physical meanings of the model equations
and parameters. The book emphasizes the BSIM3 compact model for use in
digital, analog and RF circuit design. It covers the complete set of models,
i.e.,, I-V model, capacitance model, noise model, parasitic diode model, sub-
strate current model, temperature effect model and non-quasi-static model.
The book also addresses model implementation and new applications such as
technology prediction using BSIM3. As a special feature of this book, many
helpful hints based on our personal knowledge and experience are presented
at the end of chapters 3 through 12 to help readers understand and use the
models correctly and effectively.

This book is a summary of the contributions from many former and current
colleagues and students. One of us (CH) had the distinct pleasure of collabo-
rating with Prof. Ping K. Ko, Hong Kong University of Science and Technol-
ogy (formerly with University of California, Berkeley) on the development of
BSIM1, BSIM2, and BSIM3, and MOSFET physics research over a period of
15 years. His contributions to BSIM3 are countless. Dr. Jianhui Huang is one
of the principal developers of the first version of BSIM3. It is a pleasure to
acknowledge the following contributors to the development of BSIM3v3:
Mansun Chan, Zhihong Liu, Minchie Jeng, Kelvin Hui, Weidong Liu, Xia-
odong Jin, Jeff Ou, Kai Chen, James Chen, Y a-chin King, and Michael Ors-
hansky.

We would like to acknowledge many colleagues in the Compact Model Coun-
cil, Britt Brooks, Bhaskar Gadepaly, Keith Green, Tom Vrotsos, Colin
McAndrew, David Newmark, Marc McSwain, Pratheep Baasingam, Bob
Daniel, Mishel Matloubian, Sally Liu, Shiuh-Wuu Lee, Chris Lyons, Joseph
Watts and many more for their valuable inputs and comments that have been
incorporated in BSIM 3 and, indirectly, into this book.

We thank Prof. Michael Shur of Rensselaer Polytechnic Institute, Prof. Tor A.
Fjeldly of Norwegian University of Science and Technology, and Dr. Mishel
Matloubian of Conexant Systems, for reviewing the manuscript and giving
helpful comments. We aso thank Dennis Sylvester for technical editing, Jeff
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Ou, Weidong Liu, Xiaodong Jin, Sandeep D’ souza, Michael Orshansky, Mark
Cao, and Pin Su for reading and commenting on individual chapters. Finally
we would like to give our thanks to our families for their patience, support and
help that made this book possible.

Y uhua Cheng
Conexant Systems, Inc.
Newport Beach, CA

Chenming Hu
University of California
Berkeley, CA
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CHAPTER 1 | ntroduction

This chapter presents a brief review of the history and recent devel opments of
MOSFET compact modeling for circuit simulation. We first survey the scene
of open MOSFET compact models. Then we discuss the trends of compact
model development.

1.1 Compact MOSFET Modeling for Circuit
Smulation

During the 1970's, MOS technology emerged as the major driving force for
VLSI [1.1]. At the same time, circuit simulators, principaly SPICE, appeared
as tools for circuit design. The development of SPICE started at the Univer-
sity of California at Berkeley in the late 1960s, and continued into the 90’s
[1.2].Today, commercial SPICE simulators such as HSPICE (Avant!), SPEC-
TRE (Cadence), ELDO (Mentor Graphics), SSPICE (Silvaco), PSPICE
(MicroSim) are widely used for circuit simulation. In addition, many semi-
conductor companies use their proprietary circuit simulators. There is also a
class of fast circuit simulators such as Starsim (Avant!) and Timemill (Synop-
sis) that can achieve much faster simulation speeds than SPICE. In order to
use these simulators, device models are needed to describe the device behav-
iors in the circuits. In other words, device models are the link between the
physical world (technology, manufacturing, ...) and the design world (device
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level simulation, timing simulator model, macro model, synthesis, ...) of the
semiconductor industry. In the development of modern MOS technology,
many new processing techniques have been introduced into IC fabrication,
and the channel length of MOSFETSs has been scaled down to the 0.1um
range. The increasing level of complexity of the device structure and the
appearance of new physical mechanisms that govern the characteristics of
advanced devices have increased the difficulty of device modeling.

Today, circuit simulators are employed to optimize circuit performance, and
verify timing and functionality of circuits.The accuracy of SPICE simulation
is mainly determined by the accuracy of the device models since the simula-
tion algorithms and convergence techniquesin circuit simulators have become
mature [1.3, 1.4]. Asaresult, thereis astrong need for accurate device models
to predict circuit performance. In addition to accuracy, it is desirable for a
compact model to have some predictive capability. For example, a device
model should ideally predict the effect of device size fluctuations and technol -
ogy modifications so that it can be used by the circuit designers to study the
statistical behavior of the circuits, and to explore circuit design for a modified
or more advanced technology.

There are three categories of device models, (1) humerical models, (2) table
lookup models, and (3) analytical (or compact) models.

Two or three dimensional numerical models use device geometry, doping pro-
files, and carrier transport equations, which are solved numerically, to get the
device electrical characteristics [1.5, 1.6, 1.7]. Since these numerical models
are computationally intensive they are not used for simulation of large cir-
cuits. Instead, numerical models may be used, for example, to explore the
effects of a new transistor structure on the speed of a small ring oscillator.
Table look-up models present the measured device current and capacitance as
functions of bias voltages and device sizesin atabular form for access by the
circuit simulators [1.8]. There are many advantages to generate the data tables
from analytical models rather than directly from the measured data. Table
look-up models are used in the fast circuit simulators. Numerical models and
pure table look-up models are far less popular for circuit simulation than the
compact model and are not the subject of this book.

Analytical or compact models are based on device physics. However, some
analytical models have such a poor grounding in device physics that they are
not much more than empirical curve fitting equations. This type of empirical
model [1.9] is no longer popular. The compact model equations are necessar-
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ily long and complex in order to describe the device characteristics accurately
in al the operation regimes [1.10-1.25]. Fitting parameters are introduced to
improve the accuracy of the model. Most of the models used in today’ s simu-
lators are examples of such physical compact models.

Very sophisticated models such as the Pao-Sah model have been available to
explain the device characteristics for a long time [1.26, 1.27]. These models
were too complicated, i.e. too time consuming for circuit simulation and they
require iteration or integration and are only semi-analytical models. These
models played an important role in describing the physics of MOSFETSs but
were not intended nor suitable for use in circuit simulators. Simpler models
have also been developed to clarify the device physics [1.28]. The explicit
development of MOSFET compact models for circuit simulation started with
the appearance of circuit simulators in the 1970’s. Since then, more than 100
MOSFET models, including, MOS 1 [1.10], MOS 2 [1.11], MOS 3 [1.12],
MOS9 [1.20], PCIM [1.18], EKV [1.21], Level 28 [1.29], ISIM [1.19],
BSIM1 [1.13], BSIM2 [1.14], and BSIM3 [1.15, 1.16, 1.17] have been
reported. Many of these models have been implemented in various circuit
simulators but only a small number are used widely [1.29, 1.30, 1.31]. Some
of these are closed (meaning the model equations are known only to the
owner of the model) and proprietary (meaning the access to the model is con-
trolled) models, such as Level 28 in HSPICE [1.29]. Implemented in nearly
al circuit ssimulators, MOS 1, MOS 2, MOS 3, BSIM1, BSIM2, and BSIM3
are examples of open MOSFET models in the sense that the model equations
are public knowledge and free licenses of the source code are provided to all
users [1.10-1.17]. Some of these models can be downloaded from world-
wide-web sites freely, such as BSIM3v3 [1.32]. We now give a brief review of
some of these public compact models.

MOS 1isavery simple MOSFET model based on device physics appropriate
for long-channel and uniform-doping devices used two decades ago [1.10].
Because the model equations are simple and easy for circuit designers to
understand, MOS 1 is still used occasionally for hand cal culation and prelimi-
nary circuit simulation.

MOS 2 includes more device physics than MOS 1 [1.11]. However, it is still
not accurate for devices with submicron geometries.

MOS 3 introduced many empirical parameters to model short channel effects
[1.12]. However, the accuracy and scalability (the ability to model devices
over awide range of channel length and width using one set of model param-
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eters) of the model is not entirely satisfactory to the circuit designers. The
short channel and narrow width effects are not modeled accurately in the
MOS 1, 2, and 3 models and high field effects are not considered properly
because of the limited understanding of the physics of short channel devices
at the time these models were developed.

BSIM1 (Berkeley Short Channel IGFET Model 1) was developed for 1um
MOSFET technology [1.13]. It incorporated some improved understanding of
the short channel effects, and worked well for devices with channel length of
1 um and above. However, it also introduced several fitting parameters for
each model parameter just to enhance the model scalability. Even then, the
model scaleability was not totally satisfactory. Also, circuit designers did not
like the use of the many fitting parameters which did not have any physical
meaning.

BSIM2 improved upon the BSIM1 model in several aspects such as model
continuity, output conductance, and subthreshold current [1.14]. However, the
model still cannot use one set of parameters for a wide range of device sizes.
Users typically need to generate afew or many sets of model parameters (pro-
cess files), each covering a limited range of device geometries in order to
obtain good accuracy over the full range of device sizes. This makes the
parameter extraction difficult. Also it is difficult to use these parameters to
perform statistical modeling or extrapolation of the model parameters from
the present technology to a future one.

To address these issues, BSIM3 was developed from a coherent quasi-two-
dimensional analysis of the MOSFET. The device theory has been developed
over a number of years [1.15, 1.17]. The model explicitly takes into account
the effects of many device size and process variables for good model scalabil-
ity and predictability. The short channel and narrow width effects as well as
high-field effects are well modeled.

The first version of BSIM3 was released in 1994 [1.15]. BSIM3v2 (BSIM3
version 2) has been implemented in many circuit simulators[1.29, 1.30, 1.31].
BSIM3v2 has better model accuracy and scalability than the previous BSIM
models but still suffers from discontinuity problems such as negative conduc-
tance and glitches in the g, /I, vs. \ plot at the boundary between weak
inversion and strong inversion. In the mean time, the need for a good open
MOSFET model had been widely recognized by the semiconductor compa-
nies.
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To eliminate al the kinks and glitches in BSIM3v2, BSIM3v3 (BSIM3 ver-
sion 3) uses a single-equation approach with enhanced modeling of small size
and other physical effects [1.16, 1.33]. The first version, BSIM3v3.0, was
released in Oct. 1995 [1.32]. The model is scalable and may even be consid-
ered predictive, and can be used for statistical analysis [1.34, 1.35, 1.36]. It
has been verified extensively by both model developers and model users from
many different companies[1.37, 1.38], and has been selected as the first com-
pact MOSFET model for industry standardization [1.39]. The next version,
BSIM3v3.1, was released in Dec. 1996 with improvements in the robustness
of model implementation, modification of source/drain diode models, param-
eter checking etc. [1.40]. The convergence performance of BSIM3v3.1 was
enhanced in comparison with BSIM3v3.0, according to tests on many bench-
mark circuits. It is now used widely in the semiconductor industry. The latest
version, BSIM3v3.2, was released in June 1998. It introduces a new charge/
capacitance model that accounts for the quantization effect, and improves the
threshold voltage model, the substrate current model, the Non-quasi-static
(NQS) model, etc. [1.41]. The research of compact MOSFET modeling is
continuing with efforts from both academia and industry. Table 1.1 gives a
performance comparison of the models discussed above.

Table 1.1 Performance Comparison of M odels

Model Mini- Mini- Model Id  Accuracy Id Accuracy Small sig- Scalability
mum L mum Continu- in Strong in Subthresh- nal parame-
(um) Tox (nm) ity Inversion old ter
MOS1 5 50 POOR POOR NOT MOD- POOR POOR
ELED
MOSs2 2 25 POOR POOR POOR POOR FAIR
MOS3 1 20 POOR FAIR POOR POOR POOR
BSIM1 0.8 15 FAIR GOOD FAIR POOR FAIR
BSIM2 0.35 75 FAIR GOOD GOOD FAIR FAIR
BSIM3v2 0.25 5 FAIR GOOD GOOD GOOD GOOD
BSIM3v3 0.15 4 GOOD GOOD GOOD GOOD GOOD

1.2 The Trends of Compact MOSFET Modeling

1.2.1 Modeling new physical effects

For more than 20 years, continuous scaling of CMOS devices to smaller
dimensions has resulted in higher device density, faster circuit speed, and
lower power dissipation. Currently, 0.25um CMOS technologies are widely
used in the manufacturing of 1Cs [1.42, 1.43]. Meanwhile, 0.1um CMOS
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devices have been developed and the technology will be transferred to pro-
duction in the first decade of the next millennium [1.44].

Many new physical effects become significant as the device size shrinks.
Examples are the normal and reverse short-channel and narrow-width effects
[1.45, 1.46, 1.47, 1.48], channel length modulation (CLM) [1.49], drain
induced barrier lowering (DIBL) [1.50], velocity saturation [1.51], mobility
degradation due to the vertical electric field [1.52], impact ionization [1.53],
band-to-band tunneling [1.54], velocity overshoot [1.55], self-heating [1.56],
channel quantization [1.57], polysilicon depletion [1.58], and so on. Some of
these have been modeled well in compact models, such as the short channel
effect, and velocity saturation. Some of these have been studied extensively
but have not yet been widely implemented in compact models for circuit sim-
ulation, such as velocity overshoot and band-to-band tunneling. The study of
new physical effects in MOS devices will continue as devices become
smaller. The quantization effect and radio frequency (RF) behaviors are the
new frontiers at the present. Established models for some well-known physi-
cal effects such as DIBL and CLM may need to be reinvestigated for devices
with channel length of 0.1um or less. We will discuss the important physical
effects in modern MOS devices in Chapter 2. It is likely that future compact
MOSFET models will include more and more physical effects.

1.2.2 High frequency (HF) analog compact models

With the fast growth of the RF wireless communications market, the demand
for high performance and low cost RF solutions is high. Because small MOS-
FETs fabricated on silicon offer ultra-large-scale integration capability and a
high cut-off frequency, RF designers have already done a lot of work to
explore the use of CMOS in RF circuits [1.59]. To design and optimize cir-
cuits operating at radio frequency, accurate high frequency MOSFET models
are required. Compared with the modeling of MOSFETS for both digital and
analog application at lower frequencies, compact RF models are more diffi-
cult to develop and do not presently exist in commercial circuit simulators. A
common modeling approach for RF applicationsis to build sub-circuits based
on “low-frequency” MOSFET models. The accuracy of such a model depends
on having the right topology for the sub-circuits, and having a methodology
for extracting the parameters for the elements of the sub-circuit. Recently,
work has been reported for modeling the RF performance of submicron MOS
devices [1.60-1.64]. However, further study is still needed to bring HF com-
pact modeling to the level of maturity comparable to the modeling for digital
and analog circuit design at the low and intermediate frequency ranges.
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Besides the well known requirements for a compact MOSFET model in lower
frequency applications, such as accuracy and scalability of the DC model
[1.65, 1.66], there are additional requirements unique to the RF model. They
include [1.67]:

(1) the model should accurately predict the bias dependence of small signal
parameters at high frequency.

(2) the model should correctly describe the nonlinear behavior of the devices
in order to permit accurate simulation of intermodulation distortion and high-
speed large-signal operation.

(3) the model should accurately predict HF noise.

(4) the components in the sub-circuit, if the subcircuit approach is adopted,
should be physics-based and scalable.

1.2.3 Simulation robustness and efficiency

It is a common understanding of circuit designers and model developers that
models should have good mathematical continuity for the circuit ssmulators to
obtain robust simulation results with fast convergence [1.66, 1.68]. It is
known that the discontinuity of model equations can result in non-conver-
gence in circuit ssimulation [1.68]. Many model developers have been working
on the improvement of the model equation’s continuity [1.16-1.25]. In the
past two decades, most of the MOSFET models implemented in circuit simu-
lators used piece-wise equations based on the regional approach, in which dif-
ferent equations are used for different operation regions, such as subthreshold
and strong inversion regions as well as the linear and saturation regions. Such
models can describe the device characteristics quite accurately in each region,
but cannot guarantee the higher order continuities of the model at the transi-
tion point from one region to another. Even if the equations and their first
derivatives are continuous at the boundary of the two regions, the model can
till introduce non-physical peaks and valleys or small negative values in
transconductance (g, ) and conductance (g, ) [1.69]. Some notorious exam-
ples are g,,/l4 dlitches a the boundary of the subthreshold and the strong
inversion regions and the sharp bend in gysat the boundary between the linear
and saturation regions [1.70]. It is suspected that such behavior not only influ-
ences the simulation accuracy, but also results in numerical convergence
problems during the iteration process in circuit simulation [1.66,1.68]. The
robustness of model implementation also needs to be investigated to ensure
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efficient smulation performance of the model. Good model implementation
must avoid numerical problems such as divide-by-zero and overflow/under-
flow as well as any inadvertent discontinuities in the model equations caused
by implementation [1.70].

1.2.4 Model standardization

As mentioned above, over a hundred MOSFET models have been devel oped
[1.12-1.31]. Redlizing the difficulty and waste in supporting a large number of
compact models, model developers and users have recently made a joint effort
to establish a standard compact MOSFET model with good robustness, accu-
racy, scalability and computational efficiency to meet the needs of digital,
analog and mixed analog/digital designs[1.69-1.73]. It is clear that a standard
model common to all or most semiconductor manufacturers and circuit simu-
lators is desirable to facilitate inter-company collaborations [1.39].

Since 1996, an independent Compact Model Council, consisting of many
leading companies in the semiconductor industry, has spearheaded the model
standardization process [1.39, 1.69-1.73]. The Compact Model Council is
affiliated with the Semiconductor Industry Alliance [1.74], and consists of
Advanced Micro Devices, Analog Devices, Avant!, BTA Technology,
Cadence Design Systems, Conexant Systems (formerly Rockwell), Hewlett
Packard, Hitachi, IBM, Intel, Lucent Technologies, Motorola, NEC, Philips,
Siemens, Texas Instruments, and TSMC. The standard model will simplify
the interactions between foundry/client, technology partners, and even groups
within large companies.
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CHAPTER 2 Sgnificant Physical
Effects In Modern
MOSFETS

This chapter will describe the important physical phenomena that ought to be
accounted for in a compact model of a modern MOSFET. They are: (1) Non-
uniform doping effect; (2) Charge sharing and DIBL; (3) Reverse short chan-
nel effect; (4) Normal narrow width effect; (5) Reverse narrow width effect;
(6) Body effect; (7) Subthreshold conduction; (8) Field dependent mobility;
(9) Velocity saturation; (10) Channel length modulation; (11) Substrate cur-
rent due to impact ionization; (12) Gate-induced drain leakage; (13) Polysili-
con gate depletion; (14) Inversion layer quantization effect; (15) Velocity
overshoot; (16) Self-heating effect.

2.1 MOSFET Classification and Operation

A Metal-Oxide-Semiconductor transistor is shown in Fig. 2.1.1, where an n-
channel deviceisillustrated as an example. The MOS transistor is a four ter-
minal device, and the four terminals are called drain (D), gate (G), source (S),
and body (B). The source and drain junctions are connected to the inversion
layer in the channel region. The length of the channel between the source and
drain is called the channel length (L). The width of the channel, in the direc-
tion normal to the channel length, is called the channel width (W). Usually, the
MOS transistor is symmetric, meaning there is no difference between the
source and drain in the design and fabrication, and they are assigned as the
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drain or source according to their functions in the circuit and the applied bias
conditions. MOSFETs with asymmetric source and drain have aso been
reported in some specia applications.

Fig. 2.1.1 A MOSFET structure.

When an appropriate voltage Vg is applied to the gate terminal, an inversion
layer is formed between the drain and source to conduct current. The current
depends on the applied gate and drain voltages when the source is biased at a
fixed voltage (e.g. grounded for an nMOSFET). In fact, the gate and drain
voltages and the electric fields (both vertical and lateral directions) produced
by these voltages in the channel of the device control the device operation in
all bias regimes which we will discuss next. That is the reason why it iscalled
a MOS Field-Effect-Transistor (MOSFET). Because the gate is electrically
isolated from the other parts of the device a MOSFET is also known as an
Insulated-Gate Field-Effect Transistor (IGFET) [2.1]. We may note that BSIM
stands for Berkeley Short-channel IGFET Model.

The critical gate voltage, at which an inversion layer is formed, is called the
threshold voltage (Vin)When the voltage between the gate and source, Vs, is
larger than Vi, by several times the thermal voltage v; (KgT/q), the deviceis
said to be in the strong inversion regime. When Vgs=Vqq (the power supply
voltage), the deviceisin the “on” state. When Vg is less than Vi, the device
isin the subthreshold (or weak inversion) regime. When Vs = 0, the device is
in the “off” state. When Vs is biased near Vi, the device operates in the mod-
erate inversion regime, which is an important operation region in low power
analog applications.
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Depending on the type of charge carriers conducting the current in the chan-
nel, MOSFETSs can be either n-channel or p-channel devices. For an n-channel
MOSFET, electrons are the charge carriers and the source and drain regions,
which are heavily doped with n-type impurities, are formed on a p-type sub-
strate. In a p-channel MOSFET, the source and drain regions are doped
heavily with p-type impuritiesin an n-type substrate. In circuit applications, a
combination of n-channel and p-channel MOSFETSs are used. This technology
is called complementary MOS (CMOS) technology. Compared with NMOS
or PMOS technologies, CMOS technology has a huge advantage in its low
power consumption, and has been the workhorse of VLSI since the early
1980's [2.2].

MOSFETSs can be either surface channel devices or buried channel devices
[2.3]. It iscommonly believed that the names refer to the location of the con-
duction channel in the devices. A MOSFET is a surface channel device if its
conduction channel is at the SiO-Si interface. In a buried channel device the
current flows along the path in the bulk of the device. In reality, the names
only refer to the net doping type of the surface layer of the substrate. For
example, the surface channel PMOSFET has an n-type doped substrate, while
the buried channel PMOSFET has a p-type doped but depleted surface layer
in the n-type substrate. However, the current in a buried channel deviceis still
conducted by a surface charge layer when the device isin the on state.

A MOSFET is called an enhancement-mode device if it does not conduct sig-
nificant current when the gate voltage \y is zero [2.4]. It is a normally-off
device, and a minimum gate voltage, the threshold voltage, is needed to
induce an inversion layer in the channel to conduct the current. If a MOSFET
is normally-on, i.e. a conducting channel is present in the device even when
Vg =0V, it is called a depletion-mode device because a gate bias is needed to
deplete the channel to turn the device off [2.5]. Depletion mode devices are
rarely used in CMOS circuits.

Next, we will give a qualitative description of the operation of along channel
enhancement n-channel MOSFET to illustrate the device characteristics in the
various operating regimes, and to introduce some important terms used in
compact modeling.

Depending on the bias voltages applied to the drain for fixed gate, source and
body biases, a MOSFET may operate in the linear, saturation, or breakdown
regions as shown in Fig. 2.1.2. Likewise, depending on the bias voltages
applied to the gate for fixed drain, source, and body biases, a MOSFET may
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operate in the weak inversion, moderate inversion, or strong inversion regions
as shown in Fig. 2.1.3. Next, we will discuss the device characteristics in the
strong inversion region. Then we will discuss the device characteristics in the
weak inversion and moderate inversion regions.
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Fig. 2.1.3 Log(l4)-Vgs characteristics of an n-channel MOSFET.
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2.1.1 Strong inversion region (Vgs >Vyn)

When the bias applied to the gate terminal of an n-channel MOSFET is larger
than Vi, an inversion layer is induced at the Si/SiO, interface. Current can
flow through the channel from the source to the drain if a positive drain volt-
age is applied (the source is normally used as the voltage reference). Depend-
ing on the magnitude of the drain voltage, the device may be in the linear,
saturation, or breakdown regions of operation.

a. Linear region (0<Vgs <Vgeqt )

Asshown in Fig. 2.1.2, when Vg issmal (i.e,, Vs <<Vgs-Vyp,), the inversion
channel behaves like a simple resistor. The drain current Iys increases linearly
as the drain voltage Vgs increases. However, when Vs is larger it will cause an
increase of the voltage in the inversion layer at all points aong the channel
(except for the singular point at the source edge). This reduces the voltage
across the gate capacitor and the inversion charge density is reduced. The
smaller amount of mobile inversion charges results in a decrease in channel
conductance, which leads to a smaller slope in the 1 45-Vjs characteristics as
Vys increases. Eventually, Vs reaches the saturation voltage Vygt, a which
point the mobile carriers at the drain side disappear in this first order model,
and the channel is "pinched off" at the drain side [2.4, 2.6]. The condition of
no mobile carriers at the pinch-off point has traditionally been used to obtain
the analytical saturation voltage expressions for long channel compact models

[2.7].
b. Saturation region (Vgsat <Vis<Vik )

When Vys>Misat:  the pinched-off region of the channel increases and extends
towards the source. The excess drain voltage beyond Vg Will drop across
this pinched-off region and the drain current remains approximately constant
as shown in Fig. 2.1.2. However, we need to point out that the constant satura-
tion current behavior is only an approximation. The small but non-zero slope
of the lgs-Vgs Characteristics in the saturation region is very important to ana-
log circuit performance and must be accurately modeled by a compact model.
In addition to the finite length of the pinch-off region (channel length modula-
tion), drain induced barrier lowering and substrate current induced body effect
must be accounted for in modeling the current in the saturation region [2.8].
They will be described in sections 2.6 and 2.7.

c. Breakdown region (Vys=Wy)
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When Vs is much larger than Vg , the device may enter the breakdown
region [2.9]. When Vg islarger than the "breakdown voltage", Vpk, as shown
in Fig. 2.1.2, the current increases dramatically as Vys increases. The defini-
tion of Vy, in compact modeling is often vague and arbitrary for practical rea-
sons. It should be noted that the breakdown mechanism may be different
between long channel devices and short channel devices. Breakdown in a long
channel device is caused by the breakdown of the drain-body p-n junction
[2.10]. Breakdown of a short channel device may be caused by the breakdown
of the parasitic bipolar transistor. The latter is triggered by the substrate cur-
rent produced by impact ionization [2.11]. We will give further analysis of
thisin section 2.7.

2.1.2 Weak and moderateinversion or the subthreshold region

The characteristics discussed above are all related to the strong inversion
operation, where the gate bias is much larger than 4, and surface potential is
larger than 2¢g (here @g is adoping parameter relating the potential of an
electron at the Fermi level to the doping concentration) [2.4, 2.6]. When the
gate bias is less than iy, the mobile charge density is very small but nonzero.
In this case, a depletion layer exists and the surface potential is smaller than
2@p. This device operation region is called the weak inversion or the sub-
threshold regime. Unlike the strong inversion region where drift current dom-
inates, subthreshold conduction is dominated by diffusion current.

The current increases exponentially as the gate bias increases in the weak
inversion region (Vgs<<Vy, ) [2.12], asshown in 2.1.3. However, this exponen-
tial relationship between the source-drain current and the gate bias breaks
down as the gate bias approaches Vi,. Another operation region called "mod-
erate inversion" exists between the weak inversion and strong inversion
regions [2.13, 2.14]. Usually, this region is defined as several v around Vi
[2.13]. In moderate inversion, both the drift and diffusion currents are signifi-
cant, making compact modeling very difficult.

2.2 Effects Impacting the Threshold Voltage

In this section we discuss the physical effects impacting the threshold voltage
of aMOSFET. Unless we point out otherwise, we will base our discussion on
an enhancement mode n-channel MOSFET.
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For a device with a long and wide channel geometry and uniformly doped
substrate, Vi, can be derived easily by solving the one dimensional Poisson
equation in the vertical direction [2.4, 2.14]:

Vin=Vino + Y (@, —Vbs — [0 ) (2.2.2)

Vino=Vpg + 0, + 70, (2.2.2)

where ¢ is the surface potential at threshold, g is the flat band voltage, Vi

is the threshold voltage of along channel device at zero body bias, and yis the
coefficient of the body bias effect which is given by

1’285"qu1
- 2.2.
Y C (2.2.3)

ox

where N, is the substrate doping concentration. C,, is the gate oxide capaci-
tance. The surface potential @s at Vgs =Vih is given by [2.4, 2.14]

N
Os =2 ln(n—_“) =2¢p (2.2.4)

]

where v; is the thermal voltage, and nj is the intrinsic carrier density. This
model is valid only when the substrate doping concentration is constant and
the channel length is long. Under these conditions, the potential is uniform
along the channel. But in reality, these two conditions are not always satisfied
in today’s MOSFET because of the small device size and the complex doping
profile employed to improve device performance.

2.2.1 Non-uniform doping effects

In making aVLSI MOSFET, many ion implantation doping process steps are
used to adjust the threshold voltage value and suppress the punch-through and
hot carrier effects [2.15, 2.16, 2.17]. A non-uniform doping density in both the
vertical and lateral directions is typical. In that case, the threshold voltage
characteristics cannot be described by the classic Vi, model given above. The
influence of the non-uniform doping effect on 4, should be carefully consid-
ered.

1. Vertical non-uniform doping effects
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To adjust the threshold voltage and suppress punchthrough, multiple implan-
tation steps are often used in VLSI fabrication. A shallow implantation of
channel dopants of the same type as that of the substrate is designed to
achieve a suitable Vih value, and another deep implantation of the same type
of dopant is used to suppress punchthrough and DIBL [2.18]. Two doping pro-
files produced by implantation are given in Fig. 2.2.1. The doping concentra-
tion in one case is higher near the silicon and silicon dioxide interface than
deep in the substrate. In the other case, the doping concentration is lower at
the surface and higher in the bulk. Thisis called the retrograde doping profile
[2.19]. One extreme example is the delta doped device [2.20].

It is well known that the threshold voltage of a MOSFET with a uniformly

doped substrate is proportional to ¢, — Vi, with the proportionality constant
equal to y asgivenin Eq. (2.2.1). However, the experimental data shown in
Fig. 2.2.2 displays a non-linear dependence. The slopey becomes smaller as
the body bias Vps becomes more negative (for NMOS). This non-linearity
comes from non-uniform substrate doping in the vertical direction. This non-
uniformity makesy in Eq. (2.2.3) afunction of the substrate bias.

Substrate Doping Concentration

Depth in the Substrate

Fig. 2.2.1 Two examples of the vertical doping profilesin MOSFETSs.
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Fig. 2.2.2 The threshold voltage versus,fs - v;, - After Huang et al. [2.8].

Detailed considerations are needed to derive an expression of the threshold
voltage for a device with a non-uniformly doped substrate. Strictly speaking,
an integration of bulk charge density distribution along thevertical direction
is needed to obtain the total bulk charge as given in the following:

Xxdi

Vih=VFB + ¢s + Cq fn(x)dx (2.2.5)

oxo

where n(x) is the doping profile along the vertical direction, and Xg;is the
width of the depletion layer at \gs =\t -

Eq. (2.2.5) states that the threshold voltage in a non-uniformly doped device is
dependent on the integral of the doping profile rather than the doping profile
function itself. In other words, the threshold voltage is determined by the total
amount of bulk charge, which may be obtained with some approximation for
the charge density function, without using the real doping profile in the
device! This approach has been used in compact modeling to get simple ana-
lytic expressions for Vi, in the device with non-uniformly doped substrate,
and will be discussed in Chapter 3.

In addition to the third term in Eq. (2.2.5), the parameters Vg and ¢, Which
have clear definitions for uniformly doped substrates, also need to be exam-
ined for devices with vertical non-uniform doping.
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a. Flat band voltage Vg : The definition of the flat band voltage is simple
for a uniformly doped substrate. It is the gate voltage at which the surface
potential is zero, the surface electric field is zero, and the entire substrate is
charge neutral. For a non-uniformly doped device, no gate voltage can cause
the substrate to be charge neutral at al depths. Vig in a non-uniformly doped
MOSFET may be taken as the gate voltage at which the sum of all the charge
in the substrate is zero. At \kg, the surface potential may be nonzero, but the
surface electric field is zero. The Vgg parameter is important in compact mod-
eling. It is often considered a model parameter that is to be extracted from the
device characteristics of a given technology to reflect the real process and
device details.

b. Strong inversion condition: For a uniformly doped device, the strong
inversion condition is the well known @¢=2q, criteria [2.4,2.13]. For non-uni-
formly doped MOSFET it is appropriate to use

N,
¢ = 2w ln(—n—‘_"—) (2.2.6)

]

where Nch is an average doping concentration in the channel.

2. Lateral non-uniform doping effects

To reduce the short channel effects, local high doping concentration regions
near the source/drain junction edges have been employed recently. This may
be caled lateral channel engineering, or more specifically halo [2.21] or
pocket implantation [2.22]. Significant suppression of the short channel
effects has been demonstrated in 0.1um n-channel and buried p-channel
MOSFETs with Large-Angle-Tilt-Implanted (LATI) pocket technology [2.22,
2.23]. The pocket implant technology is a promising new option to tailor the
short channel performance of deep submicron MOSFETS.

With the introduction of lateral doping engineering, the doping concentration
in the channel along the channel length becomes non-uniform as shown in
Fig. 2.2.3. The non-uniform doping with higher doping concentration near the
source/drain regions will result in an increase in the average doping concen-
tration in the channel and hence cause an increase in the threshold voltage. As
the device channel length becomes shorter, this non-uniform lateral doping
profile may cause a significant increase in the threshold voltage. Thisis know
as the Reverse Short Channel Effect (RSCE) as will be discussed later in this
section [2.24].
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Fig. 2.2.3. Doping profile along the channel of a MOSFET with pocket implantation.

2.2.2 Normal short channd effects

The threshold voltage of along channel device is independent of the channel
length L and the drain voltage V4. However, experimentally it is observed that
Vih decreases as L decreases or \j increases, as shown in Fig. 2.2.4. This
effect is called the short channel effect [2.25] (in this section, we will discuss
only the so called normal short channel effect, that is, Vi, decreases monoton-
icaly as the channel length L decreases [2.26, 2.29-2.40].) It is aso known as
Vih roll-off. The dependence of Vi on L and Vs in short-channel devices can-
not be ignored. MOSFETSs are normally designed with a V;p, around 0.5V. If
the value of Vi, drops greatly as the channel length and Vsvary, the device
may exhibit excessive drain leakage current even when Vys=0V [2.27, 2.28].
The modeling of Vi, roll-off will be discussed in Chapter 3.

2.2.3 Reverse short channel effects

In the pervious section we discussed the so-called normal short channel effect.
That is, the Vy, of a MOSFET decreases monotonically as device channel
length decreases. However, in devices using halo or pocket implantation, it
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has been found that, as shown in Fig 2.2.5, W initialy increases with
decreasing channel length. This is called the reverse short channel effect
(RSCE), or \4h roll-up [2.41]-[2.44]. Vi, reaches a maximum value at a certain
channel length, and as L decreases further, Vi startsto decrease. The latter is
the Vi roll-off [2.45]. The combined RSCE and Vi, roll-off effectsresultin a
‘hump’ in the characteristics of Vih vs. L, asshown in Fig. 2.2.5 [2.46]. The
cause of RSCE is the non-uniform lateral doping [2.47, 2.48, 2.49]. As dis-
cussed in section 2.2.2, for some technologies such as pocket implantation,
the channel doping concentration near the source and drain is higher than in
the middle of the channel. The increased doping concentration in these
regions can result in an increase in V4, if the channel length becomes small.

2.0
00 Dever gt S
15 |- Vas=3V
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0.5 £»
| o Open Markers: Vpg =9V
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00 05 1.0 1.5 20
Lett (um)

Fig. 2.2.4 Decrease of i, caused by the short channel effect as device channel length
decreases. After Liu et a. [2.36].

Even without an intentional pocket implant, channel doping concentration
may still be higher near S and D, leading to RSCE [2.50, 2.51]. The cause is
the transient-enhanced-diffusion (TED) of dopants near the source and drain
from the deep buried peak to the surface due to the implant-induced intersti-
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tial defects produced by S and D implantation [2.43, 2.51]. Compact model-
ing of RSCE will be discussed in Chapter 3.

o
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Fig. 2.2.5 A hump can be seen in the V,-L characteristics of a device with RSCE.
After Orlowski et al. [2.42].

2.2.4 Normal narrow-width effects

Device width has been found to have a significant effect on the device charac-
teristics. Fig. 2.2.6 shows a cross-sectional view of a Localized-oxidation-of-
silicon (LOCOS) isolated MOSFET along the width direction. It can be seen
that the polysilicon gate overlaps the thick oxide on both sides of the thin gate
oxide or channel region. The thick oxide on both sides, which is tapered and
recessed, is called the field oxide. Under the field oxide, a field implantation
may be performed to prevent surface inversion by the gate electrode. For the
devices fabricated with the widely used LOCOS isolation process, it has been
found that Vi, increases as the channel width decreases, as shown in Fig.
2.2.7. Thisis considered the "normal" narrow width effect and is explained by
the contribution of charges in the depletion layer region or in the edge of the
field implant region. As the width of the device decreases, the contribution of
these charges to the total depletion region charge becomes greater, leading to
an increased Vi, [2.52, 2.53]. Many different approaches have been proposed
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to model Vi, changes caused by the narrow width effect [2.54, 2.55]. They
will be discussed in Chapter 3.

Poly-Silicon
Gate
\ Drain
w /
Field _ |
Oxide

Depletion Region

Substrate

Fig. 2.2.6 A cross section of a LOCOS isolated MOSFET along the width direction.
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Fig. 2.2.7 Increase of V,, caused by the narrow width effect as device channel width
decreases. After Akers[2.55].
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2.2.5 Reverse narrow-width effects

The effect discussed above is called the normal narrow width effect, in which
Mh increases as the channel width decreases. Another narrow width effect, in
which My decreases as the channel width decreases as shown in Fig. 2.2.8
[2.56], has been observed in devices with certain new isolation technologies
such as fully recessed or trench isolation technologies shown in Fig. 2.2.9. For
a device with trench isolation, the field oxide is buried in the substrate and the
field lines from the gate electrode are focused by the sharp geometry of the
channel edge. Thus, at the edges of the channel an inversion layer is formed at
a lower voltage than at the center. As aresult, Vi, is lower in devices with
smaller W's. This behavior is called the reverse narrow-width effect, in defer-
ence to the "normal" narrow width effect discussed in section 2.2.4.

The reverse narrow width effect is sensitive to several process and device fac-

tors such as the doping concentration in the sidewalls of the silicon, the trench
isolation spacing, and the shape of the corner region at the edge of the gate.
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Fig. 2.2.8 \};, may decrease as channel width decreases. After Chung and Li [2.57].
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Fig. 2.2.9 A MOSFET device with trench isolation.

2.2.6 Body bias effect and bulk char ge effect

In circuit applications, MOSFETSs are biased at the drain, gate, and body
(often with the source as the reference). In that case, the voltage between the
body and the source (Vg and the voltage between the drain and the source
(Vo) are not zero. The body effect refers to the influence of Vg onVy,. The
body effect results in an increase in the threshold voltage of a MOSFET (with
reference to the source) when a reverse bias Vg is applied. The bulk charge
effect is closely related to the body bias effect and refers to the changing
threshold voltage along the channel when Vys>0. V4, is not constant along the
channel because the width of the depletion region along the channel is not
uniform in the presence of a nonzero Vgs. In that case, Vi, will be afunction of
the position, that is, a function of V(y) aong the channel. V(y) isthe channel
potential voltage.

1. Body effect due to Vig

We begin by assuming that the surface potential at the onset of inversionin a
MOSFET is 2g, when V,s=0. With areverse bias V,,, the surface potential at
the onset of the strong inversion becomes [2.58]

os(inv) = 2¢B —Vbs (2.2.7)

The channel depletion layer becomes wider due to the \j,¢ bias, and can be
expressed approximately as:
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265i(2¢B — Vbs)

Xdep = 2.2.8
i chh ( )

The depletion layer charge (per unit area) is
Qb max = ~gNchXdep (229)

Theinversion charge (per unit area) Q, in strong inversion in terms of Vg,
and Vi is:

Qinv = —Cox(Vgb — VFB — Z(PB +Vbs —y+/2¢08 - Vbs) (2210)

Assuming again that Q;,, IS zero at the onset of inversion, and also noting that
Vgs = Vg +Vps, we can find the threshold voltage when V,#0 from Eq.
(2.2.10),

Vih =VFB +2¢B + y,/2¢3 — Vbs (2.2.11)

The factor yis the body factor or body effect coefficient, which determines
how much V, will increase when V, is increased. By looking at the expres-

sion of y, we know that the body effect is stronger for devices with heavier
substrate doping and thicker gate oxides.

2. Body effect due to Vg
Because of the existence of the drain voltage Vg, the depletion width along

the channel is not uniform, as shown in Fig. 2.2.10. The non-uniform deple-
tion width creates a non-uniform threshold voltage along the channel.

The threshold voltage will be afunction of the position along the channel and
can be expressed as [2.58]

Vi () =V 0+ 7o, = Vi +V () =8, = V,) (2.2.12)

wherey is the distance from the source. V,,(0) means the threshold voltage at
the source.

Using Taylor expansion, a linear expression can be found to describe the bulk
charge effect dueto Vg [2.58],
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Vir O =V ()= aV(y) (22.13)

8Y

where a = 1+ and g—]- 1 [2.58].

2.0, -V, 1.744 + 0.836(¢s — Vbs)

i

Fig. 2.2.10 Non-uniform nature of the depletion width and hence of \, along the
channel due to the drain voltage.

2.3 Channel Charge Theory

Fig. 2.3.1 illustrates an n-channel MOSFET with an applied \j; bias and
Vs =VWgs=0. The gate bias Vg is divided among the voltage across the oxide
Viox the surface potential gs, and the work function difference ) between
the gate material and the substrate [2.4],

Vg = Viox + ¢s + Yms (231)

Charge is induced in the semiconductor substrate and meets the charge neu-
trality condition as given in the following equations:

Qg + Qint + Qs =0 (2.324)
Qs = —&siEs (232b)
Qg = —€siEox = VioxCox (232C)

where Qg isthe charge on the gate, Q " is the effective interface charge in the
SiO,-Si interface, and Qg is the charge in the semiconductor under the oxide.
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Fig. 2.3.1 N-channel MOSFET with aVy bias (Vs=\}=0).

Combining Eq. (2.3.1) and Eg. (2.3.2), we have,

Vg =VEB+ ¢hs — O

ox

(2.3.39)

VFB = Yns — Qins

ox

(2.3.3h)

The potential distribution along the vertical dimension of the channel deple-
tion layer can be found by solving the Poisson equation:

a0 __4q

e &‘(ND—NA+p—n) (2.3.49)

where N5 and N, are the donor and acceptor concentrations, n and p are the
electron and hole concentrations in the semiconductor.
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The surface field Eg(x=0) can be solved from Eq. (2.3.4) by using the bound-
ary conditions, g(x=0)= @and E(x=0)=-d¢ /dxlx=0, as a function of the sur-
face potential @5 [2.59,2.60]:

2q

Es(x=0)= [Vt exp(—¢s / vi) + ¢s — vr

+exp(=20B / v)(vi exp(—¢s / vi) — ¢ — vi)] 12 (2.3.5)

The charge Qg in the semiconductor can be obtained from Q=-€.E(x=0):

|05 = /2q&siNa[[ve exp(~@s / ve) + s — ws
+exp(—2¢8 / ve)(viexp(@s / vi) — @5 — vi)] V2 (2.3.6)

Depending on the applied gate bias, there are three different charge condi-
tions: (1) Accumulation; (2) Depletion; (3) Inversion. Eqg. (2.3.6) is applicable
in all three regimes. Fig. 2.3.2 shows Qg Vvs. surface potential in an n-channel
MOSFET, from accumulation through depletion to the strong inversion
regions. Next we will discuss the charge characteristics in each of the three
regions.
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Fig. 2.3.2 Charge in semiconductor of an n-channel MOSFET at different gate bias
conditions cal culated with Eq. (2.3.6).
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2.3.1 Accumulation

If the applied gate bias Vjy is less than the flat band voltage Veg (usudly Veg is
negative for an n-channel device), the negative voltage at the gate will create
negative charge on the gate and induce positive charge at the silicon surface,
which means excess holes are accumulated at the surface. The charge region
corresponding to the bias condition of Vs <Vrp iscalled accumulation [2.60].
When the accumulation of charge occurs, <0 and Qg >0 in an n-channel
MOSFET.

In the accumulation region, @ <O and the term with exp(—gs/ vt) in Eq.
(2.3.6) is dominant. Thus, Eq. (2.3.6) can be approximated with

Qs = +/2q&siNavt exp(—¢s / 2vr) (2.3.7)
2.3.2 Depletion

Consider the case of  Vrg<Vgs<Vi, . Because Vgs >Vig, the gate bias repels
positive charges (holes) from the silicon surface and leaves negatively
charged acceptors behind. This charge condition is called depletion because
the holes are depleted by the applied gate bias [2.60]. In the depletion region,
it is assumed that concentrations of holes and electrons are zero, which is the
well known depletion approximation [2.60]. Thus, in an n-type MOSFET in
which Nj >>Np, Eq. (2.3.4) can be simplified into

£2_9 y, (2.3.8)

Assuming that the width of the depletion layer in the semiconductor is Xgep,
we can use the following boundary conditionsto solve Eq. (2.3.8),

¢ = ¢s and % =—F; at x=0 (2.3.99)
and
0= gxﬂ =0 at x=Xg, (2.3.9b)

The solution of Eqg. (2.3.8) is
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X
Xdep

¢ =as(1-——)* (2.3.10)

g=0d Xdep: the width of the depletion layer,

Xiep = | 25125 (2.3.1)
gNA
The depletion charge can be obtained easily,
Qdep = —qNAXdep = —+f 2&5igNAPs (2312)

Combining Eq. (2.3.3a) and Eg. (2.3.12), the relationship between the surface
potential @ and the gate bias Vgs can be found,

2 2
s = {(YT + Ve —VFB)"2 - ﬂ (2.3.13)

wherey is the body effect coefficient, and has been given previoudly.

Therefore, the relationships between the width of the depletion layer (and
hence the depletion charge density) and the gate bias are given as follows,

K 2
Xdep = —2;:;’ (yT + Vg - VFB) vz _ ';i:| (2314)
givA
2
Ob = —f2£5igNa {;(Z;— +Vg —Vrp)Y? - -ﬂ (2.3.15)

Egs. (2.3.12) - (2.3.15) are used frequently in the compact modeling of MOS-
FETSs.

2.3.3Inversion

If the positive gate bias continues to increase and is much larger than Vgg , the
device will enter the inversion region. The inversion region can be further
divided into the weak inversion and strong inversion regions depending on the



2.3 Channel Charge Theory 35

applied gate voltage. The inversion regime corresponding to a surface poten-
tial between @ and 29 is called weak inversion, and the region in which the
surface potential islarge than 2p is called strong inversion. It has become a
classic definition that the surface potential is 2@ at the onset of strong inver-
sion, at which the electron concentration at the surface in the channel is equal
to N, [2.60]. In compact modeling, the condition of ¢, =2¢ 5 has also been
used as the somewhat arbitrary separating point between weak inversion and
strong inversion. Recently the necessity of defining a new region between
weak inversion and strong inversion has arisen because of the interest in low
power circuits. The new region between the weak inversion and strong inver-
sion has been called the moderate inversion region [2.13]. In the moderate
inversion region, the surface potential is within afew w's of 2q,.

In the inversion region, because @>@s, some terms in Eq. (2.3.6) can be
ignored. The total charge in the semiconductor including the charges in both
the inversion layer and the depletion layer becomes

Os = —[2q&siNa {¢s + ve exp[(gs — 208) / vi)} /2 (2.3.16)
As discussed before, the charge in the depletion layer is given by (2.3.12).

Thus we can get the inversion charge by subtracting the depletion charge from
the total charge,

Qinv = —,/2qau~NA[{¢s +veexpl(gs — 208) / vi]}? — ¢s”2] (2.3.17)
a. Strong inversion

In strong inversion, @;,/>>[Q4] As a result, the exponential term in Eq.
(2.3.17) isthe dominant term. The inversion charge can be written as,

s — 20B
Qinv = —[2q&siNAvt exp(q> > 0 ) (2.3.18)
t

In Eqg. (2.3.18), the inversion layer charge is an exponential function of the
surface potential. Therefore, a small increase in the surface potential induces a
large change in Q;,, . In that case, the surface potential does not change much
as the gate bias increases, which is the basis of the assumption that the surface
potential is pinned at 2¢; when a device is in strong inversion. However, we
should point out that the surface potential does change even in the strong
inversion region, as shown in Fig. 2.3.3. Depending on the oxide thickness
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and doping concentration, the surface potential in strong inversion can be
200mV higher than 2@y . Therefore, the 2y approximation used in modeling
the charge and threshold voltage has underestimated the actual surface poten-
tial value. For devices with thin gate oxides, this fact will impact the accuracy
of the models based on this approximation in predicting the actual device
characteristics without any correction through the parameter extraction.
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Fig, 2.3.3 The surface potential @ increases even in strong inversion as gate bias
increase.

b. Weak inversion

In weak inversion, gg<@<2¢@p and the inversion charge |Q;,,| is much less
than the depletion charge |Qp|. The term vt exp[(¢s - 2¢B) / vi] in Eq. (2.3.17)
is small compared with the term @5, and we can approximate the first square
root in the parentheses in Eq. (2.3.17) with the first two terms of its Taylor
expansion,

veexpl(¢s — 2¢B) / v¢]

2/n

Combining Eq. (2.3.19) with Eg. (2.3.17), we obtain

Jvrexpl(gs — 20B) / vil + s ~ \[¢s + (2.3.19)
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Oimy = — 1/2qz-:siNA
2/¢s

c. Moderate inversion

veexp(¢s — 2¢B / vr) (2.3.20)

The moderate inversion region is a narrow operation region. Usually a device
operates in the moderate inversion regime only over arange of surface poten-
tial of several v;'s. An accurate definition of the boundary between the moder-
ate inversion and strong inversion regions is quite complicated [2.13]. As the
low power market develops, this moderate inversion region becomes more
important.

In this operation region, both drift and diffusion current are important and
need to be included in modeling the device characteristics. This increases the
difficulty of getting an analytical expression for the current-voltage character-
istics in this region. Different approaches including both anaytica and
numerical solutions have been proposed to model the device behavior in this
important operation region. Thisregion is discussed more in Chapter 4.

2.4 Carrier Mobility

Mobility is a key parameter in MOSFET modeling. It is a measure of the ease
of carrier motion in semiconductor materials. Carrier transport in a MOSFET
mainly takes place along the interface between silicon and SiO2. The carrier
mobility at the interface is lower than in the bulk and depends on both the
transverse and longitudinal electric fields [2.62]. Two decades ago, the gate
oxide was thick, and the transverse electric field induced by gate bias was low
so that the influence due to the transverse electric field could be ignored. But
in today’s short channel devices, oxide thicknesses are very thin. The trans-
verse field becomes high so that its influence on the carrier mobility cannot be
ignored. In this case, the carrier mobility is not constant as the gate bias
changes.

The relationship between carrier mobility and the electric field in MOSFETs
is a subject well studied since the 1970's [2.62-2.67]. At least three scattering
mechanisms have been proposed to account for the dependence of mobility on
the electric field: phonon scattering, coulomb scattering due to the charge cen-
ters at or close to the interface, and surface roughness scattering [2.66]. Each
mechanism may be dominant under some specific conditions of the doping
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concentration, temperature and bias. For good quality interfaces, phonon scat-
tering is generally the dominant scattering mechanism at room temperature, as
shown in Fig. 2.4.1 [2.66].

Surface
(o Roughness
‘e, . Scattering
*
*

Mobility

Effective Field Eeff

Fig. 2.4.1 Different scattering mechanisms may dominate the mobility behavior
depending on the bias and temperature conditions. After Takagi et a. [2.66].

Based on these scattering mechanisms, physical mobility models have been
proposed [2.68, 2.69, 2.70]. In general, mobility depends on many process
parameters and bias conditions such as the gate oxide thickness, doping con-
centration, threshold voltage, gate voltage and substrate voltage, etc.

Many studies of the mobility in MOSFETSs have been reported [2.63- 2.73].
One universal model has been proposed recently and verified by experiments
with both N- and P- channel devices[2.67], as given in the following:

For NMOS electrons:

efr ( cm? )= 540 )
V. sec. Ves + Vin_1g5 (24.1)
I+ (———)
5.4Tox

For PMOS holes:
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2
cm 185
'ueﬁ(V sec.) B Vgs+ 1.5V — 6 (24.2)
1+ (———)
3.38Tux

Here diszerofor p* poly-gate and 2.3V for n* poly gate [2.67]. Comparisons
of the above expressions with measured data are shown in Fig. 2.4.2.

B = (Vyq+V)/6T,, (MV/GM)
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Fig. 2.4.2 The universal mobility model fits experimental data of different technolo-
gies. After Chen et a. [2.67].

2.5 Velocity Saturation

Carrier saturation velocity is another important parameter that affects the
characteristics of short channel MOSFETS. Previously, people used the con-
cept of channel pinch-off to explain the current saturation characteristics in
MOSFETs [2.60]. The current saturates when the conducting channel is
pinched-off at the drain side under the gate. In the pinch-off region, the carrier
charge density is assumed to be zero and hence the carrier velocity must be
infinite to ensure current continuity. It can describe the experimental results
for long channel devices, however, it is not physically accurate and cannot
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model the |-V characteristics of short channel devices. The concept of velocity
saturation must be introduced [2.62].

If the lateral electrical field is small, the carrier drift velocity is given by
[2.73]

V= et E (251)
where g is the effective electric field and is independent of the lateral field.
However, as the lateral field becomes higher, velocity deviates from Eqg.
(2.5.1), and saturates at high fields [2.73]-[2.76]. The only time when visa

linear function of Eiswhen E is small.

An accurate model for the drift velocity is [2.77]

:ueﬁ‘E
V= mql/m
[+ (E/Eg)™]

(2.5.2)

where m= 2 for electron and m=1 for holes [2.78, 2.79]. Eg; is the critical
field at which carrier velocity becomes saturated, and is linked with the satu-
ration velocity, Vg, by Eggt = Vat/Hesf-  FOr €lectrons v, varies between 6 ~
10x10% m/s, and is between 4 ~ 8x10* m/s for holes [2.80].

The model expressed in Eq. (2.5.2) fits experimental data very well [2.66], but
yields a very complicated current equation if used in modeling |-V character-
istics [2.77].

To obtain asimpler analytical expression of the I-V model, compact modeling
assumes m=1 in Eq.(2.5.2) for both electrons and holes with the following
form [2.62]:

V= .ueﬂ‘E
1+ E/E

sat

(2.5.3)

where Eg; is a fitting parameter extracted from the measured data.

Eqg. (2.5.3) differs significantly from Eg. (2.5.2) for n-channel MOSFETs
[2.79]. As an improved solution, a piece-wise velocity-field relationship has
been suggested and adopted in compact modeling [2.62]
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.uejf E
po— = 2548
1+ EJQ2E,,) E<2Ey (2.5.43)

V=V, E>2E,, (2.5.4b)
where E is the lateral eectric field along the channel direction.

Asshown in Fig. 2.5.1, Eq. (2.5.4) matches Eq. (2.5.2) more closely than Eq.
(2.5.3). But, Eq. (2.5.4) saturates earlier than Eq. (2.5.3), which may result in
alower Vygt in an I-V model based on Eq. (2.5.4). In reality, adjustments can
be made through the parameter extraction process so that Eq. (2.5.4) is ade-
guate for compact modeling.
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Fig. 2.5.1 Velocity-field relationships for electrons and holes in silicon. The curves
are caculated from Eq.(2.5.2) with m=2, Eq. (2.5.3), and Eq. (2.5.4).

2.6 Channel Length Modulation

When devices operate in the saturation region, the channel of the device can
be divided to two parts, as shown in Fig. 2.6.1. One part is from the source to
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the velocity saturation point, and another part is from the velocity saturation
point to the drain. As the drain bias increases, the velocity saturation region
grows slightly. The device behaves asiif the effective channel length has been
reduced so that the drain current can increase with increasing Vy, especialy
for short channel devices. This effect is called channel length modulation
(CLM). CLM should be modeled accurately in a compact model because it
affects both the device current and output resistance, which is an important
parameter in analog circuit design [2.81].

Analytical models have been developed to model CLM by solving the 2
dimensional Poisson equation near the drain [2.82]:

V:(xy) IV xy) __pny)

™ 5 = (2.6.1)

where p is the charge density in the velocity saturation region.

. . 'Saturation
' Triode or . Region |
X . Non-saturation .
. Region
v X=0 X=Xc X=L
V=0 V=Vc V=Vds

Fig. 2.6.1 Schematic representation of a MOSFET in the saturation region. X js the
point a which the carrier velocity becomes saturated and V, s the critical voltage at
the saturation point.

This equation can only be solved numerically. However, some analytical solu-
tions for the length of the L region have been obtained by using approxima-
tions. For example [2.82],

Lie \/Z&i(Vds = Vdsar) (au'Ey(L - Ld))z _ &iby(L— Ld) (2.6.2)

gqNch qNch gNch
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where Vys is the drain bias, N, is the doping concentration (assumed uni-
form) in the channel, Vg is the saturation voltage, and Ey(L-L ) is the lateral
electric field at the beginning of the velocity saturation region.

The analysis to obtain Eq. (2.6.2) ignores the mobile carriers in the velocity
saturation region, and also does not account for the influence of the vertical
oxide field. A more physical approach to model CLM was suggested by using
a quasi-two dimensional approach [2.83, 2.84, 2.85]. Fig. 2.6.2 illustrates the
schematic of the quasi-two dimensional analysis of CLM. The length of the
velocity saturation region can be derived with consideration for the mobile
carriers in the L region and for the vertical oxide electric field [2.83, 2.84,
2.85]:

(Vds — Vidsat Em
+

AL = l1In(
lEsat Esat

(2.6.3)

Em= \/(W‘—_l‘/‘“—‘”)z + Esai® (2.6.4)

where [ =1f§ ToxXj , Tox is the oxide thickness, and X; is the source/drain
X

junction depth. Eg;; and Ve are the electric field and voltage at the saturation
point.
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s F = Dirain

Craussiam
box

Fig. 2.6.2 Schematic diagram illustrating the velocity saturation region. After Ko
[2.83].



44 CHAPTER 2 Significant Physical Effects In Modern MOSFETs

2.7 Substrate Current Due to Impact lonization

As the scaling of MOSFETSs proceeds, impact ionization of carriers in the high
field region (velocity saturation or pinch-off region) becomes serious. The
holes generated during the process of impact ionization flow through the sub-
strate and result in a substrate current. Typical substrate current characteristics
of an n-channel MOSFET with channel length of 1um are shown in Fig. 2.7.1.
The substrate current characteristics can be divided into three main parts. In
region |, band-to-band tunneling (BTBT) dominates [2.88]. In region 11, the
impact ionization current | p; is dominant [2.89, 2.90]. In region Il between
the above two regions, leakage current of the reverse biased p-n junction
diode may be the major component of the substrate current [2.91].
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Fig. 2.7.1 Typical characteristics of substrate current vs. gate bias. Region |, 11, and |11
are dominated by band-to-band tunneling, impact ionization, and thermal generation.
After Tanizawaet al. [2.94].

Impact ionization has been studied extensively as an important topic in VLSI
development [2.92, 2.93]. If electrons in the channel of an N-MOSFET
acquire more than about 1.5eV of energy, impact ionization can occur. During
the process of impact ionization, electron-hole pairs are generated. The elec-
trons produced in this manner are either attracted to the drain (contributing to
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additional drain current) or, if possessing sufficient energy, injected into the
oxide. The generated holes, on the other hand, enter into the substrate and
constitute a parasitic substrate current I gp.

Hot carriers can also generate interface traps or oxide trapped charges, and
result in the degradation of device performance [2.95, 2.96, 2.97]. The sub-
strate current can be used to predict the device reliability and has been used in
some circuit simulators to analyze the reliability of circuits [2.98, 2.99].
Recently, substrate current models have become important for the simulation
of analog circuits [2.61, 2.90, 2.100].

Fig. 2.7.2 shows the physical mechanism of the generation of substrate cur-
rent in an n-channel MOSFET. For the MOS transistor operating in the satura-
tion mode, the electric field near the drain region causes impact ionization of
carriers. The generated electrons are swept into the drain whereas the holes
flow into the substrate.

I+VGS
L LT T I 777 7 VA &Y. VAW SV 8 VA
T+VDS

- Sio2
n+ / QQQ

Depletion-layer
Substrate edge
Current

l Substrate

Fig. 2-7.2 Generation of the substrate current due to impact ionization.

The substrate current causes an IR drop in the substrate, resulting in a body
bias that causes Vth to drop. The substrate current induced body bias effect
(SCBE) resultsin a current increase that is many times larger than Isub itself as
shown in Fig. 2.7.3.
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Fig. 2.7.3 Drain current increase caused by the substrate current induced body effect
can be seen in the high drain bias region.
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Fig. 2.7.4 Genera behavior of the MOSFET output resistance. After Huang et al.
[2.86].
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It has been found that the accurate and scalable modeling of CLM and the sub-
strate current induced body effect caused by hot carrier effects (HCE) is very
important to describe the output resistance characteristics in a compact model
[2.86, 2.87]. Fig. 2.7.4 qualitatively shows the regions where different mecha
nisms dominate the output resistance. The SCBE results in a dramatic
decrease in output conductance in the high V region.

Band to band tunneling (BTBT) current, which occurs at the surface of the
depletion layer under the gate-drain overlap region, is notable in the sub-
threshold region in thin-gate-oxide MOSFETs when the gate is grounded and
the drain is biased at high voltage [2.94, 2.95]. A large electric field exists
across the oxide (Eqx), which must be supported by charge in the drain region.
This charge is provided by the formation of a deep depletion region in the
drain. Aninversion layer cannot form at the silicon surface of the n-type drain
region. As the thermally generated holes arrive at the surface to form the
inversion layer, they are immediately swept laterally into the substrate (which
is aregion of lower potential for holes). In the deep-depletion mode the band
bending can exceed 1.2eV. This alows the energy states in the valence and
conduction bands to line up (see Fig. 2.7.5). Thus, band to band tunneling
occurs, generating electrons and holes. Electrons flow into the drain and holes
into the body. The resulted drain to body current is called BTBT current or
gate-induced drain leakage (GIDL) current, as shown in Fig. 2.7.4. Like other
forms of leakage current, BTBT current will contribute to standby power, or
power consumption.

= Vo n-poly
Gate F-N tunneling
Vi » I =
| - e Tunneling
Electron
® clectron
© hote hot hole

Fig. 2.7.5 Schematic illustration of BTBT mechanism in thin oxide MOSFETSs. After
Chen et al. [2.88].
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A simple analytical equation for the BTBT current has been derived [2.96]:

lot= AEsexp(-B/ Es) (2.7.2)

where A and B are material parameters involving the band gap energy and
effective mass. Egisthe electric field at the S surface and can be given by

_ Vg —qEg
3Tox

Es (2.7.2)

where E, is the energy band gap of silicon and is also the voltage drop (band
bending) in the substrate necessary for tunneling to occur, qis the electron
charge, and Vg is the voltage between the drain and gate.

2.8 Polysilicon Gate Depletion

As a gate voltage is applied to a heavily doped poly-Si gate, e.g. NMOS with
n+ polysilicon (poly-Si) gate, a thin depletion layer in the poly-Si can be
formed at the interface between the poly-Si and the gate oxide. This depletion
layer is very thin because of the high doping concentration in the poly-Si gate.
But its effect cannot be ignored for devices with gate oxides thinner than
10nm.

Fig. 2.8.1 shows an NMOSFET device with a depletion region in the n* poly
Si gate. The doping concentration in the n* poly-Si gate is Neate and the dop-
ing concentration in the substrate is Nsus. The gate oxide thickness is Tox. If
we assume the doping concentration in the gate is infinite, then no depletion
region will exist in the gate, and there would be one sheet of positive charge at
the interface between the poly-Si gate and gate oxide. In reality, the doping
concentration is finite. The positive charge near the interface of the poly-Si
gate and the gate oxide is distributed over afinite depletion region with thick-
ness Xpoly- IN the presence of the depletion region, the effective gate voltage is
the voltage at the top of the gate oxide. In other words, part of the gate voltage
is lost across the depletion region in the gate. That means the effective gate
voltage will be reduced by a fraction of avolt.

The effective gate voltage can be calculated as follows. Assume that the dop-
ing concentration in the poly gate near the interface is Ncate. The voltage
drop in the poly-Si gate (Vpoly) can be calculated as [2.101]
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2
1 qNGATE Xpoly
Py X poty E poty = T o (2.8.1)

si

Vpoly =

where Epoly is the electric field at the poly-gate/oxide interface. The boundary
condition at the interfaceis

€ox on =€y Epoly = \/2q€ si NGATEVpoly (282)

where E, isthe electric field in the gate oxide. The gate voltage satisfies

Vgs _VFB - ¢s = Vpoly +Vox (283)

where V,, isthe voltage drop across the gate oxide and V= E, Toy -
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Fig. 2.8.1 A MOSFET with the poly gate depletion region is shown. The deviceisin
the strong inversion region.

From Egs. (2.8.1) to (2.8.3), we obtain

a(Vgs =Vip =05 =V ) =V, =0 (2.8.4)



50 CHAPTER 2 Significant Physical Effects In Modern MOSFETs

€ 2

a= = > (2.8.5)
29€ i N gare Tox

By solving Eq. (2.8.4), we find the effective gate voltage ( Vs eff)

Ves eff =Vrp +0,+ > 1))

gox

q€ ; NGATET2 i+ 2¢ Vs =Vpp —0,) _
g€ ;; NGATET

(2.8.6)
Fig. 2.8.2 shows Vs ¢if / Vs versus the gate voltage. The threshold voltage is

assumed to be 0.4V. If To,=30 A, the effective gate voltage can be reduced by
10% due to the poly gate depletion effect.
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Fig. 2.8.2 The effective gate voltage versus applied gate voltage at severa T, .

We can estimate the drain current reduction in the linear region as a function
of the gate voltage. Assume that the drain voltage is very small, e.g. 50mV.
The linear drain current is proportional toCox(Vgs- Vth). The ratio of thelinear
drain current with and without poly gate depletion is equal to
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Ids (Vgs_e]j‘ ) _ (Vgs_eﬁ - Vth)
Ids(vgs) (Vgs "_Vth)

(2.8.7)

Fig. 2.8.3 shows lds(Vgs eff) / 1ds(Vgs) versus the gate voltage using Eq. (2.8.7).

The drain current can be reduced by more than 10 percent due to gate deple-
tion.
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Fig. 2.8.3 Ratio of the linear region current with poly gate depletion effect to the cur-
rent without poly gate depletion effect.

The polysilicon gate depletion effect can also influence the capacitance char-
acteristics in the strong inversion region [2.101]. A significant capacitance
reduction has been observed in MOSFET s with oxide thickness less than 5nm
[2.101]. Thus the polysilicon gate depletion effect has to be accounted for in
modeling the capacitance characteristics of devices with very thin oxide
thickness [2.101, 2.102].

2.9 Velocity Overshoot Effects

As MOSFET dimensions shrink toward 0.1um, velocity overshoot is
expected to become a significant issue [2.103, 2.104]. Velocity overshoot
arises when the carrier transit time becomes comparable to the energy relax-
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ation time (i.e. when mobile carriers do not have enough time to reach equi-
librium with the applied electric field). Because of the velocity overshoot
effect, the steady-state field-dependent mobility model, Eq. (2.4.1), which
assumes equilibrium with the applied electric field by scattering of carriers,
may no longer be sufficient for modeling the MOS device characteristics
accurately.

Recent work shows that the energy balance equation should be incorporated
in the drift-diffusion equation to consider the spatial variation of carrier
energy in order to account for the velocity overshoot phenomenon in deep
submicron MOS devices. It has been shown that an electric field gradient can
cause electrons to overshoot the saturation velocity [2.103]. There is an insuf-
ficient number of phonon-scattering events experienced by the eectron during
its flight, with the result that electrons can be accelerated to velocities higher
than the saturation velocity.

It has been known that the velocity overshoot effect can improve drain current
and transconductance [2.104, 2.105]. Severa theoretical models of velocity
overshoot have been reported to give physical explanation and understanding
of this effect [2.106, 2.107, 2.108, 2.109]. Some analytica models of 1-V
including velocity overshoot have been reported [2.110, 2.111]. The general
modeling approach can be described as follows.

The drift velocity in an inhomogenous el ectric field can be expressed approx-
imately as [2.110],

dE
# dx

where LE is the drift velocity in a homogenous field. E is the longitudinal
electric field in the device. The A parameter is a function of the electric field;
however, it can be treated as a constant for the usual longitudinal field range
found in short channel MOSFETSs to get an analytical expression for the 1-V
model with the consideration of the velocity overshoot effect.

The velocity expression given above can be put in the drain-current equation,
and an integral can be taken from the source to the drain along the channel to
get an analytical |-V expression including the velocity overshoot effect.
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However, no compact models implemented in widely used circuit simulators
have included this effect yet, even through some detailed research work
related to compact modeling has been reported recently [2.111, 2.112, 2.113].

2.10 Self-heating Effect

Heat dissipation is a critical issue in circuit design. The temperature rise
caused by the power consumption of devices in a chip may need to be consid-
ered because the device density has become huge in modern VLS| circuits.
Generally the self-heating effect on the electrical characteristics can be
ignored in a device model because the thermal conductivity of silicon sub-
strates is high. However, this may not be true in some cases such as SOI
CMOS, high voltage and current devices used in power IC’'s, and future very
high device density (0.1um or less) circuits where the devices may have sig-
nificant self-heating effects (SHE). It has been reported that SHE can decrease
the drain drive current and result in negative differential conductance at low
frequency and high power operation regions [2.114, 2.115].

The SHE was first reported in MOSFETSs in 1987 [2.116]. When SHE occurs,
the temperature in the device increases and temperature sensitive parameters
such as threshold voltage, mobility, carrier velocity, and impact ionization rate
can change. Negative conductance can also be observed if SHE becomes sig-
nificant at high Vds and high Ids, as shown in Fig. 2.10.1 [2.120]. SHE can be
observed easily in the measured characteristics of SOl MOSFETSs with short
channel lengths. Recently, it is also observed in bulk deep submicron MOS-
FETSs, in which a significant increase of the output resistance is seen in the
high drain voltage regime as shown in Fig. 2.10.2. The normal output resis-
tance characteristics are given in Fig. 2.7.3, which shows a decrease in Rout as
the drain bias becomes large.

SHE was studied using numerical two-dimensional device simulators incor-
porating heat flow [2.117]. Usually, the temperature rise induced by SHE ina
device can be described by the expression [2.118, 2.119]:

Tc = To + Rth Id Vds (2101)

where I§ and \jgare drain current and the drain-source voltage, respectively,
Rthisthe thermal resistance (for the dynamic case, Ripwill be replaced by the
thermal impedance of the device). T, is the ambient temperature.
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Fig. 2.10.1 A reduction of Ijs(and hence negative output conductance) in a SOI
MOSFET is shown at high Vg as the drain voltage increases. After Chen et al. [2.120].
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Fig. 2.10.2 The output resistance increases in this bulk device with channel length of
0.13pum (T =4.5nm) as the drain bias increases.

Recently, some analytical SHE models have been developed for SOl MOS-
FETs by considering the influence of power dissipation and temperature rise
on the electrical characteristics self-consistently [2.120, 2.121]. In general,
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1ds0

lds = ————
1+ xRinldsoVds

(2.10.2)

Here | o, isthe current at the ambient temperature (T, = Ty). X is afunction of
buried oxide thickness, gate oxide thickness, silicon film thickness, and the
applied bias voltages [2.121].

2.11 Inversion Layer Quantization Effects

MOSFETSs continue to be scaled to deep submicron channel lengths. For the
gate to continue to control the channel effectively, the gate dielectric thickness
needs to be reduced to the low nm level and the channel doping concentration
needs to be increased towards 10%¥cm3 This results in very high surface
electric field so that the conduction energy band is split into discrete energy
level of a 2-D electron gas leading to quite different inversion charge densities
than that predicted by classical theory. For example, the quantum mechanical
nature of the inversion layer is such that the charge distribution is not peaked
at the interface as the classical theory predicts, but is displaced by afinite dis-
tance as shown in Fig 2.11.1. As a result, the threshold voltage is underesti-
mated by the classical theory. In addition, the Cox in the Qinv given in Eq.
(2.2.20) must be modified to include the finite inversion charge thickness.
Therefore, the thickness of the inversion layer and hence its effect on the
inversion charge density for a given V-V, cannot be ignored and need to be
accounted for in compact modeling.

Another important impact of the quantization effect on the MOSFET charac-
teristics is the necessary modification in the extraction of the oxide thickness
from the C-V measurements. Because the charge distribution is no longer
peaked at the Si/SIO,, interface, but at a distance Ad away, the effective oxide
thickness inferred from C-V data is larger than the physical oxide thickness
and is given by,

Tox,eﬁecrive = Tox, physical + EgiAd (2111)
Esi

For the ultra-thin oxides used in some deep submicron devices, the second
termin Eq. (2.11.1) can be significant and lead to large discrepancies between
experimental C-V curves and the theoretical curves based only on the physical
oxide thickness if the inversion layer quantization effects are ignored.
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Fig. 2.11.1 Comparison of the charge distribution predicted classically and quantum
mechanically in aMOSFET. After Hareland et al. [2.130].

Quantization of electrons and its impact on device behavior has been studied
using the effective-mass approximation [2.122, 2.123, 2.124]. The effects of
guantization phenomena on the threshold voltage have also been studied
[2.125, 2.126]. A model for the influence of the quantization effects on the
device characteristics has been developed by accounting for the finite thick-
ness of the inversion layer in modeling the inversion charge and capacitance
[2.127, 2.128]. Other models account for the quantization effects on \{j, and
surface potential with a correction for the intrinsic carrier density by using an
effective band-gap widening [2.102, 2.129]:

_OEg
niM = piLe 2KT (2.11.2)
13 , & 113 203
AEg = B(—= 3 E,,
Sy (2113

where Bisa constant, for example, =4.1x10 8eV-cm [2.129], n; L is the clas-
sical intrinsic carrier density. Egft is the effective surface electric field. Eq.
(2.11.2) has been implemented in some device simulators to describe the
quantization effectsin MOSFETSs.
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CHAPTER 3 Threshold Voltage Model

Accurate modeling of the threshold voltage (Vy,) is one of the most important
requirements for the precise description of a device's electrical characteristics.
By using the threshold voltage, the device operation can be divided into three
operational regions. If the gate voltage is much larger than \{;,, the MOSFETs
is operating in the strong inversion region and the drift current is dominant. If
the gate voltage is much less than Vi, the MOSFET operates in the weak
inversion (or subthreshold) region and diffusion current is dominant. If the
gate voltage is very close to V;j,, the MOSFET operates in the transition region
called moderate inversion where both diffusion and drift currents are impor-
tant.

In this chapter, we will discuss in detail the modeling of the threshold voltage,
including the short channel and narrow width effects. We then introduce the
threshold voltage model of BSIM3v3. Finally we will discuss some topics,
which may cause confusion for BSIM3 users, in the Helpful Hints section.

3.1 Threshold Voltage Model for Long Channel
Devices

The schematic diagram of a long channel MOSFET with uniformly doped
substrate is shown in Fig. 3.1.1. The x direction is the depth into the silicon
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measured from the SiO,-Si interface while the y direction is the length along
the channel measured from the source towards the drain.

oG

s Induced D
n-type channel

Depletion Channel Length
Region

A
A 4

L

p-type substrate

y

Fig. 3.1.1 A cross-sectional view of an n-channel MOSFET.

When a gate voltage is applied to induce the inversion layer in the channel,
drain current flowsif adrain bias Vs is applied. The two dimensional Poisson
equation is[3.1]

dp  d¢ p(x,y)
x e (3.1.1)

where @is the potential, and p(x,y) is the charge density.

For a long channel device with low drain bias, we may use the well known
gradual channel approximation (GCA) [3.2], which assumes that the electric
field gradient in the y direction 0E,/dyis much smaller than the field gradient
in the x direction dE,/0x. In that case, Eq. (3.1.1) can be reduced to:

d _ p(x)
9P __pPX) 3.1.2
P - (312
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The GCA is generaly valid when the channel length is much longer than the
width of the depletion region and Vs is zero. However, at high drain voltages
(saturation region), the GCA becomes invalid even for long channel devices,
and a quasi-two-dimensional Poisson equation must be solved [3.3,3.4].

When a gate bias V is applied, the relationship between Vgs and the surface
potential and the charge density induced in the substrate can be written as
[3.5]:

Vgs =VFB+ (Ps — —CQ"—S‘ (313)

ox

where Vg isthe flat band voltage and Q= Q,,, +Q,- Here Q;,, is the inver-
sion charge.

According to the common definition of threshold, i.e. @=2¢@ [3.6], and
neglecting Q;,,, in Qg since Q;,, is small compared with Q, at the onset point
of strong inversion, the threshold voltage can be expressed as

Vih =VFB + 2¢B — o (3.1.4)

0x

where Q,, is the depletion charge at the onset of strong inversion, and can be
found by replacing @s with 2 @5 -V,,s (When Visz0) in Eq. (2.3.12). Thus Eq.
(3.1.4) becomes,

Vih = VFB+2¢B — Y ~J20B — Vbs (3.15)

where yisthe body effect coefficient, and is given by Eq. (2.2.2).

3.2 Threshold Voltage Model with Short Channel
Effects

The threshold voltage of along channel device is independent of the channel
length and the drain voltage. Its dependence on the body biasis given by Eq.
(3.1.5). However, if the channel length is sufficiently short the measured
threshold voltage shows a significant dependence on the channel length and
the drain voltage. Also, the dependence of the threshold voltage on the body
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bias becomes weaker as channel length becomes shorter. These short-channel
effects must be included in the threshold voltage expression in order to model
submicrometer devices correctly. The long channel theory is based on the
one-dimensional theory, that is, it assumes that the space charge under the
gate is controlled only by the vertical electric field. However, when the chan-
nel length is short (close to the dimension of the depletion region width) this
assumption becomes invalid, and the influence of the built-in potential of
source/drain and the drain bias has to be accounted for in modeling V;,. Two
analytical approaches have been used to model the threshold voltage reduc-
tion, AV;y,, due to short channel effects:

1). Charge-sharing model, in which analytical expressionsfor AVy, are
derived with the help of a charge sharing concept [3.7].

2). Quasi 2D model, in which analytical expressions for AVy, are derived by
solving aquasi two-dimensional (2-D) Poisson equation [3.8].

3.2.1 Charge sharing model

In developing the Vy, model for long channel MOSFETS, an assumption was
made that all the space charges under the gate contribute to the vertical elec-

tric field, E,, which determines the voltage across the oxide and V,;,. When the
channel length of aMOSFET is long, this is a reasonable assumption because
the influence of the drain and source is small, as shown in Fig. 3.2.1 (). How-

ever, as L approaches the dimensions of the depths of source/drain junctions
or the thickness of the depletion region, the space charges in the source/drain
junction regions begin to contribute greatly to the formation of the channel

depletion region. That is, not all depletion charges in the channel region con-
tribute to Ey or Vi,. In other words, the charge sharing concept assumes that
not all of the electric-field lines emanating from the charge under the gate ter-
minate on the gate charge. Instead, some terminate on the space charge in the
source and drain depletion regions. The depletion charge under the gate is
actually induced by gate together with the source and drain so that the channel
charge can be considered to be “shared” by the gate, source and drain. Thus,
less gate charge density (and smaller gate voltage) is needed to induce inver-
sion in short channel MOSFETS than in long channel devices. This means a
short channel MOSFET has a smaller V. Fig. 3.2.1 (b) illustrates the case
when V 4=0. As the bias applied to the drain junction is increased, the width
of the drain depletion region increases, which makes the portion of the charge
shared with the drain increase as shown in Fig. 3.2.2, resulting in an even
lower V, [2.31].
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Depletion
Region

Fig. 3.2.1 (b) The influence of the source/drain regions becomes significant in a short
channel MOSFET.

Vo
T Vo
S N AN ‘ ] T

; \
Depletion Region ////l///
when Va=0V Increase in

depletion region due to Vds>0

Fig. 3.2.2 The width of the depletion layer isincreased when the drain biasis not zero.

Many charge sharing models have been developed using different geometric
division approaches [3.7, 3.9, 3.10]. The simplest and most widely used isthe
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one proposed by Yau in 1974 [3.7]. As shown in Fig. 3.2.3, the gate controlled
depletion charge is in a trapezoidal area of depth X;e,m, length L at the sur-
face, and the length L’ at the bottom of the depletion region. Therefore, the
gate controlled depletion charge can be given by

L+ L

Ob'= gNsubXd.
qiVsu epm( 2L

) (3.2.1)

By expressing L’ as a function of the source/drain junction depth X and

Xdepm, and substituting Q,, in the long channel Vy,, expression, Eg. (3.1.10),
with Q,’ given in Eq. (3.2.1), the reduction of V,,, caused by the short channel
effect can be written as,

AVih = qNsubXdemej( 1+ 2 Xdepm ~1) (322)
CosL X

Fig. 3.2.3 lllustration of the charge sharing model. The shaded regions are the deple-
tion charges controlled by the source/drain. After Yau [3.7].

In the above derivation, the following assumptions have been made,

1. The substrate doping Ny, is uniform.

2. No potential difference between source and drain, that is Vy =0.

3. The source and drain junctions with depth X are cylindrical in shape with
radius X .

4. The channel depletion width X;eom is equal to the source/drain depletion
widths.

By modifying Eg. (3.2.2), the above model can also be used to estimate the
reduction of Vy, in the presence of V,
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AVin = qu“bXdeZ”‘X L1 f ' X 4 /1+——1)] (3.2.3)

where X and X4 are the source and drain depletion widths.

The above simple model qualitatively agrees with observations from experi-
ments. For example, it predicts that (1) the thicker the gate oxide, the larger
the AVy, (the larger the short channel effects); (2) the lower the Ngy, the larger
the X 4epm @nd hence the larger the short channel effects; (3) the larger the X;,
the larger the short channel effects; (4) the larger the V4, the larger Xq and
hence the larger the short channel effects. However, charge sharing models
fail to achieve good quantitative agreement with the measured data from
devices with shorter channel length (e.g.<1um) or under large drain voltages
[3.11]. Thisis because the geometric division of the depletion charge is quite
arbitrary and has no physical quantitative basis.

Despite the fact that charge sharing models generally cannot provide accuracy
in predicting the measured data, they are still useful for providing first order
estimates of AVy, as well as for helping to visualize the short channel effects.

3.2.2 Quasi 2-D models for drain induced barrier lowering effect

The decrease in Vy;, due to the decrease in channel length L and the increase in
V45 has been modeled using another approach. As L decreases and Vg
increases, the potential profile between S and D is modified and there is a
lowering of the potential barrier between S and D. Hence, |ess gate voltage is
needed to bring the surface potential to 2¢y, i.e. the threshold voltage is low-
ered. This physical description is called drain induced barrier lowering
(DIBL) [3.12, 3.13, 3.14].

The concept of DIBL can be illustrated in Fig. 3.2.4, showing the surface
potential plots along the channel for three different (long and short channel)
devices[3.12]. The potential, i.e. surface potential, of the long channel device
(curve A) is determined by Vy and independent of L or V4. As the channel
length is reduced, the peak surface potential is lower than the long channel
case (curve B). Less Vy, i.e. Vi, is required to bring the surface potential to
2 @ and to allow the current to flow. If drain bias Vs increases, the potential
peak is further reduced (curve C), resulting in afurther decreasein Vy,.
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Fig. 3.2.4 Surface potential distribution from the source to the drain. The peak poten-
tial decreases with shrinking L and increasing Vds. After Troutman [3.12].

Two-dimensional device simulation has shown that the following factors can
influence DIBL [3.12, 3.15]:

a The channel length L: shorter L leads to stronger DIBL effects.
b. The gate oxide thickness T,: thicker T, leadsto stronger DIBL effects.

c. The source/drain junction depth X: deeper X; leads to stronger DIBL
effects.

d. The channel concentration N,: lower N, leads to stronger DIBL effects.
e. The body bias Vs higher V, . leads to stronger DIBL effects.
According to the above, the reduction of V;;, in short channel devices can be

attributed to the penetration of the junction electric field into the channel
region, resulting in alowering of the potential barrier at the source end. Many
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DIBL-based models have been developed [3.13, 3.14, 3.151. They are mathe-
matically more complex but more accurate than the charge sharing model.

By using aquasi 2-D approach to solve the Poisson equation in the channel of
the MOSFET, analytical models for the threshold voltage can be derived
[3.13, 3.15]. It has been shown that the threshold voltage devel oped with this
approach can predict the short channel effects accurately [3.13, 3.14, 3.15].

Gate

Source Tox Drain

X = 0 X= L
X V=0 V =Vbs
Esy)
; 8
- Lefl %
Xdep >
dVs(x,yydx| xdepwo

Fig. 3.2.5 The Gaussian box used in the quasi-two-dimensional analysis. After Liu et
a. [3.15].

Applying Gauss's law to arectangular box of height Xy, and length Ay in the
channel depletion region and neglecting mobile carrier charge, as shown in
Fig. 3.2.5 [3.15]:

& Xdep dEs(y) + Eox Vgs ~VrB— Vs(y) _ qNsubXdep (324)
n dy Tox

where E4(y) is the lateral surface electric field, V¢ (y) is the channel potential at
the S-S0, interface, Vs isthe gate-source voltage, Vg is the flat-band volt-
age, Ngp is the channel doping concentration, T,y isthe gate oxide thickness,
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€4 and gy are the permittivity of SIO, and Si, respectively, and n is afitting
parameter.

The first term on the left hand side of Eq. (3.2.4) is equal to the net electric
flux entering the Gaussian box along the y direction. The second term repre-
sents the electric flux entering the top surface of the Gaussion box. The solu-
tion to Eq. (3.2.4) under the boundary conditions of V(0)=V,;, and V(L)= Vs
+ Vy,; (where V,,; is the built-in potential between the source-substrate and
drain-substrate junctions) is:

sih(y /D) .y SIORICL = ) 71)

Vs(y) = VsL + (Vbi + Vds — VsL) .
sinh(L /1) sinh(L /1)

(3.2.5)

V4 represents the long channel surface potential, and | is a characteristic
length defined as

= &siToxXdep (326)
V EoxT]

X gep IS the width of the channel depletion region.

For agiven set of Vg, Vs and two Vg values, the channel potential distribu-
tions Eqg. (3.2.5) for severa channel lengths are given in Fig. 3.2.6. This figure
shows a large variation in potential along the channel for devices with short
channel lengths even when the drain voltage is low. It agrees with the results
of 2-D numerical simulation [3.15].

The channel potential V(y) has a minimum value, Vg, a yowhich can be
found by solving the equation dV(y)/dy=0. However, y , can be approximated
asL/2 when Vye<<V,;-Vq . Thus, V, can be obtained analytically,

smin
sinh(2)

Vsmin = VsL +[2(Vbi — VsL) + Vits]———2L (32.7)
sinh(L /1)

The threshold voltage can be defined as the gate voltage which causes \ ;, to
equal 2@5. Thus, Vy, can be solved as
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V(L) = Vo — M (3.2.8)

L
2cosh(—)—-2
T
When | <<L, the threshold voltage shift A V, can be expressed as[3.15]

AVin(L) = [2(Vbi — 2¢B) + Vas|(e /2 + 2717 (3.2.9)

3.0

Vs=WortVps

= Vs (V)

0.0
0.0 02 04 06 08 1.0
y (um)

Fig. 3.2.6 Quasi-2D model of surface potential along the channel. After Liu et al.
[3.15].

However, Eq. (3.2.9) is only valid for small V.. When V is not small, for
| <<L, the channel potential can be approximated as:

V() = VsL+ (Vbi + Vas = VsL)e O™ 4 (Vi = Virye ™" + (Vbi + Vs = Vir)e =11
(3.2.10)
Vg isafunction of the gate bias V.. The gate voltage that raises the minimum

potential to 2¢; is the threshold voltage. Clearly, Fig. 3.2.6 suggests that short
channel devices would have lower V,,'s.

The reduction in V;, can be shown to be

L
AVih = [3(Vsi ~ 2¢8) + Vasle™ ™" + 2,/ (Vi — 20B)(Vii — 208+ Vas)e 2!

(3.2.11)
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Eq. (3.2.11) reducesto Eq. (3.2.9) for large L/l and small Vg5 as expected.

Fig. 3.2.7 shows the calculated results using Eq. (3.2.9) and Eq. (3.2.11). The
results from numerical evaluation of Eq. (3.2.5) are also given in the figures
for comparison. When L>>| and V 4<<V,-2 @5, EQ. (3.2.9) gives areasonable
estimate of Vy, shift as shown in Fig. 3.2.7 (a). At high V4, EQq. (3.2.9) overes-
timates the V,, shift. However, Eq. (3.2.11) can still accurately predict the Vi,
characteristics as shown in Fig. 3.2.7 (b).

10! 07
of Vouu B0 WV merical P
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Fig. 3.2.7 (a) The calculated AV, shift versus channel length at V4 =0.05V. The sim-
ple anaytica models, Eq. (3.2.9) and Eq. (3.2.11), agree with the numerical solutions.
(b) Comparison between simple analytical solutions and numerical solution of
versus Ve After Liu et a. [3.15].

The above analysis ignored possible voltage drop inside the drain diffusion
region. It is valid for both non-LDD and LDD devices aslong as Vg is small.
For an LDD device, V,, is the built-in potential of the n’/p junction. When V¢
is large (V4 >1V), the voltage drop in the drain region should be subtracted
from the Vy + Vy,; termsin Eq. (3.2.9) and Eq. (3.2.11) for the LDD devices.

The characteristic length | is a very important parameter affecting the accu-
racy of the above quasi 2-D model. Although | calculated from Eq. (3.2.6) has
the correct order of magnitude and qualitative dependences, exact values of |
need to be extracted from actual devices because of the unknown factor n).

The extraction of | can be done by fitting the experimental data of log(AV,,)
versus L in theregion of L >5l. It has been found that for a given technol-
ogy, aunique | (or n) extracted by the technology can be used for a wide range
of Lt and V 4 values (for example L=0.2-5um, V4 =0.05-3.5V) [3.15].
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The physical mechanisms behind the short channel effect and the DIBL effect
can be described using Fig. 3.2.8. The electron (in NMOS) barrier heights
along the channel for along channel and a short channel devices are shown in
Fig. 3.2.8. The barrier height of the long channel device is quite insensitive to
the drain voltage. However, the barrier height of the short channel device is
reduced substantially by the drain voltage. Even when the drain voltage is
zero, the barrier height of the short channel device is lower than the long
channel device due to the built-in potential of the S/D junctions. Reducing the
barrier height will cause the threshold voltage to go down. This is why the
threshold voltage of a short channel device is smaller than that of along chan-
nel device; and it is why the threshold voltage of a short channel device is a
strong function of the drain voltage.

Surface Potential

Fig. 3.2.8 Barrier height and potential along the channel for a short and along L
devices.

3.3 Narrow Width Effect Model

Fig. 3.3.1 shows a width cross section of a MOSFET with LOCOS isolation
technology. The narrow width effect is complicated and sensitive to the
details of the isolation technology. The following is a simple qualitative
description. It can be seen that there is a tapering of the oxide from thin to
thick oxide along the width direction from the center of the device to thefield
oxide region. The polysilicon gate overlaps the thick oxide on both sides of
the thin gate oxide. This results in a gate controlled depletion region at the
edges of the device. As aresult, the gate induced fringing electric field around
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the device edges controls or is linked with extra depletion charge AQ,, with
AQ,,/2 on each side as shown in Fig. 3.3.2. This additional charge, balanced
by the gate charge, cannot be ignored as the channel width decreases. For the
case discussed here, the threshold voltage increases as the channel width
decreases. The threshold voltage with the narrow width effect can be written
as

AQow (3.3.1)

ox

Vi =Viw +

where Vv isthethreshold voltage in awide width device, AQpyy is the con-
tribution of the extra depletion charge in the thick oxide region, as shown in
Fig. 3.3.2.

Z

0 a b b;w

epletion Boundary

3
T

Fig. 3.3.1 A cross-section view of a MOSFET aong the gate width direction. After
Akers et al. [3.16].

Again, arealistic narrow width model requires a solution from the two dimen-
sional Poisson equation. However, it is not convenient for usein circuit simu-
lation because of the time consuming computations. Many analytical
solutions have been suggested [3.16, 3.17]. One of them was proposed by
Akers et a. in 1981 [3.16]. The Akers's narrow width model considers three
different geometrical approximations of the area enclosing the induced extra
charge. The three geometrical shapes considered are a triangle, a quarter cir-
cle, and a square.

The extra charge on both sides of the device will contribute a voltage to the
threshold voltage with the amount [3.16]:
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Fig. 3.3.2 The extra depletion charge A Qp,y induced in the thick oxide region. After
Akerset a.[3.16].

2
VAQbW = % for triangle (3.3.2)
(229
2
Vagbw = —q%_)%f_ for quarter circle (3.3.3)
ox
2
Vagbw = %—- for square (3.3.4)
ox

where X e, isthe width of the channel depletion.

A general form of the threshold voltage for a narrow width device can be
given as,

NaXdep?
V,, = Viw+8 IA20P (3.3.5)
C()XW
1 triangle
d=4{m/2 quarter circle (3.3.6)

2 sguare
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The comparison between the measurements and the models indicated that the
square shape, that is =2, in Eq. (3.3.2) gave the best fit [3.16]. In compact
modeling, d may be an extracted parameter.

In the above discussion, the substrate doping concentration and gate oxide
thickness were assumed to be uniform in the derivation. However, in a real
device the substrate doping concentration is not uniform. Also, the capaci-
tances of the tapered oxide and thick oxide are different from the gate oxide
capacitance and need to be considered separately in modeling the narrow
width effects.

Akers et al. further suggested a more complicated analytical expression to
include the effects of the tapered oxide capacitance, the depletion charge
under the thick recessed field oxide due to the gate overlap, and field doping
encroachment at the channel edges [3.16]. However, the simpler model equa-
tion given in Eq. (3.3.5) is more often used in compact modeling.

3.4 Threshold Voltage Model in BSM3v3

In this section, we discuss the threshold voltage model in BSIM3v3. It
accounts for the physical effects discussed in chapter 2 with regard to V.

3.4.1 Modeling of the vertical non-uniform doping effects

From Eqg. (2.2.1), we see that the threshold voltage should depend linearly on
Jos — Vi, » with aslope known as'y. However, experimental data (as shown in

Fig. 2.2.2) in general displays a non-linear dependence. The slope y becomes
smaller as the body bias V4 becomes more negative (for NMOS) (Vyg, unless
stated otherwise, is always a reverse bias of the source/body junction). This
non-linearity comes from the non-uniform substrate doping in the vertical
direction of the body.

The doping concentration may be higher or lower at the interface of the gate
oxide and the body than deep in the body due to the choice of the energies of
ion implantation for the channel and well. This non-uniform body doping will
make yin Eq. (2.2.1) a function of the substrate bias. An approximate step-
doping profile, as shown in Fig. 3.4.1, can be used to obtain an analytical
expression of Vy, asafunction of V. If the depletion width isless than Xr as
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shown in Fig. 3.4.1, N4 in Eq. (3.4.2) isequal to Ncy?, otherwiseit isequal to
Ngyg, Therefore, we have

Vih = VIHO + Y1(3[¢s —Vis = J¢5), [Vis| <|Vix

Vih =VrHO + y1(1/¢s = Vbs — \/a) + 72(J¢s ~ Vbs — qu; - Vbx) ,lVbs| 2 IVbxl
(3.4.2)

: (34.1)

where the definition of Vo has been given in Chapter 2. (psb is the surface
potential at threshold, given in Eq. (2.2.4). y, and y, are given as

_ V29€Ncy
Yi=s—(o (34.3)

ox

v29€ ;N sup

Y= (3.4.4)

ox

Vyy is the body bias at which the depletion width is equal to Xt. Therefore,
Vpx satisfies

gNcu X7

=¢, -V 345
2€ ¢ bx ( )

si

To unify the Vi, expression in Eq. (3.4.1) and Eq. (3.4.2), a genera expression
of Vi, under different body biasis proposed as

Vi =Vrro + K1 (o, — Vi —J05) — KoV (3.4.6)

K7 and K, are usually determined by fitting Eq. (3.4.6) to the measured Vin
data. For theoretical discussions, they can be determined by the criteria that
the Vi, values given by Eq. (3.4.2) and Eq. (3.4.6) and their derivatives versus
Vps should be the same at Vpy, where Vi, is the maximum substrate bias
voltage. At Vpg= Vpm, let Egs. (3.4.2) and (3.4.6) be equal:

a. Note: In this book, all BSIM3v3 model parameters are bold-faced Italic characters with cap-
italized first letters followed by capitalized subscripts.

b. ¢=2¢p in the threshold voltage model equationsin BSIM3v3.
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71(‘\/¢s _Vb.r —\/:P:)'*'YZ(\/as -me _\/(ps _Vbx )
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-~ Nch
«—— Approximation

Dopant Density

Substrate Doping Concentration

~ profile
,~ Nsus
.

XT  Depth

Fig. 3.4.1 One possible body doping profile and approximation.

We can get a second equation by letting the derivative of Egs. (3.4.2) and
(3.4.6) be equal at Vs = Vpm and obtaining

K;=72-2K;N¢s = Vim (34.8)

Solving Egs. (3.4.7) and (3.4.8) gives

\l‘z’s_va"\/(ps
K,=(y;-72) 3.4.9
2 Y e 0 —Vom ~9.)+ Vem 349

K1 can be obtained from Eq. (3.4.8) with K5 given in Eq. (3.4.9).

It has been found that using K; and K5 as fitting parameters yields better accu-
racy than calculating K1 and Ko with Eq. (3.4.8) and Eg. (3.4.9). Usualy Kz
and K, are determined experimentally if measured datais available. However,
if device data is not available but the model user knows the doping concentra-
tion profile, or the user wants to use the physical nature of K; and K, for spe-
cific purposes such as statistical modeling, the user can input the doping
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concentrations and other process parameters (e.g. NcH, Nsyg, Xt and Toy).
K1 and K2 can then be calculated using Egs. (3.4.8) and (3.4.9).

In summary, K, and K, are the key parameters to model the vertical non-uni-
form doping effect.

3.4.2 Modeling of the RSCE due to lateral non-uniform channel doping

To account for the lateral non-uniform doping effect due to the higher doping
concentration near the drain and the source than in the middle of the channel,
as shown in Fig. 2.2.3, a step doping profile along the channel length direction
as shown in Fig. 3.4.2 may be used as afirst order approximation to obtain a

Vin expression. As a further approximation, the average channel doping can
be calculated as follows:

Ncy (L—2L1)+Npocket 2L, 2L, NP"Ck” ~Nen
L L Nen

NLx
=Ncy (1+—)

(3.4.10)

NpOL‘ket - NCH

Where Ny =2L, . In BSIM3v3, N, x is treated as a fitting

CH
parameter extracted from the measured data.

With the introduction of N yx to account for the lateral non-uniform doping,
Eq. (3.4.6) may be modified into

V

i =Vrag + Ki (O, —Vis 10 ) — K3V,

+ K, ( 1+M ~ 16, (3.4.11)

Eq. (3.4.11) can best be understood by first setting Vg = 0. At Vg =0, Eq.
(3.4.11) models the dependence of Vi, on L due to the lateral non-uniform
doping. Eq. (3.4.11) shows that the threshold voltage will increase as channel
length decreases. Thisis shownin Fig. 3.4.3.
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Fig. 3.4.2 A step doping profile can be used to approximate the non-uniform lateral
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Fig. 3.4.3 Threshold voltage versus channel length calculated by Eq. (3.4.11).

In summary, N x is the only parameter to represent the lateral non-uniform
doping effect. It models the reverse short channel effects (RSCE), asis shown
in Fig. 3.4.3.
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3.4.3 Modeling of the short channel effect due to drain induced barrier
lowering

In BSIM3v3, the drain-induced barrier lowering (DIBL) effect is analyzed by
solving a quasi two-dimension Poisson equation along the channel as dis-
cussed in section 3.2.2. By applying Gauss's law to a rectangular box of
height X, and length Ay in the channel depletion region assuming an equa-
tion for the electric potential may be set up and solved, leading to [3.15]

AVy, =05, (L)[2(Vy; —¢,)+ V] (3.4.12)

where Vy; isthe built-in voltage of the substrate/source junction. \j, isgiven
by

_ KBTln NcHNDs

. ( " ) (3.4.13)

Vyi

i

where Npg in Eq. (3.4.13) is the source/drain doping concentration and N,
is the channel doping concentration. In Eqg. (3.4.12)

0, (L) =[exp(=L/21,) + 2 exp(-L/1,)] (3.4.14)

l; is a characteristic length and is given by

|- ’esiTOXXdep .
t EoxN (34.15)

X gep IS the depletion width in the substrate and is given by

28s'( -V )
Xdep = "#— (3.4.16)

n in Eq. (3.4.15) is afitting parameter that accounts for the numerous approx-
imations behind Eq. (3.4.15). For example, Xy, is not constant from the
source to the drain and is not equal to the quantity in Eq. (3.4.16). Also the
electric field is not uniform from the top to the bottom of the depletion region.

As channel length L decreases AViy will increase, and in turn Vi, will
decrease. If aMOSFET has aLDD structure, Nyg in Eq. (3.4.13) is the doping
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concentration in the lightly doped region. V,; in a LDD-MOSFET will be
smaller than in a single drain MOSFETS, therefore the threshold voltage
reduction due to the short channel effect is smaller in LDD-MOSFETS.

Eq. (3.4.12) shows that AVy, depends linearly on the drain voltage. V,
decreases as Vincreases. Thisis an important aspect of the DIBL phenome-
non. The severity of the DIBL effect has a strong dependence on L. If L> >|,,
the DIBL effect is very weak.

The influences of DIBL on V,,, can be described by Eq. (3.4.14). However, in
order to make the model! fit awide range of L, Vg, and V,,, several additional
parameters such as Dytg, Dyr1, Dyr2, Dsuss E1ag @d E15g a@re introduced,
leading to

Vin = VIHO + K1 (\Jgs — Vs —-\/&)—KZVbs+KI( /H]Ze_” ~1}/&
7

- DVTO(exp(—DVTI %) +2exp(—Dvt1 -l;;ﬁ-))(Vbi —@s)
¢ t

- (exp(—DSUB—Li) + 2exp(—DsuB Ly
211‘0 l

to

)) (ETA0 + ETABVbS) Vs

(3.4.17)
where

It = \[€siXdep | Cox (1 + DVT2Vhs) (3.4.18)
lto = A/ &5iXdep0 | Cox (3.4.19

2esi(9s — Vis)

Xdep = qNCH (3420)
2&sigs
XdepO = qNCqI)i (3421)

Dyt, replaces 1/(n)Y2in Eq. (3.4.15). Dy, is introduced to account for the
dependence of the doping concentration on substrate bias since the doping
concentration in the body is not uniform in the vertical direction. Compared
with Eq. (3.4.12), Eq. (3.4.17) allows different L dependencies of Vi, on Vg,
and on Vs, i.e. different I, and |,,, in order to achieve better accuracy of
matching the Vy, data. Dyrg, By11,.Dy1p0 Eqagr Eqag: @d Dgyp are deter-
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mined experimentally. Although Egs. (3.4.12) and (3.4.17) have many differ-
ences, they have the same basic double exponential functional forms. This
means that the device physics represented by Egs. (3.4.12) and (3.4.17) are
essentially the same. A philosophy embedded in the BSIM3 model isto find a
physically accurate functional form to describes a physical phenomenon and
then use fitting parameters and even empirical terms to achieve quantitative
match with the device characteristics.

As the body bias becomes more negative, the depletion width increases as
shown in Eq. (3.4.20). Thus AV, will rise due to the increase in lt. That is, the
DIBL effects (i.e. the channel length and Vs dependence of V) are stronger
as Vi, is made more negative. Thisis verified by experimental data shown in
Fig. 3.4.3 and Fig. 3.4.4. Although the dependence of V;, on Vs is known to
be nonlinear [3.15], a linear dependence of V;, on Vs is nevertheless suffi-
cient for circuit ssmulation, as shown in Fig. 3.4.3.

12
L- 0.35um
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3
=
>
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Yo OV
08 ’ s
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Fig. 3.4.3. Threshold voltage versus the drain voltage at different body biases. After
Huang et a. [3.19].

In Eq (3.4.17), VrHo + K, ,/¢s -V, — K,V,,, and AVy, due to DIBL effect
move in opposite directions as Vs varies. Therefore, the changes in

VIHO + K¢, —Vy, — K,Vp, and inAVy, will compensate for each other and
make Vy, less sensitive to Vs This compensation is only evident when the
short-channel effect is significant in short-channel devices. Hence, the V;, of a
short-channel MOSFET is less sensitive to body bias than the V;;, of a long-
channel MOSFET whichisseenin Fig 3.4.4.
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Fig. 3.4.4 Channel length dependence of the threshold voltage at different body
biases. After Liu et a. [3.15].

Fig. 3.4.5 shows the threshold voltage versus channel length at different drain
voltages and bias voltages and compares the data with Eq. (3.4.14). The addi-
tional terms and parameters in Eq. (3.4.17) are necessary to provide a good
match between the model and the data.

3.4.4 Modeling of the narrow width effects

Even though several models with narrow width effects were reviewed in
Chapter 2, none has been found to be quantitatively accurate. They do not
even qualitatively describe the reverse narrow width effect that are encoun-
tered in some technologies [3.18]. One must accept the fact that the behavior
of the narrow width effect depends on the numerous and changing isolation
technologies and no universally accurate physical model of it is available.
Models of the threshold voltage shift due to narrow width effect have the gen-
era form,

T,
AVirw o< ‘;’X . (3.4.22)

eff
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Fig. 3.4.5 Threshold voltage versus channel length at several drain voltages and body-
biases. After Liu et a. [3.15].

BSIM3v3 takes an empirical approach to account for the overall narrow width
effects (both normal and reverse narrow width effects). Three fitting parame-
ters K3, Ksg, and W, are used to model the changein V,,, due to the narrow W
[3.19,3.20],

AVirw = (K3 -+ K38Vos)—2% ¢ (3.4.23)

Wefr'+Wo

W' is the effective channel width [3.20], which will be discussed in detail in
Chapter 4.

In the above discussion, it is assumed that the channel length of the deviceis
long enough so that the narrow width effect does not depend on L. To account
for the narrow width effect for small channel lengths, BSIM3v3 introduces
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the following in addition to Eq. (3.4.23) to describe the change in threshold
voltage due to narrow W and short L:

AVimwL = Dvrow[exp(—Dvriw Kiﬁl'ﬂ) +2exp(—Dvriw w)](wu - ¢s)
i w
(3.4.24a)
Iw = \J&siXdep | Cox (1 + DVT2WVbs) (3.4.24b)

where Dy o, Dyt1w @nd Dy 1oy @re parameters extracted from experimental
data. Eq. (3.4.24) is a good example of the empirical elements based on exper-
imental observations plus simple physical understanding of the effects, which
help make BSIM 3 an accurate model.

3.4.5 Complete V,,, model in BSIM 3v3

With the considerations of all the discussed physical effects above, the final
and complete V,;, expression in BSIM3v3 is as follows [3.20]:

Vih =VIH0 + K1 (/@5 — Vbs — \[¢s) — K2 Vs

f NLx Tox
+ K1 1+——1,/s+ K3 + K3BVbs) ——— s
( Leg J O+ (K )Wcﬁ'+W0¢

- DVTO(CXP(—DVTI %) + 2 exp(—Dvr1 lﬂ))(Vbi —¢s)
! t

- (exp(»—usub Lty 2 exp(=Dsus E) ) (Erao + EtaVibs) Vs
2[!0 lto
- DVTOw(CXp(—DVTIw Wer Ly
2w

) + 2 exp(—DvTiy w

w

))(Vbi = )

(3.4.25a)
In Eq. (3.4.25a), the second and third terms are used to model the vertical

non-uniform doping effect, the fourth term isfor the lateral non-uniform dop-
ing effect, the fifth term is for the narrow width effect, the sixth and seventh
terms are related to the short channel effect due to DIBL, and the last term is
to describe the small size effect in devices with both small channel length and
small width. A simpler model for V,,, would be preferred if it could offer the
same adequate accuracy.



3.4 Threshold Voltage Model in BSIM3v3 91

In BSIM3v3.2 [3.35], the Toyx dependence of Vy, isimproved by introducing
anew model parameter Ty, Which can be considered as the nomina gate
oxide thickness at which the model parameters are extracted. Eq. (3.4.253a) is
modified due to the introduction of Ty,

Vih =Vihoox + K10X {/¢s — Vbs — K20x Vbs

NLx Tox
+ Ki1ox ’1+— -1 1/ + (K3 + K3BVbs) ———— ¢
( Lefp J ¢+ (K3+ ) Wepr '+Wo ¢

- Dvro(exp(—Dvn —lg—) + 2 exp(—Dvr1 lﬁ))(Vbi —¢s)
t t

- (exp(—DSUB Iz‘;ﬁ ) + 2 exp(~Dsus Ll‘ﬁ )) (ETA0 + ETABVbs) Vis
to 1o
- me[exp(—Dvnw M) + 2 exp(—Dvriw WLffl—l—'—e-jL))(Vbi —¢s)
w w
(3.4.25b)
Vihoox =VrHo — Ki.¢s (3.4.25¢)
Tox
Kiox = K1 3.4.25d
Toxm ( )
Tox
K20x = K2 3.4.25¢
Toxm ( )

In the implementation of Egs. (3.4.25) in BSIM3v3, all V,, terms have been
substituted with Vi given in Eg. (3.4.26).

Vbsejjf = Ve + 0.5[Vbs — Ve — S1+ -\/(Vbs — Vbe — 61)2 — 481V ] (3426)

where 5;=0.001. When Vs> Vi, Vs @pproaches Vi, which is an upper
bound of V. Having an upper bound improves the numerical robustness of
the model and enhances simulation convergence.ln model implementation,
Ve IS set to be 0.9 of the V5 a which dVy,/dV,s=0, where Vy, is given by Eq.
(3.4.6). Thus:

Ki?
4K2?

Ve = 0.9(¢s — ) (3.4.27)
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It should be pointed out that care has been taken in the model implementation
to avoid divide-by-zero when Ko=0in Eq. (3.4.27).

3.5 Helpful Hints

1. Extracting the threshold voltage

One “definition” of the threshold voltage (or onset of strong inversion) isthe
well known 2@; approximation. That is, Vi, is “defined” as the gate bias at
which the surface potentia is 2¢;. We have used this in the derivation of Vi,
of the long channel device. However, it may be more useful and meaningful if
Vi is defined with a measurable behavior of the device, e.g. Ig= aW/L pA at
Vg =V, Where aisaconstant, say, 0.1. A number of different definitions for
the threshold voltage have been proposed to model or measure Vi,. Model
users should know the differences among them to avoid any confusion when
discussing threshold voltages.

The following definitions have been suggested for the threshold voltage. iy, is
the gate voltage at which (1) the inversion charge density is equal to zero
[3.21], (2) the minority carrier density at the surface is equal to the majority
carrier density at the boundary of the depletion region [3.22], (3) the change
rate in the inversion charge caused by the gate biasis equal to the change rate
in the depletion charge density [3.23], (4) the surface potentia is equal to 2@
[3.24], (5) the extrapolated linear drain current is zero [3.25], (6) the extrapo-
lated square root of the saturation current is zero [3.26], (7) the drain current
isat asmall constant value [3.27], (8) the gate-channel capacitanceis equal to
1/3C,y [3.28], (9) the slope of the transconductance g, vs. Vs is at its maxi-
mum [3.29].

Definitions (I)-(4) have been used in analytical model derivations, while defi-
nitions (5)-(9) are used to determine the threshold voltage experimentally. It is
clear that these threshold voltage definitions are inconsistent and may lead to
difficulties and confusion when comparing the results of these definitions.
Definition (7) can be made to be more or less consistent with (4), (5) and (6)
by careful selection of the drain current value.

Definition (5) has been widely used in the characterization of MOSFETS.
However, it is well known that the | ;5 does not follow a good linear relation-
ship with Vg in modern MOSFETSs. Because of the ambiguity of “linear
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region in the | 4-Vys curves’, an engineering methodology has become the
standard approach in determining the ;;, of a MOSFET:

(8). Measure | 4- Vs characteristics at low Vs (<0.1V, typically 50mV),

(b). Determine the maximum slope of the | 4-V s curve, that is, the maximum
Om point,

(c). Extrapolate |4s-Vys from the maximum g, point to 14s=0,
(d). Note the corresponding extrapolated V value (V 4) for 145 =0 point.
(e). Calculate Vi, according to Vi, =Vgep-0.5V gs.

The reason | 4 does not follow alinear relationship with Vy is that the carrier
mobility decreases as Vs becomes significantly larger than Vy,. Extrapolation
from the maximum slope point of the I4s-Vys curve (or maximum g, arbi-
trarily eliminates the ambiguity of extrapolating the “linear” I4s-Vy curve
[3.30].

The methodology to extract V; |, discussed last is recommended for extracting
threshold voltage for the BSIM 3v3 model.

2. Threshold voltages in weak and strong inversion regimes

Usually the I-V model in strong inversion can match the measured data well if
the “extrapolated” Vi, is used in the model. However, the I-V model in weak
inversion usually deviates from the measured 1-V somewhat if the same V;,,is
used in the weak inversion I-V model without any modification [3.31]. The
problem is caused by the difference (around 0.IV) between the V,;, deter-
mined with definition (4), which is appropriate for the subthreshold 1-V, and
the Vy;, extrapolated from the | 45-Vgsin the strong inversion region. It has been
found that @s =2¢;+4v, may be a better theoretical criterion for the V, inthe
strong inversion I-V model (Vy >V ) while ¢;=2¢; is agood criterion of the
threshold voltage in modeling the weak inversion (Vg < V) regime. The
regime between @s =2¢@5 and @5 =2¢Q,+4v, has been called moderate inversion
[3.32], which is becoming more and more important as new low power analog
applications emphasize the operations of transistors in this regime. In
BSIM3v3, a parameter called Vg is introduced to account for the difference
in the two Vy,’s to achieve good model accuracy in both the strong inversion
and the subthreshold regions [3.33, 3.34], which will be discussed again in
Chapter 4.
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3. The relationship between V¢ and Vg in BSIM3v3

V1o IS an important parameter in the threshold voltage model of BSIM3v3.
It isthe threshold voltage of along channel device at zero volt substrate bias.

VTHO =VFB + ¢s + K1\/<E (3.5.1)

Where Vg is a constant representing the flat-band voltage. It should be
pointed out that Vg is not a user-input parameter in the I-V model in
BSIM3v3.0 and BSIM3v3.1. However it has become one in BSIM3v3.2 to
improve model accuracy for MOSFETs with different gate materials.

TheV g intheV,, model of BSIM3v3 can be either calculated or given a
fixed value, depending on whether the Vo parameter is provided by the
user.

Usualy, Vg is a parameter specified in the model card. Inthat case, if Vg5
is not assigned as a user input parameter, it is calculated in BSIM3v3 as

VFB =VrH0 — ¢s — K1,/ s (35.2)

If V1o is not specified in the model card, it is calculated using Eqg. (3.5.1),
and V¢ z is given afixed value of -1.0 if it is not given in the model card.

It should be noted that Vi g here is different from the v, that will be used in
the capacitance models in Chapter 5, where v, is calculated to ensure that the
same threshold voltage is used in both the |-V and capacitance models. The
difference between Vi gand vy, will be discussed further in Chapter 5.

4. The parametersrelated to the vertical non-uniform doping

The parameters K, and K, are introduced to describe the body effect in the
presence of non-uniform doping. Usually they are extracted from the mea-
sured data. However, they can aso be calculated with Eq. (3.4.8) and Eq.
(3.4.9) from process parameters such as Ny, Ty, and Ng g , if K1 and K;
(and also y; and v,) are not provided in the mode! card. In that case, they; and
Y, parametersin Eq. (3.4.8) and Eq. (3.4.9) are calculated with Eq. (3.4.3) and
Eq. (3.4.4). For that purpose, process parameters N, Ty , Ng ;g have to be
provided as input model parameters. Certainly the y, andy, parameters can
also be provided as the input model parameters instead of K; and K,. If y, is
given but N, isnot, N, will be calculated using the following equation,
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}'12 C0x2
2q€si

NcH = (3.5.3)

If K, Ky, yq, and y, are not provided as input model parameters, the default
value of N isused, and y, is calculated using Eq. (3.4.3).

V., the critical V¢ a which the depletion width is equal to the channel dop-
ing depth X+, isaso a model parameter in BSIM3v3. However, it is usualy
calculated using the following:

gN ¢y XT

Vbx:¢s_ e

(3.5.4)

si

where X is a model parameter with a default value of 1.55x107" m. Ny, is
given the default value (1.7x10%cm3) if it is not calculated using Eq. (3.5.3).

5. Vip in buried-channel or depletion-mode MOSFETs

The threshold voltage model in BSIM3v3 was derived for enhancement-mode
surface-channel devices, but it is also quite adequate for buried channel
devices and even modern depletion-mode devices. Figs. 3.5.1 (a) and (b)
shows the characteristics of threshold voltage vs. channel length for p-channel
devices with both surface and buried channels [3.36].

6. K3 and K,z for narrow-width effects

K3 and K55 describe the narrow width effects for the different isolation tech-
nologies. The value of K is usualy positive for LOCOS field isolation
although this is not always the case. This is known as the normal narrow-
width effect. For fully recessed LOCOS or trench isolation structures, the
extracted value of K3 may be negative. Thisis known as the reverse narrow-
width effect.

Fig.3.5.2 shows the comparison between the model and the measured data for
devices using two different isolation technologies [3.37]. Devices from pro-
cess A are n-MOSFETs with p-pocket implant LDD fabricated with a dual-
gate CMOS shallow trench isolation process. The gate oxide thickness is
4nm. Process B uses LOCOS technology without a pocket implant. The gate
oxide thickness is 12nm. It can be seen in Fig. 3.5.2 that both the normal and
reverse narrow width effects can be modeled accurately by BSIM3v3 [3.37].
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Fig. 3.5.1 (a) Modeled and measured characteristics of V,, vs. L for P-MOSFETs with
surface channel. After Cheng et al. [3.36].
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Fig. 3.5.1 (b) Modeled and measured V,,, vs. L for P-MOSFETs with buried channel.
After Cheng et al. [3.36].
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Fig. 3.5.2 Modeled and measured threshold voltage vs. channel width for devices
with shallow trench (A) and LOCOS (B) isolation technologies. After Cheng et al.

[3.37].

7. N | x parameter for laterally non-uniform doping

Lateral non-uniform doping can produce a reverse short channel effect, which
can cause a hump in the Vy, vs. L characteristics discussed in Chapter 2. This
effect can be modeled using the N, x parameter together with the parameters
Dy1o and D ;. The value of N x can be zero if there is no obvious laterally
non-uniform effect in the device. However, it should not be negative (the
value of N x may become negative if the global optimization approach is
used in parameter extraction)!

Fig. 3.5.3 shows the modeled and measured Vi, vs. channel length for devices
with different pocket implant technologies at V4 =0.05V and several body
biases. Process Aisthe same asin Fig. 3.5.2. Process B in Fig. 3.5.3 is differ-
ent from process B in Fig. 3.5.2, and is also a technology with p-pocket
implant and LDD fabricated with a dual-gate CMOS shallow trench isolation
process. However the conditions of boron implantation in the channel region
and the pocket implantation are different from those in process A. The gate
oxide thickness is 4nm [3.37].
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Fig. 3.5.3 Measured and BSIM3v3 modeled threshold voltage vs. channel length. The
model can match the data well for the devices with different pocket implant condi-
tions. After Cheng et al. [3.37].
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Fig. 3.5.4 Measured and BSIM3v3 modeled threshold voltage vs. channel length at
Vs =15V for the devices with different pocket implant conditions. After Cheng et al.
[3.37].
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Because process A and process B are two different processes, a single set of
parameters was extracted for process A for all L’s while another set of param-
eters was extracted for process B. It can be seen that the data exhibits obvious
reverse short channel effects, which are well modeled by BSIM3v3. V,, roll-
up and roll-off are very strong for devices of process B with large-angle-tilt-
implantation pocket. Even in this case, BSIM3v3 can model the V,,, character-
istics satisfactorily.

Fig.3.5.4 a'so shows the measured and modeled V,;, vs. channel length but at
Vgs =1.5V. The same sets of parameters used in Fig.3.5.3 are used here. This
demonstrates that the model can accurately describe the short channel effects
including both DIBL (Vg4 €effect) and Vi, roll-off (L effect) for two different
conditions of channel engineering. This is critical for circuit simulation
because these two effects dominate the V,,, characteristics in devices with very
short channel lengths. Large simulation errors in the current characteristics
will occur if the model cannot describe these effects accurately.

8. Understanding the binning approach for threshold voltage parameters

The threshold voltage model in BSIM 3v3 accounts for the geometry and pro-
cess dependencies. Therefore, it not recommended to use any binning
approach for any model parameters in Eg. (3.4.25) athough any and al of
these parameters can be binned if the user desires. Sometimes binning is used
even for a parameter like V1o by users according to their methodol ogies of
parameter extraction. However this practice will lose the built-in geometry
dependence in the BSIM3v3 Vy, model and may cause confusion to circuit
designers.

When binning is practiced for the parameter Vo, the value of V1,4 in Eq.
(3.4.25) will be calculated using the following equation

Lvrao WvrHo PvrHo
+ +

Viho, binning = VTHO + - ;
Legf Weft Wer Lefr

(3.5.5)

where L 10, Wytho, @d Pyrho are binning parameters for Vryo?, Wy " and
Los; are the effective device channel width (without any bias dependence) and
length.

a Note: Users may have some confusion with the use of VtHo in Eq. (3.5.5) and Eq. (3.4.25).
The meaning of V1,0 in Eq. (3.5.5) is different from that in Eq. (3.4.25) even though the same
symbol is assigned due to a historic reason.
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Assuming VtHo=0.6V, LyTtHo = 0.01pmV, WytHo = 0.02umV, PyTHo =0.03
U2V, L g¢r=0.251 m, and Wt =1 pm, the VTHo used in Eq. (3.4.25) to calcu-
late Vi, for the simulation will be replaced with Ving hinning, which here should
be Ving pinning=0.6+0.01/0.25+0.02/1+0.03/(1x0.25)=0.672V. That is, the
value of 0.672V will be used for Vtygin Eg. (3.4.25) instead of 0.6V.

A general description of the binning approach in compact models will be
given in Chapter 13. The purpose of the above brief discussion is for the
BSIM3v3 users to understand the V,, model parameters associated with the
binning practice. We do not recommend that BSIM3 users use the binning
approach in general since the model may lose its built-in Wand L dependen-
cieswhich are valuable in circuit optimization and statistical modeling.

9. Parametersin the threshold voltage model

The Vinmodel parameters are listed in Table 3.5.1.
Table 3.5.1 Vih model parameters

Symbols Symbols in Description Default Unit
in equa- source code
tion
Tox tox Gate oxide thickness 1.5x10-8 m
Toxm toxm Nominal T,y a which parameter Tox m
are extracted
X; Xj Junction depth 1.5x1077 m
Ney nch Channel doping concentration | 1.7x1017 | 1/cm3
Nsus nsub Substrate doping concentration | 6.0x10%® | 1/cm3
VTHo Vino Threshold voltage @ W, =0 for 0.7 for Y,
large L. nMOS
Typically Vy,o>0 for NMOS- -0.7 for
FET and V,;,o<0 for PMOSFET | PMOS
Vg vib Flat band voltage calcu- \Y
lated
Ky kL First-order body effect coeffi- 0.53 v
cient
K, k2 Second-order body effect coef- -0.0186 none
ficient
Kz k3 Narrow width coefficient 80.0 none
K3g k3b Bodly effect coefficient of K, 0.0 Y
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W, w0 Narrow width parameter 2.5x10° m
N x nix Lateral non-uniform doping 1.74x1077 m
coefficient
Dyrow dvtOw First coefficient of narrow 0 none
width effect on \,, at small L
Dyriw dvtlw Second coefficient of narrow 5.3x10° Um
width effect onV,,, at small L
Dyrow dvt2w Body-bias coefficient of narrow -0.032 w
width effect on \j, at small L
DyTo avt0 First coefficient of short-chan- 2.2 none
nel effect on '\,
Dy11 dvtl Second coefficient of short- 0.53 none
channel effect on
DyT2 dvt2 Body-bias coefficient of short- -0.032 w
channel effect on \f,,
Vau vbm Maximum applied body biasin -3 \
V;, calculation
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CHAPTER 4 I'V MOdeI

Accurate modeling of the |-V characteristics is a basic requirement for a good
compact model. In this chapter we will introduce the essential equations that
describe the |-V characteristics. We then discuss channel charge and mobility,
which are the two key factors influencing the |-V characteristics. The single-
eguation 1-V model of BSIM3v3 will be introduced after first discussing the
piece-wise models. Finally, we discuss some points to understand the 1-V
model in BSIM3v3.

4.1 Essential Equations Describing the I-V
Characteristics

The essential equations for describing the current in MOSFETs are

Jn = qunnE + qDnVn (4.1.19)

Jv = quppE + qDpVp (4.1.1b)

Jrand J,are the current densities for electrons and holes respectively. g is the
electron charge. pnand pp are the mobilities of electrons and holes. n and p
are the electron and hole concentrations. E is the electric field. Dyand Dyare
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the diffusion coefficients of electrons and holes, respectively. D, and Dy are
linked to Hp and pp with the following Einstein’s relationship:

Dn = viitn (4.1.2a)

Dp = vipip (4.1.2b)
where v, is the thermal voltage.

The E terms in Eq. (4.1.1) represent the drift current components due to the
electric field E. The second terms of Eq. (4.1.1) describe the diffusion current
components due to the carrier concentration gradient. In the strong inversion
region, as we mentioned in section 2.3, the current is dominated by the drift
current. In the subthreshold region, the diffusion current component domi-
nates. However, in the transition region (moderate inversion region) from sub-
threshold to strong inversion, both drift and diffusion currents are important.

As shown in Eqg. (4.1.1), carrier density and the velocity-field relationship
(LE) are two fundamental factors determining the I-V characteristics. We need
to model the channel charge and mobility as well as the velocity-field rela-
tionship carefully to describe the current characteristics accurately and physi-
cally. We discuss the modeling of channel charge and mobility next before we
introduce the modeling of the I-V behavior.

4.2 Channel Charge Density Model

In this section, we discuss the modeling of the inversion charge density in the
channel, using an n channel MOSFET as an example. It should be pointed out
that we ignore the sign of the channel charge to simplify the equations in the
following discussion.

4.2.1 Channel charge model in the strong inversion region
In strong inversion the inversion charge density, Qi iS much larger than the

depletion charge density Q. As aresult, the exponential term in Eq. (2.3.17)
is the dominant term, and the inversion charge can be written as[4.1],

Qinv = \J2q€siNave expl(¢s — 2¢B) / 2vi] (4.2.1)
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In Eq. (4.2.1), theinversion layer charge is an exponential function of the sur-
face potentia, @5, with a slope of 1/(2v,). Therefore, a small increase in the
surface potential induces alarge change in Q;y,

Eqg. (4.2.1) shows the dependence of the inversion charge on the surface
potential. However, in compact modeling a relationship between the inversion

charge density and the gate bias is preferred. According to Eq. (2.3.3a), the
inversion charge density in strong inversion can be written as,

Qinv = Cox(Vgs —VFB - (Ds) - Qb (422)

Substituting Qp in Eq. (4.2.2) with Eq. (2.3.15) and recalling the threshold
voltage expression given in Eq. (2.2.1), we obtain,

Qinv = Cox(Vgs —Vth) (423)
Eqg. (4.2.3) has been widely used in the compact modeling of MOSFETSs.
4.2.2 Channel charge model in the subthreshold region
Eg. (2.3.20) gives the charge expression in subthreshold region, but is still not
acceptable for use in compact modeling because of presence of the function
(pS(Vg). In the following, we will derive a relationship between the surface

potential and the gate bias which is suitable for compact modeling.

Because @g <@<2¢j in the weak inversion region, we can express Vg as

Vs
Vs = Vigs|g=1508 + a—di|¢s=1.5¢8 (¢s — 1.5¢8) (4.2.4)

We have defined that Vg = Vi When ¢s=2¢s so we have the following,

8Vgs
E

Vih = Vgs|¢s=1.5¢B + |¢s=1.5¢3(2¢B —15¢8)
A%
= Vs|as=15¢8 + —0_)f |ss=1.568 0.5¢B (4.2.5)

Eq. (4.2.5) can be rewritten as,
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Vasle=150 = Vi — 0.5¢B %Vgs

% Jas=1.508 (4.2.6)

Combining Eq. (4.2.4) and Eq. (4.2.6) yields,

Vs = Vin + %‘% |os=1508 (¢ — 20B) 4.2.7)

Combining Eg. (2.3.3a) and Eq. (2.3.13) (because Qj,,,<<Qp in weak inver-
sion) we find the relationship between Vgsand the surface potential as fol-
lows,

Vis = VEB + s + 7405 (4.2.8)
Therefore,
Vs Y
s 2/¢s (429

we then define,

Esi

Xdep

Cdep = (4.2.10)

where Xqey is the width of the depletion layer under the channel, and is given
in Eq. (2.3.11).

Thus, Eqg. ( 4.2.9) can be rewritten as (recalling the expression of y given in
Eq. (2.2.3))

ans Cdep
=l+——=
s Cox (42.11)

n can be approximated as a constant in the subthreshold region. As a result,
we can obtain approximately the following simple relationship between the
surface potential and the gate bias in the weak inversion region,

Vigs = Vi + n(¢s — 2¢8) (4.2.12)
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Eqg. (4.2.12) has been used widely in compact models in the subthreshold
region [2.61].

Substituting Eq. (4.2.12) into Eq. (2.3.20) and approximating the @ outside
the exponential term with 2@, which is a reasonable approximation in the
subthreshold region, the inversion charge density in the weak inversion
regime can be written as

&silNa Ves —Vin — VOFF
Oinv = |12 exp(=2 ) (4.2.13)
4¢B nvt

Vorr is added to account for the difference between V,, in the strong inver-
sion and the subthreshold regions as discussed in Chapter 3 [4.6,4.7].

4.2.3 Continuous channel charge model of BSIM 3v3

Separate expressions for channel charge density have been given in Eq.
(4.2.3) and Eq. (4.2.6) for the strong inversion and the weak inversion
regimes, respectively. We can combine these expressions in the following
form [4.5]:

QchsO = CoxVgsteff (4214)
2nw ln{l + exp( Ves - Vth)}
nv:
Vgsteﬁr = >
1421 Cox ¢s ex (_ Ves —Vin - 2VOFF) (4215)
qE&siNCH 2nw

Asshown in Figs. 4.2.1 and 4.2.2, Ve becomes Vs-Vy, in the strong inver-

sion region, and follows fqa“Nc" V' exp( eV =VOFE ) 1 the subthreshold
4¢B Cox nvt

region. To demonstrate the continuity of Vi, the curves of Vg and its

first and second derivatives versus Vs are shown in Fig. 4.2.3.

The form of Eqg. (4.2.15) was chosen to obtain a continuous equation for the
channel charge and to match the measured Q. Vs Characteristics in the
moderate inversion (transition) region. The channel c%arge expression, Q.
will be used in subsequent sections of this chapter to model the drain current.
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Vgsteff (V)

Vgs-Vth (V)

Fig. 4.2.1 Vggeif VS. Vs~ Vi in alinear plot.

~exp[(Vgs-Vthy/(n4)]

AN

Vgs-Vth

Vgsteff (V)

Vgs=Vth

/

Vgs-Vth (V)

Fig. 4.2.2 Vggeif VS. VgsVin in @ semi-logarithmic plot.
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6
—— Vgstelt
5 -+
—o— The first dexfetive of
4+ Vgstelf 8. Vgs
A —n— The second dexhetive of
3T 1 Vgsteff 6. Vgs

Vgseff and its derivatives

Vga(V)

Fig. 4.2.3 Vggeit and its first and second derivatives are continuous function of Vgs
from the subthreshold through the strong inversion regions.

The charge density model has been verified with experimental data at differ-
ent bias and design conditions [4.5,4.8,4.9]. Fig. 4.2.4 shows that the unified
charge expression, Eqg. (4.2.14), fits the data and matches Eq. (4.2.3) and Eq.
(4.2.13) well in the strong inversion and subthreshold regions, respectively.
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s i | Symbols: exp. data
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10714 E
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Vgs (V)

Fig. 4.2.4 The continuous channel charge model fits the measurement data taken from
devices with differing channel doping concentrations. It also matches Eq. (4.2.3) and
Eq. (4.2.13) (dashed lines) in the strong inversion and subthreshold regions respec-
tively. The unified model covers the weak, moderate, and strong inversion regions of
MOSFETSs. After Cheng et al. [4.5].
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Furthermore, the model accurately predicts the charge in the transition (mod-
erate inversion) region. The continuous and accurate nature of the model
makes it very attractive and promising in circuit simulation since the moder-
ate inversion region is becoming more important for low voltage/power cir-
cuit applications.

4.2.4 Continuous channel charge model with the effect of Vg

Eqg. (4.2.14) is the unified channel charge expression at the source or for
Vy4s=0. For a charge density model to be used in modeling 1-V characteristics,
the influence of Vs on the channel charge must be accounted for. In other
words, the channel charge density model has to include a dependency on the
channel potential which varies along the channel. For this purpose, consider
first the channel charge density for the case of strong inversion in the presence
of Vye

Qchs(y) = Cox(Vgs —Vih — AbulkVF(y)) (4216)

where Vg stands for the quasi-Fermi potential at any given point y along the
channel with respect to the source. Awuk is a parameter accounting for the bulk
charge effect due to Vs as discussed in Chapter 2, and its detailed form will
be given in section 4.5. Eq. (4.2.16) has been used widely in modeling the I-V
characteristics in the strong inversion region. This equation can also be writ-
ten as:

Qchs(y) = QchsO + AQchs(y) (4217)

where Qghg iS given by Eq. (4.2.3), and AQchs(y) isthe increment in the chan-
nel charge density induced by the drain voltage and can be given as:

AQchs(y) = —CoxAbulk VF (y) (4218)

In the subthreshold region (Vgs<<Vth), the channel charge density along the
channel from source to drain can be written as:

AbulkVF
Qchsubs(y) = Qchsubsoexp(—u—(y)) (4219)

nve

where Qchgubsp 1S given by Eq. (4.2.13).
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We expand the exponential term in Eq. (4.2.19) using Taylor series and con-
sider the first and second terms:

AbutkV.
Ochsubsty) = Qehsubso(l — —2HVFD), (4.2.20)

nvt

Analogous to Eq. (4.2.17), Eq. (4.2.20) can be written as:

Qchsubs(y) = Qchsubs0 + AQchsubs(y) (4221)

The parameter AQghgns(Y) is the incremental channel charge density induced
by the drain voltage in the subthreshold region. It can be written as:

AbulkVF ()

AQchsubs(y) = ———————Qchsubs0 (4.2.22)
nvt

Note that Eq. (4.2.22) isvalid only when Vg is very small. This condition is

met due to the fact that Eq. (4.2.20) is only used in the linear regime (i.e. Vs
<2vy) in the subthreshold region.

Egs. (4.2.16) and (4.2.20) separately describe the drain voltage dependencies.
However, a unified expression for Qgy(y) is needed. To obtain a unified
expression along the channel we let:

AQchs( y)AQchsubs( y)

AQch(y) =
AQchs(y) + AQchsubs(y)

(4.2.23)

Here, AQq(y) is the incremental channel charge density, including both
strong inversion and subthreshold regions, induced by the drain voltage. Sub-
stituting Eq. (4.2.18) and Eq. (4.2.22) into Eq. (4.2.23), and noticing that the
term Coy Vgsteft/Qchsubsp 1S €qual to 1 in the subthreshold region and
approaches avery small value in strong inversion, we obtain:

VF(y)
Vb

AQch( y)=-— QchsO (4224)

where Vp=(Vggeff+NVt)/Apyik- In order to remove the complexity caused by
the variable n, it is replaced with 2. This is a reasonable approximation
because n ranges typically from 1 ~ 2. The expression for V, now becomes:
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_ Vesteff + 2vt
Abulk

Vi (4.2.25)

A unified expression for Q. (y) from the subthreshold to the strong inversion
regimes is now at hand [4.5,4.7]:

Qch(y) = Qchso(1 — Vro)
Vb

) (4.2.26)

Eq. (4.2.26) will be used in the derivation of the single-equation |-V model of
BSIM3v3.

4.3 Mobility Model

4.3.1 Piece-wise mobility models

A good model for the carrier surface mobility is critical to the accuracy of a
MOSFET model. The scattering mechanisms responsible for the surface
mobility include phonons, coulombic scattering, and surface roughness scat-
tering [4.10,4.11]. For good quality interfaces, phonon scattering is the domi-
nant scattering mechanism at room temperature. In general, mobility depends
on many process parameters and bias conditions. For example, mobility
depends on the gate oxide thickness, doping concentration, threshold voltage,
gate voltage and substrate voltage, etc. Sabnis and Clemens [4.12] proposed
an empirical unified formulation based on the concept of an effective field,
Egf, Which lumps many process parameters and bias conditions together. Eq
isdefined by

_ QB +(Qinv /2)

Eyg = . (4.3.1)

si

For an NMOS transistor with n-type poly-silicon gate or a PMOS transistor
with p-type gate, Eq. (4.3.1) can be rewritten in a more useful form that
explicitly relates E¢g to the device parameters by noting
0B

Vih =VFB + 2¢B +

> Qinv = Cox(Vgs — Vin) and Vrg + 2¢08=0. SUbSUtUUng

ox

the above equations into Eq. (4.3.1) one obtains [4.13]:



4.3 Mobility Model 115

Ves+ Vin
Eeff = —— 4.3.2
d 6T ox ( )

The physical meaning of E; can be interpreted as the average electrical field
experienced by the carriersin the inversion layer [4.13]. The unified formula-
tion of the mobility is then empirically given by:

_ Ho
1+(Ey [Eq)”

H efy (4.3.3)

Values for yg, Eg, and v were reported by Liang et al. [4.10], and recently
Chen et al. [4.13] given in Table 4.3.1:

Table 4.3.1 Mobility and related parametersfor electronsand holes.

Parameter Electron(surface) Hole(surface)
HO(cm2/V) 540 185
EO (MV/cm) 0.9 0.45
v 1.85 10

Eq. (4.3.3) fits the experimental data very well [4.10], but it involves a power
function which is time consuming for circuit ssmulators such as SPICE. A
Taylor expansion of the exponential function in Eqg. (4.3.3) is used, and the
first three terms are taken with the coefficients left to be determined by fitting
to the linear |-V data. Thus, we have [4.14]:

W = o (4.34)

Vs + Vi
1+ (Ua +U6Vbs)'g_T"i"+Ub[(Vgs +Vth )/Tox]2

ox

where the term U¢V,, is introduced to improve the model accuracy at high
body bias. U,, Uy, and U, are parameters to be determined by the I-V data

The discussion given above is for devices in the strong inversion region. It can
be seen that the mobility in strong inversion is a function of the gate bias. In
the subthreshold region the accuracy of the mobility is not as critical because
Qi Vvaries rapidly with Vy and cannot be modeled accurately. It is usually
modeled as a constant.
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4.3.2 Mobility modelsin BSIM 3v3

The continuity of mobility model is also required to ensure the continuity of
the I-V model. To achieve continuity in the mobility model, BSIM3v3 uses a
unified mobility expression based on the Ve expression of Eq. (4.2.15)

[4.7],

o
Har = (4.35)
1+ (Ua+Uc Vserr) (ﬁf’igﬁﬂ) I N

(1).4

Tox

where Vigys is given in Eq. (3.4.26). It can be seen that Eq. (4.3.5) follows Eq.
(4.3.4) in strong inversion, and becomes a constant in the subthreshold region.

Several mobility model options are provided for users to choose in BSIM3v3.
A selector parameter called mobMod is introduced for this purpose. The
mobility expression in Eq. (4.3.5) has been designated as mobMod=1.

The following empirical mobility model option (mobMod=2) is better suited
for depletion mode devices [4.7]:

o
Ueff = (4.3.6)
1+ (Ua +UcVise) Ly 4 yp (Y812
Tox Tox

BSIM3v3 aso introduced a third mobility model option (mobMod=3) [4.7]:

o
Vigste 2V, e
1+[Ua (Lﬁ_’h) +Us (M)Z](l +UC Vbseff)
Tox Tox

It is clear that all of the mobility models given above approach constant val-
ues that are independent of \A when V <Vy.

It should be pointed out that all of the mobility models given above account
for only the influence of the vertical electrical field. The influence of the lat-
eral electrical field on the mobility will be considered when discussing the
velocity saturation effect in the next session.
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4.4 1-V Model in the Srong Inversion Region

4.4.11-V model in thelinear (triode) region
1. Intrinsic case (Rys =0)

In the strong inversion region, the current equation at any point y along the
channel is[4.15]

Ly = WefCo, (Vg — AbulkV () V(y) (4.4.1)

where Vg = (Vgs-Vin), Wy is the effective device channel width. C,, is the
gate capacitance per unit area. V(y) is the potential difference between the
channel and the source. A, isthe coefficient accounting for the bulk charge
effect and v(y) isthe velocity of carriers.

BSIM3 |-V formulation starts with a simple piece-wise saturation velocity
model [4.16],

v(y)= U Ey E<Ey, (4.4.29)

v(y) = Usat E>E, (4.4.2b)

where E, is the magnitude of the lateral electric field and Egy is the critical
electric field at which the carrier velocity becomes saturated. pis the mobil-
ity including the influence of the lateral electric field Ey and is given by

:ueﬁ’
ps—=L 4.4.3
1+ (Ey/E,,,) ( )

In order to have a continuous velocity model at Ey = Eg;, Ey satisfies

E, =—%4 (4.4.4)
U eff

Thus, before the electric field reaches E; the drain current can be expressed
as,
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gy = WegCy (Vi Vi — AbuikV () —2 2 (4.45)
= We — - u S —
ds ox\Y gs th y 1+ Ey / Em, G
Eq. (4.4.5) can be rewritten as
1 avy
Ey 4 = (4.4.6)

- Uy WerCop (Vo — AbuttV (30) = I/ Eq dy

By integrating Eq. (4.4.6) fromy =0toy = L, the effective channel length,
and V(y) = 0to V(y) = Vgs, We arrive at

C Weﬁ 1
D% Lefr 14V, /E, o Leff

I, =u (Vs = Vi — Abutk Vg [ 2V (4.4.7)

Thedrain current model in Eq. (4.4.7) isvalid before the carrier velocity satu-
rates, that is, in the linear or the triode region.

2 Extrinsic case (Rys >0)

The parasitic source/drain resistance is an important device parameter which
can affect MOSFET performance significantly in short channel devices. The
most straightforward and accurate way of modeling the parasitic resistance
effect is to use a circuit with resistors in series with the intrinsic MOSFET.
This leads to a complicated drain current expression. In order to make the
model efficient, the drain current in the linear region can be modeled by
extending Eq. (4.4.7) as[4.7, 4.14]

1ds0

lis=——————
1+ Rdsldso / Vds

(4.4.8)

where | 44 IS the intrinsic current expression given by Eq. (4.4.7). Rysisavari-
able to account for the influence of the parasitic resistances at the source and
drain.

4.4.2 Drain voltage at current saturation, Vg,
1. Intrinsic case (Rys =0)

If the drain voltage (and hence the lateral electric field) is sufficiently high,
the carrier velocity near the drain saturates. The channel may be divided into
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two portions: one adjacent to the source where the carrier velocity is field-
dependent and the others adjacent to the drain where the velocity has satu-
rated. At the boundary between the two portions, the channel voltage is the
saturation voltage (Vysat ) @nd the lateral electric field is equal to Eg;. We can
substitute v = v and Vs = Vysar iNt0 Eq. (4.4.1) to obtain the saturation cur-
rent:

! gsar = WefiC oy (Vgst — AbulkV gq; )V st (4.4.9

By equating Egs. (4.4.1) and (4.4.9) at V45 =V gsat» We can solve for the satu-
ration voltage Vg,

v _ Esat Leff (Vgs B Vth)
B ADUIKE g Lefr + (Vg —Vig)

(4.4.10)

sat

2. Extrinsic case (Rys >0)

Due to the parasitic resistance, the saturation voltage Vg Will be larger than
what is predicted by Eq. (4.4.10). Equating Eq. (4.4.8) with EQ. (4.4.9), V4sat
with parasitic resistance Ry may be found to be [4.7,4.14]

’ 2
Vo = 2N 2t 12) ~dac (4.4.114)
a

1
@ = Ag Ry CoxWefay + (= 1) Abuk (4.4.11b)

2
b= —[ng(; -bH+ Abulk Esat Lef + 3Abu1k Rdscoxweﬂv:atvgst] (4411C)

c=F LeﬁV

sat gst T 2Ry CoWerry satvg2st (4.4.11d)

A = A1Vgg + A2 isintroduced to account for the non-saturating effect of the
device |-V which will be discussed in section 4.5 in this chapter.
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4.4.3 Current and output resistance in the saturation region

A typical |-V curve and its output resistance are shown in Fig. 2.7.4. If we
only look at the drain current the |-V curve can be divided into two parts
(without considering the breakdown region): (1) the linear region in which the
drain current clearly increases with the drain voltage; and (2) the saturation
region in which the drain current has only a weak dependence on the drain
voltage. However, the first-order derivative reveals more detailed information
about the physical mechanisms which are involved in the saturation region.
The output resistance, which is the reciprocal of the derivative of the I-V
curve, isshown in Fig. 2.7.4. It can be clearly divided into four regions where
the Rout -Vds dependencies are different [4.17].

The first region is the linear or triode region in which |y is not saturated. The
output resistance is very small because the drain current has a strong depen-
dence on the drain voltage. The other three regions belong to the saturation
region. There are three physical mechanisms which affect the output resis-
tance in the saturation region: channel length modulation (CLM) [4.18, 4.19],
drain-induced barrier lowering (DIBL) [4.20, 4.21, 4.22], and the substrate
current induced body effect (SCBE) [4.7, 4.14]. All three mechanisms affect
the output resistance in the saturation range, but each of them dominates in
one of three distinct regions.

The drain current depends on the drain voltage only weakly in the saturation
region. A Taylor series can be used to expand the drain current in the satura-
tionregion [4.7, 4.14, 4.17].

A 4 (V g Vi)

Ids (Vgs ’ Vds )= Ids (Vgs s Vd.mt )+ (Vds - Vdsat )

v,
|14 s —Vdsa
= Lo (14 =520 (4.4.12)
A
where
I dsar = 1 ds (Vgs,Vdsat) = Wepv satCox (Vgst - Abulkvdsat) (4-4-13)
dly
Vi =l (=2 (4.4.14)

avy
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VA is called the Early voltage (analogous to the BJT case) and is introduced
for the analysis of the output resistance in the saturation region. Only the first
order term iskept in the Taylor expansion.

1. V, dueto channel length modulation

Considering the influence of channel length modulation only, the Early volt-
age can be calculated by [4.17]

E L +V
a1, aLeﬁ)_l - Apuik E g Letf gst (‘7AL)—1 (4_4_15)
d Legr d Vds Abulk Esar d Vd—‘

Vacim = Lasar

where AL is the length of the velocity saturation region {the operational chan-
nel length is Lg—AL).

Based on the quasi-two dimensional approximation, i.e. using Eq. (2.6.3),
VacLm Can be derived [4.17]

Abulk Exa Lefy +V
Vacuu === Vi = Vasa) (4.4.16)
ulk ~ sat

A parameter P\ is then introduced into the Vac y expression to compen-
sate for the uncertainty over the value of the parameter | given in section 2.6.
Thus, the Vac v becomes:

1 Abulk Esat Ler + Vg

Vacim = = Vs = Vigsar) 4.4.17
ACLM = pr 4 E_] Vas = Visar ( )

2.V duetodrain-induced barrier lowering

As discussed in section 2.2, threshold voltage is a linear function of the drain
voltage. According to Eq. (4.4.14) and Eq. (3.4.12), the Early voltage due to
the DIBL effect can be calculated as [4.17].

oL, aV, 1 1 L)
Voo m 1, (e OVt (Vo ~(———+—)7") (44.18)
ADIBL dsat 8V,h avds 0,(L) 8t ApuikVasar Vgst

In the derivation of Eq. (4.4. 18), the parasitic resistance is assumed to be 0. As
expected, VaoieL is a strong function of L as seen in Eq. (4.4.18). As channel
length decreases, VaoisL drops very quickly. On the other hand, VabieL is inde-



122 CHAPTER 4 I-V Model

pendent of Vds because only the first order term in the Taylor expansion is
kept in Eqg. (4.4.12). The combination of the CLM and DIBL effects deter-
mines the output resistance in the third region, as shown in Fig. 2.7.3.

To model the output resistance in the saturation region more accurately, the
coefficient 8 ) given by Eq. (3.4.14) is replaced by 6,4, 6y ) and
Brout(L) have the same channel length dependency, but independent coeffi-
cients.

60w (L) = Ppiprcilexp(—Dgoyr L1 21) + 2exp(—=Dgoyr L/ 1)1+ Py 2

(4.4.19)

Thus, Eq. (4.4.18) becomes

1

1 1
Fowe +—)7) (4.4.20)

Abu Ik Vdsat Vgst

(Vgst - (

Vapisr =

PoisLc1: PoisLc2 @d Droyt in Eq. (4.4.19) are the parameters for the DIBL
effect in the saturation region. The reason why Dy1o%zPpigcy and Dyri#
Drout isthat the gate voltage modulates the DIBL effect. When the threshold
voltage is determined, the gate voltage is equal to the threshold voltage. But in
the saturation region where the output resistance is modeled, the gate voltage
is much larger than the threshold voltage. Drain induced barrier lowering may
not be the same at different gate biases. Pp,g c2 is usualy very small (may be
as small as 8x10°3). However it is an important parameter in Vyp,g, for long
channel devices because Ppg| cp Will be dominant in Eq. (4.4.19) when the
channel length islong.

3.V dueto substrate current induced body effect

When the electric field near the drain is large (>0.1MV/cm), some electrons
coming from the source will be energetic (hot) enough to cause impact ioniza-
tion, creating electron-hole pairs. The substrate current I, created during
impact ionization will increase exponentially with the drain voltage. A well
known lsub model was presented in [4.23]:

A Bl
Isub =— Idsat (Vds - Vdsat ) exp(— :

L L (4.4.21)
Bi Vds - Vdsal
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where A; and Bj are experimentally determined parameters and | is given in
section 2.6. As lsub flows through the substrate resistance, Ry, it will induce
a source-body bias equal to lsubRsub. This will cause Vi, to decrease and |4 to
increase.

Based on the above, the Early voltage due to the substrate current induced
body effect, VascBEe, can be written as:

Bil
1% - —_— 4.4.22
ASCBE - exp( Vs — Vdsar ) ( )

From Eq. (4.4.22) we can see that Vagcgg is astrong function of Vys. SCBE is
important in the high drain voltage region. The channel length and gate oxide
dependence of Vyg-gg comes from Vgt and |. BSIM3 introduces Pgcgeq and
Pscpe2 and models Vagoge as:

1 = PSCBEZ exp(_.I’SC—BEIl)
Vascae Lefy Vis = Visar

(4.4.23)

Pscee1 and Pgcpeo are extracted from the measured |-V data
4.V, at the saturation point (Vds=Vdsa)

In order to have continuous drain current and output resistance at the linear-
saturation transition point, the Vagyt parameter is introduced into the Early
Voltage expression. Vagy iSthe Early voltage at Vds=Vdsat and can be obtained
by differentiating Eq. (4.4.8) with respect to Vs and using Eq. (4.4.14) [4.17],

E sar Lo + Vdsat + 2Rdsvsat CoxWEff (Vgst - Abulkvds 12)
1+ Ay RigVsar CoxWert

Asat —

(4.4.24)

5. The full current expression in the saturation region

Thetotal Early voltage Vawithout consideration of SCBE can be written as.

V= Vasar + LI y! (4.4.25)

acim VapisL
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To improve the model accuracy further, another parameter Py is introduced
in V to account for the gate bias dependence of Va more accurately. Thus, the
Early voltage becomes:

P Vs 1 1
Vo =V + (14 2828y + ) (4.4.26)
EsaLeff ~ Vacim  Vapise

With the SCBE, the full drain current in the saturation region can be written
as.

-V Vs — V.
L = Lasar(1 + L8Vt g | Yo — Visar (4.4.27)
Va VASCBE

where lyst i the saturation current which can be calculated with Eq. (4.4.9).

4.5 Qubthreshold 1-V Mode

In the subthreshold region, the potential in the channel exhibits a peak
between the source and the drain. At or near the peak of the potential, the lat-
eral electric field can be considered zero because the potential gradient is
zero. Thus, the drift current can be ignored in the subthreshold region.
According to the current density equation given in Eg. (4.1.1), we have:

Jn = anVn (45 1)

We would like to use the charge sheet density expression Qj,, in modeling the
[-V characteristics. If we integrate Eq. (4.5.1) from the Si-SiO2interface to the
edge of the depletion layer (Xqep) in the bulk, the current in the subthreshold
region can be given as

1ds = Wegrtinv: dQiny
dy

(4.5.2)

The current expression can be obtained by integrating Eq. (4.5.2) along the
channel from source to drain,

We

i ,Uth(Qdinv - Qsinv) (453)
Le]_'f

ldas =
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where Qg and Qgp, are the channel inversion charge at the drain and
source.

The channel charges at the source and drain can be written as,

EsiNCH Ves — Vih — VOFF
9 v exp(—— - ) (4.5.4)
4¢8 nvs

&siNCH Vs — Vih — VOFF - V4
Qdinv = / q v exp( g S) (4.5.5)
4¢B nve

Therefore, the current expression becomes

Qs'mv=

Vs V.o = Vi —VOFF
1 =1,0(1—exp(——%)) exp(—E— ) (4.5.6)
ny, nv,

We |9€iNca
I,= v
0= B \, wn (45.7)

where nis a factor introduced in section 2.3 that will be discussed again in
section 4.5 in this chapter. v; is the thermal voltage (KgT/q) and V opf is the
offset voltage discussed in section 4.2.

4.6 Sngle Equation |-V model of BSM3v3

The development of separate model expressions for such device operation
regimes as subthreshold and strong inversion as well the linear and saturation
regions is discussed in the previous sections. Although these expressions can
each accurately describe device behavior within their own respective region
of operation, problems are likely to occur in a transition region between two
well-described regions. In order to address this persistent problem, a unified
model should be synthesized to preserve region-specific accuracy and to
ensure the continuities of current (1ds) and conductance (Gx) and their deriva-
tivesin all transition regions. This was accomplished in BSIM3v3 [4.7,4.16].
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This section will describe the unified BSIM3v3 1-V model equations. A com-

plete description of all I-V model equations and parameters can be found in
Appendices A and B.

By following similar derivations to those given in section 4.4 and based on the
continuous channel charge and mobility models, a single equation 1-V expres-
sion is obtained [4.7,4.16]:

Jas = Ldso ( 1+ Vs — Vdsefr )( 1+ Vs — Vidseff )

1+ Rasldso Va VASCBE (4.6.1)
Vdse_[f
where
Vdseﬁ"
WerC oxﬂeﬁ‘Vgsteﬁ‘Vdsejf (1 - )
Laso = - 2Ve (4.6.2)
Lep(1+ 2T
EsatLeff
\% 1 1 -
Vi = Vasar + (14 LYACVsster + ! (4.6.3)
EsatLefr VacLm  VADIBLC
EsatLeff + Vsar + 2RDSViatCorWerVigstefr[1 - —riVibsar_
2(Vgstefr +2vt)
VAsar = (464)
2/A-1+ RDsVsatCoxWeffAbuik
AbulkEsatLeff +V,
Vaciy = 22Esarell T VB o Vasesr) (4.6.5)
PcIMAbuikEsar |
|% +
VADIBLC = ( gsteff 2ve) 1 AbulkVdsat ) ( 466)

Brout(1+ PDIBLCBVbseff) B AbulkVdsar + Vgstefr + 2t

Brout = PDIBLCI I:exp(-—DR()UT —;’-:j—) + 2exp(—Drour %):' +PpisLcz (4.6.7)
HY 10

| _Pscesz_ ( —Pscar | ) (4.6.8)

VASCBE Lefr P Vs — Vdseff
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when Rys=0,
Visar = Esat Leff (Vgsteff + 2v1) (469)
Abuik Esat Leff + Vgstefr + 2t
For Ry4s>0,
p— — 2 f—
P L (4.6.108)
2a
a = Abulk 2"Vejj‘VsatCodes + (% —1) Abuik (46|0b)

2
b= —((Vgsteﬁ + 2vr)(I — 1) + AbulkEsatLefr + 3 Abulk(Vgsteff + 2vr)Weﬁ‘VsatCodes)

(4.6.100)
¢ = (Vgsteff + 2ve) EsatLefr + 2(Vgsteff + 2vr)2 WeffvsarCoxRds (4610d)
A= A1Vgste + A2 (4.6.10e)

The parameters such as Esat and vsat have been introduced in Eq. (4.4.11).

Veff Can be written as:

Viseff = Vdsar — %(Vdsat ~Vis— 6+ \/ (Vdsar —Vas — 8)* + 45Vdsat) (4.6.11)

where & is auser specified parameter with a default value of 0.01.

The V g function is introduced to guarantee continuities of Id and its derivar
tives at Visat. The dependence of Vgers 0N Vs is given in Fig. 4.6.1 and Fig.
4.6.2, from which it can be shown that Vysff =Vgs until Vgs=Vsat-50 dand
smoothly approaches and remains Vyg,t for VgV gsat ¥500in the saturation
region. & is roughly 1% of the transition range between the two branches of
Vs, Theplotsof Vigss and it’sfirst and second derivatives versus Vs from
linear to saturation regimes are shown in Fig. 4.6.3 to demonstrate the conti-
nuity of Ves-
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14
N ™~
1.2 4 Vdseff=Vds
10 P Vgs=5V
Vdsat
08 + \
g 06 + / Vgs=3V
>
Vdseff=Vdsat
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Fig.4.6.1 Vg Vs Vs for 6=0.01 at several V
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Vdseff=Vds
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Sis /) \ delta=0.001
E= 4
o /0 delta=0.01
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>
delta=0.05
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0.0
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Vds (V)

Fig 4.6.2 Vo for several values of &,V =3V.

It is easy to understand the unification nature of the single equation in Eq.
(4.6.1). Eq. (4.6.1) resembles the equation (4.4.7), noticing that V4=V iN
the linear region, used to model drain current in the strong inversion regime.
However, it can now be used to describe the current characteristics in the sub-
threshold regime when Vg is very small (Vgg<2wvt) because of the Vgsteﬁ func-
tion. Eq. (4.6.1) can aso change to Eq. (4.4.28) in the saturation region, where
Vyseff APProaches Vygi. Furthermore, it can also cover both subthreshold and
strong inversion due to the introduction of Vyg.
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The single equation I-V model in BSIM3v3 has been verified with measured
data from different technologies [4.9, 4.16]. Good accuracy and continuity
features can be seen in the testing results that will be shown in Chapter 12.

1.0
% 05+ __% .
] 0.0 OO R PPN PO NNNNTI I ENNINON>
=
305 Vaser
£
'2'1 O —o— The first derivative of
] Vdseff . Vds
154 —a— The second derivative
-g of Vdseff vs. Vds
=201 —..—. Vdsat

g
2]

0.0 05 10 15 20 25 30 35
vds (V)

Fig. 4.6.3 The Vg function and its first and second derivatives are continuous from
the linear to saturation regions (6=0.0I).

4.7 Polysilicon Gate Depletion Effect

As discussed in Chapter 2, the polysilicon (poly-Si) gate depletion effect
results in a voltage drop Vj, across the poly-Si gate which reduces the effective
gate voltage. Therefore, when considering the poly-Si depletion effect, the
gate voltage Vg is replaced with an effective gate voltage VgeeCalculated by
subtracting the poly-Si gate band bending from Vg, i.€. Vgge= Vgs—Vp [4.24,
4.25]. Vpis dependent on the gate oxide thickness Toy, the voltage across the
oxide, and the poly-Si gate doping concentration, denoted by Ngatg . The for-
mulafor Vyse Eq. (2.8.6.), is given here again:

2 2 - -
g€ ; NGATET 5y (\/1+ 26 5, (Vgs = Ve = 95) _1

Vgs_eﬂ' =VFB + ¢s + 2

ox

qE NGATET(%X

(4.7.1)
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where Vg is the flat band voltage, €5 and €4, are the dielectric constants of
the silicon and SiO», respectively. @sisequal to 2.

In BSIM3v3, the default value of Ngatg IS 0. Poly-gate depletion effect is
modeled in the operation regime where Vs is not less than V gg+@s when
NgaTE is given in the model card with a value larger than 1x10%8cm3 but less
than 1x1

4.8 Helpful Hints

1. TheV gpg parameter

The theoretical threshold voltages Vy, o, Needed to fit the subthreshold cur-
rent is different from Vi that is used to fit strong inversion I-V. One explana
tion is that the surface potential corresponding to the Vy, in strong inversion is
actually higher than 2¢s. The difference between the threshold voltages dis-
cussed above is several v;[4.29]. To account for this fact, a parameter called
Voeg is introduced so that

Vih, sub= V'th + VOFF (4.8.1)

Vo is determined experimentally from the measured |-V characteristics and
is expected to be negative. Due to the physical meaning of Ve, overly large
absolute values of Vo are not recommended in the model. The recom-
mended range for V o is between -0.06 and -0.12 V [4.5].

2. The effective channel length and width:

It has been well known that the electrical channel length and width of aMOS-
FET are different from the drawn channel length Ly, 4, and width Wy, aun
because of processing related reasons. Usually the effective channel length
Lfsand channel width W are used to characterize the MOSFETS in the com-
pact model for circuit design. There are many different ways to define and
extract L g and W [4.1, 4.26]. The effective channel length and width used in
BSIM3v3 are modeled in the following manner:

Leff = Ldrawn—2dL (4.8.2)

Weit = Wdrawn —2d W (4.8.3)
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where dW and dL are given with the following expressions:

dW = WINT + DWGVgsxeﬁ‘ + DWB(.‘ ’¢S - Vbseﬁ - -J&)

WL Wy Wy

+ LWuv + WWWN LWLNWWWN (4'8'4)
_ Lt Lw Ly,
dL = Lyt + [T + T + [Ty Do (4.85)

where W nT, D wg, Dwg, @d L7 are parameters extracted from experimen-
tal results. WL, Ww, WLN , WWNlW WL » LL’ LW LLN s LWN’ and LWL are addi-
tional fitting parameters available to the user to improve the model accuracy.

The formulas for dW and dL are complex but have been found to be necessary
to fit the data in some cases. In Eq. (4.8.4), W,y is the traditional "AW". It
can be extracted from the intercept of a straight line in a /R 45 vS. Wy qun PIOL.
The parameters Dyg and Dyg have been added to account for the contribu-
tion of both the gate and substrate biasing effects to the effective channel
width. For dL given in Eq. (4.8.5) the parameter Lyt or thetraditional "AL",
can be extracted from the intercept of linesin a Ryg vS. Lyrgun PlOt.

The other terms in both dW and dL are introduced as fitting parameters for the
convenience of the user. They are meant to alow the user to model each
parameter as a function of Wgrawn, Ldrawn. @d their associated product terms.

All of the above geometrical dependencies for dW and dL are set to zero by
default. We do not encourage their use unless it is found to be necessary.

In Chapter 3, we have seen another parameter called Wy’ in the modeling of
Vinin BSIM3v3. The definition of W' is:

Weff '= Wdrawn — 2dW (4.8.6)
. Wi Wy Wwi
dW'= Wiy + W + wWwy + JWaN Wy (4.8.7)

From the above, it can be seen that W' is nothing but W without the bias
dependence.

3. Drain and sour ce par asitic resistance, Ry
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In BSIM3v3, the parasitic resistance of drain and source is modeled with the
following expression:

RDSW[1+ PRWGVgstefr + PRWB(3[@s —Vbser —\[¢s)]

Rds =
(10°Weg YR

(4.8.8)

where Wr is afitting parameter and Rpgy has the units of Q-umWe. P\ o i s
the body effect coefficient, and Py is the gate-bias effect coefficient.

4. The parametersof A;and A,in BSIM3v3

Holes do not exhibit as prominent or abrupt a velocity saturation effect as
electrons. As aresult, it isdifficult to identify the saturation voltage in the -V
curve of a PMOSFET, especialy at high gate voltage, because the current
continues increasing and saturates slowly. This may be called soft saturation.
This specific effect makes the modeling of the PMOSFET difficult, especialy
in the region of drain voltage close to V.

As discussed in Chapter 2, Eqg. (2.5.4) can be used to describe the velocity-
field relationship for n-channel devices. To use a unified velocity-field rela-
tionship for both electrons and holes, a term, A=A,V yytAo, is introduced
into the velocity-field relationship.

P
y)= 1+ 1E/(AE.)] E<Ey (4.8.9)
V(Y) = Usat Ey>Egat (4.8.10)

Usually, A,=1 and A;=0 for n channel devices, even though users can opti-
mizethe A, and A, parameters to fit the measured I-V data around the satura-
tion point (for n-channel devices, A should be kept close to 1 to maintain its
physical meaning). For PMOSFETSs, the values of A,and A 1should be
extracted from measured data. These two parameters should be such as to
make AEg,; approximately L /Ut fOr the P-channel MOSFETS [4.27].

In BSIM3v3 model implementation in simulators, the A term has been limited
to <1 with a smoothing function as will be discussed in Chapter 11.

5. Then parameter for subthreshold swing
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The n parameter can be called the subthreshold swing factor or the subthresh-
old slope factor because the traditional gate voltage swing or subthreshold
slope can be defined as

_ dVgs
dlog lds

=23nv (4.8.11)

The subthreshold swing is the change in the gate voltage Vgsrequired to
reduce the subthreshold current | g5 by one decade. According to Eg. (4.8.11),
the n parameter is the key parameter in determining the subthreshold swing of
the device. For long channel devices, n can be modeled as

Cdep n Cit

ox ox

n=1+ (4.8.12)

where C e and Cj; are the depletion layer capacitance and interface charge
capacitance. However, Eq. (4.8.12) does not consider the influence of short
channel effects. In short channel devices, the potential at the surface of the
channel (point A in Fig. 4.5.1) will be determined by both the gate bias and the
drain bias through the coupling of Cyand C ., respectively, instead of the
gate bias only. The coupling capacitance C 4. (L) is an exponential function of
the channel length, as shown by the solution of the quasi 2-D Poisson equa-
tion To reflect this phenomenon in BSIM3v3, the n parameter for the sub-
threshold swing is described in the following form:

Cdep N Cir
ox COX

n =1+ NFACTOR

Le Leff
(Cbsc + CpscpVis + CDSCB Vbseﬁ‘)(bep(—DVTI ETR Zf )+ 2exp(—~Dvri1 o ))
t t
+

Cox

(4.8.13)

where the parameter N -5 ctoR IS introduced to cover for any uncertainty in
the calculation of the depletion capacitance, and is determined experimentally.
C,is called the interface charge capacitance, and accounts for the influence
of the interface charge density. Cpge, C pgep » @d C pgegare parameters to
describe the coupling effects between the drain and the channel due to the
DIBL effect discussed in section 2.2. V ot , D 71 and |, have been discussed
in section 3.4.
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Vas

{S V ‘LCox A b
A

P

B

Fig. 4.5.1 MOSFET device with gate oxide capacitance, drain/source, and channel
coupling capacitances. All the capacitances have an effect on the channel potential.

6. The A,k parameter for the bulk charge effect

When the drain voltage is large and/or when the channel length is long, the
depletion region "thickness" of the channel is not uniform along the channel
length. This will cause the threshold voltage to vary along the channel. This
effect is called the bulk charge effect and has been discussed in section 2.2.

In BSIM3v3, the parameter A, IS used to account for the bulk charge effect,
including both the short channel effects and narrow width effects, as shown in
Eq. (4.8.14). Severa extracted parameters such as A, Ags, Bg,and B are
introduced in BSIM3v3 to account for the channel length and width depen-
dencies of the bulk charge parameter. In addition, the parameter Kg1a iS intro-
duced to model the change in the bulk charge effect at high body bias
conditions.

Abutk = (14 —220% (AT g sV (—— T 7
2/@s—Vbser Lefr +2+f XiXdep Lefy -+ 2+f X1 Xdep
Bo 1
+ —})
Weff '+Bt " 1+ KETAVbseff
(4.8.14)

In Eg. (4.8.14), AO, A GS BO, By and K erpdre extracted from experimental |-
Vdata. Koy is given in Eq. (3.4.25d). It is known that Ay, is closeto 1if the
channel length is small, and rises as channel length increases.
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7 The gain factor K and K'

The gain factor K or K' is awidely used parameter in circuit design. Accord-
ing to the classic definition, K is a measure of the gain of the device in the lin-
ear region, and can be written as

K = pCox (4.8.159)

and K' is ameasure of the gain of the device in saturation region and defined
as

K= [J,Cox

5 (4.8.15b)

For MOSFETSs with long channel lengths and thick oxide thickness, the car-
rier mobility is approximately a constant in the whole channel region so that it
can be extracted directly. Thus the K or K' factor can be used as a measure of
device performance. However, as device technology develops, the channel
length becomes shorter, and oxide thickness becomes thinner, the K or K'
parameters cannot be obtained simply and need to be defined with some mod-
ifications to Eq. (4.8.15a) and Eqg. (4.8.15b). Thisis true since the mobility is
not a constant in today’s devices but a function of gate bias and drain bias. We
need to choose the appropriate value for the mobility in order to use Eq
(4.8.15) for K and K'. For example, it may be reasonable if choosing 0.8y in
the linear region and 0.8 in saturation region for p in Eq. (4.4.15a) for K
and in Eq. (4.4.15b) for K' where pgis the low field mobility value in
BSIM3v3.

8. BSIM 3v3 model equationsfor hand calculations

Circuit designers like to use hand calculations to get some general idea about
their design or to verify some design methodology. The following equations
were devel oped two decades ago and used widely for hand cal culation:

In the linear region:

w
Ids =H, Cox I (Vgs - Vth _Vds /2)Vd5 (4816)

In the saturation region,
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wWC

ldso = -—Zﬂ(Vgs —Vin)? (4.8.17)

It is not easy to perform any direct hand calculations with some advanced
compact MOSFET models like the BSIM3v3 equation given in Eq. (4.6.1)
because it is a single equation covering all of the operation regimes. However,
the single equation can be simplified into several piece-wise equationsin dif-
ferent operation regions for the purpose of simple hand calculations.

In strong inversion, the |-V equation can be simplified to

Weﬁr 1
Iy =u.4C, Vs =V — Abulk Vy [V V<V,
ds = Her Cox Legy 1+Vds/(EsatL)( gs th ds/ ) ds Vds>Vdsat
(4.8.18)
Vs — Visar
lds = Wegv g, C o (Vgs = Vih — A Vdsar 1+ —V—) Vas>Vasar
A
(4.8.19)
E; . Leff (Vgs =Vin)
Visar = (4.8.20)

AbulkE gy Leff + (Vg — V)

The definitions of all parameters in Eq. (4.8.18) and Eq. (4.8.19) have been
given previously. Please note that the P in Eq. (4.8.18) is afunction of the
gate bias and the body bias. Some parameters, such as \f, and Va, are to be
extracted from measurements. Some approximate values can be used for Aouik,
say, avalue around 1 for hand calculations.

9. Theequationsrelated tothe DIBL effect

DIBL causes the reduction of Vih due to a lowering of the potential barrier in
the channel. It is a physical effect usually considered only when Vgs < V't h.
However, when Vgs>Vih, thereis still areduction of Vindue to the electrostatic
coupling between the drain and the channel as if the drain is serving as an
unwanted extra gate. Because of this, the influence of DIBL in Vth is not
absent when Vg s> Vih. Instead, in BSIM3v3, a correction term is introduced in
VA to account for the influence of this DIBL effect in the saturation region. The
DIBL effect in strong inversion isin fact usually stronger than the DIBL effect
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in the subthreshold region. It usually determines the peak output resistance in
the Rout versus Vds plot [4.16,4.17].

10. Parametersin the I1-V model

The parametersin the I-V model are listed in Table 4.8.1.

Table4.8.11-V Model parameters

Symbolsin | Symbolsin Description Default Unit
equation source code
mobMod mobmod Mobility model selector 1 none
Ho uo Mobility at T=T yom
NMOSFET 670.0 cm?/V/sec
PMOSFET 250.0
Ua ua First-order mobility degra- 2.25x107° m\v
dation coefficient
Ug ub Second-order mobility deg- 5.87x10°1° (mIV)2
radation coefficient
Uc uc Body-effect of mobility mobMod= 1,2: m/\V2
degradation coefficient -4.65x10
mobMod= 3: -
0.0465 w
VeaT vsat Saturation velocity at T = 8.0x10% m/sec
T nom
Ag a0 Bulk charge effect coeffi- 1.0 none
cient for channel length
Acs ags Gate bias coefficient of the 0.0 w
bulk charge effect
Bo b0 Bulk charge effect coeffi- 0.0 m
cient for channel width
B, bl Bulk charge effect width 0.0 m
offset
KeTa keta Body-bias coefficient of the -0.047 w
bulk charge effect
Aq al First non-saturation param- 0.0 uw
eter
A, a2 Second non-saturation 1.0 none
parameter
Rpsw rdsw Parasitic resistance per unit 0.0 Q-pum™r
width
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Prwa

prwg

Gate hias effect coefficient
of Ry

0 Ve

PrwB

prwb

Body bias effect coefficient
of Rs

0 V-1/2

wr

Width offset from Wy for
Rys calculation

10 none

wint

Width offset fitting parame-
ter without bias effect

0.0 m

lint

Length offset fitting param-
eter without bias effect

0.0 m

dwg

Coefficient of Wg's gate
dependence

0.0 m/V

dwb

Coefficient of W's body
bias dependence

0.0 mv Y2

Vore

voff

Offset voltage in the sub-
threshold region at large W
and L

-0.08 \Y,

NEacTor

nfactor

Subthreshold swing factor

1.0 none

Erao

etal

DIBL coefficient in sub-
threshold region

0.08 none

Eras

etab

Body-hias coefficient for
the subthreshold DIBL
effect

-0.07 w

Poim

pcim

Channel length modulation
parameter

1.3 none

I:)DI BLC1

pdiblcl

First output resistance DIBL
effect correction parameter

0.39 none

PDIBLCZ

pdiblc2

Second output resistance
DIBL effect correction
parameter

0.0086 none

PpieLce

pdiblcb

Body effect coefficient of
DIBL correction parameters

Drout

drout

L dependence coefficient of
the DIBL correction param-
eter in Ryt

0.56 none

Pscee1

pscbel

First substrate current
induced body effect param-
eter

4.24x108 Vim
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PsceE2 psche2 Second substrate current 1.0x10°° m\V
induced body-effect param-
eter
Pvac pvag Gate dependence of Early 0.0 none
voltage
o delta Effective Vys parameter 0.01 \%
Ngate ngate Poly gate doping concentra- 0 cm’®
tion
Dsug dsub DIBL coefficient exponent DRrout none
in subthreshold region
Gt cit Interface trgp capacitance 0.0 F/m?
Cpsc cdsc Drain/Source to channel 2.4x10"4 Fim?
coupling capacitance
Cposcp cdscd Drain-bias sensitivity of 0.0 F/Vm?
Cosc
Cbsce cdsch gody-bias sensitivity of 0.0 FIVm2
DSC
WiN win Power of length dependence 1.0 none
of width offset
. Win
A wi Coefficent of length depen 0.0 m
dence for width offset
Wiy wwn Power of width dependence 10 none
of width offset
- . \Wwn
Wy Ww Coefficient of width depen- 0.0 m
dence for width offset
. Wan + Win
Wip wwl Coefficient of length and 0.0 m
width cross term for width
of fset
Lin IIn Power of length dependence 1.0 none
for length offset
LI
L, I Coefficient of length depen 0.0 m-"
dence for length offset
Lwn lwn Power of width dependence 10 none
for length offset
.. . men
Lw Iw Coefficient of width depen- 0.0
dence for length offset
.. Lwn+Lin
Lw Iwl Coefficient of length and 0.0 m
width cross term for length
offset
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CHAPTER 5 Capacitance Model

We have discussed the DC models in the previous chapters. In rea circuit
operation, the device operates under time-varying terminal voltages. Depend-
ing on the magnitude of the time-varying voltages, the dynamic operation can
be classified as large signal operation or small signal operation. If the varia-
tion in voltages is sufficiently small, the device can be modeled with linear
resistors, capacitors, current source, etc. Such amodel is called a small-signal
model. Otherwise, the device must be represented by an analytical, nonlinear
“large-signal” model. Both types of dynamic operation are influenced by the
device's capacitive effects. Thus, a capacitance model describing the intrinsic
and extrinsic components of the device capacitance, is another essential part
of acompact MOSFET model for circuit simulation besides the DC model.

In most circuit simulators the same capacitance model is used for both the
large-signal transient analysis and the small-signal AC analysis. The capaci-
tance model is almost always based on the quasi-static approximation, which
assumes that the charges in the device can follow the varying terminal volt-
ages immediately without any delay or that the voltages do not change much
in the span of the “transit time" of the device [5.1]. In this chapter, we will
discuss the basic concepts related to the intrinsic charge and capacitance, and
then introduce the capacitance models of BSIM3v3. Finally we discuss some
significant issues in capacitance modeling.
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5.1 Capacitance Components in a MOSFET

Before we discuss the modeling of MOSFET capacitances, let us understand
the different capacitances in a MOSFET shown in Fig. 5.1.1. Generally,
MOSFET capacitance can be divided into two groups, the intrinsic and the
extrinsic capacitances. The intrinsic capacitance is related to the region
between the metallurgical source and drain junctions. The extrinsic capaci-
tance, or the parasitic capacitance, is further divided into five components: 1)
the outer fringing capacitance between the polysilicon gate and the source/
drain, Crq; 2) theinner fringing capacitance between the polysilicon gate and
the source/drain, Cg; 3) the overlap capacitances between the gate and the
heavily doped S/D regions (and the bulk region), Cgsn & Cgpo (Caro) .
which are relatively insensitive to terminal voltages; 4) the overlap capaci-
tances between the gate and lightly doped S/D region, CesoL & Cgpol .
which changes with bias; and 5) the source/drain junction capacitances, Gp
& C ;g5 The remaining capacitances shown in Fig. 5.1.1, are the intrinsic
capacitances. We will discuss the extrinsic capacitances such as Crg, C g, and
the capacitances related to the overlaps of gate to source/drain and gate to
bulk in this chapter, and |eave the discussion of C;g and C ;p to Chapter 8.
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Fig. 5.1.1 An n-channel MOSFET: a few of the intrinsic (bold-faced) and extrinsic
capacitances are shown.

The intrinsic capacitance is much more complex than the extrinsic compo-
nents. In Fig. 5.1.1, Cgg is the gate-to-source capacitance, Cgp is the gate-to-
drain capacitance, and Cgp is the gate-to-bulk capacitance. This picture of the
intrinsic capacitance is overly simplistic. As we will discuss later in this chap-
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ter, the intrinsic capacitance consists of up to 16 nonreciprocal capacitance
components.

5.2 Intrinsic Capacitance Model

We first consider the intrinsic part of a MOSFET. The early intrinsic capaci-
tances models, such as the Meyer model [5.2], simply treated the MOSFET
capacitance as three separate lumped capacitances, gate-to-source capacitance
(Cys?), gate-to-drain capacitance (Cgd), and gate-to-bulk capacitance (Cgp). It
is inaccurate for short channel devices and has the now-well-known charge
non-conservation problem as we will discuss later. However, this model has
been used widely in simulators and continues to be used occasionally as an
optional model for its simplicity and efficiency. We will discuss the basic idea
and derivation of the Meyer model first, and then present the charge-based
capacitance model which guarantees charge conservation.

5.2.1 Meyer model

In the Meyer model, the following assumptions are made to derive the capaci-
tance expressions [5.2]:

a. Capacitances in aMOSFET are reciprocal, thet is, Cgb = Cbg , ng = Cdg, Cgs
=Cy -

b. The change rate of gate charge Qg is equal to the change rate of channel
charge Qi when gate, source, and drain bias changes. That is,

an _ aQinv
9Vgs -l ans (521)
90: | _ ’9@“
WVed| | OVed (5.2.2)

The total charges on both side of the gate oxide are neutral,

a. Symbols with lower-case subscripts are for the capacitances (charges) per unit area or per

unit length; Symbols with upper-case subscripts are for the total capacitances (charges).
Cgs:Cob ,CeB, ng , Cgs, and Cgb hereinclude both intrinsic and extrinsic components.
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Q¢ + Qiny + Qox +Qp=0 (5.2.3)
where Qg is the charge on the gate, Q;,, is the mobile carrier charge in the
inversion channel, Q. isthe charge related to the interface defects, and Qy, is
the bulk charge in the depletion layer under the channel.

For simplicity, we ignore the Q,, component in the following derivation
because Qo issmall compared with other charge components. Thus, we have

Qp =(Qiny Q) (5.2.4)

In strong inversion, the channel charge density along the channel length direc-
tion can be written as:

Qinv = —Cox(Vgs —Vin =V (y)) (5.2.5)
where C,y is the gate oxide capacitance per unit area, and V(y) is the channel
potential at any point y along the channel length direction, referenced to the
source junction.

As discussed in Chapter 4,

dav
las=W, iny ——
= WiasQim = (5.2.6)

where g isthe carrier mobility, and Wis the channel width.

The lgs expression in the linear operation region can be obtained easily by
integrating Eq.(5.2.6) from source to drain and remembering that Vg = Vgs -
Vds

_ WusCox

lds [(Ves — Vin)? — (Vgd — Vin)?] (5.2.7)

Also Eg. (5.2.6) can be rewritten as:

dy _ W/JsQinv d

| % 5.2.8
lds ( )

The total charge in the channdl is
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L
QG = -W [ Qinvdy — OB (5.2.9)
0

Combining Egs. (5.2.5), (5.2.8), (5.2.9), and performing the integration, we
have

—_ 3— 5§ — 3
2 x[(ng Vi) =~ (Ves—Vin)” | (5.2.10)

06 = ZwLC
3 (Ved —Vin)? — (Vs — Vi)

The capacitances Cgg, Cgp, and Cgp in the linear region can be obtained
from the following definitions:

_ 906

Cos = E bed.ves (5.2.11a)
_ 90¢

Cop = e s v (5.2.11b)
_ 906

Ccs = 87gblvgsygd (5.2.11¢)

By differentiating Eqg. (5.2.10) according to Eg. (5.2.11), we can calculate the
gate capacitances Cgg, Cgp, and Cgg inthe linear region:

_ 2
Cas = %WLCo{l _ (Ved—Vm) }

5.2.124
(Vgs = Vin + Vgd = Ven)* ( )
2
Cop = 2WLCor| 1- (Vs — Vi) (5.2.12b)
3 (Vgs—Vin+Vgd — Vi) 2
Cee=0 (5.2.12c)

It isto be expected that Cgp is zero in strong inversion since the inversion
layer in the channel from the drain to the source shields the gate from the bulk
and prevents any response of the gate charge to a change in the substrate bias,



148 CHAPTER 5 Capacitance Model

Vys. This is approximately true in the strong inversion case. However, Cgg
can not be considered zero in the weak inversion and accumulation regions.

For Vgs>Vysat the gate charge can be obtained by replacing Vys in Eg. (5.2.10)
with Vysat . Assuming a long channel device, Vgsat = Vgs-Vth and the gate
charge can be given as

2
QG = gWLCox(Vgs — V) - 0Os (5213)

Itiseasy to obtain the Cgg, Cgp, and Cgp in the saturation region,

CGs = %WLCox (5.2.149)
Ceb=0 (5.2.14b)
CcB=0 (5.2.14¢)

Thereisaphysical explanation for Eg. (5.2.14b). In the saturation region, the
channel is pinched off at the drain end of the channel. This electrically isolates
the channel from the drain so that the charge on the gate is not influenced by a
change in the drain voltage, and the capacitance Cgp vanishes.

In weak inversion, the charge in the inversion layer can be ignored compared
with the depletion charge so that Eq. (5.2.4) becomes,

Qg =~Qb (5.2.15)

The depletion charge density in the bulk for a long channel device can be writ-
ten as (see Eqg. (2.3.12))

Qb = —Coxy[¢s (5.2.16)

where y is the body effect coefficient given in Eq. (2.2.3). g is the surface
potential in weak inversion which is given by
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2
2
¢s:{-%+ YT+ng—VFle (5.2.17)

The total depletion charge can be obtained by performing the following inte-
gration:

L
OB = —Wj Obdy (5.2.18)
0

Therefore we can calculate the total gate charge in the weak inversion region,

L
Q6 =-0B= WJ Qbdy = —%WLCox}’zl:l - Jl + iz(ng - VFB):| (5.2.19)
0 Y

By differentiating Eq. (5.2.19) according to Eq. (5.2.11), the capacitances
Cas, Cgp » and Cgp inthe weak inversion region can be given as

Cgs =0 (5.2.209)

Cep =0 (5.2.20b)
WLCox

Cep= (5.2.20c)

Jl + —47 (Vgb — VFB)
Y

According to Eq. (5.2.143), C5g=2/3Cox when Vgs =Vth in the saturation
region. However, when Vs <Vith, Cgg =0 according to (5.2.20a). To avoid this
large discontinuity at Vgs=Vth it was proposed that Csg decreases linearly
from 2/3 Cpy a Vgs=Vin to zero at Vgs=V g [5.3]. This is reasonable
because the channel charge decreases gradually as Vgs drops below Vin. C g
should not be zero until the inversion layer vanishes totally (at the intrinsic
condition Vgs-Vih=-pg).

In the accumulation region, Ceg = Cox, and Cgs =Cgp =0[5.3].



150 CHAPTER 5 Capacitance Model

Fig. 5.2.1 illustrates the capacitances in the Meyer model. Fig. 5.2.2 shows
Cgs: Cep, and Cgp Vs. Vs at several Vs for a long channel MOSFET
(L=5pm) using the above expressions (Egs. (5.2.12), (5.2.14) and (5.2.20)).

- c
Cos ////\ GD
S 0]
.CeB -
S = \\\\
Crs ' Cip

O~ - - -

Fig. 5.2.1 Anillustration of the capacitances presented by the Meyer capacitance
model. C ;5 and C;p are the capacitances of S/B and D/B junctions.

CGB W/L=10/5
10 Tox=20nm
I Vth=0.8V
— 0.8 CGS
»
o
3 06 ¢
g
Q
0.4
02+
0.0 t . } : + . }
2 -1 0 1 Vg;(V) 3 4 5 6

Fig. 5.2.2 The capacitance characteristics calculated according to the Meyer model.
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One advantage of the Meyer model is that it can be described by a simple
equivalent circuit as shown in Fig. 5.2.3 [5.4]. The Meyer model is still used
widely by circuit designers for this reason and its efficiency although it has
the charge non-conservation problem discussed in the next section.

__OQ

LCGS L Cap
Rbs .
- n
AVAVAV
gm Vgsi (
so — f oD
Zmb Vbsi @
__ Cis CGB:% — Cm
B

Fig. 5.2.3 An equivalent circuit with the capacitances represented by the Meyer
model for the intrinsic MOSFET. g, and g,,,, are the gate and substrate transconduc-
tances. vy and v, are the gate and substrate biases (reference to the source) in the
intrinsic MOSFET.

5.2.2 Shortcomings of the Meyer model

The Meyer model is simple and sufficiently accurate for many circuit applica-
tions and has been used over many years since it was implemented in SPICE
[5.5]. However, it has been found to yield non-physical results when used to
simulate circuits that have charge storage nodes. Charge built-up on these
nodes are incorrectly predicted by the simulation. This problem shows up in
MOS charge pumps [5.6], silicon-on-sapphire(SOS) circuits [5.7], static
RAM and switched-capacitor circuits [5.8]. It is termed the charge non-con-
servation problem [5.9].

The charge non-conservation problem has been investigated in detail [5.7,5.8,
5.9]. It is known that the proper way to model MOSFET capacitances is to
assign charges to each of the terminals. With the quasi-static assumption,
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these charges at each time point t only depend on the values of the terminal
voltages at the same time. So generally we have,

Q6 = Q6(Vgs,Vzd,Veb) (5.2.21)
Qs = Qs(Vgs,Vgd,Vgb) (5.2.22)
Qb = QD(Vgs,Vgd , Vgb) (5.2.23)
QB = QB(Vis,Vga,Vgb) (5.2.24)

It is now understood that the capacitances in a MOSFET cannot be arbitrary
functions. For example Cgg, Cpg, Cog and Cgg must satisfy

CcG(Vgs,Vas, Vbs) = Q%—G (5.2.25)
8

CoG(Vis,Vas, Vis) = 222 (5.2.26)
Ve

C5G(Vas, Vs, Vo) = 225 (5.2.27)
Ve

CBG(Vgs, Vs, Vis) = a?/” (5.2.28)
4

and that the sum of charges in the devices must meet the charge neutrality
relationship given in the following:

QG+ Qo+ Qs+ QB=0 (5.2.29)
Otherwise, charge would not be conserved.

Alternative capacitance models have been devel oped to solve the charge non-
conservation problem [5.10, 5.11]. Some Meyer-like models, carefully formu-
lated and implemented to preserve the necessary relationship among the
capacitances have been reported to be satisfactory in conserving charge
[5.12]. Another approach is the charge-based model [5.13, 5.15].
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The failure of the reciprocity assumption in Meyer model has been discussed.
It can be shown that the reciprocity of the Meyer model requires Qgto be
independent of Vg5 and Vs, and Qp to be independent of Vs and V if charge
conservation isto be ensured [5. 11]. The following proof between the double
lines is included only for the most interested readers.

Q¢ 00s _ dOs
Cgs = =Csg = = —
& % gs * Vs g ans (5230&)
Qs d0d _ dQu
C = = C = = —
5 and % ang and (5 2.30 b)
9Qs ob Kb
Cgb = =Chg = =_
5 anb s Bng dVeb (5.2.30c)

Therefore, the gate-source reciprocity implies that a given change in
VgS(AVgS) causes equal and opposite changes in Q, and QS(AQg:-AQS). Simi-
lar arguments hold for gate-drain and gate-bulk reciprocity.

Differentiating the charge conservation equation (5.2.3) with respect to Ve
and substituting for 0Qy/9Vys from Eqg. (5.2.30a), we have,

305, 00 04 9,

ans BVgs ans 8Vgs (5.2.31)

According to Eq. (5.2.30a), — agg = _5‘191 so that Eq. (5.2.31) becomes
gs gs

dd b

+ =
3Vgs Vs

0 (5.2.32)
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In the derivation of the Meyer model, it has been assumed that the depletion

charge Q,, is a constant respect to the Vi, that is 35” =0, so that we finally
8

4 0 according to Eq. (5.2.32).
Vgs

have

Similar analysis can be made with respect to ;4 and we have

s «3'Qb
=0
oVed and (5'2'33)
So we get the result of Q = 0 because iQ—b— =0 according to the assump-
IVgd IVed

tion in the moddl derivation.

According to the above analysis, it is clear that the reciprocity of the Meyer
model requires Qg to depend only on Vs and Q4 to depend only on Vyq if
charge conservation is to be ensured. In other words, Cy=GCy,=dQ/dV, can-
not be a function of ;g or Vy, etc. Thisis non- physmafJ because the channel
charge can be modulated by both Vs and V5 [5.11]. Non-reciprocal effects
arise because the channel charge in aMOSFET is controlled by three or more
bias voltages. Reciprocal capacitors simply cannot be used to model the
capacitive effectsin aMOSFET.

5.2.3 Charge-based capacitance model

In a charge-based approach, the emphasisis put on the charge, rather than the
capacitance, from derivation through model implementation. The approach is
to determine the charges in the drain, gate, source, and bulk of a MOSFET,
and use them as state variables in the circuit simulation. The transient currents
and the capacitances are obtained through mathematical differentiation of the
charge with respect to time or voltage, respectively. The charge-based capaci-
tance model automatically ensures the charge conservation, aslong as the fol-
lowing equation is satisfied,

Qc+Qp+Qs+QB=0 (5.2.34)
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The capacitive currents can be rewritten as

d dVeb dVgd G dV,
i =926 _ 906 dVev , 906 dVid , A6 AV (5.2.350)
dt  dVgp dt dVed dt dVy dt
. dObp D dVdb D dVd, D dVd
ip= 200 _ K 4200 dVds | dOD dVis (5.2.35h)

dt  dVa dt dVag dt  dVis dt

dQS _ 8Qs dVsb + aQS dVsd + aQS stg

'S: =
BT dVe dt  dVe di | dVeg dt (5.2:350)
. dOB B dVb. B dVbd B dVb.
in— Q =3Q g+9Q +3Q s (5.2.350)
dt  dVeg dt  dVea dt dVbs dt
By defining the following,
Qi .
Cij=— #j,i,j=G,D,S,B
i Vi L ], ]
i .
Cij=—— = 5.2.36a
ij 07Vij 1= ( )
or
Qi o
Cij=—— #j,i,j=G,D,S,B
ij B LF I, ]
Qi ..
Cii = _ 5.2.36b
ij a‘/j l J ( )

and substituting Eg. (5.2.36) into Eq. (5.2.35), we can derive (see, for exam-
ple, [5.1])

Y Cij= X Cii (5.2.37)

i#j i#]

Only 9 of the 16 capacitances are independent according to Eq. (5.2.37). For
example, if we select Cgb’ ng , Cgs, Cbg, de , Cbs: Cdga Cdb; and Cdsas inde-
pendent capacitances, then C;, Cg,, and Cyq can be obtained by
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Csg = ng + Cgd + Cygs— Chg — Cdg (5238a)
Csb = Cbg + Cbd + Cbs — Cgp ~ Cab (5.2.38h)
Csd = Cdg + Cab+ Cds— Cgd — Cbd (5.2.38c)

and Cyg, Cyq, Cssr and Cpp, can be calculated by

Cgg = Cgs+ Cgd + Cgb (5.2.399)
Cdd = Cds + Cdg + Cab (5.2.390)
Css=Csg+ Csd + Csp (5.2.39¢)
Cbb = Chs+ Cbd + Chg (5.2.39d)

The charge-based capacitance model needs the charge equations for al four
terminals, that is Qg, Qs, Qp, and Qg. Qc and Qg can be obtained directly by
integrating the corresponding charge density over the channel [5. 13],

L

QG =W | Qedy (5.2.408)
0
L

08 =W [ Osdy (5.2.400)
0

Qv = —(QG + 0B) (5.2.40c)

Qyand Qp are given in the following
Qg(y) = Cox(Vgs —~ VFB — s — Vy) (5.2.41)
Ob(y) = —Cox[Vih = VFB — ¢s — (1 — Abuik)Vy] (5.242)
where Ak is the bulk charge coefficient discussed in Chapter 2.

The derivation of Qgand Qg is straightforward according to Eq. (5.2.41):
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i ApiVs
QG=WLC,[Ves—VFB—¢s— =V, + ulk ~ds 1 (5.2.43)
2 (Vs Vi %*i"—vds)

_ _ 2
Q8=W LC, [VFB —~Vin + ¢5 - Mvds _ 0 A )Ab:kvds 1(5.2.44)
12(Vgs — Vin — %Vm)

It is easy to calculate the total inversion charge in the channel. However, it is
difficult to model the charges on the source and drain terminals because only
the total mobile channel charge Qpny =Qp +Qs is known, and a partition of
Qinv into Qp and Qg is needed. At Vg =0, the partition should be Qs=Qp =
Qnv /2 due to symmetry. Several charge partition approaches have been sug-
gested for the saturation region (V 4 Vysa) [5.7, 5.8]. They are 50/50, 40/60
and 0/100, and are usualy distinguished in compact model with a model
parameter called X parT[5.14]. When X parT>0.5, the 0/100 charge partition
is chosen, which assumes that Qs=QiNv and Qp =0 in the saturation region.
When XparT =0.5, the 50/50 charge partition is used, which assumes that the
ratio of the drain charge to source charge is 50/50. When X par7<0.5, the 40/
60 charge partition is used, which assumes that ratio of the drain charge to
source charge is 40/60 in saturation region.

The 40/60 partition is physically correct under the quasi-static condition as

proven by 2-D device simulation and experiments [5.15]. One derivation of
the 40/60 model is givenin [ 5.7]

L
Os=W[(- %)Q,-,,v( y)dy (5.2.45)
0

L
Op = Wj%va(y)dy (5.2.46)
0
where L is the channel length of the device.

By performing the integration in Eq. (5.2.45) and Eq. (5.2.46), the following
expressions for Qg and Qp in a long channel device at linear operation regime
can be obtained
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Ves —Vin
QS=—WLCox( g . t _ Abulkas+

6
Abulk Vs [S(Vgs — Vin) — 3 AbulkVds]
AbulkVds 5 (5.247)
120(Vgs —Vih— )
Ob = ~WLCox (Vgs —-Vm 3 Abu;kas +
Abulk*Vias*[5(Ves — Vin) — 2 AbutcVis].
e Z)b wVd - S]) (52.48)
120(Vgs — Vin — " 00y2

The corresponding charges in the saturation region can be obtained by replac-
ing Vysin the above equations with V g , which is equal to (Vgg-Vip )/ A pyi for
long channel devices [5.10],

Op = —WLCoxél(Vg%/ﬂ (5.2.49)
Qs = —WLcoxﬂ“”;—@ (5.2.50)
Qc=WL cox(vgs —VFB - 208 - %(vgs - Vth)) (5.2.51)
Os=WLC,, (VFB —Vih+2¢B — 1—_g‘”‘—”‘(vgs - Vth)) (5.2.52)

Fig. 5.2.4 (a) and (b) show the charge and capacitance versus gate bias for the
BSIM3v3 capMod=0 model [5.17], which will be discussed in detail in sec-
tion 5.4. Fig. 5.2.5 shows the simulated capacitance versus drain bias.

Based on the formula of the charges and the charge partition for drain and
source charges, an admittance matrix for the device can be created. All of the
capacitance terms in the matrix are non-zero and non-reciprocal. Some capac-
itances, such as Cgy and C g, are negative as they should be [5.16].
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Fig. 5.2.4 (d) Charges associated with gate, bulk, source, and drain terminals simu-
lated with the capMod=0 model in BSIM3v3.
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Fig. 5.2.4 (b) Capacitance vs. V 4 smulated with the capMod=0 model.
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Fig. 5.2.5 (a) Charges associated with gate, bulk, source, and drain terminals vs. Vg
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simulated with the capMod=0 model in BSIM3v3.

Fig. 5.2.5 (b) Capacitance versus drain voltage simulated with the capMod=0 model

in BSIM3v3.
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5.3 Extrinsic Capacitance Model

We will now analyze the extrinsic capacitances. As shown in Fig. 5.1.1, the
extrinsic capacitance consists of four components, gate overlap capacitance
Cov (Ces0/Cqpos CasoL/CepoL and Cgpp) in source/drain region, outer
fringing field capacitance Cgq, inner fringing field capacitance Cg,, and
source/drain junction capacitance Cj (C;s and Cyp). We discuss Cg, Cgy, and
Cro inthis section, and will discuss the parasitic capacitance of source/drain
junctions in Chapter 8.

With the shrinking device sizes in VLS circuit chips accurate modeling of the
gate-to-drain and gate-to-source overlap capacitance becomes increasingly
important. The overlap capacitance is an important parameter in determining
device and circuit performance (speed). There used to be a large gate-source/
drain overlap in MOSFETSs years ago. In that case, the overlap capacitance
can be modeled simply as a parallel plate capacitance

Eoxd

ox

Cov =

(5.3.1)

where Ty is the oxide thickness, and d is the width of the gate-drain/source
overlap.

Besides C,y, at the source (C,,gg) and drain (Cy,p), there is an additional
parasitic capacitance between the gate and bulk caused by the over-layer of
the poly-silicon gate required at one or both ends. The width of the polysilicon
over-layer is in fact the channel length of the device. Thus, the gate-bulk over-
lap capacitance can be given as

Covgp= CgboL (5.3.2)

where Cgbo is the gate-bulk overlap capacitance with the unit length. Usually,
the Cyy.gg IS much smaller than Cg,,gp and Coy,gs SO that it can be ignored.

The overlap capacitance models discussed above were used in SPICE MOS-
FET models many years ago when the model accuracy did not have to meet
today’s high standards. However, it has been found that the measured overlap
capacitances of today’s devices are significantly different from the above
equations. As the device dimension shrinks the fringing capacitance associ-
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ated with the gate perimeter and the finite poly-silicon gate thickness becomes
asignificant contributor to the capacitance.

The device structure shown in Fig. 5.3.1 may be used to analyze the fringing
capacitance [5.18]. In Fig. 5.3.1, Toxis the oxide thickness, X, is the poly-sili-
con gate thickness, and the junction depth is Xj. a is the slope angle of the
(poly-silicon) gate. The overlap capacitance can be approximated by the sum
of the following three components:

a. fringing capacitance Croon the outer side between the gate and the source/
drain;

b. direct overlap capacitance C,, between gate-source/drain, which is
described by parallel plate capacitance formula;

c. fringing capacitance Cq on the channel side (inner side) between the gate
and side wall of the source/drain junction.

The three capacitance components for unit width of the device are given by
these expressions [5.18]:

. X
Cpo = %ma +22y (5.3.3)
&ox(d + A)
CDV —_
Tox (5.3.4)
Cr =%1n(1 +sinB, (5.3.5)

where A is a correction of the length of the overlap region to account for some
higher order effects, and is given in the following:

_ Tox 1—-cosa N 1-cosf

A=
2 sina sin B (5:36)

Bis given by
B= ’;Z (5.3.7)
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Fig. 5.3.1 Approximate structure to model the overlap capacitance. After Shrivastava
and Fitzpatrick [5.18].

The total overlap capacitance per unit width of the MOS device is given by
Covt = Cfo + Cov + Cf (5.3.8)

It should be noted that the above discussion did not account for the bias
dependence of the overlap capacitances. In fact, especially for LDD devices,
the overlap capacitances are functions of the terminal voltages. Chi given in
Eqg. (5.3.5) may be taken as the maximum value of the inner fringing capaci-
tance, and the inner fringing capacitance becomes smaller when gate bias
increases from subthreshold to strong inversion, and vanishes when the device
operates in strong inversion. The bias dependence of the overlap capacitance
may not be ignored in LDD devices with thin oxide thickness. The bias depen-
dence of the overlap capacitance, mainly C,, has been modeled recently
[5.17, 5.20]. Modeling of the bias dependence of the inner overlap capaci-
tanceisstill an issue to be dealt with.

5.4 Capacitance Model of BSM3v3

The MOSFET capacitance models discussed above are piece-wise models. In
these models, different sets of charge-voltage equations are employed for dif-
ferent regions of the device operation, i.e. accumulation, depletion and inver-
sion regions. The model equations are derived in each specific region.
However, the piece-wise models usually contain discontinuities in the capaci-
tance-voltage (C-V) characteristics in transition regions such as near the
threshold and flat-band voltages. These discontinuities are believed to be a
potential cause for non-convergence in transient circuit simulations and also
reduce the model accuracy.



164 CHAPTER 5 Capacitance Model

Unified models to improve the continuity have been reported [5.21, 5.22].
However, both these piece-wise models and unified model did not consider
the short channel effects, poly-silicon gate depletion, and channel quantiza-
tion effects that have become important recently. Therefore, these models are
not suitable for the simulation of short channel devices.

In low power and analog applications, designers are interested in device oper-
ation near the threshold voltage. Thus, the model must also be accurate in the
transition region from the subthreshold to the strong inversion region as well.
To ensure proper behavior, both the 1-V and C-V model equations should be
developed from an identical set of charge equations so that C;/lgs is well
behaved.

In BSIM3v3 [5.17,5.23], there are several different model options for users to
select through a model parameter called capMaod. capMod can be 0, 1, 2, or 3.
When capMod=0, a long channel charge-based capacitance model is used.
The capacitance model with capMod=0 is a modified version of the BSIM1
capacitance model [5.13]. When capMod=1 and 2, two capacitance models
with short channel effects are used [5.17]. The difference between capMod=1
and capMod=2 is that the capacitance model for capMod=2 introduces
smoothing functions for both Vs and Vs, and hence has better continuity and
smoothness than for capMod=1 [5.17]. With capMod=3, which is the default
capacitance model in BSIM3v3.2 [5.23], the quantization effects are modeled.
We next give the details of both the intrinsic and extrinsic capacitance models.

5.4.1 Long channel capacitance model (capMod=0)

1. Intrinsic charge and capacitance

As discussed previously, the charge model is the basis of the capacitance
model. The space charge of the MOS structure is made up of three fundamen-
tal components: the charge on the gate electrode, Q, the charge in the bulk

depletion layer, Qg, and the mobile charge in the channel region, Q. The
following relationship holds,

QG + Q|NV + QB =0 (541)

Qv = Qs+ Qp (54.2)
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The capacitance characteristics are often divided into accumulation, deple-
tion, linear and saturation regions as shown in Fig. 5.4.1, and use piece-wise
equations to describe the charge/capacitance characteristics in each regime.

. . .
vd 4 Accumulation Depletion Strong Inversion

Saturation .- "7 Vds-Vdsat

Linear

»
»

VB Vth Vg

Fig. 5.4.1 Different operation regimes of capacitance modeling.

If Vgs <VEgcv + Vps the device operatesin the accumulation region

QB = “W,give LactiveCox (Vs — Vbseff —VFBCV ) (5.4.3)

Qe =—Qs (5.4.4)

where Wgive and L 5arive @€ the effective channel width and channel length of
the device in the capacitance models; C,y is the oxide capacitance in per unit
area, and Vreev isthe flat-band voltage and is a user defined model parameter
(capMod=0 only). Vs isthe effective body bias introduced in Chapter 3.

If Vegoy+Vis<Vgs<Vin, the device is in the subthreshold region and the
charge expression becomes

4(Vgs _VFBC | 2 Vbseﬁ )
2 (5.4.5)

Kiox’
QB = _Wactive Lactive Cox —o -1+ 1+
2 KIOX

Qg = -0 (5.4.6)

where K 10x is the parameter for the body effect coefficient defined in Eq.
(3.4.25d).
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If Vge> Vi, the device is in strong inversion. Similar to the DC case, the device
operates either in the linear or saturation regime depending on the drain volt-
age. The saturation voltage expression has been changed from that in the
BSIM1 capacitance model to be consistent with that in other capacitance
model optionsin BSIM3v3 and is[5.17]

_ Vgs —Vum

Vdsat,cv - Ab,dk \ (5.4.7)
CLc CLE

Atk = Apuiko 1+(L ) J (5.4.8)
‘active

Kiox A0 Lefy By 1
Abuiko=| 1+ { +
[ 2,/ s —Vbsef  Ler + 2,/ XiXdep Weg'+B1 }J 1+ KETAVbsefr
(5.4.9)
Vih = VEBCV + ¢s + K10X /s — Vbseff (5.4.10)

Here the long channel device threshold voltage expression is used. Ao IS
borrowed from the Ay in the I-V model but the gate bias dependence is
ignored. C| ¢ and C g arefitting parameters introduced to improve the model
accuracy which we will discuss again later. The other parameters are all from
the I-V model.

The different charge partitions, controlled by the model parameter Xppgt, are

described in the following. The capacitances can be obtained according to the
definition givenin Eq. (5.2.36) from the charge expressions.

(1) 50/50 charge partition (Xpar7=0.5)

When Vs < Vysat, the device is biased in the linear region. The gate and bulk
charge density expressions can be given as

Qs(y) = Cox(Vgs — VFBCY — ¢ — V3 () (5.4.11)

Qb(y) = ~Cox[Vih —VFBCV — ¢s — (1 — Abuik YWy (y)] (5.4.12)
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The total charge in the gate, channel, and bulk regions can be obtained by
integrating the distributed charge densities, Q and Q,,, over the gate area

Lactive
QG = Wactive IQg(y)dy (5413)
0
Lactive
QB = Wacive | Qb(y)dy (5.4.14)
0
Qinv =- Qc- Qs (54.15)

Therefore, we have

2
1
Abulk Vds

1
06 = Wacrive Lactive Cox Ves —VFBCV — ¢ — E Vds + A \
12(vgs ~Vin— % Vy )

(5.4.16)
' 2 2
QS - QD - _ ‘VactizeLacriveCox Vgs—Vth _ Abulk Vds + Abulk Vds '
2 2 12(Vgs—Vth— Apuik de)
2
(5.4.17)

' ' ' 2
1- Abulk Vd _ (- Abulk )Abulk Vds
s

08 = Wciive Lociive Cox | VFBCY —Vih + ¢s — A
IZ(Vgs —Vih— % Ve )

(5.4.18)

When Vs>V st oy » the device works in the saturation region. The total gate,
channel (source and drain), and bulk charge can be expressed as.

1
0G=W,_.,.. Loctive CDT(Vgs —VFBCV — ¢s — ngsat, cv) (5419)
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W,

QS=QD:_ activeL

active

3

C

% (Vs — Vin) (5.4.20)

1- Abulk '
OB = Wactive Lactive Cox VFBCYV —Vih + ¢s + _3_—Vdsat.cv (5421)

(2) 40/60 charge partition (X pagrT <0.5)

Similar to the case for 50/50 charge partition, we can derive the following
charges for the 40/60 charge partition.

When Vys<Vjsat,cv

1 2
Abulk Vlls

A L3
12(\/5;x —Vin— ”;”‘ de)

1
QG = Wactive Lactive Cox Vgs—~VFBCV — ¢s — E Vds +

(5.4.22)

: . w2
1- Ay v, - (1= Apui ) Apuik Vs
s

Os= Wactive Locive Cox VrBCY —Vih + ¢s — > A :
_ _ Dbulk
1 2(Vgs Vi —————2 Vs J

(5.4.23)
V s = V 1
00 = ~Wirive LactiveCoxl & > th —'AL;I'LV(;X N
Apuie 'VMM _ Ay Vas =VinlVas | (A Vitr)®
u 6 8 01 (5424
(Vgs —Vin— Abulk Vds]
2

e (5.4.25)

When Vds 2 Vdsat,cv

QG = Wactive Lactive Cox (Vgs ~VFBCV — ¢s — %Vd:at, cv) (5426)
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Op = 4“/acnvel ;cnve ox (Vgs — Vyh) (5.4.27)

1-A '
QB acttve Lactwe Cox (VFBCV —Vin + d)s + _;E&Vdsat,cv) (5428)

Qs=—(Qc+QB+QD) (5.4.29)
(3) 0/100 charge partition (X parT >0.5)

When V<Vt cv

' 2
Apu Vs
Abulk ’
12 Vgs —Vin— ——-2 de

1
QG =W, 1o Laciive Cox | Vas —VFBCY — ¢s— 5 Vi +

(5.4.30)

1= Ay’ (1= A A Vi
OB = arnveLacriveCox VFBCV —Vih + dk - —%de - Abulk Aubk y
12(Vgs ~Vin— #”‘de)

(5.4.31)
V.. -V ' ' 2
QD == acnve Lactivecox & " +M—Vds — (Abulk Vds) :
4 24(Vgs —Vin— Ab;lk 1% ds)
(5.4.32)
=-(Qe+QB+Qp) (5.4.33)
1

Q6 =W rive Lactive Cox (Vgs —VFBCV — ¢s — §Vdsat,cv] (5.4.34)

Q=0 (5.4.35)
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1-Apu’
08 = Waciive Lactive Cox (VFBCV —Vin+ s + _EbL”LVdsat,cv ) (5436)

Qs= —(Qc+ QB+ Q) (5.4.37)
2. Extrinsic charge and capacitance

The overlap capacitance for capMod=0 does not include any bias dependence,
and the chargeis alinear function of the gate bias.

a. Source overlap capacitance

The source overlap chargeis given as follows:

Qoverlaps _ 507, (5.4.38)
W,

active

where Cggp isamodel parameter for the source overlap capacitance.

b. Drain overlap capacitance

The drain overlap chargeis given as follows

Qoverlap,d
W

active

= CepoV,, (5.4.39)

where Cgpg isamodel parameter for the drain overlap capacitance.

c. Gate overlap capacitance

The gate charge contributed to the overlap capacitances is simply the sum of
the source and drain charges given above

Qoverlap,g = _(Qoverlap,s + Q()verlap,d) (5.4.40)

5.4.2 Short channel capacitance (capMod =1)
1. Intrinsic charge and capacitance
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Similar to the case for capMod=0, to ensure charge conservation, terminal
charges are used as the state variables instead of the terminal voltages. The
terminal charges QG, QB, Qs and QD are the charges associated with the gate,
bulk, source, and drain. The gate charge is comprised of mirror charges from
3 components - the channel inversion charge (QINV), the accumulation charge
(QAcc) and the depletion charge (QDEP). The accumulation and depletion
charges are associated with the bulk node. The channel charge comes from the
source and drain nodes. The ratio of Qs and QD is the charge partition ratio.
As in capMod=0, the charge partition schemes in capMod=1 are 0/100,40/60,
and 50/50. However, the depletion charge is divided into two components -
the depletion charge at zero source-drain bias (QpePO), which is a function of
the gate to bulk bias, and the additional non-uniform depletion charge in the
presence of a drain bias (8QDEP). Thus we have the following equations:

Q =(Qg +Qiw) (5.4.41)
Qg =Qpep tQacc (5.4.42)
Qoep =Qpero * 3Qpep (5.4.43)

Qacc and Qpgpg can be divided into three regions:

a. Accumulation region (Vgs<Vpp+Vby:
Qpepo =0 (5.4.44)

QACC = —WactiveLactiveC()x (Vgs — Vb — Vbseﬁ ) (5445)

where v, isavariable corresponding to the flat-band voltage and calculated
according to Vth. We will provide some discussion on this parameter in section
5.6.

b. Subthreshold region (vpy*Vbs<V<Vy):

Kiox? 4V, —vp =V,
OpEepo = —WactiveLactiveC L -1+ \[1 + ( = 2 = ) (5446)
2 K1ox
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Qacc =0 (5.4.47)

c. Inversion region: V> Vy,
Qpipo = —CoxWacriveLactiveK10% (26 = Viserr ) (5.4.48)

Qace =0 (5.4.49)

In capMod=0 model, the inversion capacitance changes abruptly from 0 to
Cx @ the threshold voltage, which can cause oscillations during circuit simu-
lation or result in large simulation error for circuits operating near V.

To avoid this problem, a smooth inversion channel capacitance model was
developed based on the unified charge model used in the -V model. It uses a
continuous equation to formulate the channd charge in the subthreshold, tran-
sition, and inversion regions. Because of the fact that the inversion charge is
much less than the depletion charge in the subthreshold region and the contri-
bution from inversion charge in the C-V model is not as important as that in
the subthreshold 1-V model, the inversion charge model expression in the C-V
model is smplified in the subthreshold region from that used in the 1-V model.
A new function called Vgget oy is introduced as follows

(5.4.50)

&

V osteff ,cv = nViNOFF ln[l + exp( Ves—Vin—Vorrcy )J

nv: NOFF

where parameters Nopg and Voppcy are model parameters introduced to
improve the model accuracy in the transition region from the subthreshold to
the strong inversion regions. n is the geometry and bias dependent subthresh-
old swing parameter given in Eq. (4.5.12). v isthe thermal voltage, and Vy, is
the threshold voltage.

Notice that when (Vgs -Vin)>3Norr N\, Vggeff,ov0ECOMES V-V, and for Vs
< Vth: Vggeff,cv decreases exponentially with Vgs—Vipwith a subthreshold slope
of Nogr-ny; and rapidly drops to zero when (Vgs— Vj, )<-3Nogfg -NVy.

In Eg. (5.4.50), the "inversion" (minority) charge is always non-zero, even in
the accumulation region. However it decreases exponentially with the gate
bias in the subthreshold region, and become negligible compared with the
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depletion charge component in the depletion region. In the model implemen-
tation, a lower bound is used for the exponential term in Eq. (5.4.50) to avoid
under-flow problems.

For backward compatibility, the charge model (capMod=1) is based on the
BSIM1 charge model. In deriving the BSIM1 long channel charge model,
mobility is assumed to be constant with no velocity saturation. Therefore in
the saturation region (V4> Vysat) the carrier density at the drain end is zero.
Since no channel length modulation is assumed, the channel charge will
remain a constant throughout the saturation region. In essence, the channel
charge in the saturation region is assumed to be zero. This is a good approxi-
mation for long channel devices but fails when the channel length becomes
short. If we define a drain bias, Vg ¢, @ which the channel charge becomes
a constant and does not continue to vary as the drain bias increases, we will
find that Vgsat cv 1N general is larger than Vysy iy, the saturation voltage deter-
mined from the |-V characteristics, but smaller than the long channel satura-
tion voltage, given by Vi /Apyik (Vgt = VgsVin and Ay is the parameter
modeling the body charge effect) [5.17]. However, in the long channel charge
model (such as BSIM1 [5.16]) V gt oy 1S Sett0 Vgt /Apuik Which is independent
of channel length. Consequently, G;; ILg also has no channel length depen-
dence, which is not accurate because some physical effects such as velocity
saturation can become stronger as device channel length becomes shorter and
hence influence the saturation voltage and capacitance characteristics. There-
fore, the L dependence of saturation voltage needs to be included in a short
channel capacitance model.

The difficulty in developing a short channel model lies in calculating the
charge in the saturation region. Although current continuity stipulates that the
charge density in the saturation region is ailmost constant, it is difficult to cal-
culate accurately the length of the saturation region. Moreover, due to the
exponentially increasing lateral electric field, most of the charge in the satura-
tion region is not controlled by the gate electrode. One would expect that the
total charge in the channel will exponentially decrease with drain bias. How-
ever, it will result in very complex model equations. In BSIM3v3, a simple
model is adopted to empirically fit Vysat cv to channel length based on the fol -
lowing experimental observation,

Vv
gsteff
re— 5451
Lactive —0e Abulk ( )

Vdsat,iv < Vdsat,cv < Vdsat,iv

where Vgseff is given by Eq. (4.2.16),
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and Vgt oy 1S modeled empirically by the following [5.17]:

V

Vdsa ov = el v 5.4.52
" Abulk ( o )
CLE
, CLc
A= Abulko[“‘( ) ] (5.4.53)
Lactive

The expression of Ao iS diven in Eq. (5.4.9).

The effects of body bias and DIBL are included in the capacitance model by
using the same threshold voltage as in the I-V model.

With the Vgt o, function and the Ve function introduced in Chapter 3, the
charge expressions can be given in the following forms

1. Gate and substrate charges without the influence of drain bias

When Vg<va+VipstVesiepe, Without considering the influence of Vds, we
have

QG() = —Wactive Lactive Cox (Vgx — V- Vbseff - Vgstejf, c") (5454)

QB=QAcc=-Qco (5.4.55)

When V2 v+ Vit Voep o, We have

K2 UV =~ Ve, =V,
QGO = vvactiveLactiveCux ng (_1 + Jl + ( = K]j;Z - Seﬂ) (5456)

QB = QpEP0O=-QG0 (5.4.57)
Please note that \f,; has been replaced by V. in the above equations.
2. Drain biaseffect on theterminal charges

a. Linear region
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When 0<Vgs <V gyt oy » the gate charge can be given as

2 2
Abulk Vas

12(Vgxtqf,cv - LAEZ"’LV,,J)

QG = Qco+ WactiveLacriveCox [Vg.rteff,cv - Vi ] + (5458)

The increment of depletion charge 8Q pep caused by Vg4 can be derived:

1] ] 1 2
1- Apuik Vo (1= Apuar ) Apuiic Vs

BQDEP = Wactive LactiveCox 2 ds A ; (5459)
12l v _ Dbulk Vv
gsteff cv 9 ds
Thus, the total depletion chargeis
OpEpP = QDEPO + OQDEP (5.4.60)

Depending on the charge partition, the source and drain charges have the fol-
lowing model expressions.

i. 50/50 charge partition

' 2 2
QS - QD —_ Wacrivel;ctivecox Vg:reﬁ‘,cv _ Ab;lk Vds + Abulk Vz; ulk'
IZ(Vgsreﬁ’,cv - ) Vds]
(5.4.61)
ii. 40/60 charge partition
; ; 4
Qs =— Wactive Lacnveco‘x . [Viste ﬁ.cv3 _ gng ﬁ‘,cvz( Abulk ‘de)
Z(Vgsteﬁ‘ LoV = Ab;[k Vds]
2 v 2 2 o 23
3 Vesttr o Apue Vas ) = 75 (Apute Vs )] (5.4.62)

Qb = —(QG + QB +0s) (5.4.63)
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iii. 0/100 charge partition
1% Avun'V, (Apur'V )
QS =_W;zcrivel‘acrivecox e + bulz d - Hh ‘iz 5 (5464)
2 24(Vgsreﬁ v b;lk Vds)
Op =—(QG + QB+ Qs) (5.4.65)

b. Saturation region

When Vs> Vsat ov» the gate charge can be given by

Vdsar, cv
QG = QGO + ‘/Vactive Lactivecox (Vgsteﬁ v 3 ) (5466)

The increment of depletion charge 8Q pgp caused by V¢ can be derived in the
following:

Vesteff, cv — Vdsat, ov
5QDEP = _Wactive Lactive Cox Boef CV3 d (5'4'67)
The total bulk chargeis
QB = QDEP = QDEP0 + OQDEP (5.4.68)

Depending on the charge partition methodology, the source and drain charges
have different model expressions.

i. 50/50 charge partition

W, crive LactiveC
QS . QD — actiye ;Ctl (¢34 g_y[eﬁ‘,cv (5469)
ii. 40/60 charge partition
QS - 2Wacn've Lactive Cox Vgsteﬁ‘ o (5 470)
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Op = —(QG +QB8+0s) (5.4.71)
iii. 0/100 charge partition

Os = ~Wocrive LactiveCox 2/3_%& (5472)

Qp = ~(QG + QB+ QS) (5.4.73)

2. Extrinsic charge and capacitance
1). Source overlap capacitance

In the capacitance model for capMod=1, the bias dependence of overlap
capacitance is considered.

When Vgs <0, the charge contributed from the source overlap can be written as

Ckappa CGSL v
Qoverlap.s =CGSOVgs _ “1+.J1—- c g ] (5474)
Wactive 2 Karred

where Cgg and C gappa are model parameters that account for the gate bias
dependence of the gate charge due to the source/bulk overlap.

When Vgs = 0, the charge contributed from the source overlap can be written as

Qoverlap,s _ (CGso + Ckappa CGSL) Vs (5.4.75)
u]active

2). Drain overlap capacitance

When Vgq <0, the charge contributed from the drain overlap can be written as

o)
Wactive “ Ckarpa

4v
Qoverlap,d - CGDOng _ M(—l + 41— 3d } (5476)

where C 5, isamodel parameter to account for the gate bias dependence of
the gate charge due to the drain/bulk overlap. The same Cy \ppp parameter is
used in both the gate/drain and gate/source overlap capacitance models.
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When Vgq 20, the charge contributed from the drain overlap can be written as

Qoverlap d
W

active

= (CGpo + Ckapra CGDL) Vgd (5.4.77)

3. Gate overlap capacitance

The total charge for the gate overlap over the source and drain region is the
sum of Qoverlap,s and Qoverlap,d:

Qoverlap,g = _(querlap,s + Qoverlap,d) (5478)

5.4.3 Single-equation short channel capacitance model (capMod=2)

1. Intrinsic charge and capacitance model
1). Basic formulation

Both capMod=0 and capMod=1 use piece-wise expressions in the linear and
saturation regimes and from accumulation to depletion regions. With
improved model continuity, the capacitance model (capMod=2) is developed
from the capMod=1 model. The derivation of the capacitance model for cap-
Mod=2 is somewhat the same as that for capMod=1.

The terminal charges Qg, Qp, Qs, and Qp are the charges associated with the
gate, bulk, source, and drain:

Qc =—(Qp +Qmv) (5.4.79)
Qp =Cpep + Qacc (5.4.80)
Omv =Q0s +0p (5.4.81)
Oper = Qpero +8Qpep (5.4.82)

The total charge is computed by integrating the charge along the channel.
Therefore,
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Laclive L:u.'{ive
QINV = u/active JQi)zvdy =Wacrivecox J(Vgr - Abulkv)' )dy (5483)
0 0
ann‘ve Lacr'we
QG = Wactive ‘[di)’ =vvactivecox J(Vgt + Vlh — V- ¢S - Vy )dy (5484)
0 0
Lacu‘ve Lam've

Qpep = Wacrive j Qdepdy =—Wactive Cox J (Vrh Vi~ 95— (1 = Apuii )Vy )dy
0 0

(5.4.85)
where Abulk is the parameter for the body charge effect.
Substituting dy=dVy/dEy, where Vy and Ey are the potential and electric field

(refer to the source) aong the channel caused by the applied drain bias respec-
tively, and using the following from the I-V model,

Ids = W‘ﬁ#eﬁcox(vgr - AbquVds)Ey (5486)

we obtain (assuming West =W active ad Ler=L active)

y y ZV 2
QINV = _‘Vam'veLactiveCox (Vgt - Abzlk Vds) + Ab ’kAbds (5487)
12(Vg, - T“”‘Vdsj
Ve Vs
QG = -QDEPO + vvactiveLacriveCox (Vgt - _(21") + Ab IkAdy (5488)
12(vg, - —%“-’*—Vds)
Opepo = —CoWorhive Lucrive ¥ (2¢B - Vbseﬂr ) (54893.)

1- u 1- Ab Ik Al?ulkvdx2
EQDEP = u/acriveLacn'veccvc gb & Vds - ( . ) (5489b)
12(\/ - Aoty j
gt 2 ds




180 CHAPTER 5 Capacitance Model

2). Velocity saturation

Like capMod=1, a simple model is adopted which empirically fits the satura-
tion voltage Vgt oy t0 channel length based on the following observed exper-
imentally,

1%
= sl (5.4.90)

Vdsat,iv < Vdsat,cv < Vdsat,iv L . 3o
active Abulk

Vdsat cv IS fitted empirically using the following equation:

14 S
Vdsar,cv = _f&m (5.4.91)
bulk
C CLE
LC
Apui'= Abutko(H( 3 ) } (5.4.92)
‘active

where Apyiko is given in Eq. (5.4.9).

Because of the introduction of A pyk', the Apyk terms in the above equations
from Eq. (5.4.85) to Eq. (5.4.88) are replaced with A pyik' given in Eq. (5.4.92).

3). Implementation of the polysilicon gate depletion effect

As in the 1-V model, the implementation of the polysilicon depletion effect in
the capacitance model is realized by using an effective gate voltage Vs e
given in Eq. (4.4.57) to replace the gate voltage Vg in the model equations.
As in the | -V model, the poly-gate depletion effect is turned on in the C-V
model in the operation regime where Vysis larger than Veg+@ when Ngate
is given in the model card with a value larger than 1x10%8 cm= but less than
1x10%5cm3,

4). Continuous equation formulation

In the piece-wise capacitance models, the capacitance is divided into different
operation regions, such as accumulation, depletion, weak inversion, and
strong inversion or triode and saturation regimes. There are separate equations
modeling the nodal chargesin each region. From one region to another region
the charges are continuous, but not the slopes. Therefore the capacitances at
the transitions are discontinuous. To solve this problem, a single equation is
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used in the capacitance model for capMod=2 to model each charge for all
regions.

a. Transition from the accumulation region to the depletion region
A function called V e is used to smooth out the transition between the accu-

mulation and depletion regions. It affects the accumulation and depletion

charges. Vigers becomes vy, whenV gp> vy and approaches to V g when'Vgp,
<Vip asshownin Fig. 5.4.4.

Vipey = vfb—OS{Va +\/V32 +453|Vﬂ7|} (5.4.93)

v = Vi — s — K10X /s — Vbsefr (5.4.94)
Va=vp—V, - 83 where 85 = 0.02 (5.4.95)
QACC = _chtiveLactiveCox(VFBeff - Vfb) (5496)

Kiox? Ve ~Vengy —Vesiegr.ov = Vi
QDEPO = _Wacrive Lacn‘vecox 2 [—1 + \ﬁ + ( = Bej]K g;rejf < seﬁ) l(5497)
10X

vibeff
A

> Vgb

Fig. 5.4.4 Vgef function becomes vyy when Vg > vy, and Vg when Vgp <vgy-

b. Transition from the depletion region to the inversion region
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The earlier compact models used a step function for the inversion capacitance
that changes abruptly from 0 to Cox. On the other hand, the substrate charge
becomes a constant in strong inversion while it is a function of the gate and
body biases in subthreshold region, and therefore the substrate capacitance
drop abruptly to 0 at threshold voltage. Both can cause oscillations during cir-
cuit simulation. For analog and low power circuits an accurate capacitance
model around the threshold voltage is very important.

The smooth inversion channel capacitance and depl etion capacitance model is
developed in capMod=1. It uses a single equation to formulate the weak
inversion, moderate inversion, and strong inversion regions by introducing

the V geffov function, which is copied into the capacitance model for cap-
Mod=2.

c. Transition from triode to saturation region

A function V eff is used to smooth out the transition between triode and satu-
ration regions. It affects the inversion charge. Veyefstends to Vysat oy When Vgs
> Vsat,cv and becomes Vs when Vs < Visat, ov -

cheﬁ’ = Vdsat,cv - 05{V4 + ‘\' V42 + 464Vdmt, cv} (5498)

V4 = Vdsat,cv _de - 54 (5499)

where 34=0.02V. With the introduction of Vcveff, we have the following,

2 2
Abulk cheﬁ‘

Jr ~
1 Z(V Apuik
2

Apuiic”
QINV = _Wacn've Lactive Cox (Vgsleﬁ v ; cheﬁ

gsteff .cv cheﬁ )

(5.4.100)

1- Abulk' (1 — Apuik ‘)Abulk vaveﬂz

6QDEP = Wactive LactiveCox cheﬁ - ' (54101)
2 1 2(‘/ Abulk \% )
gsteff v cveff

i. 50/50 charge partition
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L , Aptk ™ Veoer
Qs =0p = _M@L Vgsreﬁ",cv _ Apuik cheﬂ - bulk CV!.ff' (54102)
2 2 12| v _ Aoy
gsteff .cv 2 cveff
ii. 40/60 charge partition
Qg = - %cﬁvel‘acn‘vecox
S = Ab : 2
2(Vgsrejf o ;lk V::'veﬁr )
3 4 2 , 2 . 2 2 . 3
(ngﬁ v __S'Vgsteﬁ,cv (Abulk chejf )+"3_Vgsreﬂ v (Abulk chcﬁ") —E(Abulk cheﬁ‘) )

(5.4.103)

Q — Wactive Lacrive Cox

D~ A \ 2
bulk
Z(Vgﬂeﬁ‘ o 5 cheﬁ' )
3.5 2 . ' 2 1 \ 3
(Vgsteﬁ‘ v —gvgsreﬁ v (Abulk chejf )+Vg:teﬁ‘ v (Abulk vcveﬁ‘ ) _E(Abulk cheﬁ )
(5.4.104)
iii. 0/100 charge partition
2
0um ot | Vet Aot Vo (Ao Vouy) (5.4.105)
- active “—active = ox ) =
2 4
24[Vgste)ff o L;Ikvcveﬁ' )

2
Vgsreﬁ’ v 3Abulk ‘cheff (Abulk chejf )
QD = _Wacn've Laaivecox - + B
2 4 Apuik
8 Vgsteff o T 5 cheﬂ"

(5.4.106)
5). Bias dependent threshold voltage effects on capacitance

Asin the capMod=1 model, the effects of body bias and DIBL areincluded in
the capacitance model by using the same threshold voltage as in the |-V
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model. The intrinsic capacitances can be derived based on the charge equa-
tions according to Eq. (5.2.36).

2. Extrinsic charge and capacitance models

An accurate model for the overlap capacitance is essential. Thisis especially
true for the drain side where the effect of the capacitance is amplified by the
transistor gain. In the earlier SPICE models this capacitance is assumed to be
bias independent. However experimental data shows that the overlap capaci-
tance changes with gate to source and gate to drain biases and the bias depen-
dence is the result of surface depletion of the source and drain regions. In
single drain structures (or the gate to the heavily doped S/D overlap regionin
a LDD structure) the modulation is expected to be very small so we can model
this region with a constant capacitance. In LDD MOSFETs a substantial por-
tion of the LDD region can be depleted, leading to a large reduction of the
overlap capacitance. This LDD region can also be in accumulation. A single
equation for the overlap capacitance in both the accumulation and depletion
regions is found through the smoothing functions V gs overlap and ng,ove”ap for
the source and drain side respectively. Unlike the case with the intrinsic
capacitance, the overlap capacitances are reciprocal, i.e. Cgs geriap = Csg over-

lap ad Cyd overlap = Cdg,overlap-
1). Charge in the gate/source overlap region

With the introduction of the Vg gyeriap function the charge in the gate/source
overlap region can be given by

Qoverlap,s CKAPPA 4Vgx,overlap
——H/MT = C’G.Sovgy +CGSL[V8X —Vgs,overlap ———2——(—1+ l—m
(5.4.107)

V

1 [V 282 a5
gs.overlap = E[(Vgx + 51) - (Vgs + 61)2 +461] (54108)

where &;= 0.02V.

Ckappa Can be calculated by 2 qNLDD/COX if the average doping in the
LDD region is known. A typical value for NLDD is5x1017 cm3. In BSIM3v3,
Ckappa IS auser input parameter.

2). Chargein the gate/drain overlap region
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With the introduction of the Vg oyeriqp function the charge in the gate/drain
overlap region can be modeled with

4V
Lovertapd. _ C6poV,; +CepL[V 4 ~V, _ Lrarea (—1+ 1 - —Edooverlap
Woctive 5 Wea = Ve verap CKAPPA
(5.4.109)

1
Ved overtap =51 Vga +62) \/(vg,, +68,) +48,) (5.4.110)

whered>=0.02V.

Fig. 5.4.5 shows the simulated overlap capacitance Cyy as a function of Vg
fOI’ Vbs =0.

6x107°
V, =0V
bs
5x1070
€
[ -10 | -10
= 4x10 ¥ Cee1.610"F/m
ng. Con =410 F/m
3x107°- Ciappa=0.8 V
2x1 0'10 T T T T T T T v T
-4 2 0 2 4
Vea V)

Fig. 5.4.5 Simulated overlap capacitance Cgq versus Vgq for an n-MOSFET.

3). Gate overlap charge

Qoverlap,g = _(Qoverlap,s + Qoverlap,d) (54111)
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In the above expressions, if Cgsp and Cgpg (the heavily doped S/D region to
gate overlap capacitance) are not given, they are calculated according to the
following:

CGS0 = DLC Cox - CGSL (If DLC is g|Ven and DLc> O) (54112)

Copo=Drc Cox-Copr, (I DicisgivenandDic>0) (54114
The fringing capacitance consists of a bias independent outer fringing capaci-
tance and a bias dependent inner fringing capacitance. In the present release
of BSIM3v3, only the bias independent outer fringing capacitance is imple-

mented. Experimentally it is impossible to separate this capacitance from the
overlap capacitance but it can be calculated theoretically by:

T
Cr = €ox 1n[1+ poly j; a =.72£ (5.4.116)
a

ox

where T, isthe thickness of the polysilicon gate. In the model implementa-

tion, Tpoly Is set to 400nm.

5.4.4 Short channel capacitance model with quantization effect
(capMod=3)

As CMOS technologies rapidly advance into the deep sub-micron regime
with extremely thin gate oxides (To,< 7nm), physical effects such as the poly-
silicon gate depletion and inversion layer charge quantization effects will sig-
nificantly affect the C-V characteristics of CMOS devices [5.24, 5.25, 5.26,
5.27]. To account for these effects, a new capacitance model with capMod =3
has been developed and released in BSIM3v3.2 [5.23]. This model introduces
computationally efficient and accurate compact equations for thin-oxide
MOSFET intrinsic capacitance, and includes the finite charge thickness from
the accumulation through depletion to inversion regions as well as the polysil-
icon depletion effects, and shows good accuracy and continuity in all regions
of operation. This new model preserves the high scaleability and accurate
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modeling of the non-uniform doping, mobility degradation, and DIBL effects
that are characteristic of BSIM3[5.17, 5.28].

In this section formulations for the finite charge thickness from the accumula-
tion through depletion to inversion regions, and bias-dependent surface poten-
tial due to the bulk charge in the inversion region are discussed first, followed
by the charge equations and channel charge partitioning.

1. Theimplementation of poly-silicon gate depletion effects

As discussed in the capacitance model for capMod=2, the implementation of
poly-silicon gate depletion effects uses an effective gate voltage Vgs ff given
in Eq. (5.4.57) to replace the gate voltage Vgsin al the model equations
[5.29]. Asinthe I-V model and other capacitance model options, the poly-gate
depletion effect is turned on in the operation regime where Vgsis larger than
Vep+¢, when Ngatg is given in the model card with a value larger than

1x1018cm-3pyt |ess than 1x1025cm =3 [5.17].
2. Finiteinversion charge layer thickness and its for mulation

As the gate oxide thickness T,y continues to scale down (<10nm), the finite
inversion charge thickness, Xpc, cannot be ignored. It may be represented as a
capacitance, Ccen, Which isin serieswith the gate oxide capacitance Cox. This
results in a reduced effective gate oxide capacitance Coxeff, Which can be
expressed as [5.30,5.31]

C,.C
Copg = 20 (5.4.117)
COX + Ccen

Cecen = &il XDC (54118)

Based on 1-D quantum mechanical simulation results, a universal expression
for the finite charge thickness from the accumulation to depletion region has
been developed [ 5.3 1] :

Nex _)-025 Ves “Vos =V [emy] (5.4.119)
2x10 Tox

1
Xpc = —3“ Ldebye eXp[ACDE(

Ldebye = (54120)
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where vto is the thermal voltage at TNOM, (Vgs- V|, Vb)/T ox has the units of
MV/cm, Vpsisthe body bias, and Acpe is a fitting parameter with the default
value of 1. However, Eq. (5.4.119) is not implemented directly in the ssmula-
tor. Instead, the following expression is proposed to increase simulation
robustness,

XDCeff = XDCmax— %( X0+ X0 +48XDCmax ) (5.4.121)

X():XDCmax-XDC_ 6x (54122)

where &y = 1073Toy and Xpcmax 1S an upper bound for the accumulation and
depletion charge layer thickness for the simulation stability:

XDC max = XDC'Vgs=Vbs+vj‘b = %Ldebye (54123)

Eq. (5.4.121) reducesto Eq. (5.4.119) for VgS < (Vpst vfb) and Eq. (5.4.123)
fOI‘ Vgs > (VbS+ Vfb ) .

In the inversion region, the inversion charge layer thickness proposed in
[5.31] is reformulated as

1.9x1077
Vestefr,cv + 4(Vih — v — 2¢B) 0.7
]
2Tox

XDCeff = [cm] (5.4.124)

1+][

where the second term in the denominator has the units of MV/cm.

Through vy, given in Eq. (5.4.94), Eq. (5.4.124) is found to be applicable to
both N* and P* polysilicon gates [5.31].

3. Bias dependent surface potential in the inversion region

The classical condition for strong inversion is defined by the surface potential
being equal to 2q; [5.4] even when Vg s exceeds the threshold voltage Vip. In
reality, the surface potential varies with the gate bias even in strong inversion.
This approximation of constant surface potential in strong inversion is one
cause of the sharp turn in C-V around Vi, in the modeled capacitance which
can giverise to inaccuracies for analog and low voltage/power circuit designs.



5.4 Capacitance Model of BSIM3v3 189

Considering both the inversion charge (Qjn) and bulk charge(Qp) layer thick-
ness in the inversion region, the surface potential can be written as

_ XDCeff - Qinv _ Xdep - Qb

b = (5.4.125)

Esi Esi

Qinvcan now be formulated as
Qinv = —Coxeff (Vgsteff ,cv — D &) (54126)

where @5 = — Xae Qs / £: — ¢s - BY solving the Poisson equation and assuming
zero inversion charge layer thickness, an analytical formulation for ®d is pro-
posed as

Vseff . cv(Vgsteff , cv + 2K10X-‘/2¢B) 4

@5 = ¢ — 208 = v In| .

1] (5.4.127)
Moin Kiox v

where Mo is a fitting parameter with a typical value of 15. Note that Eq.
(5.4.127) rapidly drops to zero for (Vgs—Vin) <-3Nofr Ny as the inversion
layer disappears.

4. Charge model

a. Charge equations for the accumulation region

In the accumulation region, the inversion charge Q,,, is close to zero, and the
gate charge Qg is mirrored in the bulk as the accumulation charge Qacc near
the silicon surface. Q¢ is computed by

QACC = WactiveLativeCoxef fVgbacc (5.4.128)

where Vgnaccis the effective gate-to-body voltage and is given by

Vebace = %(VO + ‘\’VOZ + 4&)‘%'} (54129)

where Vo= vfb+ Vbseff —Vgs — v and d,, = 0.02V so that V, reduces to

gbacc
vfb+ Vhbseff — Vgsin the accumulation region (Vgs— vfb— Vbseff << —dv) and zero
in other operating regions (Vgs—vfb— Vbseff >> dv).
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b. Charge equations for the depletion region

Under the depletion approximation, the bulk charge in the depletion region
without the influence of drain bias can be obtained [5.1,5.3]

2
QODEPO = —WactiveLactiveCoxeff KI;X [-1+ \/1 + 4(Ves — v —KVbsejz‘ — Vgsreﬁ‘,cv) ] (54 130)
10X

vfbx= vfb—Vgbacc (5.4.131)

Note that Eq. (5.4.130) becomes close to zero in the accumulation region.

c. Charge equations for the inversion region

All previous analytic MOSFET models use the assumption of zero thickness
for theinversion layer in the inversion regime. In BSIM3v3.2, the finite thick-
ness of theinversion layer is considered, and the inversion charge in the linear
region is modeled as

Lactive

OiNv = —WactiveCoxeff I(Vgsreﬁ, ov— @5 — Apulk' Vy)dy (5.4.132)
0

Performing integration for Eq. (5.4.132) by replacing dy with dW/Ey, as dis-
cussed in previous capacitance models, the expression for Qyy in the linear
region is given as

Qinv = ~WactiveLactiveCoxeff [Vestetr ,cv — D6 — % Abulk'Vds

21,2
. Abute " Vs ] (5.4.133)
12(Vigster, cv — D& — Abuik'Vds 1 2)

As discussed earlier in capMod =2, Qp gp can be divided into two parts. One
Is Vs independent denoted by Qpepg While the other component is a function
of Vgs caled 0Qpgp Qpepois given by Eq. (5.4.132) where Vigstef f cv reduces
to (Vgs-Vth) in the strong inversion region, while 8Qpgpis formulated as

- A, (1= Abuik') Abuix'Vas® - (5.4.134)

1
S8OQDEP = WactiveLactiveCoxeff | -
2 12(Vgsteff ,cv — P8 — Abulk'Vds [ 2)
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In order for Eq. (5.4.133) and Eqg. (5.4.134) to be applicable in the saturation
region, all Vgys terms in Egs. (5.4.133) and (5.4.134) are replaced by Ve
given in Eq. (5.4.98).

The saturation voltage Vgt v IS proposed as

Vasteff.cv — D68
Visa o R E—
‘v e (5.4.135)

d. Channel charge partitioning

The channel charge Qinv given by Eg. (5.4.133) can be separated into drain
and source charge components Qs and Qp by following the same partition
schemes as discussed in the other capacitance models.

i. 50/50 charge partition

WivwLorin o C, '
QS - QD __ active a;nve oxeff [Vg:teﬁ,w —ds— Ab;lk cheﬁ
Abulk '2Vv 2
+ ‘ "ib S — (5.4.136)
12(Veg1epr o0 — 5 — ;’k Veest)
ii. 40/60 charge partition
W, iV Lac 'vecox 4
Qg = - e e O (Vs v — PO’ =5 Vese v = @)’

A
2(Vgxteﬁ,cv - 05— b;Ik cheﬁj

ll 2 Ll 2 t
(Abulk cheﬁ )+ 5 (Vgsreﬁ'cv - (D&)(Abulk cheﬁ' )2 - E (Abulk cveff )3}

(5.4.137)
QD - u/acn've Lactivecoxe]j" 5
2(Vgsleﬁ,cv -®s5- _____Abslk cheﬁ‘ )
\% -d 3_ 2 |% ) 2 v
{( asteff .cv 6) 3( gsteff v 6) (Abulk cveﬁ‘)
1
+ Vester ov = PO Aputic Veregr )2 - g(Abulk' cveff %) (5.4.138)

iii. 0/100 charge partition
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[Vgstejf oo ®s " Abulk 'cheﬁ‘

QS = —"Vactive Lactive Coxe_fjr 9 4

( Abulk 'cheﬁ“ )2

24(Vgsreff,cv -Ds— Ab;;”Lcherr )

Vgsteff o ®s _ 3(Abulk 'cheﬂ )
2 4

QD = —Wacrive Lactive Coxeﬁr [

! 2
(Abulk chejf )

—bs— Abulk
2

+

]

8(Vgstejf v

che_ﬁr )

Qg can be obtained directly from the charge conservation principle.

] (5.4.139)

(5.4.140)

The MOSFET intrinsic capacitance can be obtained by differentiating the ter-
minal charges described above with respect to the terminal voltages, as given
in Eg. (5.2.36). Fig. 5.4.5 to 5.4.9 show the charge and capacitance versus
gate bias for the capMod=3 model. Fig. 5.4.10 to 5.4.14 show the charge and

capacitance characteristics versus drain bias.

81 |——0Cg WiL=10005 V=01V
i +
N Qdrain | T,=750m e

Q/(WLC,)

Fig. 5.4.5 Simulated Qg, Qp, Qs, Qg as a function of Vys for several Vs (Vos=0).
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Fig. 5.4.6 Simulated capacitance Cgg Cgp, Cog Cggas afunction of Vi, for several
Vs (Vps=0).
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Fig. 5.4.7 Simulated capacitance Cpg, Cpp, Cos, Cpg asafunction of Vi for severa
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Fig. 5.4.8 Simulated capacitance Cgg, Cp Cog Cgy @S afunction of Vg for several
Vs (Vps=0).
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Fig. 5.4.9 Simulated capacitance Cgg, Cgp, Cgs Cgg asafunction of V¢ for several
Vds (Mbs=0).



5.4 Capacitance Model of BSIM3v3 195

—=— Qg
-— Qd
204  emag, et QS
154 \o—®
Ss 1.0
= llwllmzlm-m-ll-lunn
E 057 \'\/ \ =2V
S 0.0 /
-0.5 4 .'."
anl
-1.0

T T
-0.5 0.0 0.5 1.0 1.5 2,0 2.5 3.0 35 40
Ve V)

Fig. 5.4.10 Simulated Qg, Qp Qs Qg as afunction of Vgs for several Vgg (Vps=0).
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Fig. 5.4.11 Simulated capacitance Cgg. Cop, Cas, Cag s a function of Vg for several
Vgs (Vps=0).
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Fig. 5.4.12 Simulated capacitance Cpg, Cpp Cps Cpg asafunction of Vg for sev-
eral Vgs (Vps=0).
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Fig. 5.4.13 Simulated capacitance Cg;, Cop Css Cg asafunction of Vg for several
Vs (Vbs=0).
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Fig. 5.4.14 Simulated capacitance Cgg, Cpp, Cps Cpgg asafunction of Vs for differ-
ent Vg (Vps=0).

5.5 Channel Length/Width in Capacitance Model

The inconsistency of the effective channel length extracted from DC and
capacitance measurements has been long observed [5.33]. It is not surprising
and can be explained. The DC current depends on the movement of the carri-
ers from source to drain and this distance between the source and drain junc-
tions is characterized as the effective channel length. Charge and capacitance
behaviors depend on the electric field flux distribution between the poly-sili-
con gate and bulk silicon substrate material. Thus, the corresponding effective
channel length obtained from C-V characteristics is not necessarily equal to
that from DC current measurements.

In most previous compact models, both the |-V and C-V models use the same
effective channel length and width. This is not the case in BSIM3v3. The
channel length and width used in charge and capacitance models are given as
the following and are independent of the “channel length” used in the DC
model:

Loctive = Larawn = 26Lejf (5.5.1)
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vvacn’ve = u/drawn - 26"Veﬁ (5.5.2)
WiLc Wwc WwrLc

W, = Dwe + TV + Ty + L gy W (5.5.3)
LiLc Lwc LwLc

5Leff =DrLc + T + D + [y D (5.5.49)

Dwc and D¢ are separate and different from W, ¢ and L, in the I-V
model. L jqive @nd Wuive are the effective length and width of the intrinsic
device for capacitance calculations. Unlike the case with I-V it is assumed
that these dimensions have no voltage bias dependence. The parameter oL is
egual to the source/drain to gate overlap length plus the difference between
drawn and actual polysilicon gate due to processing (gate printing, etching
and oxidation) on one side. Overall, a distinction should be made between the
effective channel length extracted from the capacitance measurement and
from the I-V measurement.

The Lqive Parameter extracted from the capacitance method is found to be
closer to the metallurgical junction length (physical length) than L. If nei-
ther Dy and D . are specified in the model card, BSIM3v3's capacitance
model will assume that the device has the same effective dimensions for I-V
and C-V models (i.e. D¢ =W\t and D| =L n7)-

5.6 Helpful Hints

1. Thereciprocity of the char ge-based capacitances

Many people think of the capacitances in a MOSFET as a group of conven-
tional two terminal capacitors. For a two terminal capacitor, the capacitance is
reciprocal, that is C;,=C,;, where 1 and 2 are node numbers of the terminals.
In other words,

K1 _ A2

Va2 oV (5.6.1)

Furthermore, C,,and C,, can only be either a constant or afunction of V,, or
V54 (since there are no other voltages). These are the all too familiar proper-
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ties of a capacitor, but they only apply to two-terminal capacitors. For a MOS-
FET with three or four terminas, the capacitances are in genera non-
reciprocal, that is C,,#C,,. Consider the capacitances Cyq and Cqyy of along
channel MOSFET in the saturation regime [5.1]. According to the definition
of capacitance, Cy is the gate charge variation caused by the voltage change
at the drain, and Cy, is the drain charge variation caused by the voltage
change at the gate. Assuming the device operates in saturation, the pinch-off
condition near the drain isolates the gate from the drain so that the variation of
drain voltage does not have any influence on the charge at the gate terminal.
In other words, the gate charge will not change as the drain voltage changes
and Cyq will be zero. However, the inversion charge in the channel changes as
the gate voltage changes so that the drain charge (a portion of the channel
charge) will change, that is, Cyg will not be zero. The non-reciprocity property
of MOSFET capacitance has been confirmed by simulations and measure-
ments. If we artificially make Cyq = Cyq in the compact model and allow Cyy
to be afunction of Vgsor Vi, the model would not only be inaccurate but also
incorrectly predict charge build-up at floating circuit nodes.

The confusion and misunderstanding of the non-reciprocity discussed above
may be caused by the term “capacitance”. One may want to call the capaci-
tances in 3 or 4 terminal devices by a different name, transcapacitances, which
are not reciprocal in general.

2. The quasi-static (QS) assumption and non-quasi-static (NQS) effects

It should be emphasized that al of the capacitance models discussed in this
chapter are based on the quasi-static assumption, that is, the charges can fol-
low the change in voltages immediately without any delay. In other words, the
signals vary slowly (relative to the device transit time) so that the channel
chargeisin steady-state at al times. It has been found that the QS assumption
is acceptable for short channel devices in digital applications according to a
rule of thumb givenin [5.1],

Tr> 201d (5.6.2)

where Tgis the rise time of the input signal and t is the transit time of the
carriers leaving the source and arriving at the drain.

According to [5. 1],1, depends on the channel length and V. For long channel
devices, 14is
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2
w=—t (563)
U(Vgs —Vin)

where L is the channel length of the device, s the carrier mobility, Vg is the
gate bias, and Vi, is the threshold voltage.

For the limiting case short channel device in which the velocity saturation
effect is overwhelming, T4 is given by

L

Vsat

= (5.6.4)

where v IS the carrier saturation velocity.

We can estimate the limitation of the QS models according to the above
expressions. Taking an n-channel MOSFET as an example and assuming
Veat =1x10° mV/s, the transit time T4 is 2.5ps for a device of 0.25um channel
length. Thus, the QS assumption should be valid if Tg islarger than 50ps. In a
digital circuit the clock frequency is typically 1/20Tr. So the QS assumption
is acceptable for a 1GHz clock rate in 0.25um technology. As the channel
length decreases, the transit time decreases so that the QS assumption is
acceptable for most digital applications.

However, the case may be different in high frequency analog applications at
radio frequencies (RF). Some problems have been found for using the capaci-
tance models based on QS assumption for an n-channel MOSFET of channel
length larger than 1um and a p-channel MOSFET of channel length larger
than 0.7um in RF applications when the operation frequency is higher than
5GHz [5.34]. An NQS (non-quasi-static) model is needed to ensure the accu-
rate simulation of circuits at such high operation frequencies. The difficulty of
developing an NQS C-V model is that the charges on the terminals will be
functions of the past history of terminal voltages, not just the present voltages.
An NQS model has been implemented in BSIM3v3 and will be discussed in
Chapter 10.

3. Charge partition

Charge-based capacitance model s ensure charge conservation. However, they
need to partition the inversion charge into the drain and source charge.
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How to partition the channel charge into source and drain accurately is a diffi-
cult issue that has not been solved since the appearance of the charge based
capacitance model. As mentioned before there are three different charge parti-
tion schemes existing in today’ s charge-based models used in circuit simula-
tors, such as 50/50, 40/60, and 0/100, which is distinguished in circuit
simulation using a model parameter called XP ART"
50/50 (XpprT =0.5) is the simplest of all partition scheme in that the inversion
charge is divided equally between the source and drain nodes. Despite it's
simplicity it is found to approximate the 2-D simulation data well.

40/60 (X pprT <0.5) is the most physical model of the three partition schemes.
However both the 40/60 and 50/50 models predict a nonphysical negative Ig
pulse when the Vjy of an n-MOSFET is ramped rapidly up and crosses Vi,
even if the drain terminal is at a high voltage, e.g. Vyq. This is due to the
strong NQS effect at Vgs around 4.

The 0/100 (XpprT >0.5) partition scheme is developed to artificially suppress
the negative drain current spike by assigning all inversion charge in the satu-
ration region to the source electrode. Notice that this charge partition scheme
will give a drain current spike in the linear region and aggravate the source
current spike problem.

These constant charge partition schemes are sufficient to meet the accuracy
requirements of the simulation of logic gate delays as discussed in the previ-
ous subsection. However, at Vgs=Vy, the transient time becomes very large
and nonphysical artifacts can easily be observed with all the QS capacitance
models.

4. The overlap capacitances

As mentioned earlier, the overlap capacitances can be divided into several dif-
ferent components. It is extremely difficult (if not impossible) to measure the
different overlap components separately. 2-D or 3-D device simulation may
be necessary for extracting the parameters of a complex capacitance model.
Thisisagood reason to keep the capacitance model simple and use the fewest
parameters possible. Table 5.5.1 summarizes the bias dependence of different
parasitic capacitance components. It can be seen that both the direct overlap
capacitance component and the inner fringing capacitance are bias-dependent.
However, the inner fringing capacitance no doubt exhibits its maximum value
in the depletion region and vanishes in the strong inversion region because the
inversion layer screens out the coupling between the source/drain and the
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gate. Because the modeling of the bias dependence of inner fringing capaci-
tance is very difficult and not available in compact MOSFET models at the
present time, it may cause some problem for circuit simulation, especially for
analog and high frequency applications where the accuracy of the capacitance
model is critical.

Table 5.5.1 Bias dependence of parasitic capacitance componentsin a NMOSFET

Capacitance components Bias dependence Modeling work Model
status
n+ overlap capacitance Small Easy Exist
n- overlap capacitance Strong Moderate Exist
Outer fringing capacitance No Easy Exist
Inner fringing capacitance Strong Difficult No
S/D Junction capacitance Strong Easy Exist
Outer sidewall capacitance Strong Easy Exist
Inner sidewall capacitance Strong Moderate Exist

BSIM3v3 has not included the bias dependence of Cs;, However, it does
account for the bias dependence of the overlap source/drain capacitance.
Cepo/Caso can be considered as an overlap capacitance when Vgq and Vgs
are zero. The measured capacitance characteristics at zero bias includes both
outer and inner fringing capacitances and overlap capacitances. Users should
be aware that these parameters, extracted from the measured data at zero bias,
may not be suitable for use in strong inversion due to the disappearance of the
inner fringing capacitance in that region. Therefore, depending on the circuit
application, users can adopt different approaches to use the overlap capaci-
tance in BSIM3v3. For example, in digital circuit applications the speed delay
of acircuit, say aring oscillator, is often used as the figure of merit to judge
the accuracy of the model. It has been found that the change in the circuit
delay time is not very significant (less than 2%) when the bias dependent
overlap capacitance is included in the simulation. So one can ignore the bias
dependence of the overlap capacitance (by setting Cgp, and Cgs to 0) and
find constant overlap capacitance values for Cgpg and Cggq  to match the cir-
cuit delay for use in a digital application. However, for analog applications the
bias dependence of the overlap capacitances becomes more important. In that
case, a practical approach is to extract the values of Cgpg, Cgpr, and Ckappa
together by using optimization to match the measured overlap capacitance
characteristics as well as possible in all operation regions from accumulation
through depletion to strong inversion.

5. The flat-band voltage parameter v;p, in the capacitance models
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Flat-band voltage is an important parameter in MOSFET capacitance model -
ing. In the capMod=0 model the flat-band voltage is treated as a model
parameter and different \f, models are used in the DC and capacitance mod-
els. However, in the capMod>0 capacitance models in BSIM3v3, the same
threshold voltage is used in both I-V and C-V models, and the threshold volt-
age is characterized using the measured |-V data. Thus, the flat-band voltage
parameter g, can be calculated from 4y, according to the following expres-
sion

v =Vih— ¢s — KIOX\M)S — Vbsefr (565)

where i, is the threshold voltage and K,y isthe model parameter defined in
Chapter 3.

Since Vi, includes non-uniform doping, short channel and narrow width
effects, the calculated v, parameter also contains these effects. Discussions
about the dependence of flat band voltage on non-uniform doping and short
channel effects have been reported [5.36].

The v, parameter calculated with Eq. (5.6.5) is used to determine the bound-
ary between the accumulation and depletion regimes. Thus, it will influence
the capacitance model accuracy around the transition region from accumula-
tion to depletion regions. A suitable characterization methodology of the
threshold voltage, which considers the case for both I-V and C-V, may be nec-
essary to ensure C-V model accuracy. It has been found that the recommended
methodology to extract 4, from the measured 1-V data can match the V;,
obtained with the C-V measurement [5.37].

It should be noted that the threshold voltage in the above discussion should be
measured at low drain bias and zero body bias in order to use Eg. (5.6.5) in
calculating Vg,. In BSIM3v3.0 and BSIM3v3.1 the v, parameter is imple-
mented inappropriately in which a bias dependent Vi expression given in Eq.
(3.4.25) isused in Eqg. (5.6.5). This brings about too strong a bias dependence
of vg, causing some continuity problems in the accumulation region. In the
implementation of BSIM3v3.2, the bias dependence in short channel and nar-
row width effects of My is removed in Eq. (3.4.25) to correct this problem and
improve the model continuity
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Vi = Vioox + K10x (J@s ~ Vosegr — [¢s)

+ Kiox 1+EL—X——1 ¢+ K3 T,OX ¢s
Ly , Wer +Wo

- Dvm(cxp(—Dvn —éﬁ) +2 exp(—Dm—L‘—ﬁ-)j(vb: s

— Dvrow exp(—DvanV——) + 2exp(—Dvriw Wer L"ﬁ
2lwo Iwo

jW’"‘-W (5.6.6)

6. TheC_ ¢ and C| g parameters

According to the understanding of the C-V characteristics in short channel
devices, which shows that the saturation voltage in C-V characteristics is
larger than the saturation voltage in |-V characteristics, a different saturation
voltage expression from that in the 1-V model is used in the C-V models of
BSIM3v3. C ¢ and Cg are two empirical fitting parameters introduced to
accurately describe the saturation voltage with the influence of velocity satu-
ration effects in short channel devices, that is, as the channel length decreases
the saturation voltage decreases at a given gate voltage. C| c and C| g are
important parameters in determining the accuracy of the C-V model, espe-
cially in analog and RF applications because the saturation voltage will influ-
ence the cut-off frequency (f1) characteristics and determine the point at
which fy begins to drop from the maximum value as the gate voltage increases
at afixed drain voltage [5.38]. An accurate determination of C, - and C g is
necessary when using the capacitance modelsin BSIM3v3.

The C ¢ and C g parameters can be extracted from the measured characteris-
ticsof Cyq vs. Vys at different Vi for devices with different L in the strong
inversion region.

7. The non-symmetry issue at Vyg =0

Model symmetry is a desirable feature of MOSFET capacitance model
because areal MOSFET is symmetric and it may also help the convergence.
From symmetry considerations, some capacitances should be equal at Vys =0,
such as Cgq and Cygs Cyg and Css, and Cpy and Cps. However, such symmetry
has not been achieved in the capacitance models of BSIM3v3 as some trans-
capacitances such as Cpy and Cps, Cyq and Cgs show asymmetry at Vys =0, as
shown in Fig. 5.6.1. It is apparently non-physical and may result in simulation
errors when the devices are biased at or near Vgg =0.
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Fig. 5.6.1 (@) Simulated CggandC pp as a function of Vyg. Css # Cpp WhenVyg=0
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Fig. 5.6.1 (b) Smulated capacitance Cgpand Cggas a function of V. Cgp# Cgg
when Vg4=0.

The problem is caused by the fact that all of the body bias dependence is mod-
eled with Vys (without any V) terms in the equations. This issue is brought
out so the users are aware of this limitation of the model.
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8 C-V mode parameters

Parameters in the BSIM3v3 C-V models are listed in Table 5.6.2.

Table 5.6.2 C-V model parameters

Sym- Sym- Description Default Unit
bolsi bolsin
oIsin source
equation code
capMod | capmod | Capacitance model  selector 3 none
X pART Xxpart Charge partitioning parameter 0 none
Ceso cgso Non LDD region source-gate calcu- E/m
overlap capacitance per channel lated
length
C 6o cgdo | Non LDD region drain-gate over- calcu- F/m
lap capacitance per channel length lated
C croO cgbo Gate bulk overlap capacitance per 0.0 E/m
unit channel length
C sl cgsl Lightly doped source-gate region 0.0 F/m
overlap capacitance
CoebL cgdl Lightly doped drain-gate region 0.0 F/m
overlap capacitance
Ccappa | Ckappa | Coefficient for lightly doped 0.6 F/m
region overlap capacitance
Ce cf Fringing field capacitance calcu- F/m
lated
Cc clc | Constant term for the short chan- | 1.0x10°7 m
nel model
Ce cle Exponential term for the short 0.6 none
channel model
Dic dc Length offset fitting parameter lint m
D we dwce Width offset fitting parameter wint m
V EBcv vfbev Flat-band voltage parameter (for -1 \%
capMod=0 only)
Noege noff | C-V parameter for Vggeitov 1.0 none
V orrcy voffev | Offset voltage parameter of V. 0.0 Vv
from weak to strong inversionin
C-V model
A e acde Exponential coefficient for the 1.0 m/V

charge thickness in accumulation
and depletion regions
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Main moin Coefficient for the gate-bias 15.0 V2
dependent surface potential

L ¢ lc Coefficient of length dependence L, mbttN
for channel length offset in C-V
models

Luc lwc | Coefficient of width dependence Ly mtWN
for channel length offset in C-V
models

Lyie Iwlc Coefficient of length and width Lo m LWN+LLN
dependence for channel length
offset in C-V models

W ¢ wlc Coefficient of length dependence W m WLN
for channel width offset in C-V
models

Wive wwe | Coefficient of width dependence Wy mWWN
for channel width offset in C-V
models

Wy e wwic | Coefficient of length and width Wi mWLN+WWN
dependence for channel width
offset in C-V models
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CHAPTER 6 Qubstrate Current Model

For submicrometer MOSFETS, the modeling of substrate current isimportant,
especiadly for the analog circuit design. In this chapter, we will briefly
describe the substrate current generation and introduce the substrate current
model of BSIM3v3.

6.1 Substrate Current Generation

As discussed in Chapter 2, impact ionization is the physical mechanism for
the generation of substrate current. As the channel length of MOSFETS is
reduced to the submicrometer regime, the electric field near the drain region
causes impact ionization at a significant rate. Asshown in Fig. 2.7.2, the gen-
erated hole current (taking an n-channel FET as an example) flows into the
substrate as the substrate current. The substrate current can cause problem
such as latchup, shift of threshold voltage, and the degradation of transcon-
ductance in short channel devices [6.1, 6.2, 6.3]. The substrate current also
contributes to the output conductance in the saturation region and the break-
down characteristics [6.4, 6.5]. The substrate current is determined by the
drain current, lds, and the peak lateral electric field in the channel, Em, accord-
ing to the lucky electron model [6.6, 6.7]:
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¢i
Isub oc ds - A1
b oc Ldsexp( m) (6.1.1)

where the exponential term describes the probability of a carrier, while tra-
versing a mean free path A in an electric field E;,, to gain a critical energy of
g for impact ionization.

6.2 Substrate Current Model in BSM3v3

Asdiscussed in section 2.7, the substrate current expression can be derived by
integrating the carrier impact ionization coefficient over the velocity-saturated
region of the channel [6.8]:

y=ld

Bi
Lsub = IdsAi | exp(———)dy 6.2.1
yL) Ex(y) ©2

where A; and B; are the impact ionization coefficients. E4(y) is the electric
field along the channel direction, y=0 is at the edge of the velocity-saturation
region in the channel and | 5 is the length of the velocity-saturation region. |y
isthe drain current without consideration of the impact ionization effect.

A pseudo-two-dimensional analysis can find E4y) in the velocity saturated
region [6.9, 6.10]. There is an exponential relationship of E(y) versus dis-
tance,

(6.2.2)

where Eg is the critical field for velocity saturation and |; is the characteristic
length of the exponentially rising electric field and is given by [6.11,6.12]

I = |2 Toxx; (6.2.3)
Eox

where T ox is the gate oxide thickness and X; is the drain/source junction
depth. £y and &g are the dielectric permittivity of silicon dioxide and silicon,
respectively.

The above expression can also be expressed in terms of voltage within the sat-
uration region [6.10],
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Es(y) = \/ (V“(L;Vds—“i)2 + Esat® (6.2.4)

By changing the variable, the substrate current in Eg. (6.2.1) can be rewritten
as

Bi
Ed  exp(——) } .
) Es ld Ailt Ed Bi
Isub = ldsliAi dEs = . exp(____) (625)
E}[at V ES2 - l?sat2 B' Ed

where E4 is the electric field at the drain end and can be found from Eq.
(6.2.4) to be

Ei= \/ (ES#)2 + Ew® (6.2.6)

In the saturation region, generally Eq>>Eg,;: so that Eq can be expressed
approximately as

N Vs — Visar
L

Es (6.2.7)

Combining Eg. (6.2.5) and Eqg. (6.2.7), we can obtain the expression for the
substrate current
Ai Bilr
Ly = — (Vis = Viasar) exp(— ————) 1ss 6.2.8
’ Bi( ) expl Vds—Vdmx) ( )
Eq. (6.2.8) has been used widely to calculate the substrate current in MOS
devices.

Since Vg depends on L, Igyp 1S @ strong function of Lgs. Based on Eq.

(6.2.8) and the unified |-V equations discussed in Chapter 4, the substrate cur-
rent model in BSIM3v3 is obtained. It is a single equation for all operation

regions,

BO Ydsa

Isub = (01 + ~22-)(Vids — Vidseff ) eXp(— ———
Lefr Vds — Vdseff (6.2.93)

s — Vi
ldsa = ldso ( 1+ Vad dseff )

+ Radsldso Va
Vdseff

1 (6.2.9b)



214 CHAPTER 6 Substrate Current Model

where |45,iS the drain current without consideration of impact ionization
[6.8]. The expressions of | g, Rgs, Vs, @nd V can be found in Chapter 4.
0Op, 04, and By are model parameters extracted from the measured Iy, data.

By recalling the | gs-Vgs and V gt €Xpressions presented in Chapter 4, we can
understand Eq. (6.2.9) easily. Vit becomes Vyg: When Vge>Vysyt and
becomes Vs when Vys<Vygt- Thus, the substrate current vanishes in the linear
region. Bo represents the product of Bj and I; in Eq. (6.2.8). a; represents the
A/Bj term in Eq. (6.2.8). Thus, Eq. (6.2.9) can be considered as another form
of EQ. (6.2.8). 0g/Lgg is an empirical term that improves the accuracy of the
lsup dependence on Lgi. BSIM3 does not employ a separate model equation to
model the substrate current in the subthreshold regime [6.20]. Eq. (6.2.9) can
also model the substrate current in the subthreshold regime. It isvalid in both
the strong inversion and the subthreshold regions.

As an example, Fig. 6.2.1 shows the simulated characteristics of the substrate
current versus Vgg (at different Vs and fixed Vyg) for an n-channel device of
W/L=10pm/0.6pm. Fig. 6.2.2 shows the simulated characteristics of the sub-
strate current versus Vys (at several Vgs and a fixed Vi) for the same device
used in Fig. 6.2.1.

W/L=10/0.6
Tox=7.5nm

. V=4V

Lo (A
=)
&

~.
[ Y

o 1 2 3 4 5
Fig. 6.2.1 Simulated substrate current characteristics versus Vys at several Vg and
V=0V for adevice with W/L=10/0.6.

V=3V
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106i W/L=10/0.6
Te=7-5nm

Ism \M)

Fig. 6.2.2 Simulated substrate current characteristics versus Vys at several Vgs and
V=0V for a device with W/L=10/0.6.

6.3 Helpful Hints

1. The current | 45 in the substrate current model

Givenin Eq. (6.2.9), the substrate current is a function of the channel current.
It should be pointed out again that the Iy, used in Eq. (6.2.9) is the drain cur-
rent without including the contribution of the substrate current induced body
effect. In other words, it is the channel current in the absence of impact ioniza-
tion.

2. The parametersin the substrate current model and in the substrate-
current-induced-body-effect (SCBE) of the I-V model

It may appear that we can use the substrate current expression in the current
model directly, that is:

Ids - Idsa + Isub (631)

where | 4 is the drain current without including the influence of the impact
ionization, and lg, is the substrate current given by Eq. (6.2.9a). Eq. (6.3.1) is
wrong because | gy, contributes significantly more than itself to Iyg as dis-
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cussed in Chapter 4. |, induces a body bias and a decease in Vy,, which
eventually determines the total contribution of impact ionization to .

Furthermore, separate fitting parameters are introduced while the same Iy,
equation is used in the substrate current model and SCBE model so that accu-
racy can be achieved in both output resistance and substrate current character-
istics. Specifically Pscgg; and Pgcggo are used in the 1-V model for SCBE,
and ag, a, and Bgare used in the substrate current model.

3.The agand a4 parameters

The ag, 04, and By parameters are introduced in the substrate current model to
predict the substrate current accurately. In Eq. (6.2.9a), 04 is similar to the A/
Bjtermin Eq. (6.2.8), and 0¢/Lg term is similar to the Pgcgeo/Lggsterm in Eq.
(4.4.29). ag may be set to zero if the substrate current model gives correct
scaleability without this term.

4, Drain-induced breakdown simulation

It should be mentioned that no specific consideration for the drain-induced
breakdown mechanisms is given in the model derivation of the substrate cur-
rent model. The drain current due to impact ionization is modeled with the
SCBE model in the |-V model, as discussed in section 4.4. When the drain
voltage bias is large enough, the |-V model may or may not reflect the drain-
induced breakdown characteristics accurately as shownin Fig. 6.3.1.

5. Gate-induced drain leakage at low gate bias region

The gate-induced-drain-leakage (GIDL) or band to band tunneling in low gate
bias region has been observed in some MOSFETSs [6.10]. The band-to-band
tunneling current is generated in the drain region that is overlapped by the
gate [6.11, 6.12]. GIDL occurs when the gate is grounded and Vg is high as
discussed in Chapter 2. Like other forms of leakage current, GIDL may con-
tribute to standby power and charge loss from charge storage nodes. Analyti-
cal modelsfor the GIDL effect have been reported [6.13, 6.14], however, they
are rarely included in compact models at the present time. The present
BSIM3v3 has not included models for GIDL.

6. Substrate current model parameters

The parameters in the BSIM3v3 substrate current model are listed in Table
6.3.1.
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Table 6.3.1 Substrate current model parameters

Symbols in Symbols in Description Default | Unit
equation source code
0O alpha0 Thefirst parameter of sub- 0 m/V
strate current
(o] aphal The length scaling parameter 0 w
of substrate current model
Bo betad The second parameter of sub- 30 \Y
strate current
&
0.005 ...o .
W/L=10/0.5 *

0.004 Tox=7.5nm

0.003 1

(A)

-8 0.002-

Fig. 6.3.1 |-V characteristics with significant impact ionization effects simulated by
BSIM3v3.

References

[6.1] J. Matsunaga et al., “ Characterization of two step impact ionization and its
influence on NMOS and PMOS VLSIs,” IEDM Tech. Dig., pp.732-735,
1980.

[6.2] M. S. Liang et al., “Hot-carrier-induced degradation in thin gate oxide
MOSFETs,” IEDM Tech. Dig., pp.186-189, 1983.

[6.3] E. Takeda, "Hot carrier effects in submicrometer MOS VLSI," |IEE
proceedings, vol. 131, Pt. |, pp153-164, 1984.



218

CHAPTER 6 Substrate Current Model

[6.4]
[6.5]
[6.6]
[6.7]
[6.8]
[6.9]

[6.10]

[6.11]

[6.12]

[6.13]

[6.14]
[6.15]
[6.16]
[6.17]
[6.18]

[6.19]

[6.20]

J. H. Huang €t al., “A physica model for MOSFET output resistance”’,
IEDM, Technical Digest, Dec. of 1992.

J. Chen et al., "Subbreakdown drain leakage current in MOSFETS," |IEEE
Electron device Letters, vol. EDL-8, pp. 515-517, 1987.

P. K. Ko, R. S. Muller, and C. Hu, "A unified model for hot-electron
currentsin MOSFETSs," in IEDM Tech. Dig., p. 600, 1980.

C. Hu, "Hot carrier effectsin MOSFETSs," IEDM Tech. Dig., pp. 176-181,
1983.

S. M. Sze, Semiconductor Devices. Physics and Technology, John Wiley &
Sons, New York, 1985.

Y. A. EI-Mansy and A. R. Boothroyd, “A simple two dimensional model
for IGFET.” |IEEE Trans. Electron Devices, ED-24, pp. 254-262, 1977.
M. E. Banna and M. E. Nokali, “A pseudo-two-dimensional anaysis of
short channel MOSFETS,” Solid-state Electronics, Vol. 31 pp.269-274,
1988.

P. K. Ko, “Approaches to scaling,” Chap. 1, in advanced MOS device
Physics, N. G. Einspruch and G. Gildenblatt, Eds., Vol. 18 VLS
Electronics. Academic Press 1989.

C. Hu et a., “Hot-electron-induced MOSFET degradation - model,
monitor, and improvement,” |EEE Trans. Electron Devices, ED-32, p.375,
1985.

Y. Cheng et a., “A physical and scalable BSIM3v3 I-V model for anaog/
digital circuit simulation”, |[EEE Trans. Electron Devices, Vol. 44, pp.277-
287, Feb. 1997.

Y. Cheng et a., BSM3 version 3.1 User's Manual, University of California,
Berkeley, Memorandum No. UCB/ERL M97/2, 1997.

T. Y. Chan, J. Chen, P. K. Ko, and C. Hu, "Impact of gate-induced drain
leakage current on device scaling,” IEDM Tech. Dig., pp. 718-721, 1987.
I. C. Chen et a., “Interface-trap enhanced gate-induced leakage current in
MOSFET,” |IEEE Electron device Letters, EDL-10, p.216, 1989.

C. Chang and J.Lien, "Corner-field induced drain leakage in thin oxide
MOSFETSs," IEDM Tech. Dig., pp. 714-717, 1987.

R. Shrotaet a., "An accurate model of subbreakdown due to band-to-band
tunneling and its application,” IEDM Tech. Dig., pp. 26-29, 1988.

M. Tanizawa et a., "A complete substrate current model including band-to-
band tunneling current for circuit simulation,” |EEE trans. on Computer-
aided Design in Integrated Circuits, vol. 12, pp. 1749-1757, 1993.

B. Ifiguéz and T. A. Fjeldly, "Unified substrate current model for
MOSFETS', Solid-Sate Electronics, vol. 41, No. 1, pp. 87-94, 1997.



CHAPTER 7 NO| e M Odel

The possibility of low-cost integration with logic circuits has made CMOS the
technology of choice for many analog and, increasingly, radio frequency (RF)
applications. Good noise models in circuit simulators are critical to analog
and RF applications. Two types of noise, thermal and flicker, are important in
aMOSFET. We will discuss the physical mechanisms of the flicker and ther-
mal noise and present the details of the BSIM3 noise model.

7.1 The Physical Mechanisms of Flicker (1/f) Noise

The basic characteristic of flicker noiseis a 1/f spectral density. Much effort
has been made in understanding the physical origin of flicker noise [7.1-7.6].
Still, the physical mechanism is not very clear. Basically, there are three dif-
ferent theories of flicker noise, (a) carrier density fluctuation models[7.7], (b)
mobility fluctuation models [7.8], (c) correlated carrier and mobility fluctua-
tion models [7.9]. In the carrier density fluctuation model, the noise is
explained by the fluctuation of channel free carriers due to the random capture
and emission of carriers by interface traps at the Si-SiO, interface. According
to this model, the input noise is independent of the gate bias, and the magni-
tude of the noise spectrum is proportional to the density of the interface traps.
A 1/f noise spectrum is predicted if the trap density is uniform in the oxide.
The experimental results show a 1/f" spectrum and n is not always 1, but in
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the range of 0.7-1 .2 [7.5,7. 10]. Recently, some experimental results show that
n decreases with increasing gate bias in p-channel MOSFETSs [7.11]. Modi-
fied charge density fluctuation theories have been proposed to explain these
experimental results. The spatial distribution of the active trapsin the oxideis
assumed to be non-uniform to explain the technology and the gate bias depen-
dence of n [7.7,7.11].

The mobility fluctuation model considers flicker noise to be the result of fluc-
tuations in carrier mobility based on Hooge's empirical relation for the spec-
tral density of the flicker noise in a homogeneous device [7.12]. It has been
proposed that the fluctuation of the bulk mobility in MOSFET’ sis induced by
changes in phonon population [7.13]. The mobility fluctuation models predict
a gate bias dependent noise. However, they cannot always account for the
magnitude of the noise [7.14].

A unified theory for the origin of the 1/f noise claims that the capture and
emission of carriers by the interface traps cause fluctuation in both the carrier
number and the mobility [7.9]. Even though this theory cannot explain all the
details of the experimental data, it seems to be the most attractive model avail-
able today.

7.2 The Physical Mechanism of Thermal Noise

To understand thermal noise in a MOSFET, we will discuss first the thermal
noise moddl of a resistor.

It is known that the thermal noise of aresistor is directly proportional to tem-
perature T. The spectral noise power density S (f) (mean-square value of cur-
rent per frequency bandwidth) of aresistor, R, can be given by the following
[7.15]:

% 4KsT

Si(f)= A7 R

(7.2.1)

where KBis the Boltzmann's constant.

The equivalent circuit of the thermal noise can be represented by a shunt cur-
rent source l_z as shown in Fig. 7.2.1.
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RO

Fig. 7.2.1 Equivaent circuit of the thermal noise of aresistor.

The thermal noise characteristicsin a MOSFET operating in the strong inver-
sion region have been studied for over two decades. The origin of thermal
noise in a MOSFET has been found to be related to the random thermal
motion of carriers in the channel of the device [7.16]. Models have been
developed and implemented in circuit simulators [7.17]. Even though using
the thermal noise model of a resistor can qualitatively explain the thermal
noise in a MOSFET, it is not quantitatively accurate even at low drain bias
[7.18, 7.19]. Furthermore, as the moderate inversion region becomes impor-
tant for low power applications, there is an increasing need for good noise
modeling in this region. Therefore, the noise behavior of a transistor should
be well modeled from strong inversion through moderate inversion, into weak
inversion.

7.3 Flicker Noise Moddls in BSM3v3

For users convenience, two flicker noise models are included in BSIM3v3.
One is the SPICE2 flicker noise model [7.20], while the other is the unified
flicker noise model [7.21, 7.22]. A mode parameter, noiMod, is introduced
for the user to select one of these noise models. When noiMod is 1, the
SPICE2 flicker noise mode! is used, and when noiMod is 2 the unified flicker
noise model! is used.

7.3.1 SPICE2 flicker noise model (noiMod=1)

The SPICE2 flicker noise model is
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KrlisAt

Si = —_—
d(f) CoxLeffszF

(7.3.1)

where § 4 is the drain current noise power spectral density, ly¢is the drain cur-
rent, Ap is the flicker noise exponent, Eg is the flicker noise frequency coeffi-
cient, and Kis the flicker noise coefficient.

7.3.2 Unified flicker noise model (noiMod=2)
1. Model derivation

The coordinate system used in the unified flicker noise model derivation is
defined as follows. x is the coordinate along the channel length direction, yis
the coordinate along the channel width direction, and zis the coordinate along
the direction of oxide thickness perpendicular to both the x and y directions.

For a section of channel width Weff and length Axin a MOSFET, fluctuations
in the amount of trapped interface charge will introduce correlated fluctua-
tions in the channel carrier concentration and mobility. The resulting frac-
tional changein the local drain current can be expressed as [7.22]

Slds [ 1 OAN  duer
lds

- AN 8AN: ~ 8AN: :|6ANt (7:32)

where AN =NW; Ax, ANy =Ny Wit AX, N is the number of channel carriers per
unit area, and N is the number of occupied traps per unit area. The sign in
front of the mobility term in Eq. (7.3.2) is dependent on whether the trap is
neutral or charged when filled [7.22]. The ratio of the fluctuations in the car-
rier number to the fluctuations in occupied trap number, R,=8AN/JAN;, is
close to unity at strong inversion but assumes smaller values at other bias con-
ditions [7.23]. A genera expression for R, is

— 0AN —_ Cinv
OAN: Cox + Cinv + Cdep + Cit (7.3.3)

Rn

where C;, is the inversion layer capacitance, Cdep is the depletion layer
capacitance, and C;; is the interface trap capacitance.
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The relationship between C; ., and N can be given approximately in the fol-
lowing:

Cim =L N (7.3.4)

%3

wherev; is the thermal voltage.

Thus, Eq. (7.3.3) can be rewritten as,

Ro=~—
n N+ N* (7.3.59)
where
N* =2 (Cox + Caep + Cit) (7.3.5h)
q

To evaluate dAU g /OAN;, the following model based on Matthiessen’sruleis
used [7.22],

S U U
—=—t—=— oV (7.36)
Heff  fin pox  fin

where [y iS the mobility limited by oxide charge scattering. a is the scatter-
ing coefficient and is a function of the local carrier density due to channel
charge screening effect [7.23].

Based on Eq. (7.3.6), the following can be obtained

Spefr O’

SAN:  WepAx (7:3.0)
Substituting Eq. (7.3.6) and Eq. (7.3.7) into Eq. (7.3.2) yields

5]dx__(&+a ) OAN: 238

las N He WerAx ( e )

The power spectrum density of the local current fluctuationsis
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lds n
b2 Rn s ey Savcx, ) (73.9)

Sad(x, f)= (Wﬁfo N

where Sant (X,f) isthe power spectrum density of the fluctuations in the num-
ber of the occupied traps over the area Wt A, and can be given by

Ec Wegir Tox T(E x )
Sane(x, f)= [ [ [ 4NiCE,x,y,2) A1 = fiy— 8 —dydE
Ev 0 0 1+w T(E,x!y7z)

(7.3.10)

where N, (E,x,y,z) is the distribution of the traps in the oxide and over the
energy band, 1(Ex,\y,z) is the trapping time constant, and

fi = [1_expw]-l is the trap occupancy function. Ej, is the electron
T

quasi-Fermi level, w=2mf is the angular frequency, T ox is the oxide thickness,
and E¢-Ey isthe silicon energy gap.

To evaluate theintegral in Eq. (7.3.10), two assumptions are needed:

a. The oxidetraps have auniform spatial distribution near the interface, that
i's, N¢(ExXy,2)=N(E).

b. The probability of an electron penetrating into the oxide decreases expo-
nentially with the distance from the interface, and as aresult the trapping
time constant is given by

1=To(E) exp(y2 (7.3.11)

where 14(E) is the time constant at the interface and yis the attenuation coeffi-
cient of the electron wave function in the oxide.

Since fi(1-f) in Eg. (7.3.10) behaves like a delta function around the quasi-
Fermi level, the major contribution to the integral will be from the trap level
around E;,.Thus, N, (E) can be approximated by N, (E;,,) and taken out of the
integral. Replacing fi(1-ft) in Eq. (7.3.10) by -KgTdfi/dE and carrying out the
integration yields

SAN:(x, f) = Nr(EmK—”%f@—"— (73.12)
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The total drain current noise power spectrum density can be derived as

1 L
Si(f)=— ISA]ds(x, ) Axdx
Ler®

KBTlds® R
=_Li_7J' Ni(Ep)[——— + ofteff 1 dx
YWesLesy N
Vds 2
K8 Tlds -1y2 Rn”
=.‘”—ﬁr_2‘u‘;ﬁ_ IN;(Efn)(lia[JeﬁNRn 12 1:, dv (7.3.13)
ML! (4]

Since o and pess are functions of the local carrier density N, Eqg. (7.3.13) can
be rewritten as

Rn*
v av (7.3.14)

gKBT lds  Lleff
2

Si(f)=
f Letf

Vs
[ Ne*(Epn)
o
where N{"(E ) is the equivalent oxide-trap density that produces the same

noise power if there were no contributions from the mobility fluctuations.

In the present model Ny (E;,,) is approximated as a three parameter function of
the channel carrier density

Ni"(Erp =A+BN+CN?2 (7.3.15)
where A, B and C are technol ogy-dependent model parameters.

Based on the above, the flicker noise power spectrum density in the different
operation regions can be found.

1). Linear region in strong inversion (Vg o>V, and V<V,

In the strong inversion region, the charge density of carrier can be given by
gN (x) = Cox[Vgs — Vih — AbuikV (x)] (7.3.16)

Thus, we have

qNg = qN(O) = Cox[Vgs - Vth] (7317)
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qNL = qN(Leff) = Cox[Vgs -V — Abulkas] (7318)

where Ngand N are carrier densities at the source and drain ends of the chan-
nel, respectively.

By using the above equations, Eq. (7.3.13) can be rearranged as

q 2 KBTlds [.leﬂ
off Cox

Si(f) = (7.3.19)

Substituting Eqg. (7.3.3) and Eq. (7.3.15) into Eq. (7.3.16) and performing the
integration

2 *
q*° KBTlds Lief Aln(N0+N )

Si(f)=
l Abulkﬂ.ejj‘2Cox NL+ N *

+ B(No— NL) +%C(N02 — Ni%)] (7.3.20)

2). Saturation region in strong inversion (V SV, and Vi 2V, )

As discussed in Chapter 2, the channel can be divided into two parts in the sat-
uration region, as shown in Fig. 2.6.1. One part is from the sourceto L, the
velocity-saturation (or “pinched-off”) point. The other part, L, is from the
velocity-saturation point to the drain. Accordingly, the flicker noise includes
two parts as given in the following

2 Ley 2
Si(f) = KBTlds? J.Nr (Epm ) KBTlds .[Nx

YLetr *Werr 3 v‘Leﬁ Wetr ;.

(7.3.21)

The solution of the first termin Eq. (7.3.21) can be obtained by replacing V
with V. in the expression of N, of Eq. (7.3.20).

To evauate the flicker noise power contributed from the velocity-saturation
(or pinch-off) region, assumptions are made that both the electron quasi-
Fermi level and carrier density are uniform in the pinch-off region and equal
to those at the pinch-off point where the channel potential is equal to V.,
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2 2
Thus the second term in Eq. (7.3.21) is expressed as —la A*“’”f’f La,
YLer Weg  (NL+N )

where L is the length of the pinch-off region.

The total noise power spectrum density in the saturation region is written as

2 *
4 Kol e 4o MO g
AbulkYfLeff “ Cox NL+ N

KBTlds leff A+ BNL+CNI*
YLt *Wey  (NL+N™)*

Si(f) =

+—;-C(N02 — NI+
where NL = Cox(Vgs— Vth -Abuk Vdsat)/q.

3. Subthreshold region (V gs<Vin)

In the subthreshold region, the drain current diminishes exponentially with
decreasing the gate voltage. The channel charge density can be expressed as

aN(vy =S8 o Ve Vee) _ oV, (7.3.23)

vt nve 2ve vt

where n is the subthreshold swing factor, and V. is the voltage when the sur-
face potential is equal to 1.5@ -

Substituting Eq. (7.3.23) into Eq. (7.3.14) and rearranging yields the follow-
ing expression for the spectral flicker noise power density in the subthreshold
region:

2.2 No *
Lds N (E
si(fy =92 d#oj 1 (Em)

YLetr®> 5, (N+N')?

(7.3.24)

where

Vgs -V

nvt

Ks
gNo = TeXP( ) (7.3.25)
t

gNL =gNo[l - exp(-zd—s)] (7.3.26)
vt
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K =C_zziexp(Vrh—-Vgc _25)
Vi nvs 2vt

(7.3.27)

In the subthreshold region, it is reasonable to assume that N<<N* and
N’ (Em) = A+BN+CN2= A Thus, the flicker noise power in the subthreshold
region can be simplified to

Agv Idsz

Si(f)= 3
Y f Wer Lef N

(7.3.28)

2. Model equations implemented in BSIM 3v3

In the BSIM3v3 implementation of the flicker noise model, some minor
changes are made to the above equations to simplify the model calculation.
(1) A constant (1x10%) isused for vy, the attenuation coefficient of the electron
wave function in the oxide; (2) N* is a constant (2x10'#); (3) Ay, parameter
is assumed to be equal to 1; (4) The parameters A, B, and C are termed as
Noia: N o) g ad Nojc respectively; and (5) The frequency exponential coef-

ficient E is introduced.

With the above modifications, the noise model equations implemented in
BSIM3v3 are given below.

1). Strong inversion region (Vys-Vy,>0.1V):

3 14
% las, No+2x10
Sid() = —pd LT [Notalog(-~2X2 ) 4 Nom(No~ No)
77 Leff “Cox10 NL+2x10
2 2
+0SNoIC(No 2 _ N2 )+ Equldx ALcim Noia+ NoiBNL + NoircNL
FEF Loy *Weg108 (NL+2x10')?
(7.3.29)
NO - COX(VgS — Vth) (7330)
q
NL = Cox(Vgs ~Vin — Vs ) (7331)

q
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Vas'= MIN (Vs ,Vdsar) (7.3.32)
Vs —Ydsar +Em
ALcim = Linlog L”’E— V> Vaar (7.3.339)
sat
ALcim = 0 Vis SVisar (7.3.33b)
Lin =N3X;Tox (7.3.34)
VSAT
B =2 (7.3.35)

2). Moderate inversion and subthreshold regions (Vgs-V,< 0.1V)

In operation regions other than strong inversion (Vgs-Vy,< 0.1V), the follow-
ing expression is used to calculate the noise density,

SlimitSwi
Sid = 7.3.36
() Stimit + Swi ( )

where Sj;;; is the flicker noise power density given by Eq. (7.3.29) at
Vgs=Viy+0.1V, and S is given by,

Notavids*

Swi =

7.4 Thermal Noise Modelsin BSM3v3

There exist two choices for the thermal noise model. When noiMod is 1, the
modified SPICE2 thermal noise model is used, and when noiMod is 2, the
BSIM3 thermal noise mode! is used.
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7.4.1 Modified SPICE2 thermal noise model (noiMod=1)

A modified version of the SPICE2 therma noise model is included in
BSIM3v3 as an option. The original SPICE2 model is

T
Sia(f) = 81{33 gm (7.4.1)

where gp, is the gate transconductance of the device.

Eq. (7.4.1) becomes inadequate in the linear region, especialy when V =0,
where the transconductance is zero so that the cal culated noise density is zero.
However, the noise power density is not zero in reality. To resolve this prob-
lem, the SPICE2 noise model is modified into the following form in the
BSIM3v3 implementation:

8KBT

Sid(f)= (gm+ gds+ gmb) (7.4.2)

where g, and g, are the output conductance and the bulk transconductance.

7.4.2 BSIM 3 thermal noise model (noiMod=2)

We will describe the model derivation briefly, and then give the thermal
model equationsimplemented in BSIM3v3.

1. Model derivation

The derivation of the thermal noise model used in BSIM3v3 follows the steps
described in [7.17]. Asis well known, the power spectral density of the noise
voltage, generated across a resistor of value R, is4KgTR[7.25]. If a small ele-
ment in the MOSFET channel has aresistance, AR, the noise voltage power of
this element is

(Avr)? = 4KB TARAf (7.4.3)

Assuming the length of the small element of the channel is Ax, AR is
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Ax

= amgm (7.4.4)

where W is the effective channel width, p isthe electron mobility, and Qinv
is the channel charge per unit area.

Substituting Eq. (7.4.4) into Eq. (7.4.3) gives

_ 4KBTAfAx

(Aw)?
UWerQinv

(7.4.5)

The current change caused by the voltage change Av, is given by

"Veﬁr
Lefy

Air = 2 1QimvAve (7.4.6)

The mean square value of Ai; is
(Ain? = [Z—j uQinv)? (Avr)? (7.4.7)

Substituting Eq. (7.4.7) into Eq. (7.4.6), we have

(Ain)? =4KBT Z};ﬁ; UQinvAxAf (7.4.8)

The total noise current power in a bandwidth Af can be obtained by integrat-
ing the above expression along the channel,

—_— Leg
Air® = 4KaTAf £ [ QinWegdx
L 0

H
Lefy

=4KBT

5 QINVAf (7.4.9)

Where Q\v IS the tota inversion layer charge in the channel.

The power spectral density of thermal noise in a MOSFET can then be
expressed as,
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.2
Al _ 4 keT -
Af Legy

Sid(f) = omv (7.4.10)

2. Model implementation

The formula of the thermal noise model implemented in BSIM3v3is based on
Eq. (7.4.10) and is:

sia(f) = 2L oy (7.4.11)
Legy

where eiS the effective mobility, and L is the effective channel length.
Qinv is the total inversion charge in the channel, and is calculated from the
charge expressions in the capacitance model.

As discussed in Chapter 5, BSIM3 supports several different capacitance
(charge) model options. Thus, the detailed expression of the thermal noise
power spectral density is slightly different according to the selection of the
capacitance model option.

When capMod =0, the total charge is given by:
1). Linear region (Vg>Vin, Vus<V dsarov)

' 2 v 2
QINV = _WactiveLacriveCox Ves —Vin - ;A%‘Lvds + Apuit :Sb ' (7412)
12[vgs — Vi — oulk vds)
2
2). Saturation region (V gs>Vi,, Vas= Vasar ov)
QINV - 2Wactive L:;active COX (Vgx — Vth) (7413)

When capMod=1, the total chargeis given as,

1). Linear region (Vgs>Vin, Vgs<V e o)
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Vs +

1
— Abulk
O = —%ctive Lactivecox Vgsteﬁ' o 3

12(Vgsteﬁ‘ o Ab;[k de)

2). Saturation region (Vgs>Vip, Va2 Vysar ov)

2W e L

active “active C

QINV == 3 - gsteff ,cv (7415)

When capMod=2, the total channel chargeis given by

2 2
Abulk Vc’veﬁF

Abulk v Ab '
Vgsteﬁ o ;Ik cheﬁ)

v = ~WacriveLactiveCox (Vgsteﬁ o 2 cveff ) +
12[

(7.4.16)

When capMod=3, the total channel chargeis calculated with

Ab lk '
QINV = "Wactive Lactive Coxeﬁ' [(Vgsreﬁ" o D5 - :: cheﬁ )

2 2
Abulk cheﬁr

+ ] (7.4.17)

A t
lz(vgsteﬁr CV ~®s— b;k cheﬁ )

7.5 Helpful Hints

1. Options of theflicker and thermal noise models

As discussed in section 7.4, either the SPICE2 models or the BSIM3 models
may be selected for the flicker noise and the thermal noise by setting noiMod
to 1 or 2. However, users may want to use a combination of, say, the SPICE2
flicker noise model (because it is simpler than the BSIM3 1/f noise model)
and the BSIM 3 thermal noise model (becauseit is more physical and accurate
than the SPICE2 model). Therefore, two more options are available in
BSIM3v3 for the users to select different combinations of the noise models.
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Table 7.5.1 gives the different combinations determined by fhe model parame-
ter noiMod.

Table 7.5.1 noiMod parameter for different noise models

noiMod Flicker noise model Thermal noise model
1 SPICE2 SPICE2
2 BSIM3v3 BSIM3v3
3 BSIM3v3 SPICE2
4 SPICE2 BSIM3v3

2. Charge models used in the thermal noise model

The users should be aware that the thermal noise calculation is dependent on
user's selection of the capacitance model options. If capMod is selected by the
user for the capacitance model, that charge model is used in the thermal noise
calculation. The capMod=3 inversion charge model will be used in
BSIM3v3.2 to calculate the thermal noise if the capMod is not given and noi-
Mod=2 or 4 is selected in the model card.

3. Noise contribution of the drain/sour ce r esistances

BSIM3v3 includes the thermal noise and flicker noise in the intrinsic device
and the noise from the external drain/source resistances. The latter istriggered
by the model parameter Rgy. The default value for Rgy is zero, so the contri-
bution from the drain/source external resistances is ignored if Rg,, is not spec-
ified in the model card. The MOSFET small signal equivalent circuit with
noise sourcesisgivenin Fig. 7.5.1.

In Fig. 7.5.1, iy represents the noise contribution from the intrinsic MOSFET
whilei 4 and i represent the noise contributions from the external source and
drain resistances. The spectral noise power density of Rgand Rs can be calcu-
lated by the following equations:

s> 4KBT

Si_s(f)=lAf = Rf (75.1)
.2

Si_a(f) =" - AKeT (75.2)

Af Rd
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The equations for Rs and Rd are given in section 8.2 when discussing the mod-
els of parasitic components.

o0

_]_Ccso _J_ Cepo
Rs T gm vgsi Rd
S VWA © —V D

gmb vbsi ~ A

© ANV \

irs Rds ird

—\W

CoB A
N4
id

w O—j

Fig. 7.5.1 MOSFET small-signal equivalent circuit with the three noise sources men-
tioned. Noise sources from extrinsic resistances at other terminals such as the gate
and bulk are not included here.

It should be noted that careful extraction is needed to obtain the proper Rgy
parameters. In addition to the measured DC |-V data the effect of Rgy on the
noise characteristics needs to be checked, especially for analog and HF appli-
cations where the noise characteristics are important.

Noise contributions from the gate and substrate resistances are not included in
the BSIM3 noise model.

4 Noise model parameters

Model parametersin the BSIM3v3 noise models are given in Table 7.5.2. The
units for some of parameters in the table, such as K, Ng, o, N, and Ngjc,
may look strange but they are correct. It is caused by the introduction of
parameters Ex and A . By carrying such units for these parameters, the model
can ensure correct units for the spectral noise power density.
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Table 7.5.2 Noise model parameters

Symbols | Symbols Description Default Unit
in Equa in source
g code
tion
noiMod noimod Parameter for noise 1 none
models
Ar af Flicker noise expo- 1 none
nent
E- ef Flicker Frequency 1 none
exponent
Ev em Saturation electrical 4.1x107 Vim
field parameter
Ke kf Flicker noise coef- 0 stEAZAT £
ficient
Noia noia Noise parameter A (nmos) 1070 sYEm-2(evyt
(pmos) 9.9x10*®
Noig noib Noise parameter B (nmos) 5x10% S (ev) L
(pmos) 2.4x103
Noic noic Noise parameter C | (nmos) - 1.4x102 |  s%FimZey)?
(pmos) 1.4x10°%?

The flicker noise exponent As typically falls in the range of 0.5 to 2. Eg can
be from 0.8 to 1.2 depending on the technology. Reasonable values of K¢ are
in the range of 10-19 to 102°. MOSFETs fabricated with an experimental tech-
nology may have larger Kg values than MOSFETSs fabricated with a mature
technology because the latter has a better quality oxide and Si-SiO, interface.

5. Comparison with other flicker noise models

In some circuit simulators, such as HSPICE [7.26] and SPECTRE [7.27],
users may find other flicker noise models. For example, both HSPICE and
SPECTRE include the following flicker noise model:

KrlasA"
Cox Lejf Weﬁ‘ f Ex

Sid(f)= (7.5.3)

Also, HSPICE 2 introduces another flicker noise model with the spectral noise
power density proportional to g,,,2:

a Please note that HSPICE manual uses Ag instead of E¢ in Eq. (7.5.4).
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KFr gm2
CoxLeffWeﬂ f Er

Sid(f) = (7.5.4)

where gy, is the gate transconductance.

Here we compare the several models in their geometry, bias, and Ty depen-
dences.

1). The geometry dependence of the noise models

By comparing Eq. (7.5.3) with Eq. (7.3.1), it is obvious that the geometry
dependence between these two models are different if the same Ag value is
used. Eq. (7.3.1) is an empirically-based formula, so a prediction of correct
geometry dependence of flicker noise is not expected when Ag =2. For Eq.
(7.3.1) to obtain the correct geometry dependency, Ag in Eq. (7.3.1) may need
to be set to around 1. This setting, however, may not model the Vg dependence
accurately.

The comparison between Eq. (7.5.3) and the BSIM3 flicker noise model, Eq.
(7.3.29), is alittle bit more difficult because Eq. (7.3.29) is a complex expres-
sion. However, if we anayze Eq. (7.3.29) carefully, we can find that the
geometry dependence of Eq. (7.5.3) and Eq. (7.3.29) is amost the same. If
we set the noise exponent, Ag, to 2 in Eq. (7.5.3) according to the number

3
fluctuation theory [7.5], and also note that qv{j# in Eq. (7.3.29) is pro-
ff

2

portional to L , We can derive similar geometry dependence in both
LeffWer

Eqg. (7.5.3) and Eq. (7.3.29). As for Eq. (7.5.4), it presents similar geometry

dependence to that of Eqg. (7.5.3) and Eq. (7.3.29).

2). The bias dependence of the noise models

Both Eg. (7.3.1) and Eq. (7.5.3) show that the spectral noise power density is
proportional to IdsAF. Eq. (7.5.4) suggests a gm2 dependence for the spectral
noise power density. Eq. (7.3.29) shows yet another different bias depen-

dence.

Eq. (7.3.1) shows a stronger V s dependence than Eq. (7.5.4), and the BSIM3
flicker noise model Eq. (7.3.29) presents a Vgs bias dependence that is weaker
than Eq. (7.3.1) but stronger than Eq. (7.5.4).
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3). The oxide thickness dependence of the noise models

The dependence of the flicker noise spectral power density on oxide thickness
has been studied. It is concluded that the input referred noise power @ at low
drain bias has two Ty dependencies [7.9]. At low V g bias condition, aTox?
dependence may be dominant, and at high Vgs bias condition, the input
referred noise power density presents a linear dependence on Toy. It is obvi-
ous that Eq. (7.3.1) gives a Tox? (assuming A.=1) dependence of the input
referred noise power density (a Tox LAe dependence for drain current noise
spectral power density). Eq. (7.5.4) only shows a Tox dependence of the input
referred noise power density (a Tox'l dependence for drain current noise
spectral power density). However, the BSIM 3 noise model has accounted for
both the Ty and Tox 2 dependence of the input referred noise power density.
Note that the second term in brackets of Eq. (7.3.29) contains a 1/T gy term.

6. Understanding the A and K parameters in the different noise models

Ar and K are given as fitting parameters to improve the model accuracy.
However, depending on the models they may have significantly different val-
ues and units.

A value around 1 for A is expected in Eq. (7.3.1) to follow reasonable geom-
etry dependence. However, for the model given in Eq. (7.5.3) it may be diffi-
cult to extract the value for Ar. The bias dependence of Eq. (7.5.3) may be
incorrect (too strong) if a value around 2 is used for Ag to ensure the correct
geometry dependence, The geometry dependence may be incorrect if a value
around 1 is used for Ag to ensure the reasonable bias dependence.

Depending on the value of Ag in the different models, the units of Kg are dif-
ferent. For example, a unit stErV2F is given for K¢ in Eq. (7.5.4). However,
the unit of K¢ in Eq. (7.3.1) isst"EF AZ-ArF,

7 Simulating the noise characteristics with circuit simulators
For the user’s convenience, we give atest circuit in Fig. 7.5.2 for simulating

the noise characteristics of a single MOSFET. A netlist in SPECTRE format is
provided in Fig. 7.5.3. Fig. 7.5.4 shows the simulated result with noiMod=1.

a Input referred noise power density Syg,=Sq/ 0m’, where gm IS the transconductance of the
device.
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Fig. 7.5.2 A test circuit to simulate the noise characteristics of asingle MOSFET.

*** noise ssimulation ***

simulator lang= spice

spectre options rawfmt=nutascii reltol=1e-3
VDS 1 0 vsource dc=I

VG1 3 0 vsource dc= 0. 86 mag= 1

GD 1 2 ccvs probe=vdd rm=1
do_noise_analysis 2 0 noise iprobe=vdd start= 1k stop=100Meg dec= 20
do_ac analysis ac start=1 stop=100Meg dec=20
M1 2 300 nchw=1um |=1um

.model nch BSIM3v3

+type=n

+Tnom=25.0

**** other model parameters need to be added to complete the netlist
.end

Fig. 7.5.3 Netlist to simulate the noise characteristics of asingle MOSFET.
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Fig. 7.5.4 The simulated noise characteristics of a MOSFET vs. frequency (1~108Hz).
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CHAPTER 8 Source/Drain Parasitics
Model

We have discussed the modeling of the intrinsic part of a MOSFET in the pre-
vious chapters. In this chapter, we will discuss the modeling of the parasitic
components that are also a part of the MOS device. These parasitics have
become more important as the size of MOSFETSs shrinks. This chapter will
present the models of the parasitic componentsin BSIM3v3.

8.1 Parasitic Components in a MOSFET

As shown in Fig. 8.1.1, the four terminal MOSFET contains many parasitic
components, such as the gate resistance Ry, gate/source overlap capacitance
Cyso, gate/drain overlap capacitance Cyqo, gate/bulk overlap capacitance Cypo,

source series resistance Rg, drain series resistance Ry, source/bulk junction
diode Dg,, drain/bulk junction diode Dy, and substrate resistances Ry, R g,
and Ryg,. These parasitic components can influence the device performance
significantly. Therefore, accurate modeling of these parasitic components is
essential for accurate circuit simulation.

The gate/source and gate/drain overlap capacitance models have been dis-
cussed in Chapter 5. In this chapter we will discuss the modeling of the
source/drain series resistance, and D/B and S/B p-n junctions. The modeling
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of the gate and substrate resistances will be discussed later when covering RF
modeling in Chapter 14.

P-suB
Fig. 8.1.1 MOSFET schematic cross section highlights the parasitic components.

8.2 Models of Parasitic Componentsin BSM3v3

8.2.1 Source and drain series resistances

The parasitics at the source and drain regions are shown in Fig. 8.2.1. The
modeling of the overlap capacitances of gate/drain and gate/source has been
discussed in chapter 5. In this section, we examine the modeling of the source/
drain series resistances.

The parasitic resistances of the source and drain regions are modeled in two
different ways in BSIM3v3 [8.1, 8.2]. One is a traditional approach that has
been used since SPICE2 [8.3], and the other was newly developed for BSIM3
[8.1, 8.2].

The approach used in SPICE2 introduces two internal nodes (S; and D;) at the
source and drain, as shown in Fig. 8.2.2. The source and drain resistances are
modeled with a parameter Rgy by assuming that the MOSFET is a symmetric
structure:
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Rs= RsH x NRs (8.2.1)
Rd= RsH xNRD (8.2.2)

where Rgy is a model parameter for the sheet resistance (in units of Q/
square), which has been introduced in section 7.5. Ngrg and Ngp are the num-
ber of squaresin the source and drain diffusion regions, respectively.

i
I I
Cgsol Cgdol
NNNNY — P i,
Cyso* n- T Tn- ::ngo WJ
n+ Rs Rd o+
T Cjs TCid
P-sub
b

Fig. 8.2.1 Schematic cross section of a MOSFET including the parasitic components
at the source and drain.

o Q)

Rs Si A Di Rd
N . — Ao

\H
[

Fig. 8.2.2 Two nodes (§ and D;) are introduced to account for Ry and Ry.

The above approach is simple, but does not account for the geometry (channel
width) and bias dependences of the series resistance. Also, because two addi-
tional nodes are introduced, the simulation time is increased.
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To improve the simulation efficiency and model accuracy, another approach
to model the influence of Rsand Rqhas been developed in BSIM3 by includ-
ing Rys, the sum of R, and Ry, in the |-V equation [8.1, 8.2]. The equations of
the source/drain resistance Ry and its influence on the DC current have been
described in Chapter 4 without details of the derivation. We now derive Eq.
(4.8.8).

For mathematical simplicity, BSIM3v3 assumes Rs=Rg. The total source and
drain resistance Ry is the sum of Rgand Rg, and is expressed in terms of the
effective channel width Wegs:

Rds = Riso + %” (8.23)
eff

where Ryg, is @ width independent component.

The effective channel width W can be written as,

Weft = Wdrawn - 2AW = Warawn — 2(AW'+AWb) (8.2.9)

where W, aun iS the channel width designated by the circuit designer. AWyi's
the width change caused by the biases and AW is the width change resulting
from process-related issues (lithography, etch, and diffusion, etc.) on each
side as illustrated in Fig. 8.2.3. For a wide channel width device, say
W >10um, AW can be considered a constant independent of geometry (W and
L ) and bias. However, AW has been found to be a function of W and L when
W and/or L is very small because photolithography and etch process are fea-
ture-size dependent. To model this, a geometry dependent AW is included in
BSIM3v3, as discussed in Chapter 4.

To model the bias dependence of the channel width, we need further analysis.
Physically, when gate or body biases is applied, AW or the effective channel
width is modulated. At a higher gate bias, AWislarger (or W is smaller). At
a higher body bias, AWis smaller (or W is larger). A simple relationship is
assumed [8.4]:

AWb = A(Vgs —Vir) = A[Vgs — Vin'+7(3[@s = Vbs — /)] (8.2.5)

where A is a constant, Vi, is the threshold voltage of the device, Vy," isthe Vi,
without the term of y(;/¢s — Vbs — \/E) ,and yis the body-effect coefficient.
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Fig. 8.2.3 Cross section of a MOSFET in the width direction.

Substituting Eg. (8.2.4) and Eqg. (8.2.5) into Eqg. (8.2.3), we have the follow-
ing:

Rdsw

Warawn — 2AW'— A[Vis — Vin'=y (s — Vbs = [95)] (8.2.6)

The denominator of EQ. (8.2.6) may become zero under certain bias condi-
tions, which is undesirable in circuit simulation. To avoid this, the first order
Taylor expansion of Eq. (8.2.6) is used so that Rygis given by:

Rds = Rdso +

Rds = Rds0 +

Rasw[1+ A(Vgs —Vin') — B(\/m — \/&5] (8.2.7)
Weﬁ'

where Wy 'is the effective channel width without the bias dependence given
in Eq. (4.8.7). Aand B are fitting parameters.

In BSIM3v3, Eg. (8.2.7) has been further modified to improve the accuracy
and smoothness and to ease parameter extraction [8.5]. The constant Ryq is
merged into the width dependent term. The Vge-Vi, term is replaced approxi-
mately with Vg given in Eq. (4.2.15) to enhance the continuity of the
model in the transition from subthreshold to strong inversion. The parameters
Prwe and Pryp are used to represent A and Bin Eq. (8.2.7). Vs in Eq.
(8.2.7) is replaced by Wyt givenin Eq. (3.4.26). Finally, the power exponent
W is introduced to improve the model accuracy. Thus, the parasitic resis-
tance Ry in BSIM3v3 becomes [8.5]

RDSW[1+ PRWGVgsteff + PRWB(\/¢hs — Vbseff — \/E )]
ds =
(Weﬂ')WR

(8.2.8)
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We will further discuss the difference between the two modeling approaches
of series resistance as well as their influence on the simulation results in sec-
tion 8.3.

8.2.2 DC model of the source/drain diodes

In BSIM3v3.2, the source/drain diode |-V model supports a resistance-free
model and a series resistance (current-limiting) model [8.6]. If the model
parameter | 37 is specified to be zero, the resistance-free diode model will be
used in the simulation; otherwise the series resistance model will be used.

In both of the models mentioned above, the saturation current Iy of the S/B
junction is calculated with

Ishs = JsAS+ JsswPs (8.2.9)

where Jgis the saturation current density of the source/bulk area junction and
Asis the area of the source junction. Jg, is the saturation current density of
the source/bulk sidewall junction and Psis the perimeter length of the source
junction.

Jsand Jg, are functions of temperature and are described by:

EgO Eg

—— ——+ X1 1In( )
Js = Jsoexp[ Ym0 Vim InoM (8.2.10)
NJ
Ego —E+ XTI In( )
Jssw = Jsosw exp[ Lm0 Vim ~ Tnom (8.2.11)
J

where X1 and Nj are the temperature exponent coefficient and emission
coefficient of the junction diode, respectively. The two extracted model
parameters Jgg and J ggq\ are the saturation currents of the S/B area and side-
wall junctions at nominal temperature Tyoy .If Jg, is not given it assumes the
default value of 10°*A/n?. If Jggy is not given it is taken to be 0. Epand E
in Eg. (8.2.10) and Eqg. (8.2.11) are the energy band gaps at the nominal tent
perature Tyopm and the operating temperature T (in Kelvins) [8.6]:
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-4 2
Eg0=116— 7.02x 107" TnoM (82.12)
Tnom + 11080
42
Ee=116-122210 1" (8.2.13)
T+11080

If the saturation current | g5 given by Eq. (8.2.9) is not positive, the source/
bulk diode current Iy is calculated by:

Ibs = GMIN Vbs (8.2.14)
Where Vs isthe bias at the S/B junction and Gy isaparalel junction con-
ductance, which is introduced to improve the convergence of circuit simula-
tion [8.8].

If the saturation current | g, of the S/B junction given by Eqg. (8.2.9) is larger
than zero, the following equations will be used to calculate the S/B junction
current Ips, depending on the value of |57y Specified in the model card.

When | ;7 isequal to zero, the following resistance-free model is used:

Ips = Isbs[exp(—v”i) — 1]+ GMIN Vbs (8.2.15)
Nivt

where V; is the thermal voltage.

If 1 374 is not zero, the following equation with a current limiting feature is
used to calculate the diode current of the S/B junction by introducing a critical
junction voltage Vjgny

Iyt

Vism = Njvr In( +1) (8.2.16)
sbs
If Vbs<vjsm
Vbs
Ibs = Isbs|exp(——) — 1] + GMIN Vs (8.2.17)
Nt
If Vbszvjsm
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I
Ibs = IJTH + ";—th[m (Vibs — Vjsm) + GMIN Vs (8.2.18)
JVi

The 1-V characteristics given by Eq. (8.2.17) and Eqg. (8.2.18) smoothly
changes from exponential to linear at lpg=I jry.

The current of the drain/bulk diode is modeled exactly the same way as that of
the source/bulk diode with sreplaced by d in the subscripts.

Fig. 8.2.4 gives an example of the calculated current characteristics of drain/
bulk junction (in linear scale) using both the resistance free model and the
series-resistance model. Fig. 8.2.5 gives the calculated current characteristics
of the drain/bulk junction (in logarithmic scale) for both models.

8.2.3 Capacitance model of the source/bulk and drain/bulk diodes

As shown in Fig. 8.2.6, source/drain junction capacitance can be divided into
three components: the bottom junction capacitance C;, the sidewall periphery
junction capacitance C ipsw (of the field oxide edge), and the gate-edge periph-
ery junction capacitance Cjpg.

According to Fig. 8.2.6, the total source/bulk junction capacitanceis:

Capbs = Cijbst + Cjbsswgt + Cjbssat (8.2.19)
where Cjpy is the area capacitance of the source/bulk junction, C; ibsswgtl S the
perlphery capacitance of the source/bulk junction at the gate edge andq
is the periphery capacitance of the source/bulk junction at the field OXIde
edge.

The area capacitance Cjpg can be calculated with

Cibst = AsCijbs (8.2.20)

where Cjpsis the area capacitance per unit area, the equation of which will be
given later in this section. Agis the area of the source/bulk junction.

If the length of the periphery of the source/bulk junction Psis larger than the
effective channel width We",Cipegugr and Cipsgpr are [8.2]
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Cibsswgt = Weff' Cjbsswg (8.2.21)
Cibssmt = (Ps— Wkit'") Cjbssw (8.2.22)

5x10°
< ]
€ 4x10°
Resistance free model

2 3x10°
8

6
£ 2x10°-
3
=

6] .
é 1x10 = Series-resistance
S p‘ model
a 0 T v T .

0.0 0.2 04 06 0.8 1.0

Vg V)

Fig. 8.2.4 Two |-V models of the drain/bulk junction in linear scale.
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Fig. 8.2.5 Two I-V models of drain/bulk junction in logarithmic scale.



252 CHAPTER 8 Source/Drain Parasitics Model

Fig. 8.2.6 Capacitance components of the source/drain junctions.

West' is the effective channel width without bias dependence [8.5], Psis the
length of the periphery of the source/bulk junction, Cipssyg is the gate edge
periphery junction capacitance per unit length, and Gy is the field-oxide
edge periphery junction capacitance per unit length. Expressions for these
capacitances are given later in this section.

Thus, the total junction capacitance can be calculated with

Capbs = ASCibs+Wefr Cibssg + ( PS—Wkif ) Gjbssw (8.2.23)

If Ps < W', only the gate edge periphery capacitance is considered and it is
given by

Cjsbswgt = PsCijbsswg (8.2.24)

In this case, the total capacitance is given by
Capbs= ALCjbs+ PsCijbssng (8.2.25)

Nine model parameters, C3,Pg,Mj,Cysw, Pesw, Misg, Ciswa, Peswg, and
M jswg are introduced in the junction capacitance model (the temperature
effects of the capacitance are considered later). C; is the unit area bottom
capacitance at the zero bias, Pgis the built-in potential of the bottom junction,
Mjis capacitance grading coefficient of the bottom junction, C;gy is the unit
length periphery capacitance at the field oxide edge at zero bias, Pggyy isthe
built-in potential of the sidewall junction at the field oxide edge, Mjgqyis the
capacitance grading coefficient of the sidewall junction at the field oxide
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edge, Cjgwe isthe unit-length periphery capacitance at the gate edge at zero
bias, Pggygisthe built-in potential of the sidewall junction at the gate edge,
and M ;g is capacitance grading coefficient of the sidewall junction at the
gate edge.

Physically, Cj, Cysw, and Cjgyg cannot be less than zero. If Cy, Cjgy, OF
Cjswe IS not larger than zero, the corresponding total capacitance such as
Cibst: Gossat, and Cjpsswgt IS Set to zero in the model implementation.

When C; islarger than zero, Gy is calculated in the following way:
. Vbs, My
Cips=Ci(1-—) V<0 (8.2.26)
Ps
Vbs
Cips=Ci(1+ My _i’;) V20 (8.2.27)

If Cysw islarger than zero, Cjpggy is calculated with the following equations:

Vbs

Cibssw = Cysw (1 = ——)"M5% v, <0 (8.2.28)
PBsw
Cibssw = Crsw (1 + MIsw Vbs ) V.20 (8.2.29)
SSW = > 2.
! Pesw’ P

If Cyswe islarger than zero, Gipegg is calculated with:

Cipsswg = CJswG (1 — —VL)‘M”WG V<0 (8.2.30)
Ppswc

Vbs

Cibsswg = CISWG (1 + MJswG ) V20 (8.2.31)

SWG

The drain-bulk capacitance is modeled with the same equations after substi-
tuting swith d in the subscripts.

Fig. 8.2.7 shows an example of the calculated area junction capacitance per
unit area as the bias changes. The bias dependence of the periphery junction
capacitances are similar to this.
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Fig. 8.2.7 Calculated source-bulk area junction capacitance versus body bias.

8.3 Helpful Hints

1. The difference between the Rs/Ryand the R4s modeling approaches

We have discussed two different approaches to model the parasitic source and
drain resistances. The Ry /Ryapproach is straightforward but needs more sim-
ulation time because it introduces two additional circuit nodes. The Ry
model is the preferred BSIM3 model. It accounts for the geometry and bias
dependences and can describe the parasitic source and drain resistance more
accurately while requiring less simulation time. Depending on the applica-
tions, users can select one or the other model. For most digital and low fre-
quency analog applications, the Rgs model given in Eqg. (8.2.8) is
recommended. However, for some applications that have very high resis-
tances in the source/drain regions or that have different Ry and Rsg, i.e. RyZR,
the Ry model is not suitable. For example, in high voltage applications the
voltage drops at the large source/drain series resistances needs to be
accounted for with separate Ry and Ry components to evaluate their influence
accurately. Another example is high frequency (RF) application. The Ryg
model cannot accurately describe the noise characteristics and the input AC
impedance of the device. In this case, externa R;and Ry terms should be
introduced to model the high frequency characteristics correctly.
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Furthermore, it should be pointed out that the two different source and drain
resistance models can give different simulation results, even if we keep Rq
=Rg=12Ry4s The reason is that the |-V equation with the influence of Rgs i n
BSIM3v3 isasimplified analytical solution that may differ from the numeri-
cal solution of the Rs / Ry model. It is not a problem if the user extracts the
model parameters from the measured data for either one of the resistance
model approaches. However, if the user extracts the model parameters based
on the R4 model but then uses these model parameters in the simulations with
external Rg/Rg (by assuming that Rg=Rs =1/2Rgs and the model parameter
Rpsy=0), different simulation results will be obtained. Fig. 8.3.1 and Fig.
8.3.2 illustrate this difference.

Table 8.3.1 An example netlist to simulate a MOSFET with Rg4#Rs.

subckt asymmetry cir D G SB

parameters

+ wdrawn=10e-6 /* Designed device channel width */

+ Idrawn=0.5e-6 /* Designed device channel Length */

+rshd=500  /* Sheet resistance in drain region */

+rshs=400  /* Sheet resistance in source region */

+red = 20 [* Contact resistance in drain region */

+rcs=10 [* Contact resistance in source region */

+ hdiffd= 0.5u /* Length of the drain highly diffused region */

+ hdiffs=0.3u /* Length of the source highly diffused region */
+Is_perim_g=10u /* Length of the source perimeter along the gate */
+1d_perim_g = 10u /* Length of the drain perimeter aong the gate */
+rs=rcs + rshs*hdiffs/ls_perim_g /* total serial resistance at the source */
+rd =rcd + rshd*hdiffd/ld_perim_g/* total serial resistance at the drain */
MI DI G SI B NFET W=WDRAWN L=LDRAWN

RS S Sl resistor r=rs

RD D Dl resistor r =rd

MODEL NFET BSIM3V3

+TYPE=N

+VERSION =3.1

+ LMIN = 3.5E-07

+LMAX =1

+ WMIN =3.5E-07

+WMAX =1

+TNOM = 25

+RDSW =0

+ (other BSIM3v3 model parameters)

ends asymmetry _cir
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Fig. 8.3.1 Simulated 14-Vgs characteristics with the same set of model parameters
except for Rgsand Rs/Ry. Solid line: Ry model; Symbols: external node R /Ry model
with Rg=Ry=1/2R y,and the parameter R pgy Set to zero.
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Fig. 8.3.2 Simulated g,;Vys characteristics with the same set of model parameters
except for Rys and R /Ry. Solid line: Ry model; Symbols: external node R /R model
with Rs =Ry=1/2 Rys and the parameter Ry g, St to zero.
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In the two series resistance model s discussed above, we have assumed that the
devices are symmetric (Rs=Ry). For devices with asymmetric source and drain
structures (Ry#Rs), the simulation cannot be done directly with the BSIM3v3
model. However, we can use a sub-circuit approach to account for the influ-
ence of the asymmetric source and drain resistances. An example netlist in
SPECTRE [8.8] format to simulate asymmetric device structures with the
sub-circuit approach for BSIM3v3 model is given in Table 8.3.1. Similar sub-
circuits can be created for other simulators such as HSPICE [8.9], ELDO
[8.11], etc.

2. The source/bulk (S/B) and drain/bulk (D/B) junction diode models

All commercial circuit ssimulators have their own S/B and D/B diode models
[8.9, 8.10, 8.11]. For example, HSPICE includes four options for the source
and drain diode model, which can be selected with the model parameter ACM
(ACM can be 0, 1, 2, or 3) [8.10]. Due to these simulator-related source and
drain diode models, sometimes users may get different results from different
simulators even if they use the same BSIM3v3 model for the intrinsic part of
the MOSFET. (Simulator vendors offer BSIM3 model together with their own
additional diode models.) Currently, the effort of standardizing the BSIM3v3
model is to standardize the BSIM3v3 model in both its intrinsic and parasitic
parts [8.12]. However, some users who are familiar with a diode model from a
specific simulator may insist on using the same diode model while adopting
the rest of the BSIM3v3 model. To help users in that situation, we now give
some suggestions on how to make the BSIM3v3 source/drain (S/D) diode
model identical to some popular S/D diode models.

The diode models for the S/B and D/B junctionsin BSIM3v3 have al the fea-
tures of the HSPICE diode model with ACM=0 except that the saturation cur-
rent in BSIM3v3 is not a given model parameter but is calculated from the
model parameter Jgo [8.2, 8.10]. The BSIM3v3 diode model also contains the
features of HSPICE diode models with ACM=2 and 3 [8.2, 8.10]. For exam-
ple, it considers the periphery junction capacitances at the gate edge. How-
ever, BSIM3v3 does not implement the calculation for Ag, Ap, Ps, and P
inside the model. Instead, the users can calculate the source/drain area and
perimeter length according to their own definitions of As,Ap, Pg, and P (or
following the same definitions of Ag, Ap, Pg, and Pp as those given in the
HSPICE defined by the GEO parameter when ACM=3 [8.10]). By using the
advanced feature provided in different simulators (such as .param function in
HSPICE [8.10] and ELDO [8.11] and the parameters function in SPECTRE
[8.8]), these instance parameters can be linked with the process and layout
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parameters. As an example here, we give a netlist in ELDO format in Table
8.3.2to calculate Ag, Ap, Ps, and Pp defined by Eq. (8.3.1) to Eq. (8.3.4) with
the geometry information shown in Fig. 8.3.3.

AD = 2 Haif Weff (8.3.1)
PD =4Hdif + 2Weff (8.3.2)
As= 2 HdifWeft (8.3.3)
Ps = 4 Hgir + 2 Weff (8.3.4)
GATE
Source REGION DRAIN REGION
Weff
Haie [ ] Haif | Haif [T i
CON:TACT CON"['ACI'

Fig. 8.3.3 A simple device layout plot showing geometry parameters used to define
AS! AD' Ps, and P D-

3. The Gy n parameter

Gpmin isasmall conductance added in parallel with every p-n junction to aid
convergence. The default value for Gy is 10" mho, and users can change
its value with the options statement in the netlist [8.8]. However, the user
cannot set Gy to zero.

4. The difference between the source/drain junction model and the stand-
alone diode model

It should be noted that the diode model for the source/drain junctions in
BSIM3v3 is not a complete one compared with the model for a stand-alone p-
n junction diode model. The capacitance component contributed from the dif-
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fusion storage mechanism is not included in the model. Also, diode break-
down is not accounted for in the model [8.13]. These two mechanisms are not
important in the normal operation of a MOSFET. However, sometimes they
may be needed in some specific applications, such as to use the BSIM3v3
model in high voltage applications or to study the transient behavior when
forward-biasing the source/drain junctions of the device. In those cases, one
solution may be to add a full diode model to the intrinsic BSIM3v3 models
with a sub-circuit approach by disabling the internal source/drain diode mod-
els in BSIM3v3.

Table 8.3.2 A netlist using the subcircuit to define Ag, Ap, P, and Py parameters.
.subckt show_diode D G S B wdrawn=20u Idrawn=0.5u
.param hdif ={ 5e-6}

.param deltal ={ 5e-8}

.param deltaw ={ 3e-8}

.param Weff ={ wdrawn-deltaw}

.param Leff ={ Idrawn-deltal}

param aseff ={2 * hdif * Weff }

.param pseff ={ 4 * hdif + 2 * Weff}
.param adeff ={ 2 * hdif * Weff}

.param pdeff ={4 * hdif + 2 * Weff}
MIDG S B dut_fet W={Weff} L={Leff}
+ AS={aseff} PS={pseff} AD={adeff} PD={pdeff}
.MODEL dut_fet NMOS

* BSIM3v3 model parameters
.ends_show_diode

5. Source and drain diode model parameters

All of the instance and model parameters in the source and drain parasitic
models are listed in Table 8.3.3.

Table 8.3.3 BSIM3v3.2 parasitic model parameters (M and i in the note column
stand for instance and model parameters respectively).

Symbols | Symbols

inequa- | insource Description Default Unit Note
tions code
RsH rsh Sheet resistance in source/ 0 Q/square m
drain regions

as Area of the source region 0 m’ i
Ap ad Area of the drain region 0 m? i
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Ps ps Perimeter of the source 0 m i
region
Pp pd Perimeter of the drain region 0 m i
Nrs hrs Numbers of the squaresin 1 none i
the source region
NrD nrd Numbers of the squaresin 1 none i
the drain region
Jso is Saturation current density of 104 A/m? m
bottom junction diode
J sosw jssw Saturation current density of 0 Alm m
sidewall junction diode
N; nj Emission coefficient of 1 none m
source/drain junctions
X 11 xti Temperature exponent coeffi- 3.0 none m
cient of junction current
l3TH ijth Diode limiting current 0.1 A m
C; g Source/drain (/D) bottom 5x107 F/m* m

junction capacitance per unit
area at zero bias

M, mj S/D bottom junction capaci- 05 none m
tance grading coefficient
Pg pb Bootom junction built - in 10 \Y m
potential
Cisw csw | S/D field oxide sidewall 5x101° F/m m

junction capacitance per unit
length at zero bias

Mjsw mjsw | S/D feild oxide sidewall 0.33 none m
junction capacitance grading
coefficent

Pesw pbsw | Source/drain field oxide side- 1.0 Y, m
wall junction built-in poten-
tial

Ciswe cjswg | S/D gate edge sidewall junc- Cjsw F/m m
tion capacitance per uhit
length at zero bias

M jswe mjswg | S/D gate edge sidewall junc- M jsw none m
tion capacitance grading
coefficient

Peswe pbswg | Built-in potential of the Pbsw \Y; m

source/drain gate edge side-
wall junction
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CHAPTER 9 Temperature
Dependence Model

In the previous chapters, we have discussed the DC and capacitance models at
the nominal temperature. This chapter describes the analysis of the tempera-
ture dependence models. We briefly examine the parameters that vary with
temperature. We then present the temperature dependence models of
BSIM3v3.

9.1 Temperature Effects in a MOSFET

It iswell known that a change in the operating temperature of a device affects
its characteristics and hence the circuit performance. Accurate description of
the temperature effectsin devicesis necessary to predict circuit behavior over
a range of temperatures. A number of important model parameters such as
mobility, threshold voltage, saturation velocity, parasitic series resistance, and
source/drain junctions characteristics are temperature dependent. All of these
temperature dependencies need to be modeled correctly.

1. Temperature dependence of mobility

Much research has been done to model the inversion charge mobility as a
function of channel doping concentration, the gate and substrate voltages, and
temperature [9.1, 9.2]. It iswell known that phonon scattering, surface scatter-
ing, and coulombic scattering (including ionized impurity scattering and inter-
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face charge scattering) are the three major scattering mechanisms governing
the characteristics of carrier mobility in the inversion layer. For temperatures
above 250K, phonon scattering is the dominant mechanism.

2. Temperature dependence of the threshold voltage

Threshold voltage (Vi) is another important parameter that is sensitive to
temperature. It increases as temperature decreases due to the Fermi-level and
bandgap energy shifts. Vi, depends linearly on the temperature over a wide
range of temperatures for devices with long channel lengths [9.3]. Recent
experiments show that Vi, rolloff, i.e. the dependence of Vi, on Vgs and L, is
insensitive to temperature [9.4]. This can be explained by the fact that Vi,
rolloff results from the capacitive coupling of the drain and the channel - a
temperature independent phenomenon.

3. Temperature dependence of the saturation velocity

It is known that the saturation velocity (Usat) is a weak function of tempera-
ture [9.5]. For simplicity, the temperature dependence of Ly is usualy
ignored in the compact modeling of MOSFETS.

4. Temperature dependence of the parasitic drain/source resistances

With the increasing current drive of MOSFETSs and dropping supply voltages,
the drain/source series resistance becomes a more important parameter. Rysis
composed of contact resistance, drain and source diffusion sheet resistance,
and spreading resistance at the edge of the inversion layer due to current
crowding. Rys increases aimost linearly with rising temperature.

5. Temperature dependence of the S/D diode characteristics

For the source/drain junctions in a MOSEFT, the temperature dependences of
the saturation current and the junction capacitance at zero bias are important
and need to be modeled.

It is known that the temperature dependence of the saturation current, Ig, of a
p-n junction is determined by the temperature dependence of the intrinsic car-
rier density, n; , or the energy band gap of the material, Eg [9.3, 9.6, 9.7]. The
temperature dependence of the zero-bias junction capacitance Cjg is deter-
mined by the temperature dependences of the dielectric constant of silicon
material, €5, and the junction built-in potential, Vi [9.3, 9.7].
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9.2 Temperature Dependence Models in BSM3v3

1. Modeling the temperature dependence of mobility

Several empirical unified formulations have been suggested to describe the
mobility as a function of process parameters and bias conditions [9.8, 9.9,
9.10, 9.11]. However, all of them contain a quantity, Eeff, that is not readily
available for circuit simulation. It has been shown that Ecf may be expressed
simply as (Vgs+\n)/(6Tox) [9.12]. The effects of Vps and doping concentration
are reflected in the Vy, term. In BSIM3v3, a second order polynomial with
parameters Uy, Uy, and U, , which are linear functions of temperature, is used
to describe the temperature dependence of mobility [9.4, 9.13, 9.14]. For
mobMod=1, the mobility model, including temperature effects, becomes

e = po(T / Tnom)™
14 (Ua(T) + Uc(T)Vbseﬁ)(M) Un(T)( 2+ 2Vih o
Tox Tox
(9.2.1)
where
Ua(T)=UA +Ua1(T/TNOM -1) (9.2.2)
Ub(T)=UB +UB1(T/TNOM -1) (9.2.3)
Ue(T)=Uc +Uc1(T/TNnOM - 1) (9.2.4)

where parameters Hg, Ua, Ua1, Ug, Ugq, Ug, Ugq, and Urg can be extracted
from the measured |-V data, and T is the temperature in Kelvin. Tyopm IS the
nominal temperature at which the model parameters [y, Ua , Ug, and Uc are
extracted.

2. Modeling the temperature dependence of the threshold voltage

The following temperature model of Vi, is used in BSIM3 [9.4, 9.13, 9.14]:

K T
Vin(T) = Vau(Tnom, L,Vis) + (KT1 + % + K12Vis)( ~1) (9.25)
L Tnom
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where Vi (Tnowms L. Vas) is the threshold voltage value at Tygy- The expres-
sion for Vi, (Tyom, L, Vds) has been given in Eq. (3.4.25) [9.14, 9.15]. The
parameters K11, K1, and K72 are extracted from the experimental data. K1
/L is a minor term introduced to improve the fitting accuracy.

3. Modeling the temperature dependence of the saturation velocity

In BSIM3v3, the temperature dependence of L is modeled with the follow-
ing [9.4, 9.13, 9.14]:

Usat(T) = VSAT - AT(T r _ ) (9.2.6)

NOM

where At is a parameter extracted from the measured data, and vga is the sat-
uration velocity at Tnom-

4. Modeling the temperature dependence of the parasitic drain/source
resistances

In BSIM3v3, Rys and its temperature dependence is modeled as [9.4, 9.14]:

Rdsw(T)[1 + PRWGVgsteff + PRWB(;/¢s — Vbseff — \/& ) (9.2.7)

Rds(T) = Weff‘WR

Rdsw(T) = RDSW + PRT( -1 (9.2.8)

TnoMm

where Rpsw, Prwa, Prwae . @d WR are extracted from the measured Rys data
at Tnowm - Prr 1S extracted from the measured data at different temperatures.

Wt is the effective channel width without consideration of bias dependence.
Vgsteff 1S equal to Vgs-Vyy, in the strong inversion region [9.16, 9.17].

5. Modeling the temperature dependence of the S/B and D/B junctions
(1). Temperature dependence in the DC model

In BSIM3v3, the temperature dependence of the S/B and D/B junctions is
described by the saturation current | 4,. It is calculated as

Isbs =JsAs+ JsswPS (9.2.9)

sbd = JSAD + JsswPD (9.2.10)
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where Jg is the saturation current density of the source or drain junction and
As and Ap are the areas of the source and drain junctions. Jgg, is the satura-
tion current density of the source or drain sidewall junction and Ps and P, are
the perimeters of the source and drain junctions. Both Jg and Jssw are func-
tions of temperature and are described by Egs. (8.2.10) through (8.2.13).

Fig. 9.2.1 shows the current characteristics of the drain/bulk junction at sev-
eral temperatures for the two different BSIM3v3.2 diode models discussed in
Chapter 8.

10%
< 10°] Resistance free model—]
€ 10’61
SR
5 1071
O 10%
C 3
S 109
8 jo10{375K
32 113350 The series resistancq
x 19 a5 model
3 10734
e 10"3{ T=300K ¥
B 4] Y
a 10 3 i 5 7 3
Vg (V)

Fig. 9.2.1 1-V characteristics of the drain/bulk junction at different temperatures.

(2). Temperature dependence of the capacitance model

The temperature dependence of the source/drain junction capacitance is mod-
eled by introducing the temperature-dependent zero-bias unit area/perimeter
junction capacitances G(T), Cjsw(T), and Cjgug (T), and junction built-in
potentials Py(T), Ppsw(T), and Ppgwg(T).

The temperature dependence of the zero-bias junction capacitance is modeled
with the following equations [9.18]:

G(T)=Cy[1 + Tcy(T—-TNOM)| (9.2.11)

Cisw(T) = Cysw[1 + Tcisw(T-TNOM)] (9.2.12)
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Ciswg(T) = Caswa [1 + Tcaswa (T - TNom)] (9.2.13)

where G (T), Cigu(T) and Cjgug(T) are zero-bias junction capacitance per unit
area, the perimeter junction capacitance per unit length at the field-oxide
edge, and the perimeter junction capacitance per unit length at the gate edge.
C;, Cjgqw: and C 3swe are the zero-bias capacitances at the nominal tempera-
ture Tyom- Teyr Tegsw: @d Tejswg @€ the model parameters for the tem-
perature coefficients of Ci, Cjsw: and Cjswg-

The temperature dependence of the built-in potentials in the junction capaci-
tances is modeled with the following equations [9.18]:

Po(T) =PB — TPB(T — TNOM) (9.2.14)
Posw(T) = PBSW — TPBSW(T — TNOM) (9.2.15)
Poswg(T) = PBSWG — TPBSWG(T - TNOM) (9.2.16)

where Py(T), Ppgu(T), and Ppg,g(T) are the built-in potentials of the bottom
junction, the periphery junction at the field-oxide edge, and the periphery
junction at the gate edge at temperature T in Kelvin. Pg, Pggy, and Pgswa
are the built-in potentials of the bottom junction, the periphery junction at the
field-oxide edge, and the periphery junction at the gate edge at the nominal
temperature Tnom- Tpe. T PBSw: and Tpggwe a@e the temperature coefficients
of the built-in potentials.

Cijps the area capacitance of the source/bulk junction with temperature effects,
is calculated by:

. ) Vbs -MJ
Cjbs = C{TH1 =~ ——
jbs = CH(TX I (T)) (V)5<0) (9.2.17)
Vbs
Cibs = C{(T)(1+ MJ ) (Vs20) (9.2.18)

Pu(T)
Cibssw, the periphery capacitance of the source/bulk junction at the field oxide
edge with temperature effects, is calculated by:

Vs -M
Cjbssw = Cisw(T)(1 = ——=) ~"S¥
jbs Jsw(T)( Do (T)) (V)s<0) (9.2.19)
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Cibssw = Cisw(T)(1 + MJsw ) (VszO) (9220)

Pbsw(T)

Gbsswg, the periphery capacitance of the source/bulk junction at gate oxide
edge with temperature effects, is calculated by:

Vbs —-Mswe
Cib = Cjswg(TH(1 - —— vV, <0 9.2.21
ibsswg = Cjswg(TK Poowe (T)) (Vp<0) ( )
Vs
Cjbsswg = Cjswg(T)(1 + MISWG ———) (VszO) (9222)
Pbswg(T)

The equations for the temperature dependence of the drain/bulk junction are
the same as the above except for the obvious change of the subscripts from
“s’ to“d” in Eq. (9.2.17) through Eg. (9.2.22).

Fig. 9.2.2 shows the minor influence of temperature change on the junction
capacitance.

0.003

0.002 4

Bottom capacitance Cy, (F/mf)

0-001 T T T T T L} T
20 -15 -10 -05 00 05 10

Vbs (v)

Fig. 9.2.2 The junction capacitance at severa temperatures.
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9.3 Comparison of the Temperature-Effect Models
with Measured Data

The above models of the temperature dependence have been tested against
measured data [9.4]. The MOSFETSs used in the tests are from a 0.25um
CMOS technology with a Tox of 4.5 nm. The BSIMPro model parameter
extractor [9.19] is used to extract the model parameters.

The behavior of the threshold voltage (Vi) versus temperature for n- and p-
channel devices with W/L=6um/0.25um are given in Figs. 9.3.1 and 9.3.2.
The model can match the measured data well at different body bias conditions
and temperatures. This shows that the temperature dependence of short chan-
nel effects can be well described by Eq. (9.2.5), and that the linear dependence
of Vi, ontemperature still holds for devices with channel lengths down to, at
least, quarter micron.

Vih (V)

0.65,

wW/L=6/0.25
 Tox=4.5nm

i e e i
k\\:\w‘.‘-ﬁv
0.48, T T VEUb=-1.2V
\\\\‘\“\”"“*’-W
0.35 w.4v
— ‘ ‘
\\ Vsub=0V

0.25 1 T

0.15
290 320 410 440

350 380
Temperature (K)

Fig. 9.3.1 V- T data of a W/L=6um/0.25um n-channel device at different V, .. Data
clearly indicates alinear dependence on T. After Cheng et al. [9.4].
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Fig. 9.3.2 p-channel devices aso exhibit a linear temperature dependence of .
After Cheng et al. [9.4].

Figs. 9.3.3 and 9.3.4 show the curves of the threshold voltage versus channel
length for different body bias conditions at 125°C. It can be seen that even at
high temperatures the model can predict Vi, at different V5 for both n- and p-
channel devices with different channel lengths.

The Iy -Vgs characteristics are given in Figs. 9.3.5 and 9.3.6 for the n- and p-
channel devices with W/L=6um/0.25um at Vys =0.05V and V=0V for differ-
ent temperatures. It can be seen that the model can fit the measured data well,
and the maximum error is less than 3.13% for NMOSFET and 2.89% for
pPMOSFET for atemperature range of 25°C to 150°C. It iswell known that for
short channel devices the |4s-Vys fit is determined by the accuracy of mobility
and Rys models. The good agreement between the model and the measured
data of a 0.25um device means that the temperature models of mobility and
Rys in BSIM3 are accurate.

In Fig. 9.3.7, the measured and modeled curves of the transconductance (g,,,)
versus Vg at different temperatures are given. A good fit between the model
and data can also be obtained for p-channel devices with 0.25um channel
length [9.4].
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Fig. 9.3.3. V,;, vs. channel length of n-MOSFETSs for 125°C at different V is well
modeled by BSIM3. Salid lines: BSIM3v3; Symbols: measured data. After Cheng et
a. [9.4].
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Fig. 9.3.4. Curves of Vi, vs. L of p-MOSFETSs for 125°C at different V, .. After Cheng
eta.[9.4].
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Fig. 9.3.5 lgeVys of an n-channel device of W/L=6um/0.25um at several tempera-
tures. Solid lines: BSIM3v3; Symbols: data. After Cheng et al. [9.4].
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Fig. 9.3.6 lgs -VgsOf a 0.25um p-channel device at several temperatures. Solid lines:
BSIM3v3; Symbols: data. After Cheng et a. [9.4].

In order to ensure that digital and analog simulations at different temperatures
are accurate, the model accuracy in predicting the temperature dependence of
lgs-Vas, and 944-Vys Characteristics needs to be verified. Figs. 9.3.8 and 9.3.9
show such a verification. The model agrees with the measured data with a
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maximum error of 2.15% for the n-MOSFET and 1.87% for the p-MOSFET
without using global optimization during the parameter extraction. The tem-
perature dependence of the saturation velocity given in Eq. (9.2.6) is very
helpful for improving the accuracy of the model in the saturation region.

Vds=0.05V

A Vbs=0V — Model
02 + ) Tox=4.5nm
° W/L=6/0.25

0.15 4

gm(mS)

0.1 +

0.05

vgs (V)

Fig. 9.3.7 9,-Vys curves of an n-channel device (W/L=6um/0.25um). After Cheng et
a. [9.4].
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Fig. 9.3.8 I4s-Vgs curves of an n-channel 0.25 pm device at different temperatures.
After Cheng et al. [9.4].
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In Figs. 9.3.10 and 9.3.11, we present the modeled and measured gq4s-V4s char-
acteristics, which are important in analog circuit design. The figures show that
the temperature dependence of g4, can also be well described by the present
model for different bias conditions and a wide temperature range.

0.0010
o
00008 + T1=25C
50
75
g 0.0006 { 100
% 125 2%
= 00004 + 150 W/L=6/0.25
4 Tox=4.5nm
0.0002 | Vgs=-2V
_ Vbs=0V
0.0000 +- v‘ ’ ’
0 05 1 1.5 2
-Vds (V)

Fig. 9.3.9 l4s-Vy4s curves of a p-channel 0.25 pm device at different temperatures.
After Cheng et d. [9.4].
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'E 0.002 -
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Fig. 9.3.10 94,-Vy4s Of an n-channel 0.25 um device at different temperatures. After
Cheng et a. [9.4].
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Gds(mho)

-Vds (V)

Fig. 9.3.11 g, -Vys Of ap-channel device at different temperatures. After Cheng et al..
[94].

9.4 Helpful Hints

1. The empirical temperature dependence of V,,

In Eq. (9.2.5), the temperature dependence of Vinis accounted for in the sec-
ond term. Thefirst term is evaluated at the nominal temperature Tnom. Thus,
the temperature dependences of the band-gap Eg, surface potentia ¢ at the
threshold, and the intrinsic carrier density n; are all lumped together in the
second term of Eqg. (9.2.5) in asimple linear form. This approach is adopted
because it can simplify the parameter extraction, and provide better fit to the
measured data, which shows a strong linear relationship between Vi and tem-
perature resulting from the overall contributions of these parametersto Viy,.
Parameters such as Eg, @sand n; are calculated at Ty om When Eg. (9.2.5) is
used to evaluate the temperature dependence of Vi, To be consistent, and to
simplify the model implementation, the @ appearing in the Ay, xand Rgs
expressions is also calculated at T y om. This does not influence the tempera-
ture dependence of the device significantly since the temperature dependence
of such parameters as Ay kis very weak, and the temperature effect of Ryg IS
accounted for in Rpgy given by Eq. (9.2.8).
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This approach of modeling the temperature effects in a linear form signifi-
cantly simplifies the parameter extraction. However, it may cause a problem
when trying to use the model for statistical or predictive modeling, where the
temperature dependence of al the parameters, including Eg, should be main-
tained. Without any change to the model implementation, a sub-circuit
approach can be used to account for the temperature dependencies of these
parameters by introducing the appropriate temperature-dependent equations
within the sub-circuit.

2. The temperature dependence of Ey and n;

As discussed above, the temperature effects of some physical parameters such
as Eg, nj, and s are explicitly suppressed in favor of an empirical linear
dependence of Vin on T. However, the temperature dependence of E4 and n;
are maintained in other parts of the model such as in evaluating the tempera-
ture dependence of the saturation current of source and drain junctions.

3. The operation temperature T and the nominal temperature Ty oy

Tnowm isthe nominal, or reference, temperature at which the model parame-
ters are extracted. It can be different in the model cards for different devices. T
is defined as the operation temperature for the circuit being simulated. In most
simulators, T must be kept the same for al the devices in the circuit being
simulated.

4. The validation range of the temperature dependence model

The temperature range for the examples shown in this chapter is between
25°C and 150°C. However, at minimum the model is accurate from-50°C to
150°C. Additional temperature dependences need to be introduced for the
models to be accurate at temperatures much lower than -50°C. For example,
in this regime coulombic scattering may dominate over electron-phonon scat-
tering and significantly change the temperature dependencies. Compact mod-
eling for cryogenic temperature operation is a separate and challenging issue.

Another issue that the users need to be aware of is the temperature depen-
dence model of the source/drain diode saturation current. The model given in
Eg. (8.2.10) and Eqg. (8.2.12) is based on the assumption that the diffusion
component dominates the leakage current. However, it has been found that the
diffusion leakage is actually not the dominant mechanism when the tempera-
ture is below 120°C (it is dominant in the temperature range above 120°C)
[9.3]. Instead, the dominant mechanism of the junction leakage current in the
temperature range of interest for normal circuit operation is generation-
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recombination [9.3, 9.20]. Thus, the saturation current is a linear function of
the intrinsic carrier density. This is different from the quadratic dependence
on n; predicted by Eq. (8.2.10) and Eq. (8.2.12).

5. Parameters of the temperature effect model

The BSIM3v3 model parameters for the temperature effects are listed in Table

94.1.
Table 9.4.1 Temperature effect model parameters
Symbols | Symbols Description Default Unit
inegua- | insource
tion code
Tyom tnom | Temperature at which parame- 27 °C
ters are extracted
Par prt Temperature coefficient for 0.0 Q -pm
Rd SwW
[T ute Mobility temperature expo- -15 none
nent
Koy ktl Temperature coefficient for -0.11 \Y
threshold voltage
Ky, kt11 Channel length sensitivity of 0.0 vm
temperature coefficient
for threshold voltage
K, Kt2 Body-bias coefficient of the 0.022 none
Vin temperature effect
Ua1 ual Temperature coefficient for Ua | 4.31x10°9 m/V
Uy, ubl Temperature coefficient for -7.61x10° 18 | (m/V)?
Ub
Ues ucl Temperature coefficient for Uc | mobMod=l, m/V/2
2
-5.6x10-11
mobMod =3: w
-0.056
A; a Temperature coefficient for 3.3x104 m/sec
saturation velocity
N, nj Emission coefficient of junc- 1.0 none
tion
X xti Temperature exponent coeffi- 3.0 none
cient of junction current
Ty tcj Temperature coefficient of C; 0.0 j UK
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Teisw tgjsw | Temperature coefficient of 0.0 UK
stw
Teiswe tcjswg | Temperature coefficient of 0.0 UK
Cswg
Tes tpb Temperature coefficient of P, 0.0 V/IK
Tpesw tpbsw Temperature coefficient of 0.0 VIK
Pb sw
Treswe tpbswg | Temperature coefficient of 0.0 VIK
IDbswg
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CHAPTER 10 NOn'quaS aaUC (NQS)
Model

In Chapter 5, the charge or CV models are derived based on the quasi-static
(QS) approximation. The QS approximation breaks down when the signal
changes occur on a time scale comparable to the device transit time. As we
will discuss in this chapter, an non-quasi-static (NQS) model is desirable in
some mixed signal IC and radio frequency (RF) applications. In this chapter,
we first show some examples of where the NQS model is needed. Then we
give the details of the derivation and implementation of the NQS model in
BSIM3v3. Some test results of the BSIM3 NQS model are also given along
with some helpful hints.

10.1 The Necessity of Modeling NQS Effects

As VLSI ICs become more performance-driven, it is sometimes necessary to
predict the device performance for operation near the device transit time.
However, as discussed in Chapter 5, most models available in SPICE use the
QS approximation [10.1]. In a QS model, the channel charge is assumed to be
a unique function of the instantaneous biases: i.e. the charge has to respond a
change in voltages with infinite speed. Thus, the finite charging time of the
carriersin the inversion layer is ignored. In reality the carriers in the channel
do not respond to the signal immediately, and thus, the channel charge is not a
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unique function of the instantaneous terminal voltages (quasi-static) but a
function of the history of the voltages (non-quasi-static). This problem may
become pronounced in the RF applications, or when Vs is close to Vi, or
when long channel devices coexist with degp submicron devices as in many
mixed signal circuits. In these circuits, the input signals may have rise or fall
times comparable to, or even smaller than, the channel transit time. For long
channel devices the channel transit time is roughly inversely proportional to
(Vgs-Vin) and proportional to L2 . Because the carriers in these devices cannot
follow the changes of the applied signal, the QS models may give inaccurate
or anomalous simulation results that cannot be used to guide circuit design.
For example, the most common QS model, which uses 40/60 drain/source
charge partitioning [10.2], results in an unrealistic large drain current spike
during afast turn-on as shown in Fig. 10.1.1 [10.3].

0.8 x T T .
v |Lg=sum | {7
N 06 /W:_‘ L. = 200A ]
E 04r 0V1m 6ns B
I
@ o2r i
—
3 PISCES
c oor .
o ,
0 02t i, ..~ 40/80 Charge Partition
04 1 a i 1 1
0 0.0 0.2 0.4 0.6 0.8
time (ns)

Fig. 10.1.1 NMOSFET drain current during a turn-on transient simulated by different
QS models and PISCES 2-D simulation which does not use the QS assumption. After
Chan et a. [10.3].

Besides affecting the accuracy of the simulation, the non-physical results can
also cause oscillation and convergence problemsin the numerical iterations. It
is common among circuit designers to circumvent the convergence problem
by using a 0/100 drain/source charge partitioning ratio [10.4], which attributes
al transient charge to the source side. However, this non-physical solution
merely shifts the current-spike problem to the source current as shown in Fig.
10.1.2, thusit only works when the source is grounded.

Moreover, none of these QS models can be used to accurately predict the
high-frequency transadmittance of a MOSFET as pointed out in [10.5]. The
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result of modeling a 200um long MOSFET in strong inversion saturation is
completely different from two 100pm long MOSFET in series as shown in
Fig. 10.1.3. It is common for circuit designers in high-frequency designs to
break a long-channel MOSFET into N equal partsin series (N-lumped model)
due to the lack of non-quasi-static models. The accuracy increases with N, at
the expense of simulation time (of the order of 1.4N times longer [10.6]).
However, this method becomes impractical when the device channel length is
small because the short-channel effects in the sub-transistors may be acti-
vated.

Source Current (mA)
=)
=

!
Charge Partition ™\ i

1 Il

0.0 0.2 04 0.6 0.8
time (ns)

Fig. 10.1.2 NMOSFET source current during a turn-on transient simulated by the dif-
ferent QS models and PISCES 2-D simulation. After Chan et al. [10.3].
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Fig. 10.1.3 AC drain current versus frequency for a 200pm long MOSFET. It is very
different from that of two 100um long devices in series, according to QS models.
After Chan et a. [10.3].
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It has been found that for RF applications the NQS model is necessary to fit
the measured high frequency characteristics of devices with even short chan-
nel length where the operation frequency is above 1GHz [10.7, 10.8].

Therefore, a compact model that accounts for the NQS effect is highly desir-
able. Some non-quasi-static models based on solving the current continuity
equation have been proposed [10.9, 10.10, 10.11]. They are complex and
require long simulation times, making them unattractive for use in circuit sim-
ulation. In BSIM3, an NQS model based on the Elmore equivalent RC circuit
is used [10.3]. It employs a physical relaxation time approach to account for
the finite channel charging time. This NQS model is applicable for both large-
signal transient and small signal AC analysis, as is discussed next.

10.2 The NQS Model in BSM3v3

10.2.1 Physics basis and model derivation

Asshown in Fig. 10.2.1(a), the channel of a MOSFET is analogous to a bias-
dependent RC distributed transmission line [10.12]. In the QS approach, the
gate capacitors are lumped to the intrinsic source and drain nodes (Fig.
10.2.1(b)). Thisignores the fact that the charge build-up in the center portion
of the channel does not follow a change in Vy as readily as at the source or
drain edge of the channel. Breaking the transistor into N devices in series
(Fig. 10.2.1(c)) gives a good approximation for the RC network but has the
disadvantages mentioned in the previous section. A physical and efficient
approach to model the NQS effect would be to formulate an estimate for the
delay time through the channel RC network, and incorporate this time con-
stant into the model equations.

One of the most widely used methods to approximate the RC delay was pro-
posed by Elmore [10.13]. It is the mean, or the first moment, of the impulse
response. Utilizing Elmore’s approach, the RC distributed channel can be
approximated by a smple RC equivalent which retains the lowest frequency
pole of the original RC network. The new equivalent circuit is shown in Fig.
10.2.1(d). The Elmore resistance (Rgmore) N strong inversion, calculated
from the channel resistance, is given by [10.3]
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N
ELM“Weﬁ Qch

Elmore =

== Leﬁr
ELMUW 5 C o (Vg = Vi) (10.2.1)

where Qq, is the amount of channel inversion charge per area, and E |, is the
Elmore constant used to match the lowest frequency pole. The value of E |,
is found to be around 3 by matching the output of the equivalent circuits in
Fig. 10.2.1 (a) and (d), and it is invariant with respect to Wand L [10.3]. The
time and frequency domain responses of the Elmore approximation, shown in
Fig. 10.2.1 (d), and the original device with distributed channel, shown in Fig.
10.2.1 (@), are compared by SPICE simulation (Fig. 10.2.2 and Fig. 10.2.3). In
the first case, a fast pulse is applied to the gate with both source and drain
grounded and the gate current is measured. In the second case, a small signal
voltage is applied to the gate and the resulting small signal voltages at differ-
ent parts of the channel are measured. In both cases, a reasonable match
between the equivalent circuit and the distributed RC network is observed.

Equivalent RC Network Conventional
Quasi-Static Model
I T
C C
Substrat 1 [
° —p————p—
(a) R, R, Ry
New Eimore (b)
Circutt Equivalent Equivalent Model
| g T T 1 et @ L
o—JLILIL JLITLIC o ] m
© 1 S

Fig. 10.2.1 Possible equivalent transient and ac small signal models for a MOS tran-
sistor. After Chan et al. [10.3].

However, direct implementation of the model shown in Fig. 10.2.1(d) requires
the creation of two additional nodes, which increases the time to solve the
Jacobian Matrix in SPICE by more than 70%. Also, the change in device
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topology may require modifications of the existing model equations. There-
fore, asimpler way to incorporate the NQS effect is presented next.

The gate, drain, and source node currents can be described by the equation:

d t
Igps=Igps (t)IDC + G,D,Sxpart—% (10.2.2)

where | 5, 5(t) are the gate, drain, and source currents, and I , 5(t)| pc are the
DC gate, drain, and source currents. Q. (t) is the actual channel charge at a
giventimet, and G,D,S,p, are the channel charge partitioning ratios [10.14,
10.15] for the gate, drain and source with

Dixpart + Sxpart = —Gaparr = 1 (1023)

In the 40/60 partitioning scheme, D, varies from 0.5 at V=0V to 0.4 in the
saturation region, and Sy« Varies from 0.5 to 0.6 respectively [10.1, 10.16].
However, because the 0.4/0.6 scheme covers a large voltage range and the
error introduced by using a constant D, =0.4 and Sypart=0.6 is less than 5%,
these values can be adopted to simplify the model.

In the QS approach, it is assumed that

dO, (1)  dQcpey (1)
dt dr

_ dQcheq _C!K

4V dr

(10.2.4)

where Q heq(t) is the equilibrium, or QS, channel charge under the instanta-
neous bias at atimet. The assumption of equilibrium at all times givesriseto
the error in calculating the NQS currents. To account for the NQS current, a
new state variable Qe is introduced to keep track of the amount of deficit (or
surplus) channel charge relative to the QS charge at agiven time.

Qdef (t) = Qcheq (t) - Qch (t) (1025)

and

deef (t) _ dQcheq (t) _ dQch (t)
dt ot dt

(10.2.6)
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Fig. 10.2.2 Verification of the ElImore equivalent circuit in the time domain. It isarea
sonable first order approximation to the RC network. After Chan et al. [10.3].
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Fig.10.2.3 Verification of the Elmore equivalent circuit in the frequency domain,
showing that good agreement is attained between the Elmore equivalent circuit and
the distributed RC network. After Chan et al. [10.3].

Qqer is alowed to decay exponentially to zero after a step change in bias with
a bias-dependent NQS relaxation time 1. Thus, the charging current can be
approximated by
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dQ., (1) Qe ()
& 1

(10.2.7)

Que(t) can be calculated from Eq. (10.2.6) and a sub-circuit, shown in Fig.
10.2.4, has been introduced to obtain the solution. The subcircuit is a direct
transglation from Eq. (10.2.6). The node voltage gives the value of Qy.¢(t). The
total charging current is given by the current going through the resistor of
value 1. With this approach, only one additional node is needed and the topol-
ogy of the origina transistor model is not affected.

ngf id=1d<dc)+xd%ef-
[
% 1 == t%l%ﬁ‘a——-ll:xNXS:l
|1

- ii = —I (dc)+ xs%ﬁ

Fig. 10.2.4 BSIM3 implementation of the NQS model. A subcircuit is constructed to
evauate Qg . The additional NQS currents calculated by the subcircuit are superim-
posed on the MOSFET DC currents. After Chan et al. [10.3].

The value of the channel relaxation time constant 1 is composed of the terms
related to the diffusion and drift currents (calculated from the RC Elmore
equivalent circuit discussed above). The components of 1 are given by

. Ly 14
diffusion LkT (1028)
Tdnft = O'SRElmoreCo,\cvvej_‘jr Le_tf (10.2.9)

1 1

1
T + 10.2.10
T deﬁ‘usion Tdnft ( )
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Fig. 10.2.5 compares thet used in the new model with results obtained from a
2-D simulation under different biases. The model agrees with simulation
results very well.

3 Drift time limited PISCES Model
on 1 Vg=0.1v| D ===
Diffusion time = S
=~ \limited Vau=50v] =

Equivalent Relaxation Time (ps)

Fig. 10.2.5 Comparison between the relaxation time constant used in the NQS model
and the value obtained from a 2-D simulation. After Chan et a. [10.3].

10.2.2 The BSIM3 NQS model

The NQS model discussed above has been implemented in BSIM3 [10.17,
10.18]. To improve the simulation performance and accuracy, this model is re-
implemented in BSIM3v3.2 [10.19] with a new charge partitioning scheme
that is physically consistent with that used in quasi-static capacitance models.

A model selector parameter, ngsMod, is available for users to turn on the
NQS model. In BSIM3v3.0 and BSIM3v3.1, ngsMod can be either an ele-
ment (instance) or a model parameter. However, it is an instance parameter
only in the officia release of BSIM3v3.2 in Berkeley SPICE3, even though
some simulator vendors still treat it as a model parameter in the implementa-
tions of their simulators. The NQS model is turned on when ngsMod =1.

In BSIM3v3.2, the capacitor C shown in Fig. 10.2.4 ismultiplied by a scaling
factor C,,, (with atypical value of 1x10°?) to improve the numerical accuracy
of the computation. Fig. 10.2.6 gives the RC subcircuit of the NQS model
implemented in BSIM3v3.2. Q; now becomes
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Qdef (t) = Vdef (1 Cfacr) (10211)

Eq. (10.2.10) gives the formulafor t. R, in Eg. (10.2.9) in strong inversion
is calculated from the channel resistance.

2 2
Le
Rem=—t0— Lt (10.2.123)
EwmpuQch  ELM UQcheq
p=poT / Tnom U™ (10.2.12b)

Qdef

icheg(t) O L Veef lg R

C=1xCfact

Fig. 10.2.6 The sub-circuit of NQS model implemented in BSIM3v3.2. After Liu et
al. [10.19].

Note that the effective quasi-static (or equilibrium) channel charge Qcheq(t),
i.ethe QSinversion channel charge Q,,, in Chapter 5, is used to approximate
the actual channel charge Q,(t). The drift component of T is formulated as

3
Tdrift = RelmCaxWe]_“f Leff = M (10213)
ELM |1 Qcheq
T giffusion 1S given by
Tdiffusi Loy” 10.2.14
iffusion =
161ve (10.2.14)

Theterminal currentsof D, G, and Sare:

Ip.6.5(t) = Ip,G,5(DC) + a—Q%S(’) (10.2.15)
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Based on the relaxation time approach, the terminal charges and the corre-
sponding charging currents can be formulated by

Quer (1) = Qcheq(t) — Qeh(r) (10.2.16)

IQuef (1) _ OQcheq(t) _ oQdef (1) (10.2.174)
dt dt T

BQD,dc:s(t) - DG, Sxm% (10.2.17b)

It is important for D, and S,,,,, to be consistent with the quasi-static
charge partitioning factor X pagr and to be equal (Dypyy = Sypar) @ V370
when the transistor operation mode changes between the forward and reverse
modes. Based on this consideration, D, is formulated as

Op  Op
Op+ Qs B Qcheq

Dspart = (10.2.18)

D ypart 1S NOW dependent on the bias conditions. The derivative of Dyp, ¢ Can
be obtained easily based on the quasi-static results:

depart _ Sxparthi — DixpantCsi
davi QOcheq

(10.2.19)

where i represents the four terminals (g,s,d,b), and C4; and C are the intrinsic
capacitance calculated from the quasi-static analysis (see Chapter 5). The cor-
responding value of S;p, can be derived from the fact that Dypart +Spart =1

To this point, the charge partitioning in strong inversion has been discussed.
In the accumulation and depletion regions, the formula for D, can be sim-
plified. If X papr <0.5, Dypar =0.4; if X =0.5, Dygart= 0.5; if X parr>0.5,
D xpart =0[10.19].

PART

To derive the nodal conductance G,,,,, note that T = RC. Then G, can be
given by

C
Grau = fact

(10.2.20)
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T is given by Eq. (10.2.10). Based in Eqg. (10.2.17), the self-conductance due

to NQS a the transistor node D can be derived as

ADxpars dGiau

= Gtauv ef — D rtV .
dVu “ etV et dVu

node D is given by Dypart Grau- Other conductances needed to implement the

NQS model can be also obtained in a similar manner [10.19].

The transconductance due to NQS at the

10.3 Test Results of the NQS Model

The NQS model has been compared with 2-D simulations to verify the valid-
ity of the model [10.3]. Fig. 10.3.1 shows the simulated turn-on and turn-off
transients simulated in the linear region (small V). Good agreement between
the NQS model and 2-D simulation are observed in both cases. The simula-

tion results in the saturation region (high V) are shown in Fig. 10.3.2. Again,
very good agreement is achieved.
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Fig. 10.3.1 Simulated turn-on/turn-off characteristics in the linear region. Excellent
match between the model and 2-D simulation is observed. After Chan et al. [10.3].

Fig. 10.3.3 shows the high-frequency transadmittance test suggested in [10.5],
where the real part of the transadmittance is plotted against the frequency of
operation. The discrepancy between a single transistor and its equivalent N-
lumped QS model is eliminated by the NQS model, which can predict the fall
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Fig. 10.3.2 Simulated turn-on/turn-off characteristics in the saturation region (high
Vq)- Very good agreement between the model and 2-D simulation is observed. After

Chan et al. [10.3].
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Fig. 10.3.3 Results of high-frequency transadmittance test. The NQS model is capable
of predicting the transadmittance fall-off at high frequency. The N-lumped model

asymptotically approaches the NQS model as N increases. After Chan et al. [10.3].

off of the transadmittance at high frequencies. It is also observed that the N-
lumped model asymptotically approaches the NQS model as N increases.
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Similar results can be observed in the magnitude and phase plots of a simple
resistive-load inverter shown in Fig. 10.3.4.

Asapractical example to illustrate the importance of the NQS effect in circuit
design, a low voltage, high speed current output Digital/Analog converter
(DAC) cdll [10.20] is shown in Fig. 10.3.5. In this circuit, M1 and M1b oper-
ate as current sources when they are turned on, and the output current appears
as | g, O lgymp. TO obtain a high output resistance, M1 must be a long channel
device. Current switching was limited by the speed of voltage switching at
node 1. Fig. 10.3.6 shows the simulation results using the standard QS models
and the NQS model. The NQS model indicates slower rise and settling times,
limited by the NQS effect in the long channel M1. It illustrates an intrinsic
limitation to the speed of this DAC circuit which is not apparent from simula-
tion with the QS model. Table 10.3.1 compares the time required to simulate
the DAC cell using different models. The overall simulation time penalty
introduced by the NQS model isless than 30%.

Table 10.3.1: Time required for simulating the DAC cell with different model options.

DC | 0/100] 40/60 | NQS
Total time (sec) 1.777] 1.863 | 1.906 | 2.243

# of iteration 732 729 781 848

# of time pt. 173 186 | 187 | 252
accepted time pt. | 121 124 | 127 | 186

The high frequency (HF) small signal behaviors of the NQS model has aso
been studied through a comparison with 2-D device simulations [10.21]. The
2-D device simulator was used to determine the |-V characteristics, capaci-
tances, and the Y parameters for a MOSEFT based on the doping profiles
from a 0.5um CMOS process. In the study, comparisons with other models are
also considered, such as (1) ngsMod=0 (BSIM3v3 model without the NQS
effect); (2) addition of an external gate resistance Ry with ngsMod=0, and the
value of Ry chosen to fit the phase of Y;1; and (3) a two-section lumped model
with ngsMod=0.
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Fig. 10.3.4 Freguency response of an NMOS inverter with a resistive load simulated
using the NQS model and the N-lumped model. The N-lumped model asymptotically
approaches the NQS model as N increases. After Chan et a. [10.3].
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Fig. 10.3.5 A low voltage, high speed current output Digital/Analog Converter (DAC)
cell is simulated with both the QS model and the NQS model. After Chan et al. [10.3].

Fig. 10.3.7 (a) and (b) show the magnitude and phase of Y;; as a function of
frequency for W/L= 500um/1.2 pm at Vgs=0.8V and V4=3.0V. The results
show that BSIM3v3 is reasonably well suited for small-signal analysis up to
the frequency of 10GHz [10.21].
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Fig. 10.3.6 Current output (I,,) of the DAC cell simulated by different models. The
NQS model predicts alonger settling time compared with the QS models. After Chan
et al. [10.3].
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Fig. 10.3.7 (a) Magnitude of Y 11 as afunction of frequency for W/L=500pm/1.2um at
Vgs =0.8V and Vy=3.0V with E \, =26 and R =2.5Q After Tin et al. [10.21].
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Fig. 10.3.7 (b) The phase of Y;; vs. frequency for W/L=500um/1.2umat Vgs=0.8V
and Vgs=3.0V with E| ,=26 and Rg=2.5Q After Tin et a. [10.21].

10.4 Helpful Hints

1. NQS effects in short channel devices

In most practical cases, NQS effects are only important in circuits with long
channel transistors driven by fast switching inputs. However, the NQS behav-
ior has been recently observed even in short-channel devices [10.7, 10.8]. As
the channel length of MOSFET's is reduced, the effect of velocity saturation
cannot be neglected. Enhancement of the NQS model to include the effects of
velocity saturation may be necessary.

When the MOSFET is operated in the velocity saturation regime the channel
conductivity is reduced, increasing the value of T as shown in Fig. 10.4.1. The
error resulting from this effect when simulating a circuit using the NQS model
is usually less than 20%. The error can be reduced by choosing an Elmore
constant that provides a compromise between the linear and saturation
regions. When a more accurate result is desired, an empirical model for the
relaxation time given in Eq. (10.4.1) can be used [10.3]. The comparison
between this model and 2-D simulation is shown in Fig. 10.4.1.
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. 1+§(Vy )2 C forV, <V
T'driﬁ = J tdrifi 8 1% dsat ’ ds = Vdsat

1375 7 4 ; forVy >V, .. (10.4.1)
2. Special limits on the total drain current

The effects of the channel electric field in the current saturation region
deserve special consideration. At high drain voltages, the electric field near
the drain/ channel junction prevents a net carrier flow (dc current plus capaci-
tive current) from the drain into the channel even during a fast turn-on. In this
case, all the channel charge comes from the source, and the net drain current is
never negative for NMOSFET's (positive for PMOSFET’s) as seen in Fig.
10.3.2. This fact is modeled by forcing the drain current to be positive when
the drain voltage is larger than the saturation drain voltage [10.3]. That is.

1,20 for V,;>V,, (10.4.2)

During turn-off, another restriction is imposed due to the fact that the maxi-
mum drain current is limited by the number of carriers controlled by the drain
and the maximum velocity with which they can move. Therefore the drain
current must satisfy

Id < Wejf Vsat (Qcheq - Xd Qdef ) (10.4.3)

After incorporating the enhancements given by Egs. (10.4.1)-(10.4.3) in the
model, the simulation resultsin Fig. 10.4.2 shows a nearly perfect fit to 2-D
simulation [10.3]. Comparison of Fig. 10.4.2 and Fig. 10.3.2 clearly demon-
strates the benefit of adding the current limit.

3. Bulk charge in the NQS model

Asshown in Fig. 10.2.4, the present BSIM3 NQS model adopts a simplifying
approximation that considers only the charges at the source, drain, and gate,
but assumes the bulk charging current to be zero. In other words, it ignores
any bulk-charge dependence on biases [10.22]. This approximation is used to
simplify the model implementation, and hence to improve the simulation effi-
ciency. The body current can be included by partitioning Qe between the
gate and the body [10.3, 10.22]. For most applications the NQS effect from
the bulk charge can be ignored, and it has little impact on small signal simula-
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tion. However, an NQS model that includes bulk charge would be desirable if
it is physics-based and does not excessively increase the simulation time.

4. The approximation used in the present NQS model

In addition to ignoring the bulk charge, two other approximations are used in
the NQS model. One uses Cox instead of the sum of Cggand Cgy, Which are
bias dependent, in Eq. (10.2.9) and Eq. (10.2.12) to reduce the complexity of
calculating the derivatives of the capacitances. The other assumes Qyer=Qch
in the Rgp, calculation to simplify the model implementation and reduce sim-
ulation time.

Examining the first approximation, we see that (Cgy+ Cyg) varies between Coy
for small Vg and 0.75Coy for Vgs>V ysat [10.16]. So, the worst-case error shows
up in the saturation region. To reduce this error, the EImore constant ELm can
be chosen to compromise between the linear and the saturation regions, as dis-
cussed in section 10.1. For example, the default value of ELm in the BSIM3v3
model is 5 instead of 3 although 3 is appropriate for the linear region.

The validity of the second approximation depends on the signal frequency
applied to the devices. It works well as long as the rise time of the signa is
slower than 5/f 1, where f1 is the cutoff frequency of the device. This should be
sufficient for most current CMOS circuits. This approximation, however, may
need to be re-examined before using this NQS model in RF applications oper-
ating close to fr. Still, Fig. 10.3.7 shows good accuracy up to very high fre-
guencies.

5. The necessity of introducing a higher order NQS model

The present BSIM3v3 NQS model can be used for fast transient and AC small
signal analysis. It has been verified extensively with 2-D device simulation.
Further verification is needed with measured data from devices and circuits,
especialy those for RF applications. The present BSIM3v3 NQS model is a
first order approximation of the distributed RC network. Whether a higher-
order NQS model is necessary depends on how well the present model works
in real applications. Nevertheless, new NQS models with improved accuracy
and simulation time would be welcome contributions to compact modeling
because the prediction of device behavior near the cut-off frequency may
become more important.
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6. The NQS model parameters
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The model parameters of the NQS model are listed in Table 10.4.1.

Table 10.4.1 The Model parameters of the BSIM3 NQS model

Symbolsin Symbols in Description Default Unit
equation source code
ngsMod ngsmod NQS model selector | 0 false
ELm elm Elmore constant of | 5 none
the channel
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CHAPTER 11 BS M3V3 MOdeI
|mplementation

The importance of a MOSFET model with good accuracy, scalability, robust-
ness, and simulation performance has been acknowledged by both circuit
designers and device model developers[11.1,11.2]. It has been known that the
discontinuity of model equations can result in non-convergence problems in
circuit simulation [11.3]. Many model developers have been working on the
improvement of the model equation continuity [11.4-11.12]. In addition,
model implementation is acritical part of model development, and the robust-
ness of model implementation is as important as the continuity of the model
eguations to ensure efficient circuit simulations. The enhancement of the con-
tinuity and smoothness of the BSIM3v3 model equations has been discussed
in Chapter 4. In this chapter, we will discuss the robustness of the model
achieved through careful model implementation.

11.1 General Sructure of BYM3v3 Model
I mplementation

Before analyzing the specific considerations of model implementation, we
first give an introduction to the structure of implementation of BSIM3v3in a
typical circuit smulator such as SPICE3 [11.13]. The implementation of the
BSIM3v3 model is realized with 21 different files that can be divided into the
following five parts according to their functions: (1) data structures; (2) input
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routines; (3) output routines; (4) structure decomposition routines; and (5)
processing routines.

1. Data structures

The BSIM3v3 model is described by a data structure that contains pointers to
functions, which provide the specific operations of the BSIM3v3 model, and
tables that describe the parameters of the BSIM3v3 model. This structure also
contains other pointers to a variety of tables and size data that are needed by
the model at the user-interface level and by high-level SPICE routines.
BSIM3v3 requires two specific internal data structures, one for the global
device model, the other for the instance parameters (for defining the individ-
ual devicesin acircuit). Data placed in the model data structureis static. This
data structure contains only the datathat is universal to all the devices (of this
type). Data placed in the instance data structure is aso static and examined
only by the code implementing the model. In addition to the basic model and
instance data structures, there are several other data structures that must be
defined to complete the description of the BSIM3v3 maodel to the higher lev-
els of the simulator. For example, the BSIM 3instSize field should be initial-
ized to the size of the instance data structure; the BSIM3modSize field must
be initialized to the size of the model data structure; static and initialized
arrays should be defined. They describe the acceptable parameters and queries
for the instances and models to specify parameters that are input parameters,
output parameters, or input and output parameters. The definitions of these
data structures and arrays can be found in files b3.c, bsim3itf.h, bsim3ext.h,
and bsim3def.h.

2. Input routines

The input routines include two files called b3par.c and b3mpar.c. These rou-
tines are used by the front end to pass the input parameters to the device. The
b3par.c fileis for the function BSIM 3Param that takes parameter values from
the input parser and sets the appropriate field in the instance data structure of
the device. The b3mpar.c file is for the function BSIM3mParam, which is
very similar to the BSIM3Param function but provides values for model
parameters instead of instance parameters.

3. Output routines

Output routines include two files called b3ask.c and b3mask.c. These routines
are used by the simulator to obtain data from the BSIM3v3 model. In some

sense, these routines are exactly the opposite of the two input routines
described above.
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4. Structure decomposition routines

Structure decomposition routines include three files called b3dest.c, b3del.c,
and b3mdel.c. These routines are used to dismantle the data structures that
have been built up. The b3dest.c file is for the function BSIM3destroy that
follows the general pattern and loop through all instances and models to free
all memory used by them. b3mdel.c is for the function BSIM3modDelete that
is designed to delete BSIM3v3 from the circuit. This function is provided for
future extensions and as such is never caled by the present front end. The
b3del.c file is for the function BSIM3delete that is used to delete the single
specified instance from the circuit. Thisfunction is never called by the present
front end.

5. Processing routines

Processing routines include ten files called b3set.c, b3temp.c, b3getic.c,
b3check.c, b3ld.c, b3trunc.c, b3cvtest.c, b3acld.c, b3pzld.c, and b3nai.c.

B3set.c is for the function BSIM3setup that performs the first step of prepar-
ing BSIM3v3 for simulation. When this function is called, the devices are
attached to the appropriate nodes and have most of their parameters set. At
this point, space in the simulator state vector is reserved, incrementing it by
the number of double precision values needed. All parameters defaulting to
constant values are also set here.

b3temp.c is for the function BSIM3temp that completes the parameter pre-
processing, such as binning parameter calculation and temperature setting to
prepare BSIM3v3 for simulation at a certain temperature. All model and
instance parameters should have their final default values assigned here.
Every time a model or instance parameter or the circuit temperature is
changed, this routine will be called.

b3check.c is for the function BSIM3checkModel, which examines whether
the values of the parameters are invalid or unreasonable before they are
loaded by the simulator for any calculation.

b3getic.c is for the function BSIM3getic that is used to convert node initial
conditions to device initial conditions.

b3ld.c isfor the function BSIM3load that is the most important function in the
BSIM3v3 model implementation. This function is responsible for evaluating
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all instances at each iteration in the DC and transient analyses and for loading
the Jacobian matrix and right hand side vector with the appropriate values.

b3trunc.c is for the function BSIM3trunc that is used to compute the trunca-
tion error for each device in the circuit. It reduces its timestep argument to the
minimum of its previous value and the smallest timestep found for any of the
instances it processes.

b3cvtest.c is for the function BSIM3convTest that performs the necessary
convergence testing to determine whether each terminal current in each
device has met the convergence requirements.

b3acld.c is for the function BSIM3acL oad that is a variation of bssm3Load. It
is used when ac analysis is performed.

b3pzld.c is for the function BSIM3pzLoad, which is very similar to the
BSIM3acLoad function, but evaluates the conductance at the complex fre-
quency.

b3noi.c is for the function BSIM3noise that name and evaluates al of the
NOoi Se Sources.

Further information on the methodol ogy and technique to implement a device
model in SPICE3 can be found in [11.13]. The BSIM3v3 source code can be
downloaded from the BSIM3 web site [11.14]. Next, we will discuss some
practical and important issues that cannot be ignhored in model implementa-
tion.

11.2 Robustness Consideration in the
I mplementation of BSM3v3

The complete list of model parameters and equations can be found in Appen-
dices A and B. Depending on the bias conditions, the device can work in dif-
ferent operating regimes. A good model should accurately describe the device
behavior not only within each respective operation regime, but also ensure the
accuracy and continuity of charge, current and their derivatives in all transi-
tion regions, e.g., between weak inversion and strong inversion regions, and
between linear and saturation regions.
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Aswe discussed in Chapter 4, BSIM3v3 employs unified channel charge and
mobility expressions to achieve model continuity from weak inversion to
strong inversion, and from the linear to saturation regions. This ensures conti-
nuity of the current, conductances, and capacitances in all operation regimes.
[11.9, 11.10Q].

However, some discontinuity problems may still ariseif the model implemen-
tation is not performed carefully though the model equation itself does not
introduce discontinuities. This is due to the following reasons. First, the
model includes many different physical effects, and some of them are present
only in some bias regions (e.g. the polysilicon gate depletion model is valid
only in the bias range at which the band bending in the polysilicon is less than
1.12V [11.11]). Specific care in the implementation is needed to ensure
smooth transition of equations for these physical effects in different regions.
Second, divide by zero, sguare root domain, or overflow/underflow problems
may happen when certain “bad” parameter values are used or extreme bias
conditions are encountered during the Newton Raphson iteration. Careful
considerations are needed in the model implementation to avoid these prob-
lems. In general [11.2], all exponential and divisions must be limited, and
hard limits of parameters must be avoided in the model implementation to
make the model more robust in the simulation.

In the implementation of BSIM3v3.1, which was released in Dec. 1996
[11.12], all identified discontinuities due to implementation were eliminated.
We will give some details next.

1. Limiting the exponential and divisions

Most model equations include some terms of the form 1/ =1/(1+Cx), where C
is a constant and x is a variable. It is clear that 1/f will encounter divide-by-
zero problem when x=-1/C. Generally, Cx is expected to be larger than -1 for
a device model to maintain reasonable physical behavior. However, divide-
by-zero may happen during the simulation if some “bad” values of model
parameters or unusual, out-of-norm, operation bias conditions are encoun-
tered.

To avoid any potential problems, a function Fin the form of (1-Bx)/(1-ax) is
introduced to replace f in the model implementation:

F=f=1+Cx X>X, (11.2.1)
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1-
F= —‘B—{ X< X, (11.2.2)
1—-ox

The expressions of a and 3 can be found by the conditions of F=f and dF/
dx=df/dx at the boundary x= X o S0 that the continuity of F and its first deriva-
tive can be ensured by this implementation solution to avoid the potential
divide-by-zero problem. As shown in Fig. 11.2.1, when x>X,, F follows f
exactly; when x< x,, which is far beyond the values of interest in the simula-
tion, F approaches the function given in Eq. (11.2.2). It can be seen that the
value of fislimited to B/a as |x| increases, so that divide by zero and overflow
problems can be avoided. The vaue X, (X, >-1/C) should be carefully selected
according to some reasonable criteria. For example, this point cannot be too
close to the -1/C point to avoid too sharp a transition of dF/dx at x,. Also this
point cannot be too far from -1/C; otherwise F would not be a good approxi-
mation of f.

The F function with the form discussed above has been used in the implemen-
tation of BSIM3v3.1 for the termsrelated to parameters such as Dy1s, Dyraws
N cactor' Coscr Cpscr» @d Cpsep [11.12]. Another function similar to F is
also introduced for the terms related to parameters Ay o, Avuiks West » PRwG
Prwe: Keta: Ua, U, Uc, PpigLce: Pvac, ETao, @d Evag [11.12] based on
the idea that all functions should not have overflow/underflow problem and
their first derivatives must be continuous.

As an example, Fig. 11.3.2 shows the simulated |-V characteristics of
BSIM3v3.0 (released in Oct. 1995 [11.11]) and BSIM3v3.1 for a parameter
set with which BSIM3v3.0 had a discontinuity at a large V. It can be seen
that BSIM3v3.1 removes the discontinuity and gives a very smooth transition.
It should be pointed out that a very unreasonable parameter set is used in the
simulation in Fig. 11.2.2 to emphasize the problem, and X, is set to -0.1/C (not
the value used in the final implementation of BSIM3v3.1) so that the results
of BSIM3v3.0 and BSIM3v3.1 deviate clearly at Vys>2V. This deviation
depends significantly on the selection of x,. The point of the illustration is
that, even though unreasonable bias voltages or model parameter values are
used, there will be no discontinuity in BSIM3v3.1 and higher versions.

Similarly, bounds for all exponential terms have been set in the implementa-
tion to avoid any overflow/underflow problem.

2 . Smoothing functions for parameters that have hard limits



11.2 Robustness Consideration in the Implementation of BSIM3v3 309

1000 5

ing

* Before smoothing

100-E . /

After smoothing e

-
At aaad
E

A funtion with a denominator
before and after smoot
S
!
i
|
{
/ .

Fig. 11.2.1 A function with a denominator before and after introducing the value-lim-
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Fig. 11.2.2 14-V4 characteristics of BSIM3v3.0 and BSIM3v3.1. The discontinuity
that is caused by the “bad” values of the mobility parametersin BSIM3v3.0 has been
removed in BSIM3v3.1. After Cheng et al. [11.15].

There is another type of smoothing function used in BSIM3v3.1 to remove the
discontinuity caused by the hard limits of some parameters. This type of
smoothing function can be continuous to infinite order. As an example, the
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different implementations of the A term in BSIM3v3.0 and BSIM3v3.1 are
discussed here. The A term has the following form:

A = AiVgsteff + A2 (11.2.3)

The implementation in BSIM3v3.0 set a hard limit to the value of A at 1. This
maximum value of A is determined by the physical meaning of A . But a piece-
wise hard limit would result in a discontinuity of the transconductance at the
Vs point a which A=1. For some model parameter files this V4 is less than
V44, the power supply voltage, and the problem becomes obvious. In
BSIM3v3.1, a smoothing function is introduced in the implementation for the
A term. A is calculated as follows:

when A;>0,
T+ T
A=1-1112 (11.2.4)
T1=1-A2— Ai1Vgseff — ¥ (11.2.5)
T2=yT1? +4x(1- Az) (11.2.6)
where X is 1x10,
when A; <0
Ti1+T2
A= (11.2.7)
2
Ti1= A2+ A1Vgseff — % (11.2.8)

T2 = ,/le +4yA2 (11.2.9)

With the above implementation, A is given by Eq. (11.2.3) when A<1, as
shown in Fig. 11.2.3, and approaches 1 smoothly as Vs increases. The previ-
ous implementation caused a discontinuity for the derivative of A versus V.
In Fig. 11.2.4, we show the g,-Vys characteristics produced by BSIM3v3.1
and BSIM3v3.0. It can be seen that the a discontinuity is produced by
BSIM3v3.0, and has been removed in BSIM3v3.1. A similar smoothing func-
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tion has been used for the terms related to the polysilicon gate depletion
effect.

Before smoothing
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Fig. 11.2.3 (a) A with and without smoothing.
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Fig. 11.2.3 (b) The derivative of A with and without smoothing. The smoothing func-
tion can ensure the continuity of the derivatives of A.
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08 -

co

Fig.11.24 Simulated results of g,,-Vs characteristics with BSIM3v3.0 and
BSIM3v3.1. The discontinuity caused by the hard limit of A in the implementation of
BSIM3v3.0 has been removed in BSIM3v3.1. After Cheng et al. [11.15].

3. Parameter checking

It has been recognized that a good model should have the ability of outputting
some warning or error messages when “bad” or unreasonable values of model
parameters are used. This is convenient so that users can double-check their
model parameters before the simulation starts. In BSIM3v3.1 such a function
has been introduced so that the simulator, before doing the simulation, can
check whether the values of the parameters are within the reasonable range
specified by the model developer. Parameter checking is divided into three
categories in BSIM3v3 implementation, “Fatal error abort”, “Warning mes-
sage and clamping”, and “Warning message only”. The following parameters
are checked in BSIM3v3.1 and BSIM3v3.2: Ly, L activer Wetrs Wactiver NiLxo
Nch, Vese, T oxs Dvro, Dvrow: Dvti, Dyraws Wo, Neactor: Cosc: Cosep:
Eto, B1, Ug: DeLta: A1, A2, Rpsw: Veartemps Peim s Poisict: PoisLee,
Cic: Pscee2: Moin: Acpe, Norr, yth Toxm [11.11]. For certain parame-
ters such as oxide thickness Ty, and junction depth X;, the simulator outputs
“fatal error” and quits the simulation if the users input any parameters outside
the specified range, as listed in Table 11.2.1. For other parameters such as A,
A,, etc., the simulator outputs a“warning” message if some unsuitable param-
eters are detected, and also the simulator sets clamping values for those
parameters, as shown in Table 11.2.2.
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Table 11.2.1. Conditions of fatal errors for some parameters

Conditions Temperature dependence Size Dependence

Npx<-Leg No Yes (all)
Tox<0 No No
TOXMSO No No
Ncg<0 No Yes
X0 No Yes
Dyry<0 No Yes
Dyryw<0 No Yes

Wy=-W, (DC) No Yes (all)
Dgyp<0 No Yes

B;=-W, DC) No Yes (all)
Ugtemp<0 Yes Yes
Dgr74<0 No Yes
Vsattemp<O Yes Yes
Pcrpms0 No Yes
Dpoyr<0 No Yes
W, <0 No Yes
L,4<0 No Yes
Nsyp<0 No Yes
Ngare<0 No Yes
Ngarg>1 x10¥cm™ No Yes
Crc<0 No Yes
Iy7p<0 No No

Table 11.2.2. Conditions of war ning messages with clamping of some parameters

Conditions Clamping Temperature | Size Depen- Bypass
Dependence dence
A5<0.01 Ay=0,01 No Yes Yes
Ap>l Ay=1,A,=0 No Yes Yes
Rpsw<0 Rpsw=0, Yes Yes Yes
R;=0

0<R ;,<0.001 R;=0 Yes Yes Yes
Cipp<0 Cipo =0 No No Yes
CGSO<0 CGSO =0 No No Yes
CGBO<O CGBO =0 No No Yes
Pp<0.1 Pp=0.1 No No No
PBSW<O'1 PBSW =().1 No No No
PBSWG <0.1 PBSWG =0.1 No No No
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Table 11.2.3 lists the parameters for which the model outputs warning mes-
sages only (no clamping) if they are in the value region shown in the table.
The checking of some parameters in Table 11.2 and 11.2.3 can be turned off or
on by setting the model parameter paramChk=0 or 1.

Table 11.2.3 Conditions of warning message only for some parameters

Conditions Temperature Size Dependence Bypass
Dependence
Npx<0 No Yes Yes
Tox<1x107 m No No Yes
N¢g=1x10Pcm™ No Yes Yes
Ny 21x10% em™ No Yes Yes
Ngypsix10¥em No Yes Yes
Ngyp 21x10* cm™ No Yes Yes
11x107/ No Yes (all) Yes
(W,#DC)+W()[>10
Dyrg<0 No Yes Yes
|Bo/ No Yes (all) Yes
(W,5DC)+B)|>10
Nracror<0 No Yes Yes
Cpsc<0 No Yes Yes
Cpscp<0 No Yes Yes
Eq <0 No Yes Yes
vsar<1x10°m Yes Yes Yes
Legr<5x108m No Yes Yes
Wer<1x107m No Yes Yes
Ppiprci<0 No Yes Yes
Ppipr2<0 No Yes Yes
Ngarg>0 but No Yes Yes
Ngareslixl 03cm™
Pgcgp2 <0 No Yes No
MOIN <5.00r MOIN No Yes No
>25.0
Acpg<0.4orAcpg No Yes No
>1.6
Norpp <0.1 or No Yes No
Nopp>4.0
Vorrcv<-0.5 or No Yes No
Vorrcy>0.5
Pp< Wy’ No No No
Po<Wes’ No No No
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11.3 Testing of Model Implementation

To check the general robustness and performance of BSIM3v3.1 in circuit
simulation, two sets of benchmark tests have been performed. One set of tests
was performed with both BSIM3v3.0 and BSIM3v3.1 to check the improve-
ment of model implementation in BSIM3v3.1 and the closeness of
BSIM3v3.1 to BSIM3v3.0, using the same parameter set. In BSIM3v3.0, no
smoothing functions were used in the implementation, and no considerations
were given for problems such as divide-by-zero. In BSIM3v3.1, al consider-
ations discussed in section 11.2 have been incorporated. Another set of tests
was performed with BSIM3v3 and previous BSIM models to compare the
simulation efficiency and convergence performance. SPICE3f5 and SPEC-
TRE were used in this comparison.

4.5
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Fig. 11.3.1 Waveform of a 4 bit multiplier simulated with BSIM3v3.0 and
BSIM3v3.1. The smoothing functions in BSIM3v3.1 did not ater the simulation
results significantly.

The SPICE3f5 simulation results with BSIM3v3.1 and BSIM3v3.0 for two
circuits are shown in Figs 11.3.1 and 11.3.2. The circuit simulated in Fig.
11.3.1isa4 bit multiplier. The circuit simulated in Fig 11.3.2 is a 204 stage
ring oscillator. The parameter set used in the simulation is extracted from a
commercial CMOS technology. It can be seen that curves from BSIM3v3.1
and BSIM3v3.0 coincide with each other, meaning that the smoothing func-
tions did not alter the results significantly. The simulation performance of
these two circuits with BSIM3v3.1 and BSIM3v3.0 is summarized in Table
11.3.1. Compared with the results from BSIM3v3.0, BSIM3v3.1 can reduce
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the iteration number and CPU time. This can be a significant advantage of
BSIM3v3.1 (and higher versions) when simulating circuits that have converge
problems.

4.5
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Fig. 11.3.2 Simulation results using BSIM3v3.0 and BSIM3v3.1 for a 204-stage ring
oscillator.

The comparisons between BSIM3v3.1 and earlier BSIM models are aso
givenin Table 11.3.1. The results simulated by BSIM1, BSIM2, BSIM3v3.0,
and BSIM3v3.1 for 9 circuits are listed. According to these test results, the
smulation time (and hence the time/iteration) of BSIM3v3.1 for some circuits
may be longer than previous BSIM models because of the complex smoothing
functions that may be used heavily during the iterations. However, the conver-
gence performance has been improved since the iteration number is reduced.
The iteration number is avery important measure for the quality of amodel in
the circuit simulation. Thisimplies that BSIM3v3.1 may be superior in simu-
lating more complex circuits.

Table 11.3.1 Simulation results of BSIM models with Spectre

Circuit Number of Model Number of CPU Time Time/per
MOSFET Iteration (9 iterarion
Ring Oscil- 812 BSIM1 6237 1285 0.206
lator
BSIM2 6929 1738 0.205
BSIM3v3.0 5237 1185 0.226
BSIM3v3.1 5160 1108 0.214
ASIC- 1311 BSIM1 1087 218 0.201
DRAM
BSIM2 1469 326 0.257
BSIM3v3.0 1038 281 0.271
BSIM3v3.1 1032 244 0.236
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Circuit Number of Model Number of CPU Time Time/per
MOSFET Iteration (9 iteration
4bit Multi- 782 BSIM1 1054 134 0.127
plier
BSIM2 1167 222 0.140
BSIM3v3.0 | 835 159 0.190
BSIM3v3.1 835 136 0.163
8bit Multi- 2492 BSIM1 1735 728 0.414
plier
BSIM2 1756 1212 0.466
BSIM3v3.0 | 1234 627 0.508
BSIM3v3.1 1226 582 0.475
16bit Multi- | 8340 BSIM1 2942 4469 1.52
plier
BSIM2 3095 8081 1.60
BSIM3v3.0 | 1851 3506 1.89
BSIM3v3.1 | 1842 3050 1.65
24bit Multi- | 17320 BSIM1 3825 14808 3.87
plier
BSIM2 3931 22478 3.92
BSIM3v3.0 | 2626 10783 411
BSIM3v3.1 | 2626 11175 4.26
32bit Multi- | 29556 BSIM1 4773 38839 8.14
plier
BSIM2 5387 66230 8.66
BSIM3v3.0 | 3319 28186 8.49
BSIM3v3.1 | 3304 29488 8.92
SRAM1 31360 BSIM1 1794 5892 3.04
BSIM2 2025 13096 3.10
BSIM3v3.0 | 1757 7205 4.10
BSIM3v3.1 | 1706 6884 4.04
SRAM2 51196 BSIM1 1816 8294 4.56
BSIM2 2053 23988 5.26
BSIM3v3.0 | 1774 11601 6.54
BSIM3v3.1 | 1702 11159 6.56

11.4 Moddl Selectors of BSM3v3

Several model selectors are introduced in BSIM3v3 for users to select options
of the model. Besides Level (which is a model selector reserved for use by
simulator vendors), 7 model selectors are introduced in BSIM3v3. They are
mobMod, capMod, noiMod, ngsMod, Version, binUnit, and paramChk.

mobMod is a model selector for the mobility model. When mobMod =1, the
mobility model given in Eq. (4.3.5) is used. When mobMod =2, the mobility
model given in Eq. (4.3.6) is used. When mobMod =3, the mobility model
givenin Eq. (4.3.7) is used.
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Please note the different units of the parameter U in different mobility model
options. The values of U can be significantly different in magnitude in mob-
Mod =1 and 3, for example, as shown by the default values given in Appendix
A. The default value of mobMod is 1.

capMod is a capacitance model selector. When capMod=0, the BSIM1-like
long channel capacitance model is used. When capMod=1, the short channel
capacitance model is used. When capMod=2, the short channel capacitance
model With Vggetr v and Veyert (See Chapter 5) is selected. When capMod=3,
the short channel capacitance model with quantization effectsis selected. The
default value of capModis3in BSIM3v3.2.

noiMod is a noise model selector. When noiMod =1, the SPICE2 flicker and
thermal noise models are used. When noiMod=2, the BSIM 3 flicker noise and
thermal noise models are used. When noiMod=3, the BSIM3 flicker noise
model and SPICE2 therma noise model are used. When noiMod=4, the
SPICEZ2 flicker noise model and BSIM3v3 thermal noise model are used. The
default value of noiMod is 1.

ngsMod is a selector for the NQS model. When ngsMod=1, the NQS model is
activated. The default value of ngsMod is 0.

Version is a model parameter introduced in BSIM3v3 for the convenience of
simulator vendors to implement different versions of BSIM3v3, such as
BSIM3v3.0, BSIM3v3.1, and BSIM3v3.2. When Version=3.0, the
BSIM3v3.0 version is selected. When Version=3.1, the BSIM3v3.1 version is
used. When Version=3.2, the BSIM3v3.2 version is selected. The default
value of Version is 3.2.

binUnit is a bin unit selector. In general, BSIM3v3 uses MK S units for most
parameters. However, if the MKS unit is used for binning parameter calcula-
tion, the magnitude for L, W, and P dependent parameters varies greatly as
will be shown later. Therefore, binUnit is introduced so that micrometer units
can be used for Wgr and L in the binning equations.

Appendix A gives a list of al BSIM3v3 model parameters which can and can-

not be binned. All model parameters which can be binned are calculated with
the following eguation:

Pi= Pro+ PIL/ Leff + Piw | Wegr'+ P1p | (Wefr' Lefr ) (114.1)
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where W ' is the effective channel width without bias dependence.

Let us take the parameters K 1 and K, as examples to understand the above
equation. For the model parameter K;, Pjo will be K¢, P will be Lg1, P 1w
will be W (1, and P;p will be Py ;. The final value of K1 used in circuit simula-
tion will be P; calculated with Eq. (11.4.1). For the K5 case, Pjg will be K2, Py
will be Lo, Py Will be W,, and Pp will be Pi,. The find value of K, used
in circuit smulation will be P, calculated with Eq. (11.4.1).

Next we give an example to show how to use binUnit. If binUnit =1, the units
of L and Wg' used in the binning equation above have the units of
micrometers. Otherwise, they are in meters. For example, take a device with
L & =0.5um and Weg;' =10um. If binUnit= 1 and the values of the parameters
VeaT, LV gat, WV gaT, and Pvgat are 1x10 %, 1x104, 2x10%, and 3x10* for satura-

tion velocity vga, respectively. The fina value of vgat used in the simulation
is:

vear = 1x10° + 1x10%0.5 + 2x10%/10 + 3x10% /(0.5x10) = 1.2810° (m/s)

However, to get the same final value of vgat by using the meter unit for Weg’
and L & (binUnit = 0), the values of the parameters vsat, Lvsat, WvsaT, and
Pvgat should be 1x105, 1x10'2, 2x10'2, and 3x10'8, respectively. Thus,

Vsar=1x10°+1x10"%/(0.5x10"6)+2x102/(10x10)+3x1078/(0.5x 10"
6x10x10°%)=1.2810°(m/s)

The vaues for Lvgyr, Wvsa 1, and Pvgar are significantly different, in the
order of magnitude, from vsat when binUnit=0, but they are of the same
order when binUnit =1. The default value of binUnitis 1.

paramChk is a selector to determine whether the pre-checking of some
parameters is to be performed. When paramChk is 0, the pre-checking of
some parameters listed in Table 11.2.2 and 11.2.3 is bypassed. The default
value of paramChk is 1.

11.5 Helpful Hints

1. V4, implementation
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Depending on the model parameters provided in the model card by the user,
the threshold voltage Vi, may be calculated in different ways. If Vg, K1,
and K, are given, the calculation of Vi, follows Eq. (3.4.25). If V1o or Ky
and K are not given, the calculation of Vy, becomes alittle complex. If V1o
is not specified and K is specified in the model parameters, Vy, is calcul ated
using the following:

VTHO = VFB + s + K10X\[¢s (11.5.1)

where Vg =-1.0 if not specified as an input model parameter, and

Nc
¢s =2vr ln( n_" ) (115.2)
i

Please note that v¢ and n; are calculated at T youm, as aready discussed in
Chapter 8.

If K1 and K5 are not given, but y; and y, are given, they are calculated using
Ki=y2-2K2\/¢s~Vem (12.5.3)

Ky _Y1™ Y2)(és —VBx — o)
20 (/o —VBr — \Jgu) + Vo (115.4)

where V gy isthe body bias at which the width of the depletion region equals
the doping depth X in the channel. Vg, is the maximum applied body bias.

If y; isnot given, it is calculated using

3 v2g€ ;NcH

Y= (11.5.5)
Cax
If y, is not given, it is calculated using
,/2 e,N

C

ox

if y, isgiven, but Ny isnot given, N¢y is caculated from:
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(11.5.7)

If both y; and Ny are not given, Ny defaults tol.7x10%3m3 and v is calcu-
lated from Ncp.

2. The default calculation of Vgy and Vg,

If Vgx is not given, it is calculated using

gNceXT 2

Vpx =¢s— e

si (11.5.8)

where XB is the effective doping depth in the channel with a default value of
1.55x10°" m.

Var = woln(l—v—cijz\—”-’i) (115.9)

ni

where Npg=1x102%cm3

3. The difference between Vg in |-V model and v, in C-V model

The expression for the flat-band voltage may be different in the 1-V model and
the C-V model in order to increase the model flexibility. Because the flat-band
voltage in compact modeling, unlike the threshold voltage, is not directly

extracted from the measured data, using different parameters for the flat-band
voltage may help to improve the accuracy of both the I-V and C-V models.

In the 1-V model, the parameter for the flat-band voltage is Vg, which

becomes a user input parameter in BSIM3v3.2. If it is not given, it is calcu-
lated using the following equation if V¢ is specified

VFB =VTHO — ¢s — K10X [ ¢s (11.5.10)
Otherwise, VFB =-1.

In the C-V models of BSIM3v3, the parameter for the flat-band voltage is
Vegcev (capMod=0) or v, (capMod =1, 2, or 3). For capMod=0, Vegcy is a
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user-defined model parameter. When capMod isset to 1, 2, or 3, vy, is calcu-
lated according to the following equations.

For capMod =2, if Version <3.2, v, is calculated from

b = Vi — s — K10X [ ¢s — Viseff (11.5.11)
where Vi, is calculated with Eq. (3.4.25) including the bias dependence.

For capMod=1 or 3, or capMod=2 with Version=3.2, v¢, is calculated by

Vo = Vin'—@s — K10X | ¢os — Vbseff (11512)

where Vi, is calculated using the threshold voltage expression without the
bias dependence:

Nix

Tox
Leﬁr '

Wegr +Wo

Vin' = Vo + K10x ( 1+ os

—1] s+ K3

— Dvro| exp(—DvrI Lﬁ) +2exp(=Dvrr ﬂ))(VBI —¢s)
210 0

Wefr' Legp Weg' Legr

Y+ 2 exp(—Dvriw )
w0

- DVTOW(EXP(—DVHW )(VBI —s)

(11.5.13)

where [t0 and Itwo are given in Chapter 3.

4. The default calculation of overlap capacitance

If Cgso is not given in the model card, but Dy ¢ isgiven and D >0, Cggg i
calculated with

Ceso = DicCoxCast (115.149)
If Cgso, given in Eq. (11.5.144), is negative,
Ceso0™0 (11.5.14b)

If Cggo isnot given in the model card and D| - is not given or is negative,
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CGSO =0.6 XJ COX (11.5.14C)

Similarly, if Cgpg isnot given in the model card but D¢ is given and posi-
tive, Cgpo is calculated with

Cepo=DLcCoxCopL (11.5.153)
If Copo, givenin Eq. (11.5.15a), is negative,
Cepo=0 (11.5.15h)

If Cgpo isnot given in the model card and D ¢ is not given or is negative,

Capo = 0.6 X,Cox (11.5.15¢)

If Cg isnot given,

2€,, 4x1077
Cr = ln(l + ) (11.5.16)

T Tox
5. Understanding the Toy), parameter

In BSIM3v3.2, the Toxy parameter is introduced to account for the oxide
thickness dependence of the threshold voltage while keeping the backward
compatibility with previous versions of BSIM3v3. Toxy IS the gate oxide
thickness at which the parameters are extracted as a nomina value of Tyy.
This parameter is useful if users wish to use the BSIM3v3 model to predict
the statistical behavior of circuits.

6. The units of some parameters in the simulation

Because of historical reasons, some users like to use the CGS system for the
units of some parameters such as mobility and doping concentration. Unit
conversion has been provided in the BSIM3v3 model implementation for
some parameters such as the doping concentration in the channel and gate,
and the mobility parameter [g. The model parameter Ny and Ngate can be
entered either inm orincm™, and Mo can be given the values either in cm?!
Vs or maVs. Similarly for the corresponding binning parameters, they can
also be entered in units composed of either m or cm. However, the parameter
Nsyg must be entered in cm™ unit.



324 CHAPTER 11 BSIM3v3 Model Implementation

7. The difference between Wi and W' in the |-V model

Wet given in Eq. (4.8.3) is the complete equation of the effective channel
width with bias dependence, while Wt given in Eq. (4.8.6) can be considered
as the effective channel width without bias dependence. W' is used in the
calculation of the threshold voltage, Rys, Apuik. junction capacitance, etc. West
is used in the calculation of I-V (Eq. (4.6.2)), Vgsat (EQ. (4.6.10)), and Vpgat
(Eq. (4.6.4)).

8. The activation of the substrate current in the model

In the model implementation, no selector for the substrate current is used. The
substrate current calculation is activated if the parameters A pyao Of BeTtao
have avalue larger than zero given in the model card.

9 The activation of polysilicon gate depletion

Similarly, no model selector for polysilicon gate depletion is used in the
BSIM3v3 implementation. The polysilicon gate depletion effect is activated
when N a1 With the value of larger than 1x10™® but less than 1x10%°cm 3 is
given if Vg islarger than v +@x. Inthat case, all Vys in the model equations
will be replaced by Vgs eff:

Ves e =VFB+ ¢, +

2
9¢ . NGATET Gy fraZeeles "V =00 | (11517)
ez qes,»NGATETOZX

ox

It should be pointed out that the s ff given in Eq. (11.5.17) is used in the

calculation of the polysilicon gate depletion effect for both |-V and C-V mod-
els.
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CHAPTER 12 M Odel TeS“ ng

The genera requirements for a MOSFET model include robustness, accuracy,
and scalability [12.1-12.8]. In the past two decades, many MOSFET models
have been developed by different companies and universities [12.9-12.17].
Recently, the need for a good standard model has been widely recognized.
The Compact Model Council (CMC) [12.5] and the semiconductor industry in
general are making efforts towards MOSFET model standardization [12.3-
12.8]. In order to objectively study the model performance, CMC proposed a
comprehensive set of tests to evaluate the models both qualitatively and quan-
titatively. The tests were compiled by experts in the modeling and circuit
design fields [12.1, 12.2, 12.5]. These tests can identify certain problems and
flaws of the models so that the users can be aware of the weaknesses of the
models, and model developers can have guidance for future model develop-
ment or improvement.

In this chapter, we discuss the benchmarking tests for qualifying a compact
model for use in circuit design.

12.1 Requirements for a MOSFET Model in Circuit
Smulation

Basically, a MOSFET model should meet the following criteria [12.1, 12.2,
12.5]:
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(1) It should include most or all of the important physical effects in modern
MOSFETSs.

(2) The model should meet the requirements for accuracy and continuity of
the |-V equations and charge conservation.

(3) It should give accurate values and ensure the continuity (with respect to
any terminal voltage) of all small signal quantities such as transconductance
Om» 9mb- Jgs and all capacitances.

(4) It should ensure the continuity of g/l 4, an important quantity for analog
circuit design, when Vgsisvaried.

(5) It should give good results even when the device operates non-quasi-stati-
cally, or at least it should degrade gracefully for such operation, as frequency
is increased.

(6) It should give accurate predictions for both thermal and 1/f noise in the tri-
ode and saturation regions.

(7) 1t should meet the above requirement over the weak, moderate and strong
inversion regions, including V, ¢#0.

(8) It should meet all of the above requirements over the temperature range of
interest.

(9) It should ensure the symmetry of model at Vys=0 if the device itself is
symmetric.

(20) It should pass the Gummel slope ratio test and the treetop curve test
[12.5].

(12) It should do all of the above for any combination of channel width and
length.

(12) One set of model parameters should be sufficient for all device channel
lengths and widths.

(13) The model should provide warning or stop the simulation when the
model is used outside its limits of validity.
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(14) It should have as few parameters as possible, and those parameters
should be linked as closely as possible to the device and process parameters.

(15) It should be conducive to an efficient parameter extraction method.

(16) It should be compact and computationally efficient.

12.2 Benchmark Tests

To examine the model behavior according to the above criteria, a series of
benchmark tests have been suggested by the Compact Model Council
[12.2,12.5]. They can be divided into two categories, qualitative and quantita-
tive tests [12.2, 12.5]. The purpose of the qualitative tests is to check the gen-
eral behavior of a model without comparison to the experimental data. The
purpose of the quantitative tests is to check the accuracy and scalability of the
model against measured data.

1. Qualitative tests:

The Compact Model Council suggested a set of qualitative tests for the |-V
model [12.2, 12.5], but some of them are similar to each other, and some of
them can be better classified as quantitative tests. Here, we list 15 qualitative
tests with discussions of 8 of them.

(1) Triode-to-saturation characteristics (around Vi) of 145 and gqs [12.2,12.5]

Thistest checks the output characteristics of amodel in the region around Vi,
for devices with different WL ratios such as wide/long and wide/short. The
bias conditions are Vps =0 and Vipg=-V gq, Vgs=V th-AV, Vi, and Vip +AV, where
AVis asmall voltage increment such as 0.15V. Vygis swept from 0 to Vg in
0.05 volt steps. Both | 45 and ggs (output conductance) are plotted on both lin-
ear and logarithmic scales. A good model should show smooth transitions
from the triode to saturation region. Negative gqsshould not be seen in any
region, nor should there be any kinks, glitches, or discontinuities.

(2) Triode-to-saturation characteristics (in strong inversion) of lgs and gds

This test checks the output characteristics of a model in the strong inversion
region for devices with different W/L ratios such as wide/long and wide/short.
The bias conditions are V,s=0 and Vps=-Vqq, with at least 3 values of Vs
equally spaced between some voltage (higher than Vin) and Vyq, and Vygi's
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swept from O to Vg in 0.05 volt steps. Both I4s and gyg(output conductance)
are plotted on linear and logarithmic scales. A good model should show
smooth transitions from the triode to saturation region. Negative g4 should
not be seen in any region, nor should there be any kinks, glitches, or disconti-
nuities.

(3) Strong inversion characteristicsin alinear plot of 1§ and gy, [12.2, 12.5]

This test checks strong inversion characteristics of a model for devices with
different WL ratios. The bias conditions are afixed Vgg such as 0.1V and sev-
eral Vps such as0, -Vyq/2, and -V4q. Vgs is swept from 0 to Viyq in small steps
such as 0.05V. Both I§ and g, should be plotted on a linear coordinate. A
good model will show smooth transition from below to above threshold with
no kinks, glitches, or discontinuities.

(4) Subthreshold characteristics on a logarithmic scale, Log(lq) and Log(gm)
[12.2, 12.5]

Similar to the above test, this test checks subthreshold characteristics of the
model for devices with different W/L ratios. The test conditions areVys= Vg,
Vsb =0, -Vgq/2, and -Vyq, and Vgsswept from 0 toVyg in small voltage steps.
Both 14 and g,,, should be plotted on a logarithmic coordinate. A good model
will show smooth transition from below to above threshold with no kinks,
glitches, or discontinuities.

(5) 9y characteristics [12.1, 12.2, 12.5]

This test plots the transconductance-current ratio, gm/lg (@n important quantity
for analog circuit design), versusVgs or Log(lg). A good model will show
smooth transition from below to above threshold with no kinks, glitches, or
discontinuities. Theg/lq peaksin the subthreshold region, but is not exactly
constant in this region.

(6) Gummel symmetry test [12.2, 12.5]

This test is to check the symmetry of a model at V3s=0. 14 must be an odd
function of Vy, that islq(Vy)=-14(-Vx) must hold if the device is symmetric. By
plotting go=dl4/dVy, both on alarge scale and on a fine grid about Vx =0, the
symmetry can be examined. A model failsthistest if there is discontinuity in
the derivative of the curve of go a V4, =0. A model passes this test if g, varies
smoothly and continually from negative to positive \, with a slope of zero at
V, =0.

(7) Gummel slope ratio test [12.2, 12.5]
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Asymptotic behavior for low 5 operation can be well approximated by sim-
ple theoretical models. This leads to a simple and useful aid to evaluate
whether a MOSFET model exhibits the correct behavior. The Gummel slope
ratio test can be described in the following way. Consider two points,
11=Id(de=V]) and Ifld(de=V2) for two small val UeSV1 and V2 of Vib and
Vsb =0.

Typicaly, these two points are the first two non-zero points on an output
curve. The slope ratio S is defined as: S,=[(I,+I )V -V V-1 )V +V )]
and is the ratio of the slope of the line through the origin and the midpoint of
the line connecting (V4, I1) and (V5, |) to the slope of the line joining (V4, I1)
and (Vy, Ip). For large Vip, the transistor is biased in the triode, or linear,
region, and | 4 is close to linear in Vi, s0 Sy should approach unity. For small
Vgb in subthreshold region, Iq is nearly proportional to 1-exp(- Vys/Vt), wherey;
is the thermal voltage. S; should thus reach an asymptote that is determined by
the temperature and the values of V4 andV,. A model passes this test if it
approaches the expected asymptotes. A model fails this test if it does not
approach the asymptotes, and if it displays kinks and glitchesinthe S; curve.

(8) Gummel treetop curve test [12.2, 12.5]

The subthreshold slope is an important parameter of a MOSFET, and lends
itself for testing asymptotic behavior of MOSFET models. This test examines
how a model agrees with the expected theoretical behavior. For a long channel
MOSFET with a uniformly doped substrate, to a good approximation, gm/ly of
a model should asymptotically reach a value that depends on ng in subthresh-
old operation. For large Vgp this value approaches 1/nvt, where v, is the ther-
mal voltage and n>1 is the subthreshold swing ideality factor. A model passes
thistest if it closely follows the treetop curve for subthreshold operation, and
if it does not display any kinks or glitches.

(9) Additional qualitative tests:
Besides those discussed above, 7 additional qualitative tests are suggested.
(@ The Vih-L test. Examine whether the model can describe the short channel

effects such as DIBL and Vi roll-off by checking the characteristics of thresh-
old voltage versus device channel lengths.

(b) The Vin-W test. Examine whether the model can describe the narrow width
effects by checking the characteristics of threshold voltage versus device
channel widths.
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(c) Thel ygat -L test. Examine whether the model can predict the saturation cur-
rent, a very important parameter in circuit design and statistical modeling, by
checking the characteristics of the saturation current versus the device chan-
nel lengths.

(d) Thermal noise test. Examine whether the model can predict the thermal
noise characteristics correctly by simulating the thermal noise at a frequency
low enough to avoid any influence from the capacitances [12.2].

(e) Flicker noise test. Test if the model can predict the flicker noise reasonably
by checking the scalahility of the noise model versus geometry at frequencies
where the 1/f noise is dominant [12.2].

(f) High frequency AC test. Test if the model can describe the NQS effect by
checking the AC frequency response of the drain current in a wide frequency
range up to the GHz regime [12.2].

(g) Capacitance characteristics test. Examine if the capacitance model shows
reasonable behavior by plotting the capacitance characteristics versus Vs at a
fixed V45 and Vs, and versus Vs at afixed Vgsand Vis.

2. Quantitative tests:

In readlity, all of the qualitative tests discussed above can be also used as quan-
titative tests as long as measurement data is available. Here, we list the basic
guantitative tests for the |-V model:

(1) Triode-saturation characteristics of |ggand gqg versus Vys(around Vin)

(2) Triode-saturation characteristics of |45 and ggg versus'Vyg in strong inver-
sion

(3) Strong inversion characteristics of Iqsand gm in both linear and saturation
regions

(4) Subthreshold characteristics of Log(lgs) and Log(gpy in both linear and
saturation regions

(5) ogm/lgs characteristics at different Vg, and different Vi

(6) Characteristics of Vi, versus channel length at different Vj,g
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(7) Characteristics of Vi, versus channel width at different Vg

(8) Saturation current lgsat versus channel length at different Vo

12.3 Benchmark Test Results

BSIM3v3 has been examined extensively with the above quantitative and
gualitative tests by both model developers and users [12.18-12.22]. We show
some test results here to further clarify the tests.

The MOSFETs used in the tests are from 4 different CM OS technol ogies with
Tox Of 12.8nm, 11nm, 9nm, and 6.5 nm. The device geometry ranges from
0.25um to 6um for channel length, and from 0.6um to 20um for the width.
The BSIMPro model parameter extractor [12.23] is used to extract the model
parameters for the quantitative tests and to plot the results. Unless otherwise
indicated in the figures, symbols represent measured data and solid lines rep-
resent the BSM3v3 model.

(1) Triode-to-saturation characteristics (around V;ppoint) of | gysand ggs[12.2,
12.5]

The device threshold voltage is 0.35V at V=0V, and 0.54V at Vj,s=-1V. Four
different gate biases are used from 0.1-0.7 V (with 0.2V steps) to ensure that
the device can work in the moderate inversion region at both V 50 and -1V.
Fig. 12.3.1 gives the ggs-Vgs Characteristics of the device with Wgrawn/Ldrawn
of 6um/0.25 pmat V=0V in linear scale. A good and smooth fit of gyscan be
seen.

To examine the model continuity, Figs. 12.3.2 and 12.3.3 show the lg5-Vjs
and gy.-VysCharacteristics of the same device at V=0V in logarithmic scale.
The results show that the model can describe the current and conductance
characteristics continuously and smoothly from the linear to saturation
regions in the moderate inversion regime.

Furthermore, Fig. 12.3.4 gives the comparison of BSIM3v2 and BSIM3v3. It

can be seen that BSIM3v3 has removed the negative conductance problemsin
BSIM3v2 [12.24, 12.25]. To test the model behavior with body bias, Figs

12.35 and 12.3.6 show the lqs-Vys and ggs-Vgs Characteristics of the same

device at Vs=-1V in logarithmic scale. Again, the model can match the mea-
sured data for both current and conductance, and is smooth from the linear to

saturation regions.
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(2) Triode-to-saturation characteristics (in strong inversion) of 1ysand gqs

The modeled and measured |4s-Vys characteristics in the strong inversion
region are shown in Fig. 12.3.7 for a device with Wiy awn/Ldr awn=101m/0.4pum
at different Vg bias conditions. It can be seenin Fig. 12.3.7 that the model can
fit the measured data well over the whole operation range, and the maximum
error is 1.84%.

The characteristics of drain output conductance gqs and resistance Ryt are
shown in Figs. 12.3.8 and 12.3.9 respectively for a device with Wy;awn
Ldrawn=10pum/0.4um. A very good and smooth fit of ggscan be seen in Fig.
12.3.8. Furthermore, in Fig. 12.3.9, the model can describe the Ryt character-
istics well in different gate bias conditions, which is a special feature of the
BSIM3v3 model [12.24, 12.26].

(3) Strong inversion characteristics, |4 and gm [12.2, 12.5]

Fig.12.3.10 shows the |4s- Vs characteristics of a device with Wyrawn
Ldrawn=20um/0.4um at Vgs=50mV and different body biasesin linear scale. A
good fit can be observed between the measured data and model results. The
figure shows that the model can describe the current characteristics at differ-
ent bias condition satisfactorily. Fig. 12.3.11 gives the Qm'Vgs characteristics
of a device with W grawn /Larawn=20pum/0.4um at different Vpgconditions in
linear scale. The model can match the measured data well.

(4) Subthreshold characteristics, Log(l4) and Log(g,,) [12.2, 12.5]

Figs. 12.3.12 and 12.3.13 show the characteristics of 1¢sVgs and Im-\gs Of &
device with Wgrawn /Ldrawn=20um/0.4um at Vys=50mV and different body
biases in logarithmic scale. It can be seen that the model can fit the measured
data very well in the subthreshold regime and guarantee a continuous and
smooth transition from the subthreshold to strong inversion regimes.

(5) gmllg charecteristics [12.1, 12.2, 12.5]

As discussed in [12.1], gm/l gs characteristic of the model is a very important
aspect of a model used in analog circuit design. It can be seen from Figs.
12.3.14 and 12.3.15 that the model produces smooth g/l 45 characteristics and
fit the data well at different Vysand Vs bias conditions. A further test of the
Om /lgscharacteristic of the model will be described in the Gummel slope ratio
test.

(6) Gummel symmetry test [12.2, 12.5]
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The results of the Gummel symmetry test are given in Figs. 12.3.16, 12.3.17,
and 12.3.18 to show the model behavior clearly in different operation
regimes. All of the simulations are performed using Berkeley SPICE3e2 with
the netlist provided by the Compact Model Council [12.5]. Fig. 12.3.16 gives
the test results in the subthreshold region, and showsthat g, of the model is
symmetrical at Vgs=0. It is well known that the |-V characteristics of the
model is also symmetric, but is not shown here. The test results of the model
in strong inversion are given in Figs. 12.3.17 and 12.3.18, with different gate
bias conditions. Fig. 12.3.17 shows the model performance in the strong
inversion region using large gate voltage steps to show the model behavior
over the entire bias range. Fig. 12.3.18 shows the model performance in the
strong inversion region with small gate voltage steps to observe the model
symmetry more clearly. Both results shows that the model can guarantee the
symmetry of current and ggs at Vys=0.

(7) Gummel slope ratio test [12.2, 12.5]

Fig. 12.3.19 gives the results of the Gummel slope ratio test for devices with
W/L=10pm/10pum and 10pm/0.5pum at V1=0.01V and V,=0.02V respectively.
Sy, defined earlier, should reach 1.31 for small Vgs in the subthreshold region,
and approaches 1 as Vs increases in strong inversion. As shown in Fig.
12.3.19, the S characteristics of long channel devices can indeed tend to 1.31
approximately in the subthreshold region and becomes 1 when Vys increases
in strong inversion. Since this test is mainly to examine if the model can fol-
low the fundamental device physics, that is, the 1-exp(-Vys/vi) behavior in
subthreshold, it demonstrates that the I-V model in BSIM3v3 is physics-based
in subthreshold region.

(8) Gummel treetop curvetest [12.2, 12.5]

Fig. 12.3.20 shows the Gummel treetop curves generated by BSIM3v3 for a
device of WIL=10pmy/10um. The diode current has been turned off and the
value of Gy has been reduced in the simulation to eliminate their influence
on the test results. It can be seen that the gm/lg curves simulated by the model
can follow the so called treetop asymptotic behaviors. No kinks and glitches
are observed.

(9) Additional quantitative tests:

Figs. 12.3.21 and 12.3.22 shows the measured and modeled threshold voltage
characteristics for devices with different channel lengths and widths. It can be
seen that the short channel and narrow width effects can be well described by
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the model at different body biases. Some verification results on the threshold
voltage are given in section 3.5.

The saturation current (l4t) VS. device channel length is given in Fig.12.3.23,

which shows that |45, Can be described accurately by the model at different
gate biases.

In Figs. 12.3.24, 12.3.25, and 12.3.26, |45V g | gs-Vgs @ 9gs-Vys Characteris-

tics of devices of different W/L are shown. The maximum error in |gs 8Cross

different device geometries is less than 5%. Only one set of models parame-
tersisused for al the Wsand L's.

Detailed test results on the temperature effect are given in Chapter 9. The test
results on the NQS model are given in Chapter 10.

VoS (V) =
v 0.10
\ 0.30
b ; ; 050
. : ; : ; a.7s
1173 \\ : . v .
§
i
87884 \

Fig. 12.3.1 Measured (symbols) and modeled (lines) gqs-V s Characteristics of a

device with W awn/L drawn=6Mm/0.25um at different gate voltages near V;, and
Vs =0V.
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Fig. 12.3.2 Measured (symbols) and modeled (lines) Iy -V4s Characteristics (in loga-
rithmic scale) of a device with Wy 5 /Lgrawn =6MM/0.25um at different gate voltages

near Vi, and Vg =0V.
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Fig. 12.3.3 Measured and modeled g4 -V characteristics (in logarithmic scale) of a

device with Wyraun/Ldrawn =6HM/0.25um at different gate voltages near Vih and

Vbs :OV
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5] Tox=9nm BSIM3v3
5x10 - Vbs=0V

0.6y

00 02 04 06 08 10
Vds (V)

Fig. 12.3.4 BSIM3v3 removes the negative conductance that existed in BSIM3v2.

Fig. 12.3.5 Measured and modeled |45-Vys Characteristics (in logarithmic scale) of a
device with Wgrawn /L gy qun =6HNM0.25um at different gate voltages near Vi, and V=
V.
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Fig. 12.3.6 Measured and modeled g4 -Vys characteristics (in logarithmic scale) of a
device with Werawn /L grawn =61mM/0.25um at different gate voltages near Vy, and V=
1v.
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Fig. 12.3.7 Measured and modeled Iys-Vys characteristics of device with Werawn/
Lgrawn =10um/0.4um at different gate voltages. After Cheng et a. [12.12].
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WA=10.000.4, Te27*C, VB= 0 V

SDKVD (10" mno)

Fig. 12.3.8 Measured and modeled gy-Vys characteristics of a device with W,/

Lgrawn =10um/0.4pum at different gate voltages. After Cheng et al. [12.12].

WAL=10.0/0.4, Te27°C, VB= 0 V

Fig. 12.3.9 Measured and modeled Ryyt-Vgs characteristics of a device with Wy, ./
Lgrawn=10um/0.4umat different gate voltages. After Cheng et al. [12.12].
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WA=20.0/0.4, T=27°C, VD= .08 V

D (xi0%)

Fig. 12.3.10 Measured and modeled | dsVgs characteristics (in linear scale) of a
device with Wy, qun/ Larawn =20 Um/0.4 um at V 4s=50mV and different body hiases, V.

After Cheng et a. [12.12].

AIOKIVG (x10 bmbro)

Fig. 12.3.11 Measured and simulated transconductance g, versus the gate bias, V ¢
W grawn/ Ldrawn =20 pm/0.4 pm at \,;=50mV and different body biases, V. After

Cheng et a. [12.12].
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W/L=20.0/0.4, T=27°C, VD= .08 V

Log D)

Fig. 12.3.12 Measured and modeled | 4s-Vgs characteristics (in logarithmic scale).
W grawn / Larawn =20 Hm/0.4um at V , .=50mV and different body biases, V. After

Cheng et al. [12.12].

W/L=20.0/0.4, Tud7°C, VD= .08 V

13

Bk

¥

Log dIAVG fmko)

2 am "

Fig. 12.3.13 Measured (symbols) and simulated (lines) transconductance g, versus
the gate hias V in logarithmic scale. Werawn/Lrawn =20 pm/0.4 imat V 4s=50mV and
several body biases Vs . After Cheng et al. [12.12].
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Fig. 12.3.14 Measured (symbols) and modeled (lines) g,/ as'V gCharacteristics of a

device with W g, aun /L dr awn =20um/0.5pm at different drain voltages. After Cheng et
a.[12.12].
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Fig. 12.3.15 Measured (symbols) and modeled (lines) g,/l4s-Vgs characteristics of a

device with W g, aun /L gr awn =20Um/0.5um &t several body bias voltages. After Cheng
et a. [12.12].
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WiL=10/0.5
6E+11 +
Vgs=0.4V

) 4E+11
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2E+11 Vgs=0.8V

Vgs=1.2Vv
OE00
-1.0 -0.5 0.0 05 1.0
Vx (V)

Fig. 12.3.16 Results of the Gummel symmetry test for a device with W/L=10pnm/
0.5umin the regions from subthreshold to strong inversion.

Gx (Mho)

Fig. 12.3.17 Results of the Gummel symmetry test for a device with W/L=10um/
0.5umin strong inversion region and Vgs varied from 2V to 4V.
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Vgs=3.6V
e

W/L=10/0.5
Vgs=3.4V

Go (Mho)

Vx (V)

Fig. 12.3.18 Results of the Gummel symmetry test for a device with WL=210unv
0.5umin the strong inversion region with Vs varying from 3V to 3.6V.
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Fig. 12.3.19 Results of the Gummel slope ratio test for devices withw/L=10um/
0.5umand W/L=10um/10u m.
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Vds=0.01V
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Vos(V)

Fig. 12.3.20 (a) Results of the Gummel treetop curve test for a device with W/
L=10pm/20um.

N v W &
201 Vbsov WL=100.5
Vds=0.01v

-1 1 3 5 7 9
Vgs(4)

Fig. 12.3.20 (b) Results of the Gummel treetop curve test for a device with W/
L=10pm/0.5um.
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Fig. 12.3.21 Measured (symbols) and modeled (lines) threshold voltage characteris-
tics of devices with different channel lengths. After Cheng et al. [12.12].
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211 L=1.5um
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15 k Vbs=-2.5V ,:L
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Fig. 12.3.22 Measured (symbols) and (lines) modeled threshold voltage of devices
with different channel widths. After Cheng et al. [12.12].
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Fig. 12.3.23 Measured (symbols) and modeled (lines) saturation drain current of
devices with different channel lengths. After Cheng et al. [12.12].
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Fig. 12.3.24 Measured (symbols)and simulated (lines) | 4 versus V g curves of devices
of different W L. Thisis a scalability test. After Cheng et al. [12.12].
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Fig. 12.3.25 Measured (symbols) and simulated (lines) 145 versus V¢ curves of
devices of different W/L. After Cheng et a. [12.12].
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Fig. 12.3.26 Measured (symbols) and simulated (lines) g gversus V, curves of
devices of different W/L. Thisis a scalability test. After Cheng et al. [12.12].
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12.4 Helpful Hints

1. Summary of the BSIM3v3 model test results.

(1) The BSIM3v3 I-V model passes the qualitative tests discussed above and
shows smooth transitions from the triode to saturation regions, and from the
subthreshold to strong inversion regions. No negative conductance, kinks,
glitches or discontinuities are observed.

(2) It passes the treetop curve and the Gummel slope ratio tests, and demon-
strates model symmetry at the first derivative level. These results validate the
physics basis of the model in both the strong inversion and subthreshold
regions.

(3) It models the current and transconductances of the devices accurately, and
has good scalability over awide device geometry range.

(4) 1t has been tested with the measured characteristics of devices from differ-
ent sources [12.20, 12.21, 12.22].

(5) The model shows good temperature dependence up to 125°C as demon-
strated in Chapter 9.

2. Understanding some limitations and shortcomings of the present
BSIM3v3 model

As discussed above, the BSIM3v3 model is good for both digital and analog
applications. However, it still can be improved to meet even more strict
requirements. We discuss some shortcomings of the present model to make
users aware of its limitations.

(1) The 1-V model ensures the continuity and symmetry at V =0 at the first
derivative level, but fails at the second derivative level [12.27].

(2) The C-V model isnot symmetric at V 4s=0 as we have shown in Chapter 5.

(3) The bias-dependent source/drain series resistance is treated as a virtual
parameter to derive the analytical model by assuming that the device is sym-
metric. This makes it very difficult or impossible to simulate an asymmetric
device. Separate source and drain series resistances should be used in the
model.
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(4) It has been found that the velocity saturation and hot carrier effects can
influence the thermal noise characteristics significantly in short channel
devices. The present model accounts for velocity saturation only in an empiri-
cal manner and should be enhanced to improve the accuracy of the thermal
noise model.

(5) The temperature dependence of impact ionization is not included in the
present model.

(6) The present model needs to be improved to simulate the high frequency
behaviors for RF applications because it does not include the influence of
some parasitics such as the gate resistance and the substrate resistances.

3. Additional benchmark tests to validate a model

The benchmark tests discussed in this chapter can be considered the basic
tests for validating a model. They check some salient properties of the model.
However, more benchmark tests need to be developed. For example, bench-
mark tests to examine the harmonic distortion behavior of the model are
needed.
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CHAPTER 13 Moddel Parameter
Extraction

Parameter extraction is an important part of device modeling. Many different
extraction methods have been developed [13.1, 13.2]. The appropriate meth-
odology depends on the model and on the way the model will be used. In the
following sections, we discuss the parameter extraction approaches that are
often used in the semiconductor industry.

13.1 Overview of Model Parameter Extraction

There are two different optimization strategies which can be used for parame-
ter extraction: global optimization and local optimization [13.3, 13.4]. Global
optimization lets the computer find one set of parameters which best fit all the
available experimental data. Global optimization may minimize the error
between the simulation results and the available experimental data. However,
any particular parameter extracted by global optimization may not have a
close resemblance to its actual physical value. In local optimization each
parameter is extracted in a certain operation region where its corresponding
device's behavior is dominant. Parameters optimized locally may not per-
fectly fit the experimental data in all the operating regions, but they are
closely related to the physical processes at work.
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Also, there are two different strategies for extracting model parameters [13.5,
13.6]: the single device extraction strategy and the group extraction strategy.
In the single device extraction strategy, one uses the experimental data from a
single device to extract a complete set of model parameters. This strategy can
fit one device very well, but may not fit other devices with different geome-
tries. If only one channel length and width is used, parameters which are
related to channel length and channel width dependencies cannot be deter-
mined. In the group extraction method, parameters are extracted using the
experimental data from multiple devices having different W sand/or L's. This
strategy may not fit one device extremely well, but can fit many devices with
different geometries reasonably well.

Ideally, one set of model parameters should cover the whole range of device
geometries in the circuit design. However, a parameter extraction approach
called ‘binning’ has been used to improve the model accuracy for devices
with wide geometry variation. In the binning approach, the interested range of
device geometry is divided into many geometry bins, as shown in Fig. 13.1.1.
One set of model parameters is used only in each bin. Thus, depending on if
users adopt the binning approach, the model parameter extraction can be fur-
ther divided into a single-bin (or scalable) approach and a multi-bin approach.

Lmax
\%
W < - - - Wmax
Al F L ] X
Bl G| M T Y
cl v N U Z
D! I o v AA
WMIN - | > LEL K P w BB

+ LmMiN

Fig. 13.1.1 Wand L of devices are divided into different bins according to the require-
ments of the model accuracy. Ideally, only asingle bin is used.
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13.2 Parameter Extraction for BSM3v3

13.2.1 Optimization and extraction strategy

Based on the properties of the BSIM3 model, a combination of local optimi-
zation and the group device extraction strategy is the best for obtaining the
preliminary or initial parameters [13.7, 13.8]. A global optimization may then
be used to further improve the overall agreement between the model and the
measured data if necessary.

As we have discussed in the previous chapters, BSIM3v3 is a scalable model
that can cover a wide geometry range with one set of model parameters[13.9,
13.10]. It will lose this advantage if the single device extraction strategy is
used.

13.2.2 Extraction routines

1. Devices and measurements needed for parameter extraction.

For scalable model parameter extraction without using a binning approach
[13.11, 13.12], three sets of different size devices are needed to extract the
model parameters, as shown in Fig. 13.2.1. One set of devices has a fixed
channel width and different channel lengths. One set of devices has a fixed
long channel length and different channel widths. One set of devices have a
fixed shortest channel length and different channel widths.

The large size device (W>10um, L =10 um) is used to extract such parameters
as U,, Ug, and U for mobility, the long-channel device threshold voltage
V THo, and the body effect coefficients K, and K, which depend on the vertical
doping profile. One set of devices with afixed large channel width and differ-
ent channel lengths is used to extract parameters which are related to the short
channel effects. The devices having a fixed long channel length and different
channel widths are used to extract parameters which are related to narrow
width effects. The other devices with the fixed minimum channel length and
different channel widths are used to extract the model parameters for the small
size effects.

For parameter extraction using the binning approach [13.11, 13.12], more
devices will be needed as discussed later in this chapter.
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Lmax

WMN- - |- -

Fig. 13.2.1 Devices used for parameter extraction. «: devices needed for scalable
model parameter extraction; A: optional devices for parameter checking or for bin-

ning model parameter extraction.

Five sets of data are recommended to be measured for each device and saved
into different files for DC parameter extraction [13.9]:

(a) Idsvs. Vigs at different Vbsand Vds=0.05V (linear region measurement). The
measurement configuration is shown in Fig. 13.2.2.

(b) lds vs. Vds at different Vigs and Vbs=0V (linear & saturation region measure-
ments). The measurement configuration is shown in Fig. 13.2.2.

(c) lds vs. Vgs at different Vs and Vds = Maximum Vds (saturation region mea-
surement). The measurement configuration is shown in Fig. 13.2.2.

(d) lds vs. Vs at different Vgs and Vbs = Vbb (linear & saturation region mea-
surements, and [Vhblis the maximum body bias). The measurement configura-
tionisshownin Fig. 13.2.2.

(e) I'subvs. Vgs at different Vdsand Vbs = 0 and Vyp  (substrate current measure-
ments). The measurement configuration is shown in Fig. 13.2.3.
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Fig. 13.2.2 Measurement setup for lgs-Vis and | gs-Vgs characteristics of n-MOSFETS.
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Fig. 13.2.3 Substrate current measurement setup for n-MOSFETS.

2. Optimization method

The optimization process recommended for BSIM3v3 is a combination of
Newton-Raphson iteration and a linear-least-square fit with either one, two, or
three variables. The flow chart of the optimization process is shown in Fig.
13.2.4 [13.8, 13.9]. The model equation is arranged in a form suitable for
Newton-Raphson's iteration as shown in Eq. (13.2.1) [13.13]:
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Fexp (Pro, Pao, Pso) = Fom (P, PS™ , P{™ ) =

8f sim m af sim m af j
AP, AP. sim m 2.
Sp M +—8P2 2 +——_3P3 APy (132.1)

where fsim() is the function to be optimized and fexp() is the experimental
data Pig, Py, and P3q stand for the true parameter values which we are seek-
ing. P,(™, p,(M and P{™ represent the parameter values after the mth itera-
tion. We change Eqg. (13.2.1) into aform that the linear |east-square fit routine
can use (a form of y= a + bx1l + cx2), by dividing both sides of the Eq.
(13.2.1) by d fsim / dP;. After putting the experimental datainto Eqg. (13.2.1),
we find the increments of each parameter for the next iteration, AR (m) . The
parameter values for the (m+ 1)th iteration are given by

P —p(M 4 Ap(M j=1, 2,3 (13.2.2)

Initial Guess of
Parameters R

Model Equations

Linear Least Squsre
Fit Houtine

Measured Data | —————>>

AP'

TR

STOP

Fig. 13.2.4 Optimization flow for parameter extraction. After Huang et al. [13.7].
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The new parameter values will be used for the next iteration until the incre-
ments are smaller than some pre-determined values. At this point, we have
solved for our parameter values[13.7, 13.10].

3. Parameter extraction procedures

The recommended extraction routine is discussed here. In order to extract the
model parameters, some process parameters have to be provided by the users
before starting the parameter extraction. They arelisted in Table 13.2.1:

Table 13.2.1 Parameters needed for the parameter extraction

Input Parameter Names | Physical Meaning of the Input Parameter
Tox Gate oxide thickness
Nen Doping concentration in the channel
T Temperature at which the dataistaken
Lrawn Designated channel length
Wer awn Designated channel width
X, Junction Depth

DC model parameters are extracted in the following procedures as shown in
Fig. 13.2.5. The procedures are developed based on a understanding of the
model and based on the local optimization principle.

Step 1
Extracted Parameters & Fitting Target Device & Experimental Data
Data®
VTHO, K1, K2 Large Size Device (Large W & L).
Fitting Target Data: Vth(Vbs) lds vs.Vgs @ VdsVE 0.05V & Different
S
Extracted Experimental Data, \/th(V bs)

a Fitting Target Data is the experimental data that the model wants to match
by adjusting parameters.

Step 2
Extracted Parameters & Fitting Target Data Devices & Experimental Data
po,Ua, Ug,Uc Large Size Device (Large W& L).

Fitting Target Data: Strong Inversion region | ldsVvs. Vgs @ Vds=0.05V & Different
Ids (Vgs, Vbs) Vbs
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Step 3

Extracted Parameters & Fitting Target Data

Devices & Experimental Data

Ling Rus( Rpsw W, Vbs)

Fitting Target Data: Strong Inversion region
Ids(ng Vs

One Set of Devices (Large and Fixed ¥
& Different L).

14, V8. Ve @ Vg, = 0.05V & Different
Vbs

Step 4

Extracted Parameters & Fitting Target Data

Devices & Experimental Data

Wint Ry Rpsw W, V)

Fitting Target Data: Strong Inversion region
Ids(ng Vbs)

One Set of Devices (Large and Fixed L
& Different 7).

Igg vs. Vg @ Vo= 0.05V & Different
Vbx

Step 5

Extracted Parameters & Fitting Target Data

Devices & Experimental Data

Rpsw Prip Wr

Fitting Target Data: Strong Inversion region
Ras(RpswW, Vo)

One Set of Devices (Large and Fixed L
& Different ).

Iy vs. Voo @ Vo= 0.05V & Different
Ves. Ras(Rpsws W, Vi)

Step 6

Extracted Parameters & Fitting Target Data

Devices & Experimental Data

Dyrp Dyry. Dy Nix

Fitting Target Data: V,;,(V,,, L, W)

One Set of Devices (Large and Fixed W
& Different L). Viy(Vyo L, W)

Step 7

Extracted Parameters & Fitting Target Data

Devices & Experimental Data

K3 Kyp Wy

Fitting Target Data: Vi (V) L, W)

One Set of Devices (Large and Fixed L
& Different ).

ViVoe L W)

Step 8

Extracted Parameters & Fitting Target Data

Devices & Experimental Data

Dyrow Dyrwr. Dyrw:

Fitting Target Data: V,,(V,, L, W)

One Set of Devices (Small and Fixed L
& Different ).

Vil Vps: L, W)
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Step 9

Extracted Parameters & Fitting Target
Data

Devices & Experimental Data

Vorr Nrsctor Cpsc Cpsca

Fitting Target Data: Subthreshold region
1 ds(ng Vbs)

One Set of Devices (Large and Fixed W
& Different L).

L4 V. Voo @ V= 0.05V & Different Vs,

Fitting Target Data: Subthreshold region

Step 10
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Cpscp One Set of Devices (Large and Fixed W

& Different L).

Fitting Target Data: Strong Inversion
region Id.v(Vgsy Vis)

Lis(Vos Vi) Lgg vs. Vo @ Vs =V}p & Different Vi
Step 11
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Dyp One Set of Devices (Large and Fixed L

& Different W).

Ly vs. Vys @ Vs = 0.05V & Different

Fitting Target Data: [ (Ve Va/W

Ay A5 (PMOS Only)
Fitting Target Data V., (V)

Vbs
Step 12
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
veur Ag. Ags One Set of Devices (Large and Fixed W

& Different L).

145 V8. Vg @ V= 0V & Different Vy,

Fitting Target Data: Iy (Vge Vy/W

Step 13
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
B0, Bl One Set of Devices (Large and Fixed L

& Different #).

Ly v8. Vg5 @ Vps= OV & Different V,
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Fitting Target Data: Strong Inversion
region Iy(Voo, Vi

Step 14
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Dyq One Set of Devices (Large and Fixed L

& Ditfferent W).

Ids VS. Vgs @ VbS = Vbb & Different lex‘

Step 15

Extracted Parameters & Fitting Target
Data

Devices & Experimental Data

Pscper Pscpez

Fitting Target Data: R,,,(V,y, V)

One Set of Devices (Large and Fixed W
& Different L).

Lgs vs. Vs @ Vo= OV & Different V¢

Step 16

Extracted Parameters & Fitting Target
Data

Devices & Experimental Data

Pciy 6Prour Ppisrcr Ppsrca L),
Py

Fitting Target Data: R, (V.. V)

One Set of Devices (Large and Fixed W
& Different L),

Ly vs. Vs @ Vo= 0V & Different Vs

Step 17

Extracted Parameters & Fitting Target
Data

Devices & Experimental Data

Drour Ppisrcr Ppisrc:

Fitting Target Data: 8(Droyr Pprsrcr

One Set of Devices (Large and Fixed W
& Different L).

Fitting Target Data: 6Dgopr Ppiprcy
Pprprca L. Vi)

Pomica L) 9Drour Pomrcr Pomrca L
Step 18
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Ppisice One Set of Devices (Large and Fixed ¥

& Different L).

Igs vs. Vy, @ fixed V,, & Different V),
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Step 19
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Erq0 Eryp Dsyp One Set of Devices (Large and Fixed
W & Different L).
Fitting Target Data: Subthreshold region
Lis(Voo Vi) Igs vs. Vg @ Vg = Vzy & Different
Vbs
Step 20
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Kpr4 One Set of Devices (Large and Fixed
W & Different L).

Fitting Target Data: [,V Vi/W
145 vs. Vs @ Vs = Vi & Different Vi,

Step 21
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
oo, Po One Set of Devices (Large and Fixed

W & Different L).

Fitting Target Data: [, (Vo Vi)W
Loyp VS, Vgs @ Vis=Vop & Different

Vds

Fig. 13.2.5 Flow-chart of the DC model parameter extraction procedure. After Cheng
et al. [13.10].

To obtain the DC model parameters, the standard transistor test structures are
sufficient for the parameter extraction. However, to extract the model parame-
ters for the overlap and intrinsic capacitances as well as the diode model
parameters, specia device structures are needed to get the required data. For
example, to measure the perimeter and area capacitances of the source/drain
junctions, a device with alarge perimeter but a small area and a device with a
large area and a small perimeter are needed. To measure the overlap and
intrinsic capacitances, MOSFETs with very wide channels are used to facili-
tate the capacitance measurement.

The measurements required to extract the capacitance model parameters are
the following.

(a) Tota gate capacitance versus gate bias from accumulation through strong
inversion regions. The measurement configuration is shown in Fig. 13.2.6.
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(b) .Cgc capacitance versus gate yoltage fr_om strong [ n\_/ersi onto depletion
regions. The measurement configuration is shownin Fig. 13.2.7.

(c) Cgs/Cyq versus gate voltage from accumulation through depletion to strong
inversion regions. The measurement configuration isshown in Fig. 13.2.8.

(d) Cgs/Cqq capacitance versus drain voltage from linear through saturation
regions. The measurement configuration is shown in Fig. 13.2.9.

(e) Cyp capacitance versus gate voltage at different substrate voltages. The
measurement configuration is shown in Fig. 13.2.10.

HIQ f[ G

Lo o

B

Fig. 13.2.6 Measurement configuration for the gate capacitance Cqyg VvS. gate bias. Hi:
the port where AC and DC biases are applied; Lo: the port where the LCR collects the

AC current.
Lo & [ G

Hi o N

Fig. 13.2.7 Measurement configuration for the gate-to-channel capacitance, Cyc , Vs.
Vis-
gs
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o)
aQ

Hi o

o 7

Loo

_I_+

Fig. 13.2.8 Measurement configuration for the gate/source and gate/drain overlap
capacitances vs. gate bias.

G

Hi o Jv

s ﬂ? .

Lo o . }F
Iﬁ

Fig. 13.2.9 Measurement configuration for the gate/source and gate/drain overlap

capacitances vs. drain bias.

1°
\
B

D

Fig. 13.2.10 Measurement configuration for Cgp vs. gate bias.
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A flow-chart to extract the overlap and intrinsic capacitance model parame-
ters is given in Fig. 13.2.11.

Step 1
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Tox One device with large W and L;
Fitting Target Data: Cp, versus V,,
Step 2
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
DLC9CB CGSO’ cho, CGDL’ CGSL’ One set of devices with a wide chan-
Crarpi nel width and several channel
lengths;
Fitting Target Data: Overlap C,/C,4 ver-
sus Fog
Step 3
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Cie Cic One set of devices with & wide channel

width and several channel lengths;
Fitting Target Data: C,/Cpyvs Vy

Step 4
Extracted Parameters & Fitting Target Devices & Experimental Data
Data
Cyp M, Pg, Cyops Myoys Ppow One set of devices designed to sepa-
Ciswe Myswe Peswe rate area and perimeter junction capac-

itances;
Fitting Target Data: source/drain junc-
tion capacitance characteristics.

Fig. 13.2.11 Flow-chart for the extraction of the capacitance model parameters,
including the junction capacitances.

To extract the model parameters for the temperature dependencies, the mea-
surements discussed above need to be performed at several different tempera-
tures of interest. The parameter extraction for the temperature dependence
parametersis atedious but straightforward process involving the extraction of
the temperature dependent parameters with the equations given in Chapter 8.
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13.3 Binning Methodology

The parameter binning approach is supported in BSIM3v3 as an option for
users to achieve the ultimate model accuracy. The basic idea of the binning
methodology is the following. To improve the model accuracy, the device W
and L are divided into many bins as shown in Fig. 13.1.1. The minimum/max-
imum channel length Lyjn/Lmax and the minimum/maximum channel width
Whin/Wmax, as well as the bin assignment, are determined by the parameter
extraction engineer according to the anticipated applications. A different set
of model parameters is used in each bin. The numbers of bins are selected
according to the required model accuracy. Generally, more bins are assigned
to the region of short channel lengths and narrow channel widths, and less
bins are needed for the region of large channel lengths and wide channel
widths.

Most and perhaps all MOS technologies can be well modeled within the bias
and geometry range of interest without using the binning approach (with the
help of ahigh-quality parameter extraction tool and an experienced tool user).
It is recommended that the binning approach not be used unless it is abso-
lutely necessary. A single bin model is superior for statistical modeling and
for device performance optimization.

The geometry dependence given in Eq. (13.3.1) is used for the model parame-
ters that can be binned. A complete list of the model parameters that can be
binned isgivenin Appendix A.

Pi = P10 + PIL / Leff + Piw / Weff' + PIP [ (Weff' Leff) (133.)

Pio is the zero-order term of the parameter P;, P, accounts for the length
dependence, P, accounts for the width dependence, and P|p account for the
cross term dependence of both the length and width product.

To use the binning approach, more devices are needed compared with the
scalable model parameter extraction shown in Fig. 13.2.1 P, , Py and Pjp are
chosen to guarantee that the model parameters are continuous at the bound-
aries of the bins.

A general procedure to generate a library of model parameters for the binning
approach is the following:
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(a) Extract some important model parameters which cannot be binned, such as
oxide thickness and effective channel length and width.

(b) Extract a complete set of model parameters for each bin without using P, |,
Piwand P p

(c) Find Pio, Py, Pyw, and P, for each parameter to ensure the continuity of
the parameter at all bin boundaries.

13.4 Recommended Value Range of the Model
Parameters

According to the physical basis of the model, each model parameter has a
range of reasonable values. Reasonable values of parameters can be used to
initialize the parameter extraction, and can greatly help to obtain the parame-
ter set quickly, especially in the case of globa optimization. Table 13.4.1
gives the recommended ranges of the BSIM3v3 |-V model parameters.

Table 13.4.1 Recommended ranges of BSIM3v3 Model Parameters

Symbols Symbols Description Default Unit Recom-
inegua- | insource mended
tion code range of
parameters
V1Ho Vino Threshold volt- 0.7 for \Y 2~2
age @ Vps =0for nMOS
largeL. -0.7 for
Typically Vino >0 PMOS

for NMOSFET
and Vino <0 for

PMOSFET
Veg vib Flat band voltage calculated \ -2~2
K1 k1 First-order body 0.53 yLl2 0-1
effect coefficient
K, k2 Second-order -0.0186 none -0.05~ 0
body effect coef-
ficient
Ks k3 Narrow width 80.0 none 10°3~10?
coefficient
Ksg k3b Body effect coef- 0.0 uwv -10~10

ficient of K3
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Wo w0 Narrow width 25x10"° m 106~10°
parameter

N, x nix Lateral non-uni- 1.74x10°" m 10810
form doping coef-
ficient

Dy tow dvtow First coeffic? ent 0 none 0~10
of narrow width
effect on Vip at
small L

DyT1w dvtlw | Second coeffi- 5.3x10° Um 0~1/Leff
cient of narrow
width effect on
Vin a small L

dvt2w Body-hias coeffi- -0.032 w -0.05~0
cient of narrow
width effect on
Vi a smal L

I:)VTZW

dvto First coefficient 2.2 none 0~10
of short-channel
effect on Vi,

I:)VTO

D avtl Second coeffi- 0.53 none 0~1
vt cient of short-

channel effect on
Vih

dvt2 Body-bias coeffi- -0.032 uwv -0.05~0
cient of short-
channdl effect on
Vin

DVT2

vbm Maximum -3 \Y -3~-10
applied body bias
in V4, calculation

Ho uo Mobility at T = 100~1000
T nom 670.0 cm?/V/sec
NMOSFET 250.0
PMOSFET

ua First-order mobil- | 2.25x10-° m/v
ity degradation
coefficient

10 -10 ~10- 8

U ub Second-order 5.87x10 19 (mv)°
mobility degrada
tion coefficient

102t ~10°18
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Uc uc Body-effect of mobMod= m/\v2 Mob-
mobility degrada- 1,2: mod=1,2: -
tion coefficient -4.65x10 ~11 1011108
mobMod=3: w L
-0.0465 Mobmod=3:
-1073-0
VAT vsat Saturation veloc- 8.0x10* m/sec 10%~10°
itya T=T nom
Ao a0 Bulk charge 1.0 none 0~2
effect coefficient
for channel length
Ass ags Gate bias coeffi- 0.0 uwv -1~1
cient of the bulk
charge effect
Bo bo Bulk charge 0.0 m "
effect coefficient 0-10
for channel width
B, bl Bulk charge 0.0 m 7
effect width offset 0-10
Keta keta Body-bias coeffi- -0.047 uwv -1073-0
cient of the bulk
charge effect
A, al First non-satura- 0.0 w 0~0.1
tion parameter
A, a2 Second non-satu- 1.0 none 0.4~1
ration parameter
Rosw rdsw Parasitic resis- 0.0 Q-mer 102 108
tance per unit
width
Pawc prwg Gate bias effect 0 vl 1030
coefficient of Ry g
PrwB prwb Body bias effect 0 y 2 103~0
coefficient of Ryg
Wg Wr Width offset from 1.0 none 1~5
Weff for R calcu-
lation
W\ nT wint Width offset fit- 0.0 m 0~3x10-7
ting parameter
without bias
effect
LiNT lint Length offset fit- 0.0 m 0~3x10”

ting parameter
without bias
effect
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Dwe

dwg

Coefficient of
Wt S gate depen-
dence

0.0

m/V

0~10"

Dws

dwb

Coefficient of
Wit S body hias
dependence

0.0

m/\fj2

0~10

VorF

voff

Offset voltagein
the subthreshold
region at large W
and L

-0.08

-0.15~0

NEacTOR

nfactor

Subthreshold
swing factor

1.0

none

Etao

eta0

DIBL coefficient
in subthreshold
region

0.08

none

EtaB

etab

Body-bias coeffi-
cient for the sub-
threshold DIBL
effect

-0.07

-1073-~0

PcLm

pcim

Channel length
modulation
parameter

13

none

0.1~10

PoiBLc1

pdiblcl

First output resis-
tance DIBL effect
correction param-
eter

0.39

none

PpiBLc?

pdiblc2

Second output
resistance DIBL
effect correction
parameter

0.0086

none

10-5~102

F,DIBLCB

pdiblcb

Body effect coef-
ficient of DIBL
correction param-
eters

-103~0

DrouTt

drout

L dependence
coefficient of the
DIBL

correction param-
eter in Rout

0.56

none

PsceEL

pschel

First substrate
current induced
body-effect
parameter

4.24x10°

Vim

108~8x108
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PscBE? psche2 | Second substrate 1.0x10-5 m\vV 10°9~104
current induced
body-effect
parameter
Pvac pvag Gate dependence 0.0 none -10~10
of Early voltage
o) delta Effective Vd s 0.01 \% 107 3~0.03
parameter
NeaTe ngate | Poly gate doping 0 cm-3 %1018=
concentration
9x1024
Dsug dsub DIBL coef_fluent DrouT none 0~1
exponent in sub-
threshold region
Cit cit Interface trap 0.0 FIm? 104103
capacitance
Cosc cdsc Drain/Source to 2.4x10-4 F/m? 0-10°3
channel coupling
capacitance
Cosco cdsed | Drain-bias sensi- 0.0 Fvm’ 0-10-3
tivity of Cp s
Cosce cdsch Bqdy-bias sensi- 0.0 F/Vm? -1074~0
tivity of Cp g

13.5 Automated Parameter Extraction Tool

The task of parameter extraction can be greatly simplified with the help of an
automated software tool. A high quality tool provides the local and global
optimization routines and supports the single device and group device
approaches, as well as the single-bin and multi-bin methodologies. Such a
tool can usually extract the parameter for many popular MOSFET compact
models as well as bipolar transistor models. Convenient user interfaces
including curve plotting functions are among the features that can be expected
from these tools.

All the example model files used in this book are extracted using the parame-
ter extraction software - BSIMPro [13.14].
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CHAPTER 14 RF and Other Compact
Model Applications

Since BSIM3v3 was selected to start the industry standardization of MOSFET
compact models in 1995, it has been widely used for digital and analog circuit
design. In this chapter, we discuss some examples of new applications using
BSIM3v3 in RF modeling, statistical modeling, and technology prediction.

14.1 RF Modeling

With the advent of submicron technologies, GHz RF circuits can how be real-
ized in a standard CMOS process [14.1]. A major barrier to the realization of
commercial CMOS RF components is the lack of adequate models which
accurately predict MOSFET device behavior at high frequencies. The conven-
tional microwave table-look-up approach requires a large database obtained
from numerous device measurements. This method becomes prohibitively
complex when used to simulate highly integrated CMOS communication sys-
tems. Furthermore, in this measurement-to-table approach, there is no built-in
check and correction for the considerable errors of the measurement data.
Hence, a compact model, valid for a broad range of bias conditions, device
sizes, and operating frequencies is desirable.

A complete compact RF model does not yet exist in commercial circuit simu-
lators. A common modeling approach for RF applications is to build sub-cir-
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cuits based on MOSFET models that are suitable for analog/digital
applications. BSIM3v3-based subcircuit models have been reported and
tested against measured high frequency data [14.2, 14.3, 14.4, 14.5, 14.6]. In
the sub-circuit, parasitic elements around gate, source, drain, and substrate are
added to improve the model accuracy at high frequency.

An example of a subcircuit model for RF applicationsis given in Fig. 14.1.1
[14.3]. Similar subcircuit models with simpler or more complex substrate RC
networks have also been reported [14.5, 14.6, 14.7]. An important part of RF
modeling is to establish physical and scalable model equations for the para-
sitic elements at the source, drain, gate and substrate. The scalability of the
intrinsic device is ensured by the core model, for example, BSIM3v3.

We will first discuss the modeling of the gate and substrate resistances. Then
we will give an example of using the BSIM3v3-based RF MOSFET model in
GHz circuit design.

‘ Rsb Rdsb Rdb

L,

Fig. 14.1.1 A subcircuit with parasitic elements added to an intrinsic MOSFET model
for RF circuit simulation. After Cheng et al. [14.3].

14.1.1 Modeling of the gate resistance

Gate resistance of aMOSFET at low frequency can be calculated with the fol -
lowing simple equation:
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W
Rg= LZ‘Z Rgsquare (14.1.1)
where Rygyare 1S the gate sheet resistance per square, Wt is the effective

channel width, and L IS the effective channel length. The typical sheet resis-
tance for a polysilicon gate ranges between 20-40 Q/square, and can be
reduced by a factor of 10 with a silicide process, and even more with a metal
stack process.

The correct modeling of the gate resistance at high frequency is more com-
plex because of the distributed transmission-line effect. The lumped equiva-
lent gate resistance is 1/3 of the end-to-end resistance [14.8]

_ Wepr

Re= 3Lef

Rgsquare (14.1.2)

The factor 3 is introduced to account for the distributed RC effects when the
gate electrode is contacted at only one end. The factor is 12 when the elec-
trode is contacted on both ends. The derivation of Eq. (14.1.2) can befound in
the literature, for example, [14.9].

However, it has been found that not only the distributed RC effect of the gate
but also the non-quasi-static effect or the distributed RC effect of the channel
must be accounted for in modeling MOSFET high frequency behavior. It is
convenient to add an additional component to the gate resistance to represent
the channel distributed RC effect. A physical effective gate resistance model
incorporating the first-order non-quasi-static effect and the distributed gate
resistance has been developed [14.10], and is discussed next.

When aMOSFET operates at high frequency, the contribution to the effective
gate resistance is not only from the physical gate electrode resistance but also
from the distributed channel resistance which can be "seen" by the signal
applied to the gate. Thus, the effective gate resistance consists of two parts:
the distributed gate electrode resistance (Ryqtq) and the distributed channel
resistance seen from the gate (Ryp), as shown in Fig. 14.4.2 [14.10].

Ry = Rgeltd + Rgch (14.1.3)

Since Ryqyq IS insensitive to bias and frequency, its value can be obtained
from the gate electrode sheet resistance (Rytq),
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Ryeitd = Reitd (0 W /L + B) (14.1.4)

where a is 1/3 when the gate terminal is brought out from one side, and 1/12
when connected on both sides. 3 models the external gate resistance.

There are two origins of Ry,: oneisthe static channel resistance (Ry), which
accounts for the DC channel resistance. The other is the excess-diffusion
channel resistance (Req) due to the change of channel charge distribution by
the AC excitation of the gate voltage. Ry and Req together determine the time
constant of the non-quasi-static effect. Ry is modeled by integrating the resis-
tance along the channel under the quasi-static assumption,

Rejta
4

T

Fig. 14.1.2 lllustration of the distributed nature of gate electrode resistance Ryq,
channel resistance Ry,, and gate capacitance C,. After Jin et al. [14.10].

Rst=de=jdV/1d

=Vjs/ | 45 in triode region; or (14.1.5)
=Vysat/ lgsin saturation region, (14.1.6)
where Vi is the saturation drain voltage.

Reg can be derived from the diffusion current as
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___atsr (14.1.7)
T]Weﬁ‘}lc oxKBT
wheren is a technol ogy-dependent constant.
The overall channel resistance seen from the gate is
1 1 1
= y(—+—) (14.1.8)

where yis a parameter accounting for the distributed nature of the channel
resistance and C,, (see Fig. 14.1.2). yis 12 if the resistance is uniformly dis-
tributed along the channel [14.10]. Since this assumption is not valid in the
saturation region, y is left as afitting parameter.

To extract R;, two-port S-parameters are converted to Y -parameters and the
input resistance is

Rin=real (1/ Y11) (14.1.9)

where the gate is connected to port 1 and the drain to port 2. R, includes the
influence of Ryand the source/drain resistance (Rs and Rg). Since Ry and Ry
are known from DC measurement, the value of Ry can be extracted from Ry,

160
1 ot -
1404 —
120 —o— Vgs=0.4V
— 1 | Reftd=0 —o— Vgs=0.8V
£ 1001 W=10um L=0.5pm —b—Vygs=1.2V
el Vds=2V Vi=0.45V —v— Vgs=1.8Y
<
% 60 T OO0 G- -0
o 40+ Ht—& A a
0g] 3338 3 3
O T T T T T T T
0 2 4 6 8 10
Frequency (GHz)

Fig. 14.1.3 2-D simulation of the effective channel resistance Rych extracted from Y.
Gate electrode sheet resistance Ryyq is set to zero. After Jin et al. [14.10].
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In order to verify this physical model of Rycr 2-D simulation of Y;; was car-
ried out with Rgq Set to zero. Fig. 14.1.3 shows the simulation results of a
10pum/0.5um NMOS at various biases and frequencies. Essentially Rgch is
independent of frequency but sensitive to bias. The results are rearranged in
Fig. 14.1.4 to emphasize the bias dependency of Rys. Good agreement
between 2-D simulation and the proposed model is observed with n=1 and
y=14. Note the mode! will deviate from data at low Vg if Req is ignored. Fig.
14.1.5 shows the good agreement in both the triode and saturation regions.

350" o

Extracted from 2-D simulation
3004 Modal with bath static and
\ excess-diffusion compaonents
3 2504 N | - Maodel with static component only
5 200- W=10um L=0.5um
= ' Vds=2V Vt=0.45V
-S 15804
[e2]
r 1004
50 4
0 T T T T
0.8 1.0 1.5 2.0
Vgs (V)

Fig. 14.1.4 The effective Ry model agrees well with 2-D simulation. After Jin et al.
[14.10].

160 o 2D simulation @Vdsu2V
140 o 2-D simulation € Yds~0.05Y
1 Motel
120 1
= 100 W=10um
L=0.5um
801

/ Saturation

Vgs(V)

Fig. 14.1.5 Effective Ry model agrees well with 2-D simulations in both the triode and
saturation regions. After Jin et al. [14.10].
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RF device test patterns were designed and fabricated in a 0.35um process.
Fig. 14.1.6 shows the measured Ry at various biases and frequencies. Fig.
14.1.7 shows an excellent agreement between the data and the model. In this
case Ryeitg contributes less than 1Q of the total effective Ry. This Ry model is
accurate up to f1/3 of the MOSFET [14.10].

The gate resistance plays avery significant role in RF noise modeling because
Ry not only affects the input impedance but also contributes to the thermal
noise. The overall thermal noise consists of three parts: one is the noise from
Rg; another is the noise from the physical resistance Ry, Rg, Ry, Rsp, @nd Rygp
(as shown in Fig. 14.1.1). The third component is the channel thermal noise
current which can be described by its power spectral density as[14.11]

4KB
Leglds

Sid =

Vs
j Te(V Y pegWeQim(V) — %‘-)2 (14.1.10)
0 C

where T, is the electron temperature accounting for the hot electron effect, pess
is the effective carrier mobility, Q;n, istheinversion layer charge density, and
E. isthecritical electrical field when carriers reach the saturation velocity.
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Fig. 14.1.6 Ry extracted from s-parameter data of a 16-finger n-MOSFET. After Jin et
a. [14.10].

To aobtain the overall noise of a device, the direct calculation method [14.12]
is employed. Fig. 14.1.8 shows good agreement between the measured and
modeled minimum noise figure Ngmin) a various biases and frequencies. Fig.
14.1.9 shows Nipin VS. bias current with a fixed Vys. A minimum Ngpin S
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observed at a particular bias condition, an important point for RF circuits such
as low-noise amplifiers (LNA). These comparisons show that the proposed
effective gate resistance model accurately predicts the device noise behavior
in addition to the input impedance and other AC parameters of CMOS
devices.

18+

J a  Extracted Rg

164 Model Rg
T Wi t60um
£ 14- L=0.3%um
5 | Vds=1Y
— Frequ2.3GH2
o 12
& 12

104

8 T r T T . —

08 18 12 14 16
Vgs (V)

Fig. 14.1.7 Effective Ry model agrees well with measured data at various V.. The
gate electrode resistance Rygtg contributes less than 1Q of the overall Ry After Jin et
al. [14.10].
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NFmin (dB)
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Fig. 14.1.8 N-yy,, prediction by the effective R, model agrees well with data at two
different Vgs. After Jinet al. [14.10].



14.1 RF Modeling 383

1.6-1 o 4 Measured
15] Moded
— .41 Ww160Um
% 1.3 La0.35um

Id (mA)

Fig. 14.1.9 Comparison of Ngyin Petween the measured data and the model. A mini-
mum Ng,,, iSobserved at a particular bias. After Jin et al. [14.10].

14.1.2 Modeling the substrate network

Modeling of the substrate parasitic elements is not necessary in low-fre-
guency digital/analog applications. However, it has been found that the sub-
strate network is very important in RF applications [14.3, 14.22]. To obtain
the desired scalable RF model, a scalable model for the substrate components
is critical.

An equivalent circuit has been proposed to describe the high frequency contri-
bution of the substrate parasitic elements, as shown in Fig. 14.1.10 [14.3].

Ysus
Si (Intrinsic source) \L
O Di (Intrinsic drain)
I
- : T CisB — Cms
LW VAT
l Rss Reps
I
; VN——————
vL | B RopB

Fig. 14.1.10 An equivaent circuit for the substrate network. Gg, and Cjq,, are capaci-
tances of source/bulk and drain/bulk junctions. After Cheng et a. [14.3].

As an example, Fig. 14.1.11 gives a comparison of the Y parameters from the
two port substrate network and device simulation [14.3]. The RC network
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model is accurate up to at least 10GHz for devices with 0.35um channel
length. The above substrate network has been implemented in a complete sub-
circuit model for a RF MOSFET, and has been verified with measured data
for its accuracy [14.3, 14.22]. Again, good match of Y,, between the model
and measured data shows that this substrate network is accurate up to 10GHz,
asshown in Fig. 14.1.12 for a device with W/L of 120pm/0.36um (10 fingers).

Solid lines: Model
Symbots: 2D siknulation .
5606 Do°°°
ca
(E0s Imaginacy part
= 3EBO5
]
>
2805 Real part
1.605
0.5+00
0.E+00 2E:08 45400 8.E400 A.EH0 1.E+10 tE+0

Frequency (He)

Fig. 14.1.11 Comparison of two port Yy, parameters (see Fig. 14.1.10) between the
model and 2-D device smulation for a 3 finger device with 0.35um channel length at
different Vys. After Cheng et al. [14.3].
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80503 o
80803 |
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4.068-03

3.0603

20503 F e .

1.0603

g
0.0E+00 4%

Fraquency (GHz)

Fig. 14.1.12 Comparison of modeled and measured Y,, vs. frequency at Vgs=Vy=1V
for a device with 0.36pum channel length. After Cheng et al. [14.3].
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14.1.3 A RF MOSFET model based on BSIM3v3 for GHz communication
IC’s

In this section, we present a unified device model realized with a lumped
resistance network suitable for simulations of both RF and baseband analog
circuits. This model has been verified with measured data on both the device
and circuit levels [14.6].

The RF MOSFET model is realized with the addition of three resistors Ry,
Rsubg, and Ry psto the existing BSIM3v3.1 model (shown in Fig. 14.1.14). Ry
models both the physical gate resistance as well as the non-quasi-static (NQS)
effect. Rgypgand Rsups are the lumped substrate resistances between the
source/drain junctions and the substrate contacts. The values of Rgpg and
Rsubs May not be equal as they are functions of the transistor layout (illus-

trated in Fig. 14.1.15).

Rs Rsubs

Fig. 14.1.14 A MOSFET RF model based on BSIM3v3. After Ou et a. [14.6].

To demonstrate the accuracy of the model, S-parameters of the BSIM3v3 RF
model and measured data of a 0.35um NMOS device are plotted in Fig.
14.1.16. The BSIM3v3 model without the subcircuit components is also given
in the plot. The improvement can be clearly seen in S, but hardly in S;;. A
better picture with more physical insight may be obtained by separating the

terminal impedance into the real and imaginary parts with the following six
parameters,
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Fig. 14.1.15 Cross-sectiona view and top view of a typical transistor cell layout.
After Ou et al. [14.6].

— BREM3v3 RE
== BSIMW]
oo mbdsured

@ Sy by Szz

Fig. 14.1.16 Smith chart representation of an NMOS device with L=0.35um,
W=160pm, Wiiger =10pm, Vgs=2V, and Vys=2V. After Ou et al. [14.6].

Rn =real(1/ Yq,) (14.1.11)
Cin: - Imag(ll Yll)/(*) (14112)

Rout = 1/ real(Y22) (14.1.13)
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Cou’[ = |mag(Y22)/(0 (14114)
gm = red (Y1) (14.1.15)
Ctp = -imag(Y12)lw (14.1.16)

where w is the frequency in rad/s (gate is portl, drain is port2, and body is
shorted to the source).

Asseenin Fig. 14.1.17, excellent agreement up to 10GHz has been achieved.
In particular, the proposed model significantly improves the accuracy of the
mode for Rin and R o over a wide frequency range.

A unigue problem in modeling CMOS is the body bias effect. To study this
effect at high frequencies, a 2-D device simulator was used to generate both
dc and S-parameter data. The results show that the body bias mainly affects
the device dc characteristics but not the high frequency behavior. Fig. 14.1.18
shows the simulated Ryt and C ;s of a0.5pm NMOS device with various
body biases. Good agreement has been achieved between the 2-D simulation
and the proposed model.
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Fig. 14.1.17 Terminal impedance illustration of an NMOS device with L=0.35y m,
W=160pm, W finge = 10um, V=2V and Vys=2V. Rg =9Q and Rgypg =90Q are
extracted in this case. After Ou et a. [14.6].

Rg can be extracted in part from the gate sheet resistance. With the NQS
effect, alumped Ry may be obtained from the measured Rin . For a fixed cell
layout, Rg,pg Can be extracted from Ry by connecting the drain as port 2.
Similarly Rq,ps IS found by using the source as port 2. It is recommended to
adjust the low frequency source/drain junction capacitance to fit the S-param-
eter data to account for distributed RC effects and any measurement inaccura-
cies.
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To test the robustness of the BSIM3v3-based RF model, acircuit level evalua-
tion was performed using two different approaches. As the first example, a
5GHz single-ended low-noise amplifier (LNA) using a 0.35um device was
simulated, as shown in Fig. 14.1.19 (a). The table-lookup method was
employed to compute the overall circuit performance from the measured
device data and the results were compared with SPICE simulation using the
compact model shown in Fig. 14.1.14. Fig. 14.1.19(b) shows good agreement
between the two methods for S .

(©2)

1000 T T T T 1T
— BSIM3V3RF |
eee 2.) simulation

900
V=2V —
800 [ Vo=tV e
Va0V y
700
N
600
1 2 3 5 10
(@) R,y (Ghz)
(fF)
60 T T T 11
— BSIM3v3RF |
ese 2D simulation
56
V=V
52
Vpg=-IV
48 4
V2V
44
1 2 3 5 10
) Coue (GHz)

Fig. 14.1.18 2-D simulation result vs. BSIM3v3 RF model at various body biases.
L =0.5pum, W=100um. After Ou et a. [14.6].

In the second example, a 2GHz differential LNA was designed and fabricated
in a 0.6pum CMOS process, as shown in Fig. 14.1.20(a). Fig. 14.1.20(b) shows
the measured voltage gain compared to the simulated results. Clearly the low
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frequency BSIM3v3 model overestimates the peak voltage gain by 2dB, while
the RF compact model accurately predicts the circuit performance within the
frequency range of interest.

Vdd 2V
2HE ) o5pF
500 Out
1.5nH S0

(a) circuit schematic

(dB)
20

10 / \"—\
/! ay

0
— BSIM3v3 RF
eee table lookup
-10
2 3 5 10

(b) | Szl (GHz)

Fig. 14.1.19 A single-ended 5GHz LNA using a 160um/0.35um NMOS device. After
Ouet al. [14.6].
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Fig. 14.1.20 A 2GHz differential LNA designed and fabricated in a 0.6pm CMOS
process. After Ou et a. [14.6].
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14.2 Satistical Modeling

Because the statistical variation in device and process parameters such as
channel length, channel width, threshold voltage, channel/substrate doping,
and oxide thickness do not always scale with the parameters themselves,
device mismatch and performance variation tend to increase as the device fea-
ture size is reduced. To improve circuit reliability and yield, statistical design
techniques based on physical statistical modeling will be highly desirable
[14.13, 14.14, 14.15)].

In order to meet the above requirements, a physical statistical device model
with built-in physical model parameters and clear extraction methodology is
needed. Recently, some statistical modeling work based on BSIM3v3 has
been reported [14.16, 14.17]. These studies developed statistical parameter
extraction methodologies that translate actual process variation into SPICE
model parameter variation and generate the worst-case models from electri-
cal-test (E-T) data

Fig. 14.2.1 illustrates the basic idea of Electrical-Test Based Statistical Model-
ing (EBSM). From a nomina die, one SPICE model file is extracted for a
group of devices. This step involves the traditional use of a SPICE model
parameter extractor. The extracted parameters are then grouped into two parts:
those which are assumed to vary between different die locations and those
which do not (fixed at extracted nomina values). For the former SPICE
parameters, E-T data is either used as direct replacements or as inputs into a
calculator that produces the corresponding values. This procedure is repeated
for all diesof interest. Using E-T data as direct replacements for SPICE model
parameters is relatively straightforward. Many BSIM3v3 parameters have
direct counterparts in the E-test data (i.e. Toy, dL, dW, Ncn, and Rys) [14.18].
However, to ensure the methodology actually produces parameters that reflect
the |-V characteristics accurately, other electrical parameters from the E-T
database such as | gsgt (Saturation current) can be used to calculate other
SPICE model parameters. This calculation amounts to solving the BSIM3v3
current equation. For example, a measured | 4.; value can be inserted on the
left hand side of the current expression. The BSIM3v3 current expression
with the specific model parameter of unknown value is on the right hand side.
Once a solution is found, the calculated SPICE model parameter value will
guarantee that the simulated | gs5¢ Value at that bias condition will be equal to
the measured value. This idea can be extended to calculate other SPICE
model parameters by solving several egquations simultaneously. Thereis flexi-
bility in deciding which electrically measured E-T parameters are used in the
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calculation of other SPICE model parameters. However, special attention
should be paid to the fact that a SPICE model parameter may be more sensi-
tiveto aparticular E-T parameter at certain bias points than others.

E-T Based Statistical Modeling was used to model device performance varia-
tions (Fig. 14.2.2) for an experimental 0.5um process. Five E-T parameters
(Tox, dL, dw, K1, Ry were used as direct replacements for BSIM3v3 model
parameters. In additional, 9 electrical E-T data were chosen to ensure accurate
modeling of threshold voltage and saturation current. These are listed in Table
14.2.1 and were used to calculate 9 NMOS BSIM3v3 parameters. PMOS
parameters were similarly calculated. This process was repeated for 220 dies
from 5 wafers and 2 lots. The average time spent was 30 seconds per die. Fig.
14.2.3 and Fig. 14.2.4 show a comparison between simulated and E-T mea
sured threshold voltages as functions of Lygun, and W grawn, respectively
[14.16].
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Fig. 14.2.1 lllustration of E-T based statistical modeling methodology. After Chen et
al. [14.16].

Fig. 14.2.5 shows simulated and measured drain current characteristics for the
95th percentile (or the highest 5%) current characteristics for a W/L=20pum
0.5umNMOS transistor. The RMS error is 4.76%. Excellent agreement was
also observed (RMS error of 4.31%) for the 5th percentile (or the lowest 5%)
drain current characteristics. These observations illustrate the ability of E-T
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Based Statistical Modeling methodology to model a wide variety of process
induced device performance variations.

The distribution of one calculated BSIM3v3 parameter is shown in Fig.
14.2.6. To assess overall I-V curve fit, the RMS error percentage is calculated
between measured and simulated | 4 - Vg curves for all dies. A distributive
nature is observed (Fig. 14.2.7). The results are summarized in Table 14.2.2
and display excellent fit for all device geometries and both MOS channel
types.

Table 14.2.1 NMOS E-T data used to calculate BSIM3v3 model parameters [14.16].

BSIv3 SPICK Parsmssters for the Fellowing Spoed Parc mniles
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Vi Vi (Bsibime) | 0550 || 06esd || 0542 | 95712 | 05683 | 0590 | 0504 | 95836 | 0557% |
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Note: Similar calculators were performed for PMOS transistors. Percentile columns represent 7
SPICE files which can be used for statistical circuit simulations.
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Fig. 14.2.2. Comparison of the 95th percentile and 5th percentile measured current
characteristics for W/L=20um/0.5um. After Chen et al. [14.16].
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Fig. 14.2.3. Comparison between simulated (solid line) and measured (markers)
threshold voltage characteristics for three different dies as a function of Ly, 5 - After
Chen et a. [14.16].
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Fig.14.2.4. Comparison between simulated (solid line) and measured (markers)
threshold voltage characteristics for three different dies as a function of Wy gy, - After
Chen et al. [14.16].
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The total number of extracted SPICE files is only limited by the number of
available E-T data sets. These extracted SPICE files can then be used immedi-
ately (or after Principal Component transformation) for Compact Statistical
Circuit Simulation (CSCS) to be described below.

e Measured 95th Percantlle
Simulated 85th Percentile

Drain Current
(Standardized Scale)

00 05 10 15 20 25 30
VD (V)

Fig. 14.2.5. Comparison between simulated (solid line) and measured (markers) 95th
percentile drain current characteristics. The RMS error is 4.76%. After Chen et al.
[14.16].
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Fig. 14.2.6. Results from E-T Based Modeling calculation of one BSIM3v3 model
parameter, Lg. After Chen et al. [14.16].
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Fig. 14.2.7. Distribution of 1d-V4JRMS error percentages for NMOS W/L=20 um/
0.5 pmtransistors. After Chen et al. [14.16].

Table 14.2.2. Summary of I4-Vq RMS Error percent-ages for various devices. Low
values for the mean and sigma are observed for all device geometries [14.16].

Device Mean (%) | Sigma (%)
NMOS: W/L=20 pm/20 pm 1.6813 0.1311
NMOS: W/L=20 pm/0.5 ym 4.8086 0.9804
NMOS: W/L=1 pm/0.5 pm 4.4581 2.1461
PMOS: W/L=20 pm/20 pm 4.9612 1.7780
PMOS: W/L=20 pm/0.5 pm 4.4868 2.3991
PMOS: W/L=1 pm/0.5 pm 6.4220 2.6335

Wafer to wafer and lot to lot variation can be readily seen. In order to avoid
time consuming repetitive simulation of large circuits, representative smaller
digital circuits are ssimulated for all 220 extracted SPICE files. The basis for
this efficient methodology isthat al digital gates (e.g. inverter, NAND, NOR,
etc.) speeds are highly correlated with one another. Since these smaller circuit
blocks comprise the larger circuit; “worst”, “best”, or other percentile case
files corresponding to these smaller circuits can be said to correspond to simi-
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lar performance of the larger circuits. As an example, an inverter was simu-
lated 220 times and the SPICE model files corresponding to seven specific
delay percentiles were then retained. These were then used for seven simula-
tions of a 4-bit adder. The results are compared (Fig. 14.2.8) against actual 4-
bit adder ssimulations from all 220 extracted SPICE files. The agreement is
good and shows that accurate speed distributions can be efficiently deter-
mined.

The methodologies using Electrical Test data to directly generate SPICE
model parameter sets and using CSCSto find “tail” modelsis an efficient sim-
ulation strategy. CSCS circumvents repetitive simulation of large circuits to
produce accurate distribution of circuit speeds.

e Actual Circuit
99.999 Performance Density
- O Predicted Density
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0-01 T T b | L 1 v 1
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Delay (Identical Scale)

Fig. 14.2.8. Actual simulated delay density (220 simulations) of a 4-bit adder is com-
pared with that predicted from just seven simulations. The latter used SPICE files
selected for seven specific delay percentiles of small logic circuits. Excellent quanti-
tative agreement is observed. After Chen et al. [14.16].

14.3 Technology Extrapolation and Prediction
Using BSM3 Model

As discussed in previous chapters, BSIM3 employs physical models for
mobility, short channel effects, etc. Important process parameters such as
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Toxand Ny explicitly appear in BSIM 3 elements such as threshold voltage
Vi, saturation voltage V g, OUtpUt resistance R, ,;, and substrate current lsyp
etc. With built-in geometry and process parameters [14.19], BSIM3 can be
used to predict device characteristics for future technologies. This concept is
called Technology Extrapolation and Prediction [14.20, 14.21]. Technology
Extrapolation (TE) starts with an existing parameter set that has been
extracted from devices fabricated by an existing technology. The major
parameters (usually size and process parameters) such as effective channel
length (L) and width (W), parasitic series resistances (Rgys), long channel
device threshold voltage (V ;,,), gate oxide thickness (Tox ), and doping con-
centration (Ncp), are dlightly altered. This alteration immediately generates a
new set of model parameter for a new or extrapolated technology. TE is useful
for exploring the effect of, say, modestly reducing Tox or L on the perfor-
mance of a product. Technology Prediction (TP) further extends the model's
capability beyond TE by alowing the size and process parameters to take
quite different values that may be appropriate for one or more generations of
technology ahead. In the extreme case, one may use default values for all
unknown model parameters.

The BSIM3 model has been studied for TE and TP of N-channel MOSFETSs
with Lgg as small as 0.25umusing 8 different technologies (see Table 14.3.1)
[14.21]. Tox ranges from 5.5 to 15.6nm. The needed model parameters were
extracted using BSIMPro [14.22].

Table 14.3.1 Process parameters of technologies used in the study of Technology
Extrapolation and Prediction [14.21]

Technology Tox (nm) Ney (em )
a 10 2.910 ¥
b 9 2.510 17
c 11 8.9x10 16
d 13 1.3x10 7
e 12 1.8x10 17
f 55 1.0x10 17
g 7 1.0x10 Y
h 15.6 1.0x10 **

The TE and TP capabilities of BSIM3 are demonstrated in Figs. 14.3.1 to
14.3.5, where all devices were fabricated by the same process except for dif-
ferent Tox (5.5nm, 7nm, and 15.6nm). The parameters were extracted from
devices with T ox = 7nm. The model predicts the drain current within 10%
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error for all Ty . Thisresults show that BSIM3 is very useful for technology
developers to estimate the device performance for the next generation. Figs.
14.3.6 and 14.3.7 show the TE results of |4sy, Obtained with BSIM3v3 based
on the parameters from technology b, for the next generation technology
(2.5V power supply). It can be seen in Fig. 14.3.6 that, compared with the
device with a 3.3V power supply, the same driving capability (lg4sat) can be
achieved for the device with same channel length but 2.5V power supply if
T ox is properly reduced. In Fig. 14.3.6, higher performance can be obtained
for the 5nm T 5y and 0.15umL device at 2.5V power supply, compared with
that for 9nm T x and 0.25um L device at 3.3V power supply. In Fig. 14.3.6, a
similar Vy, was used, that is, V(L) follows the same relationship for the short
channel effects when channel length L decreases. In Fig. 14.3.7, the TP results
Of |yt gsato fOF different Vi values are given. It can be seen that the reduc-
tion of Vi, can improve lgsy, but not very significantly. For the device of
0.25umchannel length and 5.5nm T oy at 2.5V power supply, only about a 3%
increase of | 45t Can be obtained if Vy, decreases from 0.5V to 0.3V. Because
the decrease of Vi, will increase the off-state leakage current, it should be
done very carefully if one wants to reduce the V,, to improve the current
drive. The benefit of reducing Vi, is of course larger at smaller Vy4's.

sx103

W/L=10/086 T, =70A V, =-3V
) Symbois: Exp. Deta
X107 H {ines: Simulation

| Vg, =3V
< 26
_4! 102k ; Lt
22
FLt.
X103 18

14

Fig. 14.3.1 Modeled and measured |4-Vy curves for device h, from which BSIM3
parameters were extracted. After Huang et al. [14.20].

TP, using default parameters, is a much bigger challenge for BSIM3v3 as
many different technologies exist in the world. Thus, it is very important to
choose suitable default values for the model parameters so that we can use the
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set of default parameters in TP for many technologies. Using the default
parameters of BSIM3v3 (except for Ty, Ny Rye and V1) the TP results
are shown in Fig. 14.3.8 to Fig. 14.3.10. The maximum error in these plotsis
less than 14%.

7x10°*
6x107* F Tox=T0A Vy =0V
. Symbols: Exp. Data
-4
:E, 5x107* | Lines: Simulation
< axtotf
=
T 31074
[72]
-]
2x1074 |
1x1074
~ e . 096
1 L o 1 1 1

0 1
00 02 04 06 08 10 12 14 16 18
Logr (n m)

Fig. 14.3.2 Modeled and measured | 455 Of device h. After Huang et al. [14.20].

Id"t/VV (A/pm)
5x10*

ax10* |

ax10* -

2x10* |

1x10*

02 04 0686 8 10 1.2 14 186
oft (Ll m)

Fig. 14.3.3 TE of |4 for devices of Toy =55A, using the same BSIM3 parameters as
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those for Fig. 14.3.1 except for T, and N¢yy. After Huang et al. [14.20].

|dsmeV(AJpnﬂ

2.5x10%
2.0x10%
1.5x10% |
1.0x10% |

5.0x10° [

Fig. 14.3.4 Saturation currents for deviceswith T x = 156A using the same BSIM3
parameters as those in Fig. 14.3.1 except for Tox and N, . After Huang et a.

[14.20].
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Fig. 14.3.5 TE of drain current with Ty = 55A using the same BSIM3 parameters as
those in Fig. 14.3.1 except for T,y and Nc . After Huang et al. [14.20].

14

13} x_ Tox=4nm
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121
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1
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£ os}
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Leffium)

Fig. 14.3.6 TP of |4, for different To . | 455t IS the saturation current at V4 4=2.5V.

| gsato IS for device b with Lgi=0.25um and Vyy, =0.63V at V3q =3.3V. After Cheng et
a. [14.21].

Vth=0.3V
Vth=0.4V

0.8

Kisatidsato

0.85

0.8

075 — + +
0.15 0.20 0.25 0.30 0.35

Leff (um)

Fig. 14.3.7 TP of |4 for different Vip. | ys5t iSthe saturation current for Vyg =2.5V
and T gx =5.5nm. | 45,1, is defined in Fig 14.3.6. After Cheng et al. [14.21].
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Fig. 14.3.8 Technology Prediction of saturation currents of NMOSFETSs for different
technologies using BSIM3v3 default parameters except for Tox: N cx» Rds, and VTHo
After Cheng et al. [14.21].
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Fig. 14.3.9 Technology Prediction of lgs Vg characteristics of NMOSFETS (at fixed
V gs and Vg for severa technologies using BSIM3v3 default parameters except for
T OX » NCH , RdS’ and VI'HO' After Cheng etal. [1421]
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Fig. 14.3.10 Technology Prediction of | 35~ Vs characteristics of NMOSFETS (at fixed
Vgs and V) for several technologies using BSIM3v3 default parameters except for
TO X NcH ) Rds, and VTHO' After Cheng etal. [1421]
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APPENDIX A

BIM3v3 Parameter

Table

A.1 Model control parameters

Symbols in | Symbolsin | Description Default Unit | Canbe
equation/ | source code binned?
book
Level level BSIM3v3 model 8 (In Berke- | none No
selector in the simula- ley Spiced)
tor
Version version BSIM3v3 version 3.2 none No
selector
mobMod mobmod | Mobility model selec- 1 none No
tor
capMod capmod | Capacitancemodel 3(in none No
selector BSIM3v3.2)
ngsMod ngmod | NQS model selector 0 none No
noiMod noimod Noise model selector 1 none No
paramChk | paramchk | Flag parameter for 1 none No
parameter checking
binUnit binunit Flag parameter for the 1 none No
units of size parame-
tersin binning
approach
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A.2 Process parameters

Symbols | Symbolsin | Description Default Unit Can be
inequa- | source code binned?
tion
Tox tox Gate oxide thickness 1.5x108 m No
Toxm toxm Nominal T, at which Tox m No
parameter are extracted
X, Xj Junction Depth 1.5x10°7 m Yes
Ncn nch Channel doping concen- | 1.7x10Y | 1/em® Yes
tration
Nsup nsub Substrate doping concen- | 6.0x10'6 |  1/cm® Yes
tration
Vi gammal | Body-effect coefficient Calcu- v 12 Yes
near the interface lated
Vo gamma2 | Body-effect coefficient in | Calcu- V12 Yes
the bulk lated
Xt xt Doping depth 1.55x10”7 m Yes
Vix vbx Vysét which the depletion |  Calcu- \Y Yes
width equals Xt lated

A.3 Parameters for V;;, model

Sym- Sym- | Description Default Recom- | Unit | Can be
bolsin | balsin mended binned
equa- source value ?
tion code range
VTHo Vino Threshold voltage @ V 0.7 for -2~2 \Y Yes
=0 for large L. nMOS
Typicaly V>0 for -0.7 for

NMOSFET and Vyo<0 | PMOS
for PMOSFET

Veg vib Flat band voltage calculated -2~2 Vv No

Ky kI | First-order body effect 053 0~1 VY2 | ves
coefficient

K, k2 Second-order body -0.0186 -005~0 | none | Yes
effect coefficient

Ks k3 Narrow width coeffi- 80.0 103~102 | hone | Yes

cient
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Kag k3b Body effect coefficient 0.0 -10~10 | WV Yes
of K3
Wo w0 Narrow width parameter | 2.5x10°® 106~108 | M Yes
NLx nix Lateral non-uniform 1.74x10 7 10810 m Yes
doping coefficient
Dytow | dvtOw First coefficient of nar- 0 0~10 none | Yes
row width effect on Vi,
at small L
Dyriw | dvtdlw | Second coefficient of 5.3x10° 0~1/Leff Um Yes
narrow width effect on
V’[h at small L
Dytow | Ovi2w | Body-bias coefficient of -0.032 -0.05~0 uwv Yes
narrow width effect on
V’[h at small L
DvTo avt0 First coefficient of 2.2 0~10 none | Yes
short-channel effect on
Vin
Dyt1 dvtl Second coefficient of 0.53 0~1 none Yes
short-channel effect on
Vin
Dvt2 dvt2 Body-bias coefficient of -0.032 -0.05~0 uwv Yes
short-channel effect on
Vin
VeMm vbm Maximum applied body -3 -3~-10 \Y Yes
biasin Vi, caculation
A.4 Parameters for |-V model
Sym- Sym- | Description Default Recom- Unit Can be
bolsin | bolsin mended value binned
equa- source range ?
tion code
Ho uo Mobility at T = 100~1000 Yes
Tnom 670.0 cm?/V/
NMOSFET 250.0 sec
PMOSFET
Un ua First-order mobil- | 2.25x10°° 10-0~108 m/V Yes
ity degradation
coefficient
Ug ub Second-order 5.87x10" 107210 -18 (m/V)? Yes
mobility degrada- 1
tion coefficient
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Uc uc Body-effect of mob- Mob- m/\V2 Yes
moblllty Figgrada: Mod= mod=1,2: -10°
tion coefficient 1,2: 1 a8
-4.65x10 - ~10 iy
u Mobmod=3: -
mob- 1030
Mod= 3: -
0.0465
VeaT vsat | Seturation veloc- | 8.0x10% 10% 105 m/sec Yes
itya T= Tnom
Ay a0 Bulk charge 1.0 0~2 none Yes
effect coefficient
for channel length
Ags ags Gate bias coeffi- 0.0 1~1 w Yes
cient of the bulk
charge effect
Bo b0 Bulk charge 0.0 0~10-5 m Yes

effect coefficient
for channel width

B1 bl Bulk charge 0.0 0~10°7 m Yes
effect width ofset

Keta keta Body-bias coeffi- -0.047 -1073~0 w Yes
cient of the bulk
charge effect

Aq al First non-satura- 0.0 0~0.1 uw Yes
tion parameter

Ay a2 Second non-satu- 1.0 0.4~1 none Yes
ration parameter

Rpsw rdsw Paraditic resis- 0.0 102~10-3 Q pm Yes
tance per unit

width

Prwg | PWg | Gate bias effect 0 1030 vt Yes
coefficient of Rgs

Prws | Pwb | Body bias effect 0 10%-0 NET Yes
coefficient of Rgs

Wr wr Width offset from 1.0 |~5 none Yes
West for Rys calcu-
lation

W NT wint | Width offset fit- 0.0
ting parameter
without bias
effect

0~3x10"7 m No
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LiNnT

lint

Length offset fit-
ting parameter
without bias
effect

0.0

0~3x10 -7

No

Dwe

dwg

Coefficient of
Wes' S gate depen-
dence

0.0

0~10""

m/V

Yes

Dws

dwb

Coefficient of
W' sbody bias
dependence

0.0

0~10"7

m/V

Yes

Vorr

voff

Offset voltage in

the subthreshold

region at large W
and L

-0.08

-0.15~0

Yes

NEac-
TOR

nfactor

Subthreshold
swing factor

1.0

none

Yes

Etao

etad

DIBL coefficient
in subthreshold

region

0.08

none

Yes

ET1aB

etab

Body-bias coeffi-
cient for the sub-
threshold DIBL
effect

-0.07

-103-0

Yes

PeLm

pclm

Channel length
modulation
parameter

13

0.1~10

none

Yes

PpisLct

pdiblcl

First output resis-
tance DIBL effect
correction param-
eter

0.39

none

Yes

PoisLc2

pdiblc2

Second output

resistance DIBL
effect correction

parameter

0.0086

105~102

none

Yes

PpiBLce

pdiblcb

Body effect coef-
ficient of DIBL
correction param-
eters

-103~0

uwv

Yes

Drout

drout

L dependence
coefficient of the
DIBL

correction param-
eter in Roy

0.56

none

Yes
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Psceer | pscbel | First substrate 4.24x108 8 o108 V/m Yes
. 10°~8x10
current induced
body-effect
parameter
Pscee2 | pscbe2 | Second substrate 1.0x107° -9 _1n-4 m/V Yes
; 107~10
current induced
body-effect
parameter
Pyvac pvag | Gate dependence 0.0 -10~10 none Yes
of Early voltage
d delta | Effective Vg 0.01 1073-0.03 Y, Yes
parameter
Neate | ngate | Poly gate doping 0 %1018~ cm’3 Yes
concentration
9x1024
Dsus dsub | DIBL coefficient DrROUT 0~1 none Yes
exponent in sub-
threshold region
Cit cit | nterfgce trap 0.0 104103 Fim? Yes
capacitance
Cosc cdsc | Drain/Source to 2.4x104 -3 Fim? Yes
. 0~10
channel coupling
capacitance
Cpscp | Cdscd | Drain-bias sensi- 0.0 -3 FIVm? Yes
- 0~10
tivity of Cp sc
Cpscg | cdschb | Body-hias sensi- 0.0 104~0 FIVm2 Yes
tivity of Cp s¢
A.5 Parameters for capacitance model
Symbols | Symbols | Description Default Unit can be
in equa- | in source binned?
tion code
XpART xpart | Charge partitioning flag 0 none No
Caso €gso Non LDD region source- calcu- F/m No
gate overlap capacitance lated
per channel length
Cepo cgdo Non LDD region drain- calcu- F/m No
gate overlap capacitance lated
per channel length
Csro cgbo Gate bulk overlap capaci- 0.0 F/m No
tance per unit channel
length
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Casl cgd Light doped source-gate 0.0 F/m Yes
region overlap capacitance
CenL cgdl Light doped drain-gate 0.0 F/m Yes
region overlap capacitance
CKAPPA ckappa | Coefficient for lightly 0.6 F/m Yes
doped region overlap
capacitance
Cr cf Fringing field capacitance calcu- F/m Yes
lated
CLc cle Constant term for the short | 1.0x10™’ m Yes
channel model
CLE cle Exponentia term for the 0.6 none Yes
short channel model
DiLc dic Length offset fitting lint m No
parameter
Dwc dwc Width offset fitting param- wint m No
eter
VEBcy vfbev Flat-band voltage parame- -1 \% Yes
ter (for capMod =0 only)
N oFr noff C-V parameter for Vgt oy 10 none Yes
V orFrcv voffcv Offset voltage parameter 0.0 Vv Yes
of Vtn from wesk to strong
inversion in C-V model
Acpe acde Exponential coefficient for 10 m/V Yes
the charge thickness in
accumulation and deple-
tion regions
Moin moin | Coefficient for the gate- 15.0 v 12 Yes
bias dependent surface
potential
A.6 Parameters for effective channel length/width in |-V model
Symbols | Symbols | Description Default Unit Can be
inequa- | insource binned?
tion code
WinN win Power of length depen- 1.0 none No
dence of width offset
Wil
W, wl Coefficient of length 0.0 m " No
dependence for width
offset
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Symbols | Symbols | Description Default Unit Can be
inequa- | insource binned?

tion code

Wi wwn Power of width depen- 1.0 none No
dence of width offset

Wy ww | Coefficient of width 00 m™" No
dependence for width
offset

Wiy wwl | Coefficient of length and 0.0 m N
width cross term for
width offset

Lin IIn Power of length depen- 1.0 none No
dence for length offset

L, Il | Coefficient of length 00 m-'" No

dependence for length
offset

Lwn Iwn Power of width denpen- 1.0 none No
dence for length offset

Ly lw | Coefficient of width 00 " No
dependence for length
offset

Lo Iwi Coefficient of length and 0.0 it No
width cross term for
length offset

A.7 Parameters for effective channel length/width in C-V model
Symbols | Symbols | Description Default Unit Can be
inegua- | insource binned?

tion code

Lic llc Coefficient of length L. mttN No
dependence for channel
length offset in C-V mod-
els

Lwe lwe | Coefficient of width Lw m™ | No

dependence for channel
length offset in C-V mod-
es
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Symbols | Symbols | Description Default Unit Can be
inequa- | in source binned?

tion code

Lwic lwlc | Coefficient of length and L mWNHLLN g
width dependence for
channel length offset in C-
V models

W c wlc | Coefficient of length W, mWN No
dependence for channel
width offset in C-V models

Wy c wwe | Coefficient of width Wy m™WN 1 No
dependence for channel
width offset in C-V models

Wiy c wwic | Coefficient of length and Wy | mMNFWINT NG
width dependence for
channel width offset in C-
V models

A.8 Parameters for substrate current model
Symbols | Symbols | Description Default Unit Can be
inequa- | in source binned?

tion code

Op apha0 | The first parameter of 0 m/\V Yes
substrate current

0, aphal | Thelength scaling 0 w Yes
parameter of substrate
current model

Bo betad | The second parameter of 30 \ Yes
substrate current

A.9 Parameters for noise models
Symbols | Symbols | Description Default Unit Canbe
inequa- | insource binned?

tion code

Ar af Flicker noise none No
exponent

Er ef Flicker Fre- none No
quency exponent
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Em em Saturation elec- 4.1x107 Vim No
trical field
parameter
Ke kf Flicker noise 0 SFEfAZAT E No
coefficient
Noia noia | Noise parameter (nmos) 102 st E m3ev? No
A (pmos) 9.9x10%8
Nos noib | Noise parameter (nmos) 5x104 stEfmley-t No
B (pmos) 2.4x10°
Noic noic | Noise parameter | (nmos) -1.4x1012 | gl'Efmeyt No
C (pmos) 1.4x10712
A.10 Parameters for models of parasitic components
Symbols | Symbols | Description Default Unit Can be
in equa- in source binned?
tion code
Rsy rsh Sheet resistance in 0 Q/square No
source/drain regions
Ag as Area of the source 0 m2 No
region
Ap ad Areaof the drain region 0 m?2 No
Ps ps Perimeter of the source 0 m No
region
Pb pd Perimeter of the drain 0 m No
region
Ngs nrs Numbers of the squares 1 none No
in the source region
Nrp nrd Numbers of the squares 1 none No
in the drain region
Jso js Saturation current den- | 107 Alm? No
sity of bottom junction
diode
Jsosw jssw Saturation current den- 0 A/m No
sity of sidewall junction
diode
N; nj Emission coefficient of 1 none Yes
source/drain junctions
X1 xti Temperature exponent 3.0 none Yes
coefficient of junction
current
1 37TH ijth Diode limiting current 0.1 A No
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G

el

Source/drain (S/D) bot-
tom junction capaci-
tance per unit area at
zero bias

5x10%

F/m2

No

M;

mj

S/D bottom junction
capacitance grading
coefficient

0.5

none

No

pb

Bottom junction built-in
potential

1.0

No

cjsw

S/D field oxide side-
wall junction capaci-
tance per unit length at
zero bias

5x10710

F/m

No

mjsw

S/D field oxide side-
wall junction capaci-
tance grading
coefficient

0.33

none

No

pbsw

Source/drain field oxide
sidewall junction built-
in potential

1.0

No

c:.]SWG

cjswg

S/D gate edge sidewall
junction capacitance per
unit length at zero bias

Cjsw

F/m

No

Mjswe

mjswg

S/D gate edge sidewall
junction capacitance
grading coefficient

Mjsw

none

No

Peswe

pbswg

Built-in potentia of the
source/drain gate edge
sidewall junction

No

A.11 Parameters for models of temperature effects

Symbols
in equa-
tion

Symbols
in source
code

Description

Default

Unit

Can be
binned?

Tnom

thom

Temperature at which
parameters are extracted

27

°C

No

prt

Temperature coeffi-
cient for Ryg,

0.0

Q-pm

Yes

ute

Mobility temperature
exponent

-1.5

none

Yes

ktl

Temperature coeffi-
cient for threshold volt-

age

-0.11

Yes
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KL kt11l Channel length sensitiv- 0.0 vm Yes
ity of temperature coef
ficient
for threshold voltage
Ko kt2 Body-bias coefficient of 0.022 none Yes
the V,;, temperature
effect
Un1 ual Temperature coeffi- 4.31x10°° m/v Yes
cient for Ua
Ugy ubl Temperature coeffi- 761108 | (m/V)? Yes
cient for Ub
Uct ucl Temperature coeffi- mobMod= 1, m/V?2 Yes
cient for Uc 2:
-5.6x10°1!
mobMod=3: w
-0.056
At at Temperature coeffi 3.3x10% m/sec Yes
cient for saturation
velocity
N nj Emission coefficient of 1.0 none Yes
junction
X11 Xti Temperature exponent 3.0 none Yes
coefficient of junction
current
Tcy tcj Temperature coeffi- 0.0 UK No
cient of C;
Tcisw tcjsw Temperature coeffi- 0.0 UK No
cient of Cjqy
Tciwe tcjswg | Temperature coeffi- 0.0 1K No
cient of Cjgug
Tpg tpb Temperautre coeffi- 0.0 VIK No
cient of P,
Tpesw tpbsw | Tamperature coeffi 0.0 VIK No
cient of Py,
Tpeswoe tpbswg | Temperature coeffi- 0.0 V/IK No
cient of Ppgyg
A.12 Parameters for NQS model
Symbolsin | Symbolsin | Description Default Unit Can be
equation source code binned?
Em em Elmore constant of 5 none Yes
the channell




APPENDIX B Bs M3V3 MOdEI
Equations

B.1 Vth equations

Vin =Vrroox + Kiox ,/ &5 — Voseff — K20X Vbseff

Nix Tox
+ K10 1+—— -1 + (K3 + K3BVbseff ) ———————
I X[ l T }/(ﬁs (K3+ seff ) Wer+Wo s

- Dm( exp(=DvTI %@-) + 2 exp(—DvTi —I;—ﬁ))(Vbi — )
_ f t

- (exp(-—DSUB —Zi) + 2 exp(~Dsus —Ll—e’-’i)) (ETA0 + ETABVbser) Vs
to to

- DVTOw(CXp(—DVTIW j’f’ffg_i_@) +2 exp(—-DVnW—p-l-/—e—JEf[—i'fji
tw

ny

))(Vbi = ¢s)

Vihoox = VTHO — K1,/ ¢s

Kiox = K1 Tox

Toxm

Tox

K2ox = K2
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It = \J&siXdep [ Cox (1 + DVT2Vbseff)
lw = A EsiXdep [/ Cox(1+ Dvr2w Vbsetr)

lto = o/ &LXdepO / Cax

Xiep = 28?1‘(4)3 - Vbsejf)
V gNcH

2&sis
gNcH

Xdep0 =

Vbsef = Voe + 0.5V bs — Vbe — 81+ | (Vos — Ve — 81)% — 481Wse 1(8,=0.001)

Ki°
Vbe =0.9(¢s —
* 4K2? )

B.2 Effective VgS -Vip

nvt

142 n Cox 2¢s exp(— Ves — Vin - 2VOFF)
qéesiNcH 2nw

Cdep Cir
+ —_—

2nv ln|:1 + exp(@)}

Vgsteﬁr =

n =1+ NFACTOR

ox COX

(Cpsc + CpscpVds + Cpsce Vbseﬂf)(exp(—DVanilﬁ) + 2exp(—Dvri i";i))
1 t

+
Cox

Esi
Xdep

Cdep =
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B.3 Mobility
For mobMod=1

Hef = Mo
14+ (Ua+UcVbsefr) (Vgsteﬁ + 2Vth) + UB(Vgsteﬁ + 2V )2
Tox Tox
For mobMod=2
Uo
Heff =
L4+ (Ua+ UcVaser) (2L y Us (2L
Tox Tox
For mobMod=3
o
Hefr =
4 +2
Tox Tox

B.4 Drain Saturation Voltage

For Ri;>0 or A#1

—b—~/b* —4dac

2a

Vdsat =

a= Abuik* WefrvsarCoxRds + (_/IT — 1) Abulk

b= -—[(Vgsleﬁ’ + 2\’!)(% — 1) + AbuikEsatLeff + 3 Abulk(Vestetf + 2Vt)WeﬁVsatCo.desj

¢ = (Vesteff + 2vi) EsatLeff + 2(Vgsteff + 2\71)2 WefvsatCoxRds

A= A1 Vgsteff + A2

For Ry=0, A=1
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Esat Leff (Vgstefr + 2vt)
Abutk Esat Lefr + Vgstefr + 2vt

Vdsat =

Kiox Ao Lefr AGsVesen( Lefr 2

{ [1- 171
21/@ —Vbsefr  Lef + 2 XuXdep Lefr + 24/ XuXdep
Bo 1

Abuik = (1+

+ —})
Weff'+ Bl 1+ KETAVbseff
2v

sat

.ueﬁ"

E =

sat

B.5 Effective V 4

Viseff = Vesat — %(Vdmt —Vas— & + \/(Vdrat —Vas—8)* + 48Vdsat)

B.6 Drain Current Expression

Tasoqvse Vas — Vs Vas — Vase
Lis = deD) i+ T+
14 Raslaso(vasesr) Va Vascae
Vdseﬂ
Vdseff
WqﬁCox/leﬂVgsteﬁVdseﬂ(l - )
Juso = 2V
> Vdseﬁ’
Ler(1+ )
EsatLeff
Vi = Vesteff + 2t
Abulk
Vi=Vasar+ (14 LAYy 11 o

EsatLeff Vacrat  VADIBLC



B.7 Substrate current 425

AbulkVe
EsatLefr + Vasat + 2 RasvsatCaxWeffVgsteg [1 — _ AbulkVdsat
Va 2(Vester +2vt)
sat =
2/ A — 1+ RasvsatCoxWefAbuik
AbutkEsatLeg + V;
Vaciy = 224G TIEY (s Vases)
- PcimAwvuikEsat 1
VaDIBLC = (Vester + 2vr) 1 AbulkVdsar

Grout(1 + PDIBLCBV bseff)  AbulkVsar + Vesteff + 2vt

L
Grout = PDIBLC1 [exp( —DROUT ;%ﬂ) +2 eXp(—-DROUT—Ie—ﬂr)jI + PDIBLC?
10 10

1 PSCBE2 ex —PscBe1l
VASCBRE Leg Vids — Vdseff

1= |5 T
Eox
B.7 Substrate current
(2% Bo
Lsub = (01 Vds — Vdseff ) exp(————————)1ds
b = (0t + Leﬁ)( o) exp( Vds—Vdseﬂ) :
Lisa = Ldso 1+ Vs — Vdseff
+ Rdsldso V4

1
Vdseff
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B.8 Polysilicon depletion effect

2
q€ i INGATET,
Vgs_eﬁ" = VFB +¢S + 5 > X ( 1

ox

L2 Vg —05)
g€ s,-NGATETgX

1)
B.9 Effective channel length and width
L eff = L drawn —2d L
Wett =W drawn — 2dW

Weif ' = Wdrawn —2 dW

dW =Wy + DWGVestef + DWB([9s = Voo —\/05)

L Wy Wy

. WL Wy Wyr
dw'=Wnr + L + W + [WLLN Wi
L L L
dL = LINT + L + ud WL

LLLN iVLWN + LLLN WLmv

B.10 Drain/Source resistance

Rosw{l+ PrwGVgsteff + PRWB(\[@s — Vbseff — \/‘1—15'- )
(10° Weg HPF

Ras =

B.11 Capacitance model equations

(A) Dimension Dependence

Loctive = Larawn —20Lg

Wactive = Wdrawn - 26V\éﬁ
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WLc Wwc WwLc
W,y = Dwc+ TV + —T + Wiy W

Lic Lwc LwiLc
0L,y = DLC+ I

LN + WLWN + LLLNWLWN

(B) Overlap Capacitance
(1) For capMod= 0:

(I) Source overlap capacitance

Qoverlap,s _
————= = CGSOV g
4

active
(I Drain overlap capacitance

Qaverlap d
7%

active

= CGDOV gy

(111 Gate overlap capacitance

Qoverlap,g = ‘(Qoverlap,s + Qoverlap,d)
(2) For capMod= 1.
(I Source overlap capacitance

If Vgs <0

=CesoV,, —
gs
v, ctive 2

a

Qoverlap,s CxapPA CGSL {—1+ . 4V 4 ]
CKAPPA

Otherwise
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Qover]ap,s
W

active

= (CGs0 + CkapPPA CGSL) Vgs

(11 Drain overlap capacitance

If Vgq<0
4V
Eotend _ ooy, - THEEERE -1 1- ot
Wactive crarm
Otherwise
Q‘;V;t’.”fi = (C6po + CkaPPA CGDL) Vigd

active
(I1) Gate overlap capacitance
Ooveriap.g = —(Qoverlap,s + Qoverlap,d)
(3) For capMod= 2:
(1) Source overlap capacitance

Qoverlap s CKAPPA i gs,overlap
— = CGsoV,,, +CGsLV ,, —V - ~l+4l-—
W, & [ & gs.overlap ( CKAPPA

active

1
Vgs,overlap = _2'[(Vgs + 51) - (Vgs + 51)2 +46,]

where 4, = 0.02.

(I1) Drain overlap capacitance

Qoverla ,d . CKAPPA 4v, d ,overla)
—W—J’— = C6D0V gy + CODLY g ~ Vg overiap — > -1+ 1——€——ECWPA )|

active
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1
ng‘overlap = :[(ng + 62) - (ng + 62)2 +462]

where 6,= 0.02.

(1) Gate overlap capacitance

Qoverlap,g = _(Qoverlap,s + Qoverlap,d )

(C) Intrinsic Charges
(1) For capMod=0
Qg+ Qinvt Q=0
Qinv = Qs Qp
Vih =VFBCV + ¢s + K10X m
(1) If Vgs<VEepcv + Vps

OB = ~Wciive Lactive Cox (Vgs — Vse —VFB CV)

Qe = QB

(”) If VFBCV +Vbs< Vgs<Vth

2
Kox
Op = ~Waciive LactiveCox 5 —1+,]1+

4(Vgs ~Verev = Veser )
3
Kox

(n if Vgs >Vith
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Vs — Vin
vV =
dsat ,cv Abulk '
CLc cL
A= Apugro| 1+ ( )
‘active
Abuko = Kiox Ao Lefr Bo ) 1
2"(&3‘ Vbseff Leﬁ' + 24/ Xdep We_ﬁr +B1 1+ KeT4 Vbseﬁ”
i. 50/50 charge partition (X parT=0.5)
If Viis < Visat
1 2
Apuir Vs

1
QG acttve acnve Cox Ves—VFBCY — ¢s — _2— Vds + 4 .
12(Vgs-Vm-—b;insj

' 2
QS - QD —_ _ %cnveLacnveCox Vs —Vin — Abulk V, + Abulk Vds

ds '
2 2 IZ(Vgs— Vih —f‘sé‘ins)

2
1- 4" 1-4,.,.' 'V,

OB = Wyeyive LuctiveCox| VFBCV = Vi + g + ——22 7 = Ay ) Ay Vas™ )Ai;‘ék s

IZ(Vgs ~Vih— ;”‘ Vds)

If Vds>Vdsat,cv

1
Oc = Wactive Lactive Cox (Vgs —-VFBcy — ¢s — 5 Vasat, cv)
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W. ol . C
QS = QD — _ __active gcme ox (F a5 — Vth)
V Vi 1- Ab Ik' 1%
QB actzve Lacttve Cox( FBCV —Vin+ ¢s + __314_ dsat cv

ii. 40/60 charge partition (X ppgr <0.5)

When Vys<Vgsat cv

1
QG actrveL veC VgS_VFBCV_@_EVds"'

active ™~ ox

QB— active acrme

Vg.\‘ —Vin A !
OD = ~Weme LactveCoxl - %{" Vi +

2

A '
12(Vgs—Vm——”2“’"—Vd,)

(= Ay Ay Vas”

1 — 1
C,o| VFBCY = Vin + ¢1:+—A”—“’il/ds -
IZ(Vgs —Vih—

Api ' Vas| p 2

(Vs = Vin)* Ay (Ves — Vin)Vas N

2
A 1
(Vgs - Vin — ——bé‘”‘ Vdsj

Qs=—Qc + Qs + QD)

When Vs 2 Vgt oy

1
QG actrve Lactive Cox (Vgs —~VFBCY — ¢S - 5 Vdsat, cv)

Op = 4VVactzve actrvecox (Vgs _ Vth)

15
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1— Ay '
QB = Wactive Lacrivecox (VFBCV —Vin+ ¢" + %Vdsat,cv )

Qs=~+Qc +QB + QD)

iii. 0/100 charge partition (X ppr>0.5)

When V4s<Viysat cv

v 2
Apuar'Vas

1
QG = Wacrive Lactive Cox Ves—VFBCY — ¢S - 5 Vd.s' + P )
1{@—m—i%wg)

1 — A ' 1 — t IV 2
QH = I/VacllveLacﬂ'vecax VFBCY — Vin + ¢S + M_Vd.s - —('ﬂ%
12(Vgs~ Vm-ﬁ”‘—r/ﬁ)

Ve =Vih 4 " (A Vi)
&s bulk
L + Vds _ ulk " ds

QD =-W, actr'vecox 7
2 4 2{@-m-#%ﬁg

active

Qs=-(QG+QB + QD)

When Vs >Vsat,cv
1
QG = Wactrve Lactivecox (Vgs -~ VFBCY — (Ps - ngsat,cv)
Qp=0

1-4, ,.'
QB = Wactive Lactive Cox (VF BCV —Vih + ¢-‘ + _Tl)ﬂ‘Vdsm,cv)
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Qs=—~QG +QB + QD)

(2) For capMod=1
Qe =-Qg *+ Qinv)
Qs =Qpep + Qacc

Qpep = Qpepro + OQpEP

v =Vth— ¢s - KIOX—J(PS - Vbsqﬁ'

Ves—Vih—VOFFCV
V. =nv,NoFFln| 1+ex
gsteff ,cv t ( p( nv, NOFF )J
V.
Vds , - gsteff ,?v
T Ay

Ci
CiLc J LE

‘active

Apuix'= Abuiko 1+(

(1) When Vgs < v+ Viost+Vgstett,cv
QGO = _Wactive Lactive Cox (Vgs — V- Vbseﬂ” - Vgsteﬂ 4 cv)

QB = QAcc =-QG0

(I1) When Vigs> Vi + Vst Vgsteff,cv

K 2 4(Vgs —vh - Vgsteﬁ'cv - Vbseﬁ
o0 = Wactive LactiveCox _L(27L[_]+J1+ K2 )
10X
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QB = QDEPO = -QG0

|f 0<\és < Vdsat,cv

Vs Abulk 2 Vds2

QG = QGO +¥, active Lacﬂvecax Vasteff ,ov — — |+
2 12(

P! v
Vasteff,cv — —béll—k—Vds)

QpEP =QDpEP0 + OQDEP

. 2
I—Abulk'Vd (1= Ay Yy Vs
A

2 Apuir’
12£Vgsleﬂ‘,cv - ; Vds

5QDE = Wacnve L active Cox

If \gs > Vdsat,cv

Vdsat, cv )
3

QG = QGO + W;wtive Lactivecox (Vgsteﬁ,cv -

QB = QDEP = QDEP0 + 0QDEP

. Vgsteff,cv — Vdsat, cv
6QDEP = "Wactive Lactive ox 3

i. 50/50 charge partition
If 0< \és = Vdsat,cv

2., 2
Apuir” Vas

i Lacth‘ec
12l Vv - Abulk' v
gsteff .cv 2 ds

— — active ox
Os=0p=- 5 Vestesy v

Apr'
- ; Vi +

LiieC.

W ‘active ~ox

"
Os=0p=- Actie 3 gsteff .cv
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ii. 40/60 charge partition
If0 <Vds S Vdsat,cv
QS - _ u/actNeLaCtiveC()x > [Vgsreﬂ,(:v} _ %VgAffqﬂ,wz(Abqu'Vdg)

A t
Z(Vgsteﬂ LoV — b;,k Vds

2 2 v, 33
+§Vgsf€ff ’”(Abulk'Vds)2 —1_5(14{’””‘ Vds) ]

QD =—QG + QB +Qs)

If Vos > Vdsat,cv

- 2Wactive Lactive Cox
QS == 5 gs’eﬂ»a’

QD =«QG +QB +Qs)
iii. 0/100 charge partition

v 32
Os = ~W,orive LuciiveC Vst v + Ak Vas (Apuse Vas)
S active Mactive'- ox 5 4 v ~ Abulk.V
24 gsteff ,ov 5 ds
QD =—QG + QB +Qs)
If Vg > Vdsat,cv
2, gsteff ,cv

QS = _WacriveLacrive ox 3

QD =—HQG + QB +Qs)

(3) For capMod=2
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Qs = —(Qg +Qiw)
Qg = Qpep *+ Qacc
Qnv = Qs+ Qp

Qpep = Qpero * 0Qpep

v _ Vgsteﬁr v
dsat,cv — A f
bulk

CLE
CLc )

active

Apuir'= Apuiro 1+(

VFBeﬁ” = Vfb—O.S{V3 +~\JV32 +453lVﬂJ|}

v =Vim— ¢s - K]OX1,¢S — Vbseff

Vi=vp~Vy —63 where 8;= 0.02

QACC = —VVacn’ve Lactive Cox (VF Beff — Vfb )

Kiox? 4V, _VFBﬁ"_ teff, = Vs
QDEI-‘O = _w/aclr've Lactiwcax -1+ Jl + ( 2 : gSZE = eﬁ')
2 Kiox

Vere = Vasat oo —05{1/4 +JV,2 +454me,@}

Ve = Vdmt,cv =V — 54 where 64=0.02.
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Ay I
QINV = _Wacn’ve Lactivecox (Vgsleff o 'iz&— cheﬁ‘ ) + . AC“C Y
lz(Vgstqu' - bulk cheﬁ‘]
’ 2
1= Ay’ (U= Apuir "V Aotk 'Veverr
5QDEP = pVactive LanriveCox 2b ke Z’L‘\'Zﬁ - ‘:;b |Cw
12(Vgs,eﬂ,w - ;”' Vmﬁ)
i. 50/50 charge partition
Wactive aciveC A’ Apin Vere”
QS = QD = _% Vg:lqﬁ',cv - u cheﬂ + 4 '
12[Vgsleﬁ,cv - _b-élli' Vmﬂ)
ii. 40/60 charge partition
Q - - ;Vactiw Laclivecox
Al Ao 2
2(Vgsreﬂr,w - bél”r Vr:ve[f)
4 ' 2 v 2 2 [ 3
(Vgstqﬁ,w3 - EVgslejf,cvz(Abulk cveﬁ)+ EVgsteﬂ,cv(Abulk cheﬂ) - 1_5(Abulk cheﬂ) J
W, ive LocineC
QD=_ active ;ctlc’ox —
, bulk
2( gsteff .cv T ; cheﬁ")

3 5 2 ' + 2 1 v 3
( Vester v = 3 Vasteff cv (Abulk Vevesr )+ Vesteff .cv (Abulk Vever ) 3 (Abullr eveff )

iii. 0/100 charge partition

2
Vaster.ov AbuikVevegr (Abulk ijf)
QS = _Wactive Lacrivecox 2 + 4 - 1 ;
bulk
24(V3ﬂeﬁ v T ; cheﬁ J
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2
V steff ,cv 34 i 'che Abul ’VC\
QD = _u/acm:e Lacl:recnx L2 - Dt L + ( : Eﬂ)
( 2 4 8l v Apuik” |,
gsteff ,cv 2 cveff
(4) For capMod=3
C _ Cochen
oxeff —
Cox + Ccen
Ceen = &si/ XDC
1 NcH ~0.25 Vgs — Vbs — vib
XDC = = Ldebye exp[ ACDE ‘ [cm]
3 ye p[ (2x1016 ) Tox ]
Esivi0
Ldebye =
e gNcH

1
XDCeff = XDC max— E(XO + «/on + 4&XDC max ) (In accumulation)
X0=XDCmax-XDC'- 5x Where 5X =1 0-3' TOX

1.9x1077
Vesteff ,cv + 4(Vih — vb — 2¢B) 0.7
]
2Tox

XDCeff = [em] (In strong inversion)

I+{
QAcc = Wactivel ativeCoxeffVgbace

Vgbace = %(Vo +Vo% + 4&1vfb|)

where Vg = yp + Vs — Vs — 6 and 8, = 0.02V

Vb = Vih—2¢B — K10X1/2¢B —Vbs
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Vih = Vinoox + K10x (/@5 — Veseff —\ﬁ&)
+K10X[ 1+IZ“‘ —1],/$+ %4,
A7

€ Weﬁ'v +Wo

- DVTa(exp(—DVTI Ly | 2exp(—DmLLﬁ))(Vm — )
200 Iro

) + 2exp(—=Dvrne
2lnv0 w0

. DVTOu(eXp(—DVTIw Wey Ley Wel; Lay )](Vbi — )

2 p— f— ¢ — ¢ v
QDEPO = —WactiveLactiveCoxefy Kiox [—1 + ‘/1 + 4(Vgs ypox = Vosef =~ Vestef ¢ ) ]

2 Kiox?
Vibx = Vfy — ngacc

QINV = —WactiveLaL‘IiveCoxeﬁ"[Vgsleﬁ",cv ~Ps— -;— Abulk'cheﬁ

4 Abuk? cheﬂz
12(Vgstefr, v — D6 — Abuik'Vever / 2)

1— Abuik’ 1— Abulk') Abulk'Vevegr®
BQDEP = I’VacliveLaclr‘veCnxeff[-——ﬂ Vever — ( u ) bulk”Veveff
2 12(Vgstefr,cv — Ps — Abu]k'cheﬁ/2)

Vgsteff, cv

Vdsat,cv
Abuik

where 3=0.02.

i. 50/50 charge partition

ii. 40/60 charge partition
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Wct'v La t eC xeff 4
QS == e CNA 2 ) 3 {(Vgsteﬁ,a' _®6)3 _E(Vgsteﬁ',m‘ —¢5)2
bulk
2(Vgsteﬁ,cv - ®s- 2 cheﬁ)

' 2 t 2 11/
(Abulk cheﬁ’) + g (Vgxteﬂ,cv —-®s)( Abulk Vm'eﬂ)z - E (Abulk }cveﬁ” )3}

Op = I'Vaclive Lactivecoxe_[f
D= Z
, Ay’
2(pgxleﬁ",c\' -®5- b;/k cheﬁ"j

5
3 1
{(Vgsle]]',cv - Ps)” E(Vgsteﬁ",cv - (D‘S)Z(Abulk cheﬁ”)

, : ! '
+ (I/gsleﬁ',cv - (D5)( Abulk chejf)z - g(Abqu cheﬂ )3}

iii. 0/100 Charge Partition
V v - ®6 Ab Ik‘
QS = _VVactiveLactiveCoxeﬂ [ gSteﬂ,; + - 4 cvef
B (At Vevegr )’ ]

A A
24(Vgsteﬁ",cv -5 - %cheﬁ”)

4

Vsteff ov = P8 3(Apuar'Vereg )
QD =_Wactive LactiveCaxeﬁr [ £ ;" - - 4 i

]

(Apie Ve )’

A 1
S(Vgsteﬁ" <y D5~ _bzlilk_ cheﬁ” )

B.12 Noise model equations

1. SPICEZ2 flicker noise model (noiMod=1, 4)

KrlisAF

Sid(f)=———F——
CoxLeﬁszF

2. Unified flicker noise model (noiMod=2,3)
1). Strong inversion region (Vgs -V, >0.1V):
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B.12 Noise model equations
3 14
wviq” lds No+2x10
Sid(f) = EF’q 2#e A 2 [ Noia log(———-—x—m)+Now(No— NL)
7 Ler “Cox10 NL+2x10

qvdds’ALcim  Nora+ NomBNL + NoicNI?
FE Leg *Weg108 (NL+2x10')?

+05Norc(No? — NI? )|+

_ Cox(Vgs — Vi)
9

No

_ Cox(Ves —Vin—=Vas )
q

NL

Vas'= MIN (Vds ,Vdsat)

Vs ~ Ve
ds dsat+EM

ALcim = Lidlog L VasVasat
Esat

ALcim =0 Vds SVdsat
Lin =3XsTox

VSAT
Leff

Esar=2

2). Moderate inversion and subthreshold regions (VgS—Vth <0.1V)

SlimieSwi
Sid =
/) Slimit + Swi

where S isthe flicker noise, Eq. (7.3.29), calculated at Vs =Vy,+0.1V.

Noravilis®
Weg' Legr 1 EF 4x10%

Swi =

3. Modified SPICE2 thermal noise model (noiMod=1,3)
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Sia( f) =§$(gm+ gds + gmb)

4. BSIM3 thermal noise model (noiMod=2,4)

4 KBT Liefr
2

of

Sia(f)= gy

(1) When capMod=0,
a). Linear region (Vgs> Vihs Vias<Vdsat' cv)

2 2
Atk Vs

12(Vgs~V{h—ﬁJ—;—lk‘Vdsj

Apuie'
QINV = _pyactive Lacltvecox Vs =Vin— 21 VdS +

b). Saturation region (Vgs>Vin, Vis= Vasat ov)

QINV __ 2Waclive L3active Cox (Vgs _ Vth)

(2) When capMod=1,

a). Linear region (Vge>Vip, Vas<Vsat ov)

2., 2
Apuie” Vs

A '
lz(Vgs‘wﬁr o b;lk Vds)

Ay’
QINV = _%alveLactiveCox Vgﬁletlf v ; Vds +

b). Saturation region (Vgs>Vin, Vas2V gsat' ov)

2w, L C

active “active ™~ ox vV
3 gsteff cv

Oy =

(3) When capMod=2,
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12 2
Apuik” Vevegr

Apuite'
Vgsteﬂ o Tu cheﬂ

Ay’
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(4) When capMod=3,
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B.13 DC model of the source/drain diodes

Isbs = JsAS + PsJssw

E Eg
L8084 Xrrin( )
Js = Jso exp[ Vimo Vim Tnom ]
NJ
E,
2 _Es | xmin—L
Jssw = JSOSWeXp[ Vimo Vim Thnom ]
Ny
-4 2
Fgo=116— 7.02%x107" TnoMm
Tnvom +1108.0
4 32
Ee=116- 7.02x107°T
T+1108.0

If 14, iS not positive,
[bs = GMIN Vbs
If 14 islarger than zero, the following equations will be used to calculate the

S/B junction current Iy, depending on the value of | ;7 Specified in the
model card.



444 APPENDIX B BSIM3v3 Model Equations

When | 314 is equal to zero,

Ios = Isbs[exp(-—zli) — 1]+ GMIN Vis
Niyv:

If 1 37 is not zero,

Vism = Nrve ln(

I
JTH +1)
Is

bs

If Vbs<Vj sm

Ibs = Isbs[eXp(&) — 1]+ GMIN Vs
Nirve

If Vbszvj sm

L Isbs
Ips = LiTH + ﬂj—L——b—(Vbs —Vjsm) + GMIN Vbs
Nyvt

B.14 Capacitance model of the source/bulk and drain/bulk diodes
Capbs = Cjbst + Cjbsswgt + Cjbsswt
Cibst = AsCibs
If Ps> W,
Cibsswgt = Weff' Cjbsswg
Cjbsswt = (Ps — Weff ') Cjbssw
Capbs = ASCijbs+ Weft' Cjbsswg + (PS — Weft') Cjbssw
If Ps< Wy,
Cisbswgt = PSCjbsswg

Capbs = AsCjbs+ PsCjbsswg
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Vs M
Cips=Cr(1-—)"" p, <0
JOS ( PB) bs

Vs
Cips=Cr(1+ Mi—) 1, 20
Jos ( PB) bs

Cibssw = Cisw (1 — _.__.bs_)‘MYWJ

V, <0
Pasw bs

Crbssw = Casw(1 + Musw —2 ) V0
Pesw” %

Vs \—MswIG

Cjbsswg = CJSWG(I - |
PeswG

Vbs<0

Cibsswg = Ciswe (1 + Miswe Vs ) V20
PBswe

The drain-bulk capacitance model equations are the same but substituting s
with d in the subscripts.

B.15 Temperature effects

= po(T / TNom)™*
ah Vgsteff + 2Vih v, + 2V
1+ (Ua(T) + UC(T)Vbseﬁ’)(,%__) Us (T)(_gsu)
Tox Tox
(mobMod=1)
Ueff = po(T"/ TNOM)"” .
14+ (Ua(T)+ Uc( T)vaeﬂ)( ) + Ub(TY(—— gsteff >
Tox * (mobMod=2)
Ute
Her = Vesteff + 2Vin et / TNI?IM,) + 2V
1+[Ua(TX & Al Ub(T)(ﬁfﬁ’__)z 101+ Us(TWser)
Tox Tox

(mobMod=3)
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Ua(T)=Ua+Ual(T / TNOM — 1)
Us(T)=UB+UBI(T / TNom ~ 1)
UdTy=Uc +UcT / Tnom - 1)

Vin(T) = Vi(Tnom, L,Vas) + (K11 + %’—L + KraVs)(

_.1)

TNoMm

Usat(T) = vSAT + AT(

-1
Tvom

Ra(T) - Rasw(T)[1 + PRWGVesteff + PRWB(\[@s — Vbseff — [ ¢5)]

Weﬂ"WR
Rdsw(T) = Rpsw + PRT( -1
Tnom
B0 B + X711 In( )
Js = Jso exp[ Vimo Vim TnoMm ]
Ni
Ego0 ——E—€+ann( )
Jssw = Jsosw exp[ LimeVim Tnom
N1
—4 2
Fg0=116 7.02 %107 Tnom
Tnvom +1108.0
4 52
Ee=116— 702x107° T
T+11080

Ci(T)=Cy[1 +Tci(T — Tnom)]
Cisw(T) = Cisw[1 + Tcisw(T — TNom)]

Cjswg(T) = Ciswa|[1 + Tciswe (T — TNom )]



B.16 NQS Model Equations 447

Po(T) = PB—TpPB(T — TNOM)
Posw(T) = PBsw — Tpesw (T — TnoM)
Poswg(T) = PBswG — TreswG(T — TNoMm)

Vs

78 / )( Pb(T)) b

Cjbs = Cj (1 1+ MJy V, .20
! / )( Pb (T)) bs

Cjbssw = Csw(]) 1- ! V,.<0
J J ( Pt v(T)) bs

Vb
Cibssw = C_'/sw(T)(l + Misw wam) Vbsz()

Vs -
Cjbsswg = Ciswg(T)(1 — -—‘—) Misws V<0

Poswe(T) s

Vbs
Cjbsswg = stwgm(l + Muswe ——-‘) Vbs—o
Phswg )

B.16 NQS Model Equations

Qdef (t) =Vdef (1- Clact)

Legr? Le?

ELM,UQch - ELMHQcheq

Reim =

= pocT / Tnom U™

Cox Weff Lejf 3

Tdrift = ReimCoxWeff Lefy =
v ehmoxtbely Ley ELM UL Qcheq
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Legr 2

161Lv:

Tiffusion =
Ip,G,5(t) = Ip,G,s(DC) + @;i’)
Qdef (t) = Qcheq(t) — Qch(t)

OQdef (1) _ HQcheq(t) _ dQdes (1)
dt dt T

T

_ o o
Dipart Op+ Qs Qcheq

Drpart _ SxpartCdi — DixpartCsi
dvi Qcheq

where i represents the four terminals (g, s, d, b) and Cg and Cg are the intrinsic
capacitances in the strong inversion. The corresponding value of Sypartcan be
derived from the fact that Dypart+Spart =1

In the accumulation and depletion regions, if XparT<0.5, Dxpart=0.4; if
X paART =0.5, Dxpart =0.5;ifX PART >0.5 Dxpartzo-

Crlact
T

Grau =

B.17 A note on the poly-gate depletion effect

If the poly-gate depletion effect isincluded, all V 4 in the above DC and AC
model equations will be replaced by Vs eff:

Vgs_eﬂr = VFB + ¢s +

qESiNGATETgx ! 2802):(Vgs - VFB -9,)
SO -1

ox

2
q€ ;NGATET



APPENDIX € Enhancements and
Changes in BSM3v3.1
versus BSM3v3.0

C.1 Enhancements

Many improvements have been made in the BSIM3v3.1 code, released in
Dec. of 1996, relative to the BSIM3v3.0 code released in Oct. of 1995:

(1) Code improvements to avoid any model discontinuity that may be caused
by bad values of certain parameters.

(2) Code changes to avoid any algebraic problems such as divide by zero or
square root domain.

(3) Bug fixes.

(4) Addition of a new routine to check certain parameters for proper value
ranges.

(5) Addition of options for using different noise models.

(6) Maodification of the S/B and D/B diode model.

(7) Add capmod=0 for BSIM 1-like long channel capacitance model.

(8) Code clean-up

C.2 Detailed changes

The routines B31d.c, b3temp.c, b3noi.c, b3mpar.c, b3.c, b3mask.c, b3set.c,
and bsim3ext.h have been changed. A description of the changesis given in
the following:
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1. Code improvement to avoid any model discontinuity caused by certain
parameters or unusual operation bias conditions.

(1) To avoid any problems caused by 1+dvt2*Vhbseff in Vth calculations in
b31d.c

if (T1=1+dvt2*Vbseff)<0.5

T1=(1+3*dvt2* V bseff)/(3+8* dvt2* V bseff)

(2) To avoid any prablems caused by 1+dvt2w*Vbseff in Vth calculationsin
b31d.c

if (T1=1+dvt2w*Vbseff)<0.5

T1=(1+3*dvt2w* V bseff)/(3+8* dvt2w* V bseff)

(3)To avoid any problems caused by nfactor* esi/
Xdep+theta0* (cdsc+cdsch* Vbseff+Cdscd*Vds) in calculating n in b3ld.c.

if (n=1+nfactor* esi/X dep+theta0* (cdsc+cdsch* Vbseff+Cdscd* Vds))<-0.5

n=[ 1+3* nfactor* esi/X dep+thetald* (cdsc+cdsch* V bseff +Cdscd* V ds)]/

{ 3+8* [ nfactor* esi/X dep+theta0* (cdsc+cdsch* V bseff+Cdscd* Vds) |}

(4) To avoid any problems caused by AbulkO and Abulk in b31d.c.

if (Abulk0<0.1)

Abulk0=(0.2-Abulk0)/(3-20* Abulk0)

if (Abulk<0.1)

Abulk=(0.2-Abulk)/(3-20* Abulk)

(5) To avoid any problems caused by dwg and dwb in calculating Weff in
b31d.c.

if (Weff<2.e-8)

Weff=2.e-8(4.e-8-Weff)/(6.e-8-2* Weff)

(6) To avoid any problems caused by Prwg*Vgsteff+Prwb* (sgrt(PHI-VBS)-
Sart(PHI)) in calculating Rds in b31d.c.

If {TO=Prwg*Vgsteff+Prwb* (sgrt(PHI-VBS)-Sgrt(PHI))} <-0.9

Rds=Rds0* (0.8+T0)/(17+20* T0)

(7) To avoid problems caused by 1/(1+Keta* Vbseff) in calculating Abulk in
b3ld.c.

if (TO=1/(1+Keta*Vbseff)>10

TO=(17+20* Keta* V bseff)/(0.8+K eta* \ bseff)

(8) To avoid problem caused by the denominator in calculating peff in b31d.c.
Denomi=1+T5

if (T5<-0.8)

Denomi=(0.6+T5)/(7+10* T5)

(9) To avoid problems caused by Al*Vgsteff+A2 in calculating lambda in
b3ld.c.

if A1>0

Lambda=1-0.5(T1+T2)



C.2 Detailed changes 451

T1=1-A2-A1*Vgsteff-1.e-4

T2=sgrt(T1*T1+0.004* (1-A2))

else

Lambda=0.5(T1+T2)

T1=A2+A1*Vgsteff-1.e-4

T2=sgrt(T1*T1+0.004* A2)

(10) To avoid problems caused by 1/(pdiblcb* Vbseff) in calculating Vadibl in
b3ld.c.

T7=pdiblcb*V bseff

T3=1/(1+T7)

if (T7<-0.9)

T3=(17+20*T7)/(0.8+T7)

(11) To avoid problems caused by 1+Pvag*V gsteff/(Esat* Leff) in calculating
Vain b3ld.c.

T9=Pvag*Vgsteff/(Esat* L ff)

TO=1+T9

if (T9<-0.9)

T0=(0.8+T9)/(17+20T9)

(12) To avoid problems caused by eta0+etab* V bseff in b3ld.c.
if (T3=etal+etab*Vbhseff)<l.e-4

T3=(2.e-4-T3)/(3.-2.e-4*T3)

(13) To avoid problems caused by Vgs_eff in b3ld.c

Vgs eff=Vgs-Vpoly

if (Vpoly>1.12)

Vgs eff=vVgsT5

T5=1.12-0.5*(T7+T6)

T7=1.12-Vpoly-0.05

T6=sqrt(T7*T7+0.224)

2. Code change to avoid math problems such as divide by zero or square root
domain.

(1) Introducing smoothing functions to avoid any Sgrt Domain errorsin cal-
culating T1 in calculation of capacitance when capmod=1 and 2 in b3ld.c.

(2) Code change in calculating the Vascbe in b3ld.c to avoid the problem of
divide by zero when pscbe2=0

3. Bug fixing

(2) “ldvtiw and Idvt2w missed their ‘w’ " at line 519 and 523 in b3mset.c
(2) “undefined vib parameter when VthO is not defined” in b3temp.c

(3) “considering CONSTCtoK twice" at line 53, 69, and 232 in b3noi.c
(4) “here->BSIM 3gtg should be here->gtb” in line 1905 in b3ld.c
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(5) uninitialized parameters in SizeDepend structure in b3temp.c
(6) “0.5 should be dxpart” in 1901 in b3ld.c.

4. Addition of a new routine to check parameters:

A new routine called as b3check.c has been created to check the parameters
before doing the simulation. In this routine, the following parameters are
checked: L eff, L effcy, Wet, Wettcv: NLx: News Vese: T ox» Dvro, Dyvrow: Dvras
D vriw: Wo, NracTor, Cpsc: Coseps Eto, B1, Uo, DeLta, A1, A2, Rps,
vsattemp, Pc v, PoisLct» PoieLc2 CLc For some parameters such as T oy,
X3, and N x the simulator outputs “Fatal error” and quits the simulation if the
users input any parameters outside the bounds in the code. For Some parame-
terssuch as E1g, Ay, A, etc., the simulator outputs a “Warning” message to let
the users know that they are using some unsuitable parameters for their simu-
lation.

(1) Values of parameters outside the following bounds would be treated as
“fatal errors’:

Los<0
Wofr<0

Tox<0
Neg<0
NGaTe<0
Nix<-Loy
Wo=-Wey
X;<0

BI = -Wepr
Up<0
Dgr1450
Dyr<0
Dyriw<0
Dgygp<0
Vsattempso
Perm<0
Droyr<0
Crc<0

(2) Values of parameters within the following regions would be treated as
“warning errors’:

N | x>-Lgss but <O
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Neg <lel5 cm?or >1E21 cm
Ngyg <leld cm *or >1E21 cm 3
TOX < lnm

Leﬁr< 0.05um

Logey<0.05um

Weﬁ‘< 0.1um

Wemey < 0.1um

Ng4r>0 but <lel8cm 3
Dyry<0

ABS( e-6/(Weﬁ+W0)) >10
Neacror<0

Cpsc<0

Cpscp<0

E74¢<0

A5<0.01 or 4>1

RDSW >0 but <0.001

Vsattemp >0 but <le3

Pprprcr<0

Pprerc2<0
Cepo<0

Ceso<0
C6ro<0
Pg and Pp <W g (when Cjy or Cgyy is given)

5. Changesin noise routine:

(1) Adding two more options (noiMod= 1, 2, 3, 4) for users to use different
combinations of thermal and flicker noise models.

noiMod=1: SPICE2 flicker noise model + SPICE2 thermal noise model;
noiMod=2: BSIM3 flicker noise model + BSIM3 thermal noise model;
noiMod=3: SPICE2 thermal noise model + BSIM3 flicker noise model;
noiMod=4: SPICE2 flicker noise model + BSIM3 thermal noise model.

(2) Adding the Gy, term in the calculation of SPICE2 thermal noise model
equation.

6. Modify the S/B and D/B diode model.

(1) Modify the code for the calculation of source/bulk and drain/bulk diode
currents (One new parameter, Jssw , IS introduced for the parasitic side junc-
tion current).
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(2) Modify the code for the calculation of source/bulk and drain/bulk diode
parasitic side capacitances (Three new parameters, Cyswg, P gswg, and
Mjswa, are introduced for the sidewall parasitic capacitances at gate side).
(3) Add the code to account for the temperature effect of S/B and D/B diode
(two more parameters, X tjand N j, are introduced).

7. Add capMod =0 for capacitance model.

8. Other code change and clean-ups:

(1) Change the code in b3set.c to calculate Cg according to the equation in the
manual as the default value instead of zero when it is not given by the user.
(2) Add an option for users to use high Vpgc value in the simulation when
parameter K,>0

If K2<0

Vbe =0.9¢[PHI-(0.5*k1/k2)?]

else

Vbc=-30 if (Vbm>=-30)

Vbc=Vbm if (Vbm<-30)

(3) Change judgment condition for poly gate depletion effect in b3ld.c.
Poly-gate depletion effect is calculated if NgaTe >Ny and Vgs>Vep+PHI)
(4) Code change for the calculation of Vggeft function in b3ld.c.

(5) One parameter, version, was added for the version control of the code. The
default value is 3.1 in the release of BSIM3v3.1.

(6) One flag parameter, paramchk, was added for users to have the option to
turn on or off the parameter checking for warning error.

(7)Code clean-ups to improve the calculation efficiency.
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Changes in BSM3v3.2
versus BASM3v3.1

D.1 Enhancements

BSIM3v3.2, released in June of 1998, has the following enhancements and
improvements relative to BSIM3v3.1 released in Dec. of 1996:

(1) A new intrinsic capacitance model (the charge thickness model) consider-
ing the finite charge layer thickness determined by quantum effects is intro-
duced as capMod=3. It is smooth, continuous and accurate in all operating
regions.

(2) Improved modeling of C-V characteristics at the transition from weak to
strong inversion.

(3) Add the oxide thickness dependence in the threshold voltage (V) model.
(4) Add the flat-band voltage (Vg) as a new model parameter.
(5) Improved substrate current scalability with channel length.

(6) Restructure the non-quasi-static (NQS) model, adding NQS into the pole-
zero analysis and fixing bugs in NQS code.

(7) Add temperature dependence into the diode junction capacitance.

(8) Support a resistance-free diode and current-limiting feature in the DC
diode model.
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(9) Use the inversion charge from the capacitance models to evaluate the
BSIM3 thermal noise

(10) Elimination of the small negative capacitance of Cys and Cgd in the accu-
mulation-depletion regions.

(11) Introduce a separate set of channel-width and length dependence
parameters to calculate effective channel length and width for C-V models for
better fitting of the capacitance data.

(12) Add parameter checking to avoid bad values for certain parameters.
(13) Bug fixes.

D.2 Detailed changes

1. Two model parameters Nopr and V gpcy are introduced in Vgsteff.cv to
adjust the C-V curve shape when Vs is around Vi,. Nopp  defaults to 1.0 and
V oppcy defaults to 0.0 for backward compatibility; if (Nogp<0.1) and
(Norp>4.0), or if (Vorpcy<-0.5) and (Vorrcy>0.5), warning messages will
be given. Vgsteff,cv has been re-implemented to avoid any potential discontinui-
ties and numerical instabilities.

2. A new parameter T ox v IS introduced to represent the TOX dependence in
the model parameters K, and K. Toxy has a default value of Toy. If Tox is

egual to or smaller than zero, afatal error message will be given. The scalabil-
ity of Vi, model with respect to Toyx isimproved.

3. A new parameter Vieg has been added for the flat band voltage in the DC
model to improve the model accuracy for MOSFETS with different gate mate-
rials. Vgp defaults to the following for backward compatibility: if vthO is not
given, Ve will be computed from Vyy,o; otherwise Vg=-1.0.

4. A new parameter ‘alphal’ is added to improve substrate current scalability
with the channel length. It defaults to 0.0 for backward compatibility with
BSIM3v3.1.

5. The NQS model is re-implemented. A new charge partitioning scheme is
used which is physically consistent with that in the quasi-static C-V model
and significantly improves the simulation performance. The parameter ngs-
mod is now an element (instance) parameter, no longer a model parameter in
the release of BSIM3v3.2.
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6. Temperature dependence in the diode junction capacitance model is added,
where both the unit area junction capacitance and built-in potential are now
temperature dependent. All new parameters for the temperature effect of junc-
tion capacitances are set to zero to be identical to BSIM3v3.1 by default.

7. The DC junction diode model now supports a resistance-free diode model
and a current-limiting feature. A current limiting model parameter ijth is
introduced which corresponds to two critical voltages: vism and vjdm. BSIM3
will calculate vjsm and vjdm depending on the value of | 37y . For the S/B
diode, if |37H is explicitly specified to be zero, BSIM3 will not calculate
either vism or vjdm; a resistance-free (pure) diode model will be triggered;
Otherwise (I;14>0.0), a current-limiting feature will be used and vjsm and
vjdm will be evaluated. | Ty defaults to 0.1. However, users are highly rec-
ommended to always explicitly specify I;,=0.1 in the model cards if they
want to use the default value of |yt . Backward compatibility for the diode I-
V model istherefore not kept.

8. The inversion charge equations of the C-V models (capMod 0, 1, 2 or 3) are
used to calculate the BSIM3 thermal noise when noiMod = 2 or 4. The old
channel charge equation is removed; backward compatibility is not kept on
advice from the Compact Model Council.

9. A zero-bias vy, calculated from Vih is used in capmod 1,2 and 3 when ver-
sion = 3.2. If version < 3.2, the old bias-dependent Vi is kept for capMod 1
and 2 for backward compatibility; capmod 3 does not support the old bias-
dependent vy,

10. New parametersL| -, Lwc, Ly Wi, Wwe, and Wy ¢ are introduced
in BSIM3v3.2. They default to the corresponding DC parameters L, Ly,

Lwe, Wi, Ww, and Wy, respectively, for backward compatibility.
11. Parameter checking for some parameters are added.
Pscgez <= 0.0, the user will be warned of the poor value used.

If (MgoNn <5.0)or (Mgjn > 25.0), awarning message will be given.

If (Acpe < 0.4) or (Acpe > 1.6), a warning message will be generated. If
(Norp < 0.1) or (Norg > 4.0), awarning message will be given.
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If (Vorrcv < -0.5 or V oppcy > 0.5), a warning message will be given. If
(ijth < 0.0), afatal error occurs.

If (toxm <= 0.0), afatal error occurs.

The recommended parameter ranges for A-pe, Moin, Nore, Voggey Can be
found from above.

12. Summary on backward compatibility
(1) Backward compatibility with BSIM3v3.1

Even when all new model parameters are given their default values, the fol-
lowing could result in inconsistencies between BSIM3v3.2 and BSIM3v3.1:

1) Re-implementation of NQS model;
2) Explicitly specifying ijth=0.1 to use its default value of 0.1;
3) Using Qi in C-V models for BSIM3 thermal noise evaluation;

4) Zero-bias vy, for capMod | and 2 (through BSIM 3version number control);
Removing of Ps and Pp clamps;

5) Using L active for Ay

6) Removing here->BSIM3gbd from "*(here->BSIM3SPdpPtr)"; Removing
ckt->CKTgmin from "cegbs' and "cegbd";

7) Fixing of "vgs = pParam->BSIM3vtho + 0.1" term in b3ld.c file; Isyp bug
fixing in b3ld.c, b3acid.c and b3pzid.c.

(2) Backward compatibility with BSIM3v3.0

Current users of BSIM3v3.0 may migrate to BSIM3v3.2 directly by passing
BSIM3v3.1. The compatibility of BSIM3v3.2 to BSIM3v3.0 is summarized
by the above list (Backward compatibility with BSIM3v3.1) plus the summa-
rized information given in Appendix C for the compatibility between
BSIM3v3.1 and BSIM3v3.0
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