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Foreword to the First Edition

I enjoyed reading this book for a number of reasons. One reason is that it addresses
high-speed analog design in the context of microwave issues. This is an advanced
level book, which should follow courses in basic circuits and transmission lines.
Most analog integrated circuit designers in the past worked on applications at a
low enough frequency that microwave issues did not arise. As a consequence, they
were adept at lumped parameter circuits and often not comfortable with circuits
where waves travel in space. However, in order to design radio frequency (RF)
communications integrated circuits (IC) in the gigahertz range, one must deal with
transmission lines at chip interfaces and where interconnections on chips are far
apart. Also, impedance matching is addressed, which is a topic that arises most
often in microwave circuits. In my career, there has been a gap in comprehension
between analog low-frequency designers and microwave designers. Often, similar
issues were dealt with in two different languages. Although this book is more firmly
based in lumped-element analog circuit design, it is nice to see that microwave
knowledge is brought in where necessary.

Too many analog circuit books in the past have concentrated first on the
circuit side rather than on basic theory behind their application in communica-
tions. The circuits usually used have evolved through experience, without a sat-
isfying intellectual theme in describing them. Why a given circuit works best can
be subtle; often these circuits are chosen only through experience. For this rea-
son, I am happy that the book begins first with topics that require an intellectual
approach—noise, linearity and filtering, and technology issues. I am particularly
happy with how linearity is introduced (power series). In the rest of the book it is
then shown, with specific circuits and numerical examples, how linearity and noise
arise.

In the latter part of the book, the RF circuits analyzed are ones that experi-
ence has shown to be good. Concentration is on bipolar circuits, not metal oxide
semiconductors (MOS). Bipolar still has many advantages at high frequencies. The
depth with which design issues are addressed would not be possible if similar MOS
coverage was attempted. However, there might be room for a similar book, which
concentrates on MOS.

In this book, there is much detailed academic exploration of some important
high-frequency RF bipolar ICs. One might ask if this is important in design for ap-
plication, and the answer is yes. To understand why, one must appreciate the central
role of analog circuit simulators in the design of such circuits. At the beginning of
my career (around 1955-1960) discrete circuits were large enough that good circuit
topologies could be picked out by breadboarding with the actual parts themselves.

Xiii
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Foreword to the First Edition

This worked fairly well with some analog circuits at audio frequencies, but failed
completely in the progression to integrated circuits.

In high-speed IC design nowadays, the computer-based circuit simulator is cru-
cial. Such simulation is important at four levels. The first level is the use of simpli-
fied models of the circuit elements (idealized transistors, capacitors, and inductors).
The use of such models allows one to pick out good topologies and eliminate bad
ones. This is not done well with just paper analysis because it will miss key factors,
such as the complexities of the transistor, particularly nonlinearities and bias and
signal interaction effects. Exploration of topologies with the aid of a circuit simula-
tor is necessary. The simulator is useful for quick iteration of proposed circuits with
simplified models to show any fundamental problems with a proposed circuit. This
brings out the influence of model problems on circuit performance. This first level
of simulation may be avoided if the best topology, known through experience, is
picked at the start.

The second level of simulation is where the models used are representative of
the type of fabrication technology being used. However we do not yet use specific
numbers from the specific fabrication process, and make an educated approxima-
tion to likely parasitic capacitances. Simulation at this level can be used to hone in
on good values for circuit parameters for a given topology, before the final fabrica-
tion process is available. Before the simulation begins, detailed preliminary analysis
at the level of this book is possible and many parameters can be wisely chosen
before simulation begins, greatly shortening the design process and the required
number of iterations. Thus the analysis should focus on topics that arise, given a
typical fabrication process. I believe that this has been done well here, and the au-
thors through scholarly work and real design experience, have chosen key circuits
and topics.

The third level of design is where a link with a proprietary industrial process
has been made, and good simulator models are supplied for the process. The circuit
is laid out in the proprietary process and a simulation is done, including estimates
of parasitic capacitances from interconnections and detailed models of the elements
used.

The incorporation of the proprietary models in the simulation of the circuit is
necessary because when the IC is laid out in the actual process, fabrication of the
result must be successful to the highest possible degree. This is because fabrication
and testing is extremely expensive. Any failure can result in the necessity to change
the design, which requires further fabrication and retesting, and causes a delay in
getting the product to the market.

The fourth design level is the comparison of the circuit behavior predicted from
simulation with that of measurements of the actual circuit. Discrepancies must be
explained. These may be from design errors or from inadequacies in the models,
which are uncovered by the experimental result. These model inadequacies, when
corrected, may result in further simulation, which causes the circuit design and
layout to be refined with further fabrication.

This discussion has served to bring attention to the central role that computer
simulation has in the design of integrated RF circuits, and the accompanying impor-
tance of circuit analysis as presented in this book. Such detailed analysis may save
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money by facilitating the early success of applications. This book can be beneficial
to designers—or to those less focused on specific design—to recognize key con-
straints in the area, with faith (justified, I believe) that the book is a correct picture
of the reality of high speed RF communications circuit design.

Miles A. Copeland

IEEE Fellow

Professor Emeritus
Carleton University
Department of Electronics
Ottawa, Ontario, Canada
April 2003






Preface

For this second edition of this book, we have added significantly more information
about radio frequency integrated circuit (RFIC) design using complementary metal
oxide semiconductor (CMOS) transistors, whereas the first edition strongly empha-
sized design with bipolar transistors. Since 2003, when the first edition of this book
was published, CMOS has grown in popularity both in industry and in academia,
and every year in our own RFIC design courses we have been putting more empha-
sis on CMOS. Although many RFIC design principles are the same whether using
bipolar transistors or CMOS transistors, there are some important differences. In
this edition of the book, we have added the relevant equations for CMOS circuits
and we have added complete CMOS-based design examples for each of the major
radio frequency building blocks.

In addition, we have added a chapter on system issues (Chapter 3) and a chap-
ter on frequency synthesizer design (Chapter 10). Both of these topics could have a
complete book written about them, so our coverage is intended to include what we
consider to be the most important points.

Another major reason for this new edition is to correct some of the numerous
mistakes that unfortunately found their way into the first edition. However, since
there will likely still be mistakes, we will provide a list of errors on a Web page
(http://www.doe.carleton.ca/cp/rfic2_errata.html) and we encourage you to make
use of it and to inform us of any additional errors not yet listed on this page.
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Introduction to Communications Circuits

1.1 Introduction

Radio frequency integrated circuit (RFIC) design is an exciting area for research or
product development. Technologies are constantly being improved, and as they are,
circuits formerly implemented as discrete solutions can now be integrated onto a
single chip. In addition to widely used applications such as cordless phones and cell
phones, new applications continue to emerge. Examples of new products requiring
RFICs are wireless local area networks (WLAN), keyless entry for cars, wireless
toll collection, global positioning system (GPS) navigation, radio frequency identi-
fication (RFID) tags, asset tracking, remote sensing, ultra wideband (UWB) radios
for high data rate personal area networks (PANs), mobile television reception us-
ing standards such as digital video broadcast handheld (DVB-H) or digital video
broadcast terrestrial (DVB-T), and tuners in cable modems. Thus, the market is
expanding, and with each new application there are unique challenges for the de-
signers to overcome. As a result, the field of RFIC design should have an abundance
of products to keep designers entertained for years to come.

This huge increase in interest in radio frequency (RF) communications has re-
sulted in an effort to provide components and complete systems on an integrated
circuit (IC). There has been much research aimed at putting a complete radio on
one chip. Since complementary metal oxide semiconductor (CMOS) is required for
the digital signal processing (DSP) in the back end, much of this effort has been de-
voted to radios in CMOS technologies [1-3]. However, bipolar design continues to
be used in the industry because of its higher performance. CMOS traditionally had
the advantage of lower production cost, but this is becoming less true as technology
dimensions become smaller. In the future, both of these technologies will probably
be replaced by radically different technologies. In any case, as long as people want
to communicate, engineers will still be building radios, and contrary to popular
belief, most of the design concepts in RFIC design are applicable regardless of what
technology is used to implement them.

The objective of a radio is to transmit and receive signals between the source
and destination with an acceptable quality and without incurring a high cost. From
the user’s point of view, quality can be perceived as information being passed from
source to destination without the addition of noticeable noise or distortion. From a
more technical point of view, quality is often measured in terms of bit error rate,
and acceptable quality might be to experience less than one error in every million
bits. Cost can be seen as the price of the communications equipment or the need to
replace or recharge batteries. Low cost implies simple circuits to minimize circuit

area and low power dissipation to maximize battery life.
1



2 Introduction to Communications Circuits

1.2 Lower Frequency Analog Design and Microwave Design Versus
Radio-Frequency Integrated Circuit Design

Radio-frequency integrated circuit design has borrowed from both analog design
techniques, used at lower frequencies [4, 5], and high frequency design techniques,
making use of microwave theory [6, 7]. The most fundamental difference between
low frequency analog and microwave design is that in microwave design, transmis-
sion line concepts are important, while in low-frequency analog design, they are
not. This will have implications on the choice of impedance levels, as well as how
signal size, noise, and distortion are described.

On-chip dimensions are small, so even at RF frequencies (0.1-60 GHz), tran-
sistors and other devices may not need to be connected by transmission lines (i.e.,
the lengths of the interconnects may not be a significant fraction of a wavelength).
However, at the chip boundaries, or when traversing a significant fraction of a
wavelength on-chip, transmission line theory becomes very important. Thus, on
chip we can usually make use of analog design concepts, although, in practice, mi-
crowave design concepts are often used. Where the chip interfaces with the outside
world, we must treat it like a microwave circuit.

1.2.1 Impedance Levels for Microwave and Low-Frequency Analog Design

In low-frequency analog design, input impedance is usually very high (ideally
infinity) while output impedance is low (ideally zero). For example, an opera-
tional amplifier can be used as a buffer because its high input impedance does
not affect the circuit to which it is connected, and its low output impedance can
drive a measurement device efficiently. The freedom to choose arbitrary imped-
ance levels provides advantages in that circuits can drive or be driven by an im-
pedance that best suits them. On the other hand, if circuits are connected using
transmission lines, then these circuits are usually designed to have an input and
output impedance that match the characteristic impedance of the transmission
line.

1.2.2 Units for Microwave and Low-Frequency Analog Design

Signal, noise, and distortion levels are also described differently in low frequency
analog versus microwave design. In microwave circuits, power is usually used to
describe signals, noise, or distortion with the typical unit of measure being decibels
above 1 milliwatt (dBm). However, in analog circuits, since infinite or zero imped-
ance is allowed, power levels are meaningless, so voltages and currents are usually
chosen to describe the signal levels. Voltage and current levels are expressed as
peak, peak-to-peak, or root-mean-square (rms). Power in dBm, P4p,,,, can be related
to the power in watts, Py, as shown in (1.1) and Table 1.1, where voltages are
assumed to be across SOW.
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Table 1.1 Power Relationships

Vpp Vims Pwatt (50Q) PdBm (509
1nV 0.3536 nV 2.5 102 -176

1uv 03536 4V 2.5 1015 -116

1 mV 353.6 mV 2.5 nW -56

10 mV 3.536 mV 250 nW -36

100 mV 35.36 mV 25 uW -16

632.4 mV 223.6 mV 1 mW 0

1v 353.6 mV 2.5 mW +4

10V 3.536V 250 mW +24

Assuming a sinusoidal voltage waveform, P, is given by

2
Puare = ”Tm (1.2)

where R is the resistance the voltage is developed across. Note also that v, can be
related to the peak-to-peak voltage v,,, by

_ Upp
vems = (1.3)

Similarly, noise in analog signals is often defined in terms of volts or amperes,
while in microwave it will be in terms of dBm. Noise is usually represented as noise
density per hertz of bandwidth. In analog circuits, noise is specified as squared volts
per hertz, or volts per square root of hertz. In microwave circuits, the usual measure
of noise is dBm/Hz or noise figure, which is defined as the reduction in signal-to-
noise ratio caused by the addition of the noise.

In both analog and microwave circuits, an effect of nonlinearity is the appearance
of harmonic distortion components or intermodulation distortion components, often
atnew frequencies. In low-frequency analog circuits, this is often described by the ratio
of the distortion components compared to the fundamental components. In micro-
wave circuits, the tendency is to describe distortion by gain compression (power level
where the gain is reduced due to nonlinearity) or the third-order intercept point (IP3).

Noise and linearity are discussed in detail in Chapters 2 and 3. A summary of
low frequency analog and microwave design is shown in Table 1.2.

Table 1.2 Comparison of Analog and Microwave Design

Parameter Analog Design (Most Often Microwave Design (Most Often
Used On-Chip) Used at Chip Boundaries and Pins)
Impedance Z, P oW Z.,p 50W
ZowP OW Zow P SOW
Signals Voltage, current, often peak Power, often dBm
or peak-to-peak
Noise IIV/\/E Noise factor F, noise figure NF
Nonlinearity Harmonic distortion, Third-order intercept point IP3,

intermodulation, clipping 1-dB compression
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In summary, as stated earlier, RF design is a combination of techniques used in
low-frequency analog design, and techniques used in traditional microwave design.
On chip if distances between components are small, some analog design concepts are
used. That is, transmission lines are generally not used and convenient impedance
levels are chosen. For example, impedances higher than 50W may be used to save
power, or low impedances may be chosen to achieve higher bandwidth in the pres-
ence of capacitance. It should be noted, however, that the low frequency technique
of aiming for infinite input impedance and zero output impedance is not possible
at radio frequencies. Design is often done using small signal models, and internal
signals are often described using voltage or current as is common for low frequency
analog design. Conversely, at chip boundaries and for components separated by
long distances, transmission lines are used and impedances are chosen to optimize
power transfer or minimize noise according to standard microwave techniques.

1.3 Radio-Frequency Integrated Circuits Used in a Communications

Preselect Image

Transceiver

A typical block diagram of most of the major circuit blocks that make up a typical
superheterodyne communications transceiver is shown in Figure 1.1. Many aspects
of this transceiver are common to all transceivers.

This transceiver has a transmit side (Tx) and a receive side (Rx), which are
connected to the antenna through a duplexer that can be realized as a switch or a
filter, depending on the communications standard being followed. The input pre-
selection filter takes the broad spectrum of signals coming from the antenna and
removes the signals that are not in the band of interest. This may be required to
prevent overloading of the low-noise amplifier (LNA) by out-of-band signals. The
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Figure 1.1 Typical transceiver block diagram.
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LNA amplifies the input signal without adding much noise. The input signal can be
very weak, so the first thing to do is strengthen the signal without corrupting it. As
a result, noise added in later stages will be of less importance. The image filter that
follows the LNA removes out-of-band signals and noise before the signal enters the
mixer. The mixer translates the input radio frequency signal down to the intermedi-
ate frequency, since filtering, as well as circuit design, become much easier at lower
frequencies for a multitude of reasons. The other input to the mixer is the local
oscillator (LO) signal provided by a voltage-controlled oscillator inside a frequency
synthesizer. The desired output of the mixer will be the difference between the LO
frequency and the RF frequency.

At the input of the radio, there may be many different channels or frequency
bands. The LO frequency is adjusted so that the desired RF channel or frequency
band is mixed down to the same intermediate frequency (IF) frequency in all cases.
The IF stage then provides channel filtering at this frequency to remove the un-
wanted channels. The IF stage provides further amplification and automatic gain
control (AGC) to bring the signal to a specific amplitude level before the signal is
passed on to the back end of the receiver. It will ultimately be converted into bits
(most modern communications systems use digital modulation schemes) that could
represent voice, video, data, and so forth, through the use of an A/D converter.

On the transmit side, the back-end digital signal is used to modulate the car-
rier in the IF stage. A mixer converts the modulated signal and IF carrier up to the
desired RF frequency. A frequency synthesizer provides the other mixer input. Since
the RF carrier and associated modulated data may have to be transmitted over large
distances through lossy media (e.g., air, cable, or fiber), a power amplifier (PA) must
be used to increase the signal power. Typically, the power level is increased from the
milliwatt range to a level in the range of hundreds of milliwatts, to watts, depending
on the particular application. A low pass filter after the PA removes any harmonics
produced by the PA to prevent them from also being transmitted. Radio architec-
tures will be studied in much more detail in Chapter 3.

1.4 Overview

We will spend the rest of this book trying to convey the various design constraints
of the RF building blocks mentioned in the previous sections. Components are
designed with consideration to the main problems of frequency response, gain, sta-
bility, noise, distortion (nonlinearity), impedance matching, and power dissipation.
Dealing with design constraints is what keeps the RFIC designer employed.

The focus of this book will be how to design and build the major circuit blocks
that make up the RF portion of a radio using an IC technology. To that end, block
level performance specifications are described in Chapter 2 and architecture con-
siderations are discussed in Chapter 3. A brief overview of IC technologies and
transistor performance is given in Chapter 4. Various methods of impedance match-
ing, which is very important at chip boundaries and for some interconnections of
circuits on chip, will be discussed in Chapter 5. The realization and limitations
of passive circuit components in an IC technology will be discussed in Chapter 6.
Chapters 7, 8, 9, and 11 will be devoted to individual circuit blocks such as LNAs
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mixers, voltage-controlled oscillators (VCOs), and power amplifiers. Synthesizers
will be discussed in Chapter 10.
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Issues in RFIC Design: Noise, Linearity,
and Signals

2.1 Introduction

In this chapter we will have a brief look at some general issues in RF circuit design.
The nonidealities we will consider include noise and nonlinearity. An ideal circuit,
for example an amplifier, produces a perfect copy of the input signal at the output.
In a real circuit, the amplifier will add both noise and distortion to that waveform.
Noise, which is present in all resistors and active devices, limits the minimum de-
tectable signal in a radio. At the other amplitude extreme, nonlinearities in the cir-
cuit blocks will cause the output signal to become distorted, limiting the maximum
signal amplitude.

At the system level, specifications for linearity and noise, as well as many other
parameters, must be determined before the circuit can be designed. In this chapter,
before we look at circuit design, we will look at some of these system issues in more
detail. In order to design radio frequency integrated circuits with realistic specifica-
tions, we need to understand the impact of noise on minimum detectable signals
and the effect of nonlinearity on distortion. Knowledge of noise floors and distor-
tion will be used to understand the requirements for circuit parameters. Finally, the
chapter will conclude by studying some common digital modulations used in com-
munications. In many cases the modulation used will determine the performance
levels required by the various RFIC blocks to make the radio work properly.

2.2 Noise

Signal detection is more difficult in the presence of noise. In addition to the desired
signal, the receiver also picks up noise from the rest of the universe. Any matter
above zero Kelvin contains thermal energy. This thermal energy moves atoms and
electrons around in a random way, leading to random currents in circuits, which
are also seen as noise. Noise can also come from manmade sources such as micro-
wave ovens, cell phones, pagers, radio antennas, and so forth. Circuit designers are
mostly concerned with how much noise is being added by the circuits in the trans-
ceiver. At the input to the receiver, there will be some noise power present, which
defines the noise floor. The minimum detectable signal must be higher than the noise
floor by some signal-to-noise ratio (SNR) to detect signals reliably and to compen-
sate for additional noise added by circuitry. These concepts will be described in the
following sections.

7
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To find the total noise due to a number of sources, the relationship of the
sources with each other has to be considered. The most common assumption is that
all noise sources are random and have no relationship with each other, so they are
said to be uncorrelated. In such a case, noise power is added instead of noise volt-
age. Similarly, if noise at different frequencies is uncorrelated, noise power is added.
We note that signals, like noise, can also be uncorrelated, for example, signals at
different unrelated frequencies. In such a case, one finds the total output signal by
adding the powers. On the other hand, if two sources are correlated, the voltages
can be added. As an example, correlated noise is seen at the outputs of two separate
paths that have the same origin.

2.2.1 Thermal Noise

One of the most common noise sources in a circuit is a resistor. Noise in resistors
is generated by thermal energy causing random electron motion [1-3]. The thermal
noise spectral density in a resistor is given by:

Niesistor = 4kTR (2.1)

where T is the temperature in Kelvin of the resistor, k is Boltzmann’s constant (1.38
10723 joule/K) and R is the value of the resistor. Noise power spectral density has the
units of V2/Hz (power spectral density). To determine how much power a resistor
produces in a finite bandwidth, simply multiply (2.1) by the bandwidth of interest
Df:

v,> = 4kTRDf (2.2)

where v,, is the rms value of the noise voltage in the bandwidth Df . This can also be
written equivalently as a noise current rather than a noise voltage:

i = Lin (2.3)

Thermal noise is white noise, meaning it has a constant power spectral density
with respect to frequency (valid up to approximately 6,000 GHz) [4]. The model
for noise in a resistor is shown in Figure 2.1.

2.2.2 Available Noise Power

Maximum power is transferred to the load when R| gap is equal to R. Then v, is
equal to v,/2. The output power spectral density P, is then given by:

2 2
PO:Ui:Ui:kT (2.4)
R 4R

Thus, available power is kT, independent of resistor size. Note that kT is in
watts per hertz, which is a power density. To get total power out P, in watts, mul-
tiply by the bandwidth, with the result that:
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Figure 2.1 Resistor noise model: (a) with a voltage source and (b) with a current source.

Resistor model

Poue = KTB (2.5)

2.2.3 Available Power from Antenna

The noise from an antenna can be modeled as a resistor [5]. Thus, as in Section
2.2.2, the available power from an antenna is given by:

Pavaitable =RT =47 10 2'W /Hz (2.6)
at T = 290K, or in dBm/Hz:

1 214
Pivailable = 1010g1o go3_ =-174 dBm/Hz (2.7)

(%]

Using 290K as the temperature of the resistor modeling the antenna is appropri-
ate for cell phone applications where the antenna is pointed at the horizon. How-
ever, if the antenna were pointed at the sky, the equivalent noise temperature would
be much lower—typically 50K [6].

For any receiver required to receive a given bandwidth of signal, the minimum
detectable signal can now be determined. As can be seen from (2.5), the noise floor
depends on the bandwidth. For example, with a bandwidth of 200 kHz, the noise
floor is:

Noise Floor = kTB=4"10"2'" 200,000=8" 10" W (2.8)

More commonly, the noise floor would be expressed in dBm, as in the following
for the same example as before:

Noise Floor =-174 dBm/Hz +10log1((200,000) = - 121 dBm (2.9)
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Thus, we can now also formally define signal-to-noise ratio. If the signal has a
power of S then the SNR is:

S
SNR=————— 2.1
Noise Floor (2.10)

Thus, if the electronics added no noise and if the detector required a signal-to-
noise ratio (SNR) of 0 dB, then a signal at - 121 dBm could just be detected. The
minimum detectable signal in a receiver is also referred to as the receiver sensitivity.
However, the SNR required to detect bits reliably, (e.g., BER = 103) is typically not
0 dB. The actual required SNR depends on a variety of factors, such as bit rate,
energy per bit, IF filter bandwidth, detection method (e.g., synchronous or not),
interference levels, and so forth. Such calculations are the topics of a digital com-
munications course [6, 7] and will also be discussed in Section 2.4.1. Typical results
for a bit error rate of 10-3 is about 7 dB for QPSK, about 12 dB for 16 QAM, and
about 17 dB for 64 QAM, though often higher numbers are quoted to leave a safety
margin. It should be noted that for data transmission, lower BER is often required
(e.g., 1076 resulting in an SNR requirement of 11 dB or more for QPSK). Thus, the
input signal level must be above the noise floor level by at least this amount. Conse-
quently, the minimum detectable signal level in a 200-kHz bandwidth is more like
-114 to - 110 dBm (assuming no noise is added by the electronics).

2.2.4 The Concept of Noise Figure

Noise added by electronics will directly add to the noise from the input. Thus, for
reliable detection, the previously calculated minimum detectable signal level must
be modified to include the noise from the active circuitry. Noise from the electronics
is described by noise factor F, which is a measure of how much the signal-to-noise
ratio is degraded through the system. By noting that:

Sy = G5, (2.11)

where §; is the input signal power, S, is the output signal power, and G is the power
gain S,/S;. We derive the following for noise factor:

SNRi — Si /Ni(source) — Si /Ni - No(total)
SNRO So /No(total) (S )G)/No(total) G >(I\]i(source)

F= (2.12)

where N, a1 is the total noise at the output, Nysource) i the noise at the output
originating from the source, and N, 44eq) is the noise at the output added by the
electronic circuitry. Noting that:

No(total) = No(source) + No(added) (213)

noise factor can be written in several useful alternative forms:

No(total) — No(total) — No(source) + No(added) =1+ No(added)

G ><I\[i(source) No(source) No(source) No(source)

(2.14)
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This shows that the minimum possible noise factor, which occurs if the electron-
ics adds no noise, is equal to 1. Noise figure, NF, is related to noise factor, F, by:

NF =10logio F (2.15)

Thus, while the noise factor is at least 1, the noise figure is at least 0 dB. In other
words, an electronic system that adds no noise has a noise figure of 0 dB.

In the receiver chain, for components with loss (such as switches and filters),
the noise figure is equal to the attenuation of the signal. For example, a filter with
3 dB of loss has a noise figure of 3 dB. This is explained by noting that output noise
is approximately equal to input noise, but the signal is attenuated by 3 dB. Thus,
there has been a degradation of SNR by 3 dB.

Example 2.1: Noise Calculations

Figure 2.2 shows a 50Wsource resistance loaded with SOW. Determine how much
noise voltage per unit bandwidth is present at the output. Also find the noise factor,
assuming that R; does not contribute to noise factor, and compare it to the case
where R; does contribute to noise factor.

Solution:
The noise from the SOW source is vV4kTR =0.894nV/+/Hz at a temperature
of 290K, which, after the voltage divider, becomes one half of this value or
vo = 0.447nV /\[Hz.

The complete available power from the source is delivered to the load. In this
case;

Py = P (available) = kT =4x10 21

At the output, the complete noise power (available) appears and so, if R is noise-
less, the noise factor = 1. However, if R; has noise of J4kTRy V/ JVHz, then at the
output, the total noise power is 2kT where kT is from Rgand R;. Therefore, for a re-
sistively matched circuit, the noise figure is 3 dB. Note that the output noise voltage is
0.45 nV /</Hz from each resistor for a total of /2~ 0.45 nV/+/Hz = 0.636 nV /~/Hz
(with noise the power adds because the noise voltage is uncorrelated).

Example 2.2: Noise Calculation with Gain Stages

In this example (Figure 2.3), a voltage gain of 20 has been added to the original
circuit of Figure 2.2. All resistor values are still S0W. Determine the noise at the

R, .
AN/ °
50Q P,
V‘s RL
P, 50Q

Figure 2.2 Simple circuit used for noise calculations.
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Figure 2.3 Noise calculation with a gain stage.

output of the circuit due to all resistors and then determine the circuit noise figure
and signal-to-noise ratio assuming a 1-MHz bandwidth and the input is a 1-V sine
wave.

Solution:

In this example, at v, the noise is still due to only Rgand R,. As in the previous ex-
ample, the noise at this point is 0.636 nV/v/Hz. The signal at this point is 0.5V; thus,
at point v,, the signal is 10V and the noise due to the two input resistors Rg and R,
is 0.636° 20 12.72 nV//Hz. At the output, the signal and noise from the input
and output sources see a voltage divider. Thus, one can calculate the individual
components. For the combination of Rg and R,, one obtains:

VR.+R, =0.5° 12.72=6.36 nV/</Hz

The noise from the source can be determined from:

= SN s

For the other resistors, the voltage is

vR; =0.57 0.9=0.45 nV/+VHz

vg, =0.570.9=0.45 nV/VHz

Total output noise is given by:

Uno (otal) = |Vhysry + VB, + VR, =V6.367 +0.452 +0.45% =6.392 nV /\Hz
Therefore, the noise figure can now be determined:

.2
No(total) =?3929 :(1417)2 =2.018
No(source) 4.5 o

Noise Factor = F =

NF =10 log1o F =10 log;92.018 = 3.05 dB

Since the output voltage also sees a voltage divider of %, it has a value of 5V.
Thus, the signal-to-noise ratio is:
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s <] 0

¢

201ogg L=117.9dB
6. 392 nV

0272 BV /1 MHz *

Z

This example illustrates that noise from the source and amplifier input resis-
tance are the dominant noise sources in the circuit. Each resistor at the input pro-
vided 4.5 nV //Hz, while the two resistors behind the amplifier each only contribute
0.45nV /+/Hz. Thus, as explained earlier, after a gain stage, noise is less important.

Example 2.3: Effect of Impedance Mismatch on Noise Figure
Find the noise figure of Example 2.2 again, but now assume that R, = 500W.

Solution:
As before, the output noise due to the resistors is as follows:

Uno(R,) =0.97 228 207 0.5=8.181nV/+VHz

where 500/550 accounts for the voltage division from the noise source to the node

Uy

Uno (Ry) =0.97 107 5500 207 0.5=2.587nV/s/Hz

where the /10 accounts for the higher noise in a 500Wresistor compared to a S0W
resistor.

Uno(Ry) =0.97 0.5=0.45nV/VHz
Uno(Ry) =0.97 0.5nV/vJHz

The total output noise voltage is:

o roral) = VR, *+0F, +2, +vE =\B.I81 +2.5872 +0.457 +0.457

=8.604nV/+Hz

No(otal) _ 88.6048"
No(source) §8181ﬂ

Noise Factor = F = =1.106

NF =10 logip F =10 logi01.106 =0.438 dB

Note that this circuit is unmatched at the input. This example illustrates that a
mismatched circuit may have better noise performance than a matched one. How-
ever, this assumes that it is possible to build a voltage amplifier that requires little
power at the input. This may be possible on an IC. However, if transmission lines
are included, power transfer will suffer. A matching circuit may need to be added.
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2.2.5 The Noise Figure of an Amplifier Circuit

We can now make use of the definition of noise figure just developed and apply it
to an amplifier circuit [8]. For the purposes of developing (2.14) into a more useful
form, it is assumed that all practical amplifiers can be characterized by an input-
referred noise model, such as the one shown in Figure 2.4 where the amplifier is
characterized with current gain A;. (Later chapters will detail how to take a practi-
cal amplifier and make it fit this model.) In this model, all noise sources in the circuit
are lumped into a series noise voltage source v,, and a parallel current noise source
i, placed in front of a noiseless transfer function.

If the amplifier has finite input impedance, then the input current will be split
by some ratio o between the amplifier and the source admittance Y

(2.16)

Assuming that the input referred noise sources are correlated, the output signal-
to-noise ratio is

242: 2
o’ A; 1
SNR gy = —5 g (2.17)
A s+ iy +v, Y 17)
Thus, the noise factor can now be written in terms of (2.16) and (2.17):
F= in52+ | 1%1 *Z'UnYS 12 _ No(total) (2.18)
Ins No(source)

This can also be interpreted as the ratio of the total output noise to the total
output noise due to the source admittance.

In (2.17), it was assumed that the two input noise sources were correlated with
each other. In general, they will not be correlated with each other, but rather the
current 7, will be partially correlated with v, and partially uncorrelated. We can
expand both the current and voltage into these two explicit parts:

iy =i i, (2.19)
Up =V T Uy (2.20)
V"
i S+ fo
o—> A . O

Ju- a)Z(,ns +il+id
Y,

s

Noiseless circuit

Figure 2.4 Input referred noise model for a device. Current due to v,, is not shown.
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In addition, the correlated components will be related by the ratio:
i =Y, (2.21)

where Y is the correlation admittance. Note that we have provided both correlated
and uncorrelated terms for both voltage and current, as well as the correlation
admittance. These terms are not all independent, making it possible to omit some
terms, but we have chosen to keep this section general. Simplifications will be made
later when we derive noise factor equations for specific circuits.

The noise factor can now be written as:

) 2.2 2 2
+1Y. + +
Pyl 1Y, YS'A z;c v, 1Y | (2.22)

Ins

The noise currents and voltages can also be written in terms of equivalent resis-
tance and conductance (these resistors would have the same noise behavior):

2
R, =Y (2.23)
4kTDf
2
R, =" (2.24)
4L TDf
.2
Gy=—" (2.25)
4kTDf
)
G, = s (2.26)
4k TDf

Thus, the noise factor is now written in terms of these parameters:

L Gut 1Yo+, > R.+1Y. PR,
G;

F=1 (2.27)

. G, g(GC +Gs)2 + (BC +BS)28RC + gGSZ +B? HR“
G;

F=1 (2.28)

It can be seen from (2.28) that F is dependent on the equivalent source
impedance.

Equation (2.28) can be used not only to determine the noise factor, but also to
determine the source loading conditions that will minimize the noise figure. Differen-
tiating with respect to G, and B, and setting the derivative to zero, yields the follow-

ing two conditions for minimum noise (G, and B,) after several pages of math:

.2
& R.B. 0
(7]

G”+R”§RC+RM*

+ GCZRC + é%c -

Gopt = (2.29)

Rc+Ry
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- - RCBC

= et (2.30)
R+ R,

opt

2.2.6 Phase Noise

Radios use reference tones to perform frequency conversion. Ideally, these tones
would be perfect and have energy at only the desired frequency. Unfortunately,
any real signal source will have energy at other frequencies. Local oscillator noise
performance is usually classified in terms of phase noise, which is a measure of how
much the output diverges from an ideal impulse function in the frequency domain.
We are primarily concerned with noise that causes fluctuations in the phase of the
output rather than noise that causes amplitude fluctuations in the tone, since the
output typically has a fixed, limited amplitude. The output signal of a reference tone
can be described as

Vout (£) = Vo cos(@rot + @y (2)) (2.31)

Here, oy ot is the desired phase of the output and ¢,(¢) are random fluctuations
in the phase of the output due to any one of a number of sources. Phase noise is often
quoted in units of dBc/Hz or rad*/Hz.

The phase fluctuation term ¢,(#) may be random phase noise or discrete spuri-
ous tones, as shown in Figure 2.5. The discrete spurs at a synthesizer output are
most likely due to the fractional-N mechanism (discussed in detail in Chapter 10)
and the phase noise in an oscillator is mainly due to thermal, flicker, or 1/f noise
and the finite Q of the oscillator tank.
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Figure 2.5 An example of phase noise and spurs observed using a spectrum analyzer.
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Assume the phase fluctuation is of a sinusoidal form as:
®n (£) = @p SIN(@pst) (2.32)

where ¢, is the peak phase fluctuation and w,, is the offset frequency from the car-
rier. Substituting (2.32) into (2.31) gives:

Vout(t) = Vo cos §mrot + @, sin(w,,t)Y

2.33
=V égos(a)Lot)cos((pz7 sin(@y,t)) - sin(wrot)sin(@, sin(wmt))E ( )
For a small phase fluctuation, @p» (2.33) can be simplified as:
vo(t) =Vo écos(a)Lot) - ¢p sin(a)mt)sin(a)Lot)E]
(2.34)

q”; [COS(®LO - Byt - COS@LO + D]y

é
= Vo gcos(@Lot) -
é

[on s o]

It is now evident that the phase-modulated signal includes the carrier signal
tone and two symmetric sidebands at an offset frequency, as shown in Figure 2.5.
A spectrum analyzer measures the phase-noise power in dBm/Hz, but often phase
noise is reported relative to the carrier power as:

Noise(wr o + Do)

@,* (D) = (2.35)

Pcarrier (wLO )

where Noise is the noise power in a 1-Hz bandwidth and P, is the power of the
carrier or LO tone at the frequency at which the synthesizer is operating. In this
form, phase noise has the units of rad?’/Hz. Often this is quoted as so many deci-
bels down from the carrier in dBc/Hz. To further complicate this, both single-side-
band and double-sideband phase noise can be defined. Single sideband (SSB) phase
noise is defined as the ratio of power in one phase modulation sideband per hertz
bandwidth, at an offset Dw away from the carrier, to the total signal power. The

SSB phase noise power spectral density (PSD) to carrier ratio, in units of [dBc/Hz],
is defined as

eN oise(wr o + Dw) U

PNSSB(D(!)) 101 ( (2.36)
e P carrier (wLO ) L
Combining (2.34) into (2.36) this equation can be rewritten as:
& 1 @Ofpp 02 l;'
826 2 B 4 ép2 U 6 U
PNssp(Dw) =10logs——————=10log é—pu: 10log &= (2.37)
€ 1., U 5 4 5 2 ¢
é EVO a e* é C
& H
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where ¢, is the rms phase-noise power density in units of [rad?/Hz]. Note that
single-sideband phase noise is by far the most common type reported and often it is
not specified as SSB, but rather simply reported as phase noise. However, alterna-
tively, double sideband phase noise is given by:

eNozse(a)Lo + Do) + Noise(wro - Do)U _

PNDSB(DCO) 101
e P carrier (wLO )

=10log[@ans] (2.38)

CC

From either the single-sideband or double-sideband phase noise, the rms jitter
can be obtained as:

PNpss (Df) PNSSB
corms(Df):@ 10 10 180f deg/\/Hz (2.39)
T

It is also quite common to quote integrated phase noise. The rms integrated
phase noise of a synthesizer is given by:

IntPN s = (2.40)

The limits of integration are usually the offsets corresponding to the lower and
upper frequencies of the bandwidth of the information being transmitted.

In addition, it should be noted that dividing or multiplying a signal in the time
domain also multiplies or divides the phase noise. Thus, if a signal frequency is
multiplied by N, then the phase noise is related by:

0% s (NoLO + D) = N2 50 s (@10 + Do)

(2.41)
a0 + Do O _0 rms(wLO + Dw)
&N o N2

2
O rms

Note this assumes that the circuit that did the frequency translation is noiseless.
Also, note that the phase noise is scaled by N? rather than N to get units of V2 rather
than noise voltage.

2.3 Linearity and Distortion in RF Circuits

In an ideal system, the output is linearly related to the input. However, in any real
device the transfer function is usually a lot more complicated. This can be due to ac-
tive or passive devices in the circuit, or the signal swing being limited by the power
supply rails. Unavoidably, the gain curve for any component is never a perfectly
straight line, as illustrated in Figure 2.6.

The resulting waveforms can appear as shown in Figure 2.7. For amplifier satu-
ration, typically the top and bottom portions of the waveform are clipped equally,
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Figure 2.6 lllustration of the nonlinearity in (a) a diode and (b) an amplifier.

as shown in Figure 2.7(b). However, if the circuit is not biased between the two
clipping levels, then clipping can be nonsymmetrical as shown in Figure 2.7(c).

2.3.1 Power Series Expansion

Mathematically, any nonlinear transfer function can be written as a series expan-
sion of power terms unless the system contains memory, in which case a Volterra
series is required [9, 10]:

Vout = ko + klvin + kzvinz + /Q3Uin3 +... (2.42)

=

(a)

=

(b)

=

(c)

Figure 2.7 Distorted output waveforms: (a) input; (b) output, clipping; and (c) output, bias
wrong.
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Figure 2.8 An example of a nonlinearity with first- and third-order terms.

To describe the nonlinearity perfectly, an infinite number of terms is required;
however, in many practical circuits the first three terms are sufficient to characterize
the circuit with a fair degree of accuracy.

Symmetrical saturation as shown in Figure 2.6(b) can be modeled with odd
order terms; for example,

y=x- 110 x3 (2.43)

looks like Figure 2.8. Another example is an exponential nonlinearity as shown in
Figure 2.6(a), which has the form

x? X3

x+ Xy (2.44)

21 3!
This contains both even and odd power terms, because it does not have symme-
try about the y-axis. Real circuits will have more complex power series expansions.
One common way of characterizing the linearity of a circuit is called the two-
tone test. In this test, an input consisting of two sine waves is applied to the circuit.

Vin = v1COSWt +v) cosant =X+ Xy (2.45)

When this tone is applied to the transfer function given in (2.42), the result is
a number of terms:

vo = ko + k(X1 + Xa) +ka (X1 + X0)® +k3(X1 + X0)° (2.46)

desired second order third order

vo = ko + k(X1 + Xa) + ko (X7 +2X1 Xa + X3) +k3(X; +3XTXa +3X1 X5 + X3)
(2.47)
These terms can be further broken down into various frequency components.

For instance, the X;? term has a component at dc and another at the second har-
monic of the input:

2
U

X12 = (v; cosy2)* = 5 (1+ cos2mt) (2.48)

The second-order terms can be expanded as follows:

(X1 +X2)* = X§ +2X1X2 + X5
- —
dc+ MIX dc+
HD2 HD2

(2.49)
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where second-order terms are comprised of second harmonics HD2, and mixing
components, here labeled MIX, but sometimes labeled IM2 for second-order inter-
modulation. The mixing components will appear at the sum and difference frequen-
cies of the two input signals. Note also that second-order terms cause an additional
dc term to appear.

The third-order terms can be expanded as follows:

(X1 +X0) = X +3X{X2 +3X:X5 + X5
Nk e et

N 5 (2.50)
FUND IM3 + IM3 + FUND .
+HD3 FUND FUND +HD3

Third-order nonlinearity results in third-order harmonics HD3 and third-order
intermodulation IM3. Expansion of both the HD3 terms and the IM3 terms show
output signals appearing at the input frequencies. The effect is that third-order
nonlinearity can change the gain, which is seen as gain compression. This is sum-
marized in Table 2.1.

Note that in the case of an amplifier, only the terms at the input frequency
are desired. Of all the unwanted terms, the last two at frequencies 2@, - @, and
2m, - o; are the most troublesome, since they can fall in the band of the desired
outputs if @ is close in frequency to @, and therefore cannot be easily filtered out.
These two tones are usually referred to as third-order intermodulation terms (IM3
products).

Table 2.1 Summary of Distortion Components

Frequency Component Amplitude
k
de ko + (0] +03)
& 5. 3 ,0
[ k]Ul + kj,l/] gzl/l + EUZE
B 5.3 56
) ko +k3v2§2v2 +51/1E
2
2(01 k2U1
2
kov?
2 =272
“ 2
W+, kyvivy
[0 kyviv,
k 3
30 Rsvy
4
k3
3 2
@2 4
3
20 - o, Zkﬂ/lzvl

3
20, - o Zkﬂ’lvi
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Table 2.2 Outputs from Nonlinear Circuits with Inputs at f; =7, f, = 8 MHz

Symbolic Example
Frequency Frequency  Name Comment
First order fi. 7,8 Fundamental Desired output
Second order  2f, 2, 14,16 HD2 (Harmonics)  Can filter
h-fh+fi 1,15 IM2 (Mixing) Can filter
Third order 311, 32 21,24 HD3 (Harmonic) Can filter harmonics
2f1 - fas 6 IM3 (Intermod) Close to fundamental,
2H-h 9 IM3 (Intermod) difficult to filter

Example 2.4: Determination of Frequency Components Generated in a Nonlinear
System

Consider a nonlinear circuit with 7-MHz and 8-MHz tones applied at the input.
Determine all output frequency components, assuming distortion components up
to the third order.

Solution:
Table 2.2 and Figure 2.9 show the outputs.

It is apparent that harmonics can be filtered out easily, while the third-order
intermodulation terms, being close to the desired tones, may be difficult to filter.

2.3.2 Third-Order Intercept Point

One of the most common ways to test the linearity of a circuit is to apply two
signals at the input, having equal amplitude and offset by some frequency, and
plot fundamental output and intermodulation output power as a function of in-
put power as shown in Figure 2.10. From the plot, the third-order intercept point
(IP3) is determined. The third-order intercept point is a theoretical point where the
amplitudes of the intermodulation tones at 2@, - ®, and 2w, - @, are equal to the
amplitudes of the fundamental tones at @; and m,.
From Table 2.1, if v; = v, = v}, then the fundamental is given by

fund = kyw; + %kgvf (2.51)

The linear component of (2.51) given by:

fund = kyv; (2.52)

ff

f-f £+ 31, 31,
27 h 2f —f, 2%~ 1 1T h 1 2

| ] | T T | | zTﬂ 2Tf2 ] ] ]

0 2 4 6 8 10 12 14 16 18 20 22 24
Figure 2.9 The output spectrum with inputs at 7 and 8 MHz.




2.3 Linearity and Distortion in RF Circuits 23

P t
(@Bm)! Second-Order Intercept Poiqt
o1p2 30k Third-Order Intercept Point N
- 1-dB compression\ B
0IP320 \ L-" 7
0
Py =20
40
—60L Minimum
P o ——————— Detectable
Signal
p,-80f--=--- . /9
i 1
-100 L
A L I | ! N
40 30 _-20 -10 0 +10 +20 P, (dBm)
P; IIP3 P2

Figure 2.10 Plot of output power of fundamental, IM3, and IM2 versus input power.

can be compared to the third-order intermodulation term given by:

IM3 = %kwf (2.53)

Note that for small v;, the fundamental rises linearly (20 dB/decade) and the
IM3 terms rise as the cube of the input (60 dB/decade). A theoretical voltage at
which these two tones will be equal can be defined:

3
> kyvpps®
47 (2.54)
kivips
This can be solved for vpps3:
kq
vip3 = 2 |— 2.55)
3lks (

Note that for a circuit experiencing compression, k3 must be negative. Thus in
(2.66) the absolute value of k3 must be used. Note also that (2.55) gives the input
voltage at the third-order intercept point. The input power at this point is called the
input third-order intercept point (IIP3). If IP3 is specified at the output, it is called
the output third-order intercept point (OIP3).
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Of course, the third-order intercept point cannot actually be measured directly,
since by the time the amplifier reached this point, it would be heavily overloaded.
Therefore, it is useful to describe a quick way to extrapolate it at a given power
level. Assume that a device with power gain G has been measured to have an output
power of Py at the fundamental frequency and a power of P3 at the IM3 frequency
for a given input power of P,, as illustrated in Figure 2.10. Now, on a log plot (for
example when power is in dBm) of P5 and P versus P;, the IM3 terms have a slope
of 3 and the fundamental terms have a slope of 1. Therefore:

om3- P _, 0.56)
1IP3 - P; '
OIP3- P3 _ 2.57)
IIP3- P; '

since subtraction on a log scale amounts to division of power.
Also noting that:

G=OIP3- [IP3=P, - P; (2.58)

These equations can be solved to give:

HP3:P1+%[P1-P3]-G:Pl"f'%[Pl-Pg,] (2.59)

2.3.3 Second-Order Intercept Point

A second-order intercept point (IP2) can be defined similarly to the third-order in-
tercept point. Which one is used depends largely on which is more important in the
system of interest; for example, second-order distortion is particularly important in
direct down-conversion receivers.

If two tones are present at the input, then the second-order output is given by

UiM2 = kzviz (2.60)

Note that the IM2 terms rise at 40 dB/dec rather than at 60 dB/dec, as in the
case of the IM3 terms as shown in Figure 2.10.

The theoretical voltage at which the IM2 term will be equal to the fundamental
term given in (2.52) can be defined:

2
kavipy” _ 1 (2.61)
Ryvipa
This can be solved for vpp;:
vy = X0 (2.62)
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Assume that a device with power gain G has been measured to have an output
power of Py at the fundamental frequency and a power of P, at the IM2 frequency
for a given input power of P;, as illustrated in Figure 2.10. Now, on a log plot (for
example when the power is in dBm) of P, and P versus P;, the IM2 terms have a
slope of 2 and the fundamental terms have a slope of 1. Therefore:

ow2- Py 2.63)
np2- p; '
OIP2- P, _ .64
mp2- P, '
since subtraction on a log scale amounts to division of power.
Note that
G=0IP2-1IP2=P; - P; (2.65)
These equations can be solved to give:
P2 =Py +[P - P,]- G=P; +[P; - P»] (2.66)

2.3.4 The 1-dB Compression Point

In addition to measuring the IP3 or IP2 of a circuit, the 1-dB compression point is
another common way to measure linearity. This point is more directly measurable
than IP3 and requires only one tone rather than two (although any number of tones
can be used). The 1-dB compression point is simply the power level, specified at
either the input or the output, where the output power is 1 dB less than it would
have been in an ideally linear device. It is also marked in Figure 2.10.

We first note that at 1-dB compression, the ratio of the actual output voltage v,
to the ideal output voltage v, is

20log1o 220 2= 1dB (2.67)
gvoiﬁ
or
Yo 20.89125 (2.68)
Voi

Now referring again to Table 2.1, we note that the actual output voltage for a
single tone is

v, = ki + %kguﬁ (2.69)

for an input voltage v;. The ideal output voltage is given by

voi = kiv; (2.70)
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Thus, the 1-dB compression point can be found by substituting (2.69) and
(2.70) into (2.68):

3 3
kivigp + kaldB

=0.89125 (2.71)
kividp

Note that for a nonlinearity that causes compression, rather than one that
causes expansion, k3 has to be negative. Solving (2.71) for v, 4 gives:

Ry

=0.38
U1dB ™

(2.72)

If more than one tone is applied, the 1-dB compression point will occur for a
lower input voltage. In the case of two equal amplitude tones applied to the system,
the actual output power for one frequency is:

vy = ks + %kguf (2.73)
The ideal output voltage is still given by (2.70). So now the ratio is

9 3
kivigp + Zkﬂ/ldB

=0.89125 (2.74)
kividp

Therefore, the 1-dB compression voltage is now:

v1ap = 0.22 k1 (2.75)
ks |

Thus, as more tones are added, this voltage will continue to get lower.

2.3.5 Relationships Between 1-dB Compression and IP3 Points

In the last two sections, formulas for the IP3 and the 1-dB compression points have
been derived. Since we now have expressions for both these values, we can find a
relationship between these two points. Taking the ratio of (2.55) and (2.72) gives

kq
v o \N3lksT 504 (2.76)
V1dp ky '
0.38, |1
\/ ks |

Thus, these voltages are related by a factor of 3.04 or about 9.66 dB, indepen-
dent of the particulars of the nonlinearity in question. In the case of the 1-dB com-
pression point with two tones applied, the ratio is larger. In this case:
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kq
o= I =ss 27
0.22 |-——
\/ | k3 |

Thus, these voltages are related by a factor of 5.25 or about 14.4 dB.

Thus, one can estimate that for a single tone, the compression point is about
10 dB below the intercept point, while for two tones, the 1-dB compression point is
close to 15 dB below the intercept point. The difference between these two numbers
is just the factor of three (4.77 dB) resulting from the second tone.

Note that this analysis is valid for third-order nonlinearity. For stronger nonlin-
earity (i.e., containing fifth-order terms), additional components are found at the
fundamental as well as at the intermodulation frequencies. Nevertheless, the above
is a good estimate of performance.

Example 2.5: Determining IIP3 and 1-dB Compression Point from Measurement
Data

An amplifier designed to operate at 2 GHz with a gain of 10 dB has two signals of
equal power applied at the input. One is at a frequency of 2.0 GHz and another at
a frequency of 2.01 GHz. At the output, four tones are observed at 1.98, 2.0, 2.01,
and 2.02 GHz. The power levels of the tones are —70, =20, —20, and —70 dBm, re-
spectively. Determine the IIP3 and 1-dB compression point for this amplifier.

Solution:
The tones at 1.98 and 2.02 GHz are the IP3 tones. We can use (2.59) directly to
find the IIP3

1IP3 = P, +%[P1 -P]-G= -2o+%[-20+70]- 10=-5dBm

The 1-dB compression point for a single tone is 9.66 dB lower than this value,
about —14.7 dBm at the input.

2.3.6 Broadband Measures of Linearity

Intercept points and 1-dB compression points are two common measures of linear-
ity, but they are by no means the only ones. Two other measures of linearity that
are common in wideband systems, which handle many signals simultaneously are
called composite triple-order beat (CTB) and composite second-order beat (CSO)
[11, 12]. In these tests of linearity, N signals of voltage v; are applied to the circuit
equally spaced in frequency, as shown in Figure 2.11. Note here that, as an ex-
ample, the tones are spaced 6 MHz apart (this is the spacing for a cable television
system, for which this is a popular way to characterize linearity). Note also that the
tones are never placed at a frequency that is an exact multiple of the spacing (in this
case 6 MHz). This is done so that third-order terms and second-order terms fall at
different frequencies. This will be clarified shortly.
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Figure 2.11 Equally spaced tones entering a broadband circuit.

If we take three of these signals, then the third-order nonlinearity gets a little
more complicated than before:

(x1+xp + x3)3 = xf + xi + xg + 3x12x2 + 3x]2x3 + 3x§x1 + 3x§x1 + 3x§x3 + 3x§x2 +6x1x2%3

HD3 M3 TB
(2.78)
The last term in the expression causes CTB, in that it creates terms at frequen-
cies @; * @ * @3 of magnitude 1.5k3v; where @; < @, < 3. This is twice as large as
the IM3 products. Note that, except for the case where all three are added (0, + @,
+ @3), these tones can fall into any of the channels being used and many will fall into
the same channel. For instance, in Figure 2.11, 67.25 - 73.25 + 79.25 = 73.25 MHz,
or49.25- 55.25 +79.25 = 73.25 MHz will both fall on the 73.25-MHz frequency.
In fact, there will be many more triple beat (TB) products than IM3 products. Thus,
these terms become more important in a wide band system. It can be shown that the
maximum number of terms will fall on the tone at the middle of the band. With N
tones, it can be shown that the number of tones falling there will be

Tones = gNZ (2.79)

We have already said that the voltage of these tones is twice that of the IM3
tones. We also note here that if the signal power is backed off from the IP3 power
by some amount, then the power in the IM3 tones will be backed off three times as
much (calculated on a logarithmic scale). Therefore, if each fundamental tone is at
a power level of P, then the power of the TB tones will be:

TB(dBm) = Ppp3 - 3(Prp3 - P5)+6 (2.80)

where Ppps is the IP3 power level for the given circuit.

Now, assuming that all tones add as power rather than voltage, and noting that
CTB is usually specified as so many decibels down from the signal power,

é a3 ,06L

CTB(dB) =P - éP1p3 - 3(Ppp3 - P)+6+10 log ggN =

e

5 (2.81)

Note that CTB can be found using either input or output referred power levels.
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The CSO is similar to the CTB, and can be used to measure the linearity of a
broadband system. Again, if we have N signals all at the same power level, we now
consider the second-order distortion products of each pair of signals that falls at
frequencies @; * ;. In this case, the signals fall at frequencies either above or below
the carriers rather than right on top of them unlike the triple beat terms, provided
that the carriers are not some even multiple of the channel spacing. For example, in
Figure 2.11, 49.25 + 55.25 = 104.5 MHz. This is 1.25 MHz above the closest car-
rier at 103.25 MHz. All the sum terms will fall 1.25 MHz above the closest carrier,
while the difference terms such as 763.25 — 841.25 = 78 will fall 1.25 MHz below
the closest carrier at 79.25 MHz. Thus, the second-order and third-order terms can
be measured separately. The number of terms that fall next to any given carrier will
vary. Some of the @; + @, terms will fall out of band and the maximum number
in band will fall next to the highest frequency carrier. The number of second-order
beats above any given carrier is given by

f-2fL+d

N U - )

(2.82)

where N is the number of carriers, f is the frequency of the measurement channel,
f1. is the frequency of the lowest channel, f; is the frequency of the highest channel,
and d is the frequency offset from a multiple of the channel spacing (1.25 MHz in
Figure 2.11).

For the case of the difference frequency second-order beats, there are more of
these at lower frequencies, and the maximum number will be next to the lowest
frequency carrier. In this case, the number of second-order products next to any
carrier can be approximated by:

f-d o
fu- fLe

Np = (N - 1)?1- (2.83)

Each of the second-order beats is an IP2 tone. Therefore, if each fundamental

tone is at a power level of P, then the power of the second-order beat (SO) tones
will be:

SO(dBm) = Pipy - 2(Prp2 - P) (2.84)

Thus, the composite second-order beat product will be given by:

CSO(dB) = P - [Prp2 - 2(Pp2 - Ps) +10log(Np)] (2.85)

2.4 Modulated Signals

Radio frequency transceivers are required because it is not feasible to build an an-
tenna that will transmit signals at frequencies close to dc. So far in this chapter only
sinusoidal tones have been discussed, but in order for these tones to convey any useful
information we must change one or more of their properties to convey informa-
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tion across the link. This process is called modulating the carrier. Usually in radio
frequency communication systems, the bandwidth that the data occupies is a small
fraction of the frequency at which it is transmitted. There are many types of modu-
lation (ways of encoding data onto a carrier for transmission) in use today. In some
applications, the data rate is low and therefore a simple modulation scheme is ad-
equate and preferred as it reduces the requirements on the radio. Other applications
require a fast data rate and therefore a much higher performance radio. In this sec-
tion, only digital modulations will be discussed. While certain legacy products may
still send analog information over a link, most modern radios first convert the infor-
mation into a stream of bits, which are then transmitted. Once the data is received
at the other end of the link and demodulated, digital signal processors are then
responsible for converting this data back into voice, video, or whatever was being
transmitted.

In the simplest case, at low data rates one bit at a time may be transmitted
in a digital communication link. In more complex systems, multiple bits may be
transmitted simultaneously by using symbols that represent more than one bit. In
general, the data stream is random and therefore it has power over a range of fre-
quencies. By comparison, a pure square wave has power at one frequency and at
odd harmonics of that frequency. The power spectral density of a data stream of
symbol rate T at baseband can be approximated as:

2 sin®(nf Ts)

PSD = AXT,
SDgg(f) S A TR

(2.86)

where A is a constant of proportionality. Equation (2.86) is plotted in Figure 2.12.
Note that most of the power in the signal is concentrated in frequencies below the
symbol frequency fg = 1/T. In theory you can recover the information if you limit
the bandwidth of the transmission to 0.5/, (also known as the Nyquist bandwidth,
which is the minimum bandwidth to avoid intersymbol interference), but in practice
it is common to limit the spectrum of the transmitted information to a somewhat
higher frequency. If we assume that the signal is limited to fs, then the transmission
efficiency is one symbol per second per hertz of bandwidth used (1 symbol/sec/Hz).
In order to transmit more data in a given bandwidth, symbols that represent more
bits are used. Thus, if symbols are used that represent two bits, the transmission
efficiency would be roughly 2 bits/sec/Hz, and if a symbol represents four bits then
the transmission efficiency would be 4 bits/sec/Hz and so on.

Now let us suppose that a radio signal has a bandwidth of BW and a total rms
noise power of N is present in the data bandwidth. The power spectral density
(PSD) of the noise is given by

N, = N (2.87)

Now the energy per symbol, E, is the average signal power S multiplied by the
time period T, over which the symbol is transmitted

Es = SXI; (2.88)
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Figure 2.12 Power spectral density of a data stream at baseband.

Thus, the ratio of E; to the PSD of the noise N, is given by

E, _SXI, _ S BW
= = x

No N N f (2.89)
BW

Thus, the ratio of the energy per symbol to the noise density is equal to the
signal-to-noise ratio of the radio if the radio channel bandwidth is equal to the sym-
bol frequency. This result is important because it will allow us to relate concepts in
digital modulation to the SNR requirement of the radio.

It is important to note that in digital communications it is often more common
to see E,, the energy per bit even when symbols are used. E,, is related to E, by:

Eq

E, =
b loga M

(2.90)

where log, M is the number of bits transmitted per symbol. Equation (2.89) can be

rewritten as:
B, _S BW 1 Vo
N, N f logaM (2.51)

Having discussed data and the concept of symbols, the next sections will de-
scribe various modulation types.

2.4.1 Phase Modulation

In order to transmit information, more than just a carrier tone is needed. The tone
has to change in some way over time to indicate what information is being sent. In
general, a carrier has two properties that can be changed or modulated in order to
convey information: amplitude and phase. We note that frequency modulation is
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not treated separately as it can be understood to be a subset of phase modulation.
Some modulation schemes only change the amplitude of the signal and some only
change the phase (or frequency) of the signal, but some more complicated modula-
tion schemes change both. We will begin by considering modulation that changes
only the phase of the carrier.

2.4.1.1 Phase Shift Keying (PSK)

A phase shift keyed (PSK) modulated signal encodes data by changing the phase
of the carrier signal according to which bits are to be transmitted. A PSK signal is
given by:

Spsk (t) = A XcOS(WRF? + Pbits) (2.92)

where A is the amplitude of the carrier signal (a constant), wgy is the frequency of
the carrier, and @ is the phase, which is given by:

2 .
Pits :ziM’(l -1)
(2.93)
i=1,2,3..M

where log,M is the number of bits transmitted per phase change. For instance, if
only one bit is transmitted per phase change (called binary phase shift keying or
BPSK) then the phase is either 0° or 180° (i = 0 or 1) depending on whether a zero
or a one is transmitted. This is illustrated in the time domain in Figure 2.13. If
two bits are transmitted per phase change (called quadrature phase shift keying or
QPSK) then four phases are required. Similarly, three bits can be transmitted if eight
phases are employed and so on. So, why not use an infinite number of phases to get
an infinite bit rate with this modulation scheme? The answer is that in the presence
of noise, the more phases that are used (and therefore the closer adjacent phases are
to one another), the harder it is to determine one from another; this increases the
probability that an error will occur.

In general, the phase angle in PSK modulation can be represented as a vector
consisting of in phase (I) and quadrature (Q) components as shown in Figure 2.14.

Amplitude

v

Time

Figure 2.13 Example of a BPSK waveform.
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Figure 2.14 Phase plot of an 8-PSK modulated signal.

A very important feature in this figure is that adjacent symbols differ by only one
bit. This means that if a phase is misinterpreted, a minimum number of bit errors
will occur.

One additional refinement that is sometimes implemented with QPSK is to de-
lay one of the baseband date streams (usually the O path) by half a symbol period.
This means that the I and O data never change at the same time. Thus, instead
of getting a maximum possible instantaneous phase shift of 180°, the maximum
instantaneous phase shift is only 90°. This makes the modulation more spectrally
efficient. When this is done, the modulation is often referred to as offset quadrature
phase shift keying (OQPSK).

Beyond determining the basic functional parts of different PSK transceivers, it is
necessary to determine the required SNR for a given probability of a symbol error.
This allows the completion of the system specifications. As a starting point, a given
phase is transmitted, and in the course of that transmission, noise is added that will
tend to change the phase of the transmitted signal. If the phase is changed enough,
it will pass a threshold and the symbol will be incorrectly interpreted, resulting in
a symbol error. This is illustrated in Figure 2.15 [12]. Here, the nominal transmit-
ted phase is at 0° and is at the center of a normal probability density function. The
threshold for misinterpreting a symbol is #7/M (the shaded area indicates when an

Probability Density Function

—alM 0 alM
Received Phase Relative to Nominal (rad)

Figure 2.15 Probability density function of a PSK signal showing the probability of making a signal
error.
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error has been made). If the noise changes the phase by more than this amount, the
symbol will be incorrectly interpreted. Note that as long as only one bit changes
when an adjacent phase is incorrectly interpreted, the bit error rate as a function of
the symbol error rate is given by:

P, »

2.94
logz M ( )

A plot of the probability of symbol error versus E,/N,, can be derived based on
statistics and the above discussion. An approximate formula for the probability of
symbol error as a function of E,/N, is given by [13]:

ar o
(M) >s1ng_:%gg (2.95)

Eb O
Psg?vf O 2Q8

where Q(x) is the area underneath the tail of a Gaussian probability density func-
tion. Q(x) is given by:
2

¥ 2
O(x) = (‘)\/%—ne 2 dz (2.96)

Equation (2.95) can also be easily converted to give the probability of bit error
using (2.94):

E 6 . aem'j('j
P % - S —_— .
B ’N, Q) logzM 8 8 Mg (2.97)

The probability of bit error is plotted in Figure 2.16. Obviously, as the number
of symbols increases at a given E/N,, the probability of error is larger.
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Figure 2.16 Probability of bit error versus E/N, for PSK.



2.4 Modulated Signals 35

Example 2.6: The Required Noise Figure of a Radio

A receiver must be able to detect a signal at a power level of - 95 dBm with a bit
error rate of 1073, The channel is 1 MHz wide at baseband and two modulation
formats are used. One is BPSK and the other is 8-PSK. Determine the required re-
ceiver NF in both cases.

Solution:

A bandwidth of 1 MHz means that a data rate of 1 megasymbol per second is
possible assuming for simplicity that the bandwidth is equal to the symbol rate.
For BPSK, the data rate will be 1 Mbps, and for 8-PSK there are 3 bits per symbol
so this link will be able to transmit 3 Mbps of information. From Figure 2.16, to
achieve an error rate of 10-3 for BPSK we need an E/N, of about 7.3 dB, and for
8-PSK a bit error rate of 103 corresponds to an E/N,, of about 14.8 dB.

The BPSK link will require a SNR of 7.3 dB to be detected with this level of error
performance while the 8-PSK link will require a SNR of 14.8 dB. Now a signal at
- 95 dBm must be detected and the available power at the antenna is - 174 dBm/Hz,
which means that in a 1-MHz bandwidth there will be - 114 dBm of noise. Thus,
the minimum SNR at the antenna is the difference between - 95 and - 114 dBm, or
19 dB. For the BPSK case, the SNR at the output of the receiver can be 7.3 dB; the
SNR can degrade by 11.7 dB. Since NF = SNR . - SNR;, this means that the NF of
the radio for the BPSK case can be as high as 11.7 dB. For the 8-PSK case the SNR
can only degrade by 19 - 14.8 = 4.2 dB. Thus, in this case the receiver NF must be
better than 4.2 dB. Note that a receiver with an NF of less than 4.2 dB would be
quite impressive with typical frequencies and technologies available at the time of
writing.

Differential Phase Shift Keying (DPSK)

In the previous section there was one important assumption made about the modu-
lation. It was assumed that it was coherently detected. What this means is that the
receiver somehow knew the exact absolute value of the transmitted phase of the
signal and used this perfect reference as a comparison to the data that was actu-
ally received. Building a circuit that recovers the absolute phase of the received
signal is difficult; often a version of PSK is used that does not need any knowledge
of the absolute phase of the transmitted signal. This type of modulation is called
differential phase shift keying. Differential phase shift keying compares the phase
of signal over the current bit period to the phase in the previous bit period. The
change (or lack of change) tells the receiver what the value of the bits are that were
transmitted. Thus, for instance in DBPSK if there was no change in phase then a
zero was transmitted, and if the phase of the carrier changes by 180° then a one was
transmitted.

The probability of symbol error for noncoherent detection of DPSK is given by

[13]:
E. 6 2 & E e n 60
P \3\4,—5; T — 2= xing——o. 2.98
BN, loga M 28N, 8 VaME (2.98)

This is shown in Figure 2.17.
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Figure 2.17 Probability of bit error versus E;/N,, for differential PSK.
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2.4.2 Frequency Modulation

In PSK modulation, the phase of the carrier is changed as a means to transmit infor-
mation. On the other hand, a frequency shift keyed (FSK) modulated signal encodes
data by changing the frequency of the carrier signal according to the particular bits
that have been transmitted. An FSK signal is discribed by

Sesk (¢) = Axcos((wrr + @;)t + @) (2.99)

where A is the amplitude of the carrier signal (a constant), wry is the nominal
frequency of the carrier, ¢ is an arbitrary phase, and o is the change in carrier fre-
quency that determines what bits have been transmitted. Thus, in this modulation
scheme, the RF waveform can be thought of as a set of different frequencies being
turned on and off at the bit rate as shown in Figure 2.18.

So, what is to stop us from spacing the different frequencies corresponding
to different bits infinitely close together and thus getting an infinite number of
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Figure 2.18 Example of a BFSK waveform.
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Amplitude

Frequency

Figure 2.19 lllustration of RF power spectral density for binary FSK.

bits/sec/Hz? Remember that the signals (centered at their carrier frequencies) will
have a power spectral density similar to that shown in Figure 2.12. Thus, adjacent
frequencies must be spaced so that there is minimal interference between different
bits. A way to do this is to align the peak in the frequency response of one bit with
the null in the frequency response of an adjacent bit, by spacing the frequencies
either at the bit rate or at a multiple of the bit (or symbol) rate as shown in Figure
2.19. Therefore

= fo (2.100)

i=1,2,3..M

where log, M is the number of bits transmitted per frequency. Therefore the maxi-
mum frequency deviation of the RF signal is:

Dw = f5 XN (2.101)

Thus, the required bandwidth is proportional to the number of bits that are
transmitted simultaneously. This means that two bits transmitted simultaneously
would take twice the bandwidth that one bit would take. As a result, the spectral
efficiency of FSK drops off from around 0.5 bit/sec/Hz for binary FSK and 4-FSK,
to lower values as the number of bits increases. Note that even for binary FSK the
spectral efficiency is half of that for binary PSK. Therefore, FSK does not offer
the same advantage in spectral efficiency offered by PSK. However, since all the
frequencies are orthogonal, the presence of more frequencies does not affect the
receiver’s ability to detect any of them. As a result, higher data rates can be achieved
without a reduction in the symbol error rate.

Figure 2.20 shows the probability of a bit error versus E/N,, for different num-
bers of bits per symbols for FSK. Note that the probability of symbol error at a
given E, /N, actually drops for a higher number of bits per symbol, but also note
that this is because a higher bandwidth per symbol is being used. Thus, for higher
order FSK, the SNR will need to be higher to get the same E,/N, ratio, and as a
result, the bandwidth of the radio must be larger. This is different from PSK, where
the ratio of bandwidth to the number of bits per symbol is relatively constant,
regardless of the number of bits per symbol being transmitted. The probability of
symbol error for FSK is given by [13]

&k 0 &|F, O
Pig- ,M_E£M-1 . 2.102
g M E (M- 100g [ e (2102
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Figure 2.20 Probability of (a) symbol error versus E,/N,and (b) bit error versus E;/N, for FSK.

Note that with FSK the bit error probability is related to the symbol error prob-
ability by:
M/2

Py = 2l=
BT M-

P, (2.103)

Therefore the probability of bit error is given by:
&E 6. M__e&|E ¢
Ppe— M-£ — —

bgn, MzE Qgﬂ/NOQ (2.104)

2.4.3 Minimum Shift Keying (MSK)

A related modulation that can be thought of as either phase or frequency modula-
tion is called minimum shift keying (MSK). It is a very simple form of modulation
that, during each bit period, either advances the phase of the carrier by 90° to indi-
cate a one, or retards the phase by 90° to indicate a zero. Thus, an MSK signal can
be represented by:

Sisi (£) = Amosg%)m +%>d(t)>¢ +¢g (2.105)

where d(t) has a value of #1 to indicate the value of a bit that was transmitted. In
order to generate this phase change, the frequency must be instantaneously higher
or lower than the carrier frequency over the bit period. Since the phase must change
by /2 in a period of T} (the bit rate), the frequency must be

nl/2 1 fB
SR SV )] (2.106)
o Tg 2 4
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higher or lower than the nominal carrier frequency for that bit period. Note that
MSK is very similar to BFSK except that the two frequencies in MSK are spaced at
half the separation compared to BFSK. This means that MSK is more spectrally ef-
ficient than BFSK. Also, note that MSK is a form of continuous phase modulation.
That means that there are no discontinuities in the phase of the transmitted wave-
form (FSK has no such restriction). This modulation has many properties similar to
BPSK and QPSK and will have a bit-error probability that is the same as QPSK as
shown in Figure 2.16.

2.4.4 Quadrature Amplitude Modulation (QAM)

Quadrature amplitude modulation (QAM) can be thought of as an extension of
QPSK. In QAM, the symbols are distinguished by having both different phases
and amplitudes. Thus, instead of four possible phases as in QPSK, a larger number
of both phases and amplitudes are used to define which bit has been transmitted.
Thus, rather than a constellation of four symbols, in QAM the constellation has
16, 64, 256, or more phase and amplitude locations corresponding to different
bits being transmitted. The constellation for 16-QAM is shown in Figure 2.21. In
16-QAM, four bits are transmitted simultaneously for a spectral efficiency of 4
bits/sec/Hz. Similarly, 64-QAM and 256-QAM achieve a spectral efficiency of 6 and
8 bits/sec/Hz respectively.

QAM has the advantage over MPSK in that for a given spectral efficiency, it will
often achieve an equivalent bit error rate at a lower E;/N,,. The probability of bit
error for QAM is given by [13]:

&k, o 2(1 LY alogy (L )oZEb
P JLo» == 2.107
BgN IZ 10g2L 8\/g LZ 1 7 No Q ( )

where L = /M, which is also the number of amplitude levels in one dimension. So for
instance, in the case of 64-QAM, L = 16. The bit error rate can also be expressed as:

®E, 6 21-L) gfélogZ( o (2.108)

P s L- -
PN, 7 logs L &€ 12-1 BN, logszé

The bit error probability is shown in Figure 2.22.
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Figure 2.21 Phase plot of a 16-QAM modulated signal.
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2.4.5 Orthogonal Frequency Division Multiplexing (OFDM)

OFDM is a designed to help improve the link performance in a radio link where
there can be frequency selective fading or interference within the bandwidth of the
channel. The idea is to replace a single carrier with multiple carriers (called subcar-
riers), which individually handle data at lower rates. Thus, instead of having one
carrier at say 64 Mbps, there can be 64 subcarriers each at 1 Mbps. Usually, the
subcarriers are either a form of PSK or QAM modulation. Just as in FSK, the car-
riers must be spaced at multiples of the data rate they are transmitting. This way
nulls of adjacent carriers fall at other carrier center frequencies. This is the reason
for “orthogonal” in OFDM, which means loosely that the individual carriers will
not interfere with each other. Note that for OFDM, the bit error rate is the same
as the single carrier case using the same modulation. Thus for an OFDM system
using QPSK the bit error rates previously discussed still apply. The advantage with
OFDM is that if interference corrupts one of the subcarriers then only the data on
that subcarrier is affected while the others are not. This leads to a lower bit error
rate in the presence of frequency selective interference or fading. Often in practical
systems certain subcarriers have special functions. They can be used as pilot tones
sometimes used to establish the phase of the signal as well as perform many other
functions that aid the digital signal processor in determining what data was sent.
However, OFDM signals are not constant envelope signals even when using modu-
lations like QPSK, and the signal amplitude can have high peak-to-average ratio.
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System Level Architecture and Design
Considerations

3.1 Transmitter and Receiver Architectures and Some Design
Considerations

3.1.1 Superheterodyne Transceivers

A block diagram of a typical superheterodyne radio transceiver using air as a
medium is shown in Figure 3.1. Modulated signals are transmitted and received
at some frequency by an antenna. If the radio is receiving information, then the
signals are passed from the antenna to the receiver (Rx) part of the radio. If the
radio is transmitting, then signals are passed to the antenna from the transmitter
(Tx) part of the radio. Radios either transmit and receive at the same time (called
a full duplex transceiver) or alternate between transmitting and receiving (called a
half duplex transceiver). In a half duplex transceiver it is possible to put a switch
between the antenna and the Rx and Tx paths to provide improved isolation,
while in a full duplex transceiver the switch must be omitted and the two input
filters have the sole responsibility of isolating the Tx and Rx paths without the
aid of a switch.

In the Rx path, the signals are first passed through a filter to remove interfer-
ence in frequency bands other than the one of interest. The signal is then ampli-
fied by a low noise amplifier (LNA) to increase the power in weak signals, while
adding as little noise (unwanted random signals) as possible. This amplifier may
or may not include some form of adjustable gain or gain steps. The spectrum is
then further filtered by an image filter and then downconverted by a mixer to an
intermediate frequency (IF). The IF frequency must be chosen with great care,
taking into account many factors including interaction of spurs and mixing of LO
harmonics.

The mixer (also sometimes called a multiplier) mixes the incoming spectrum
of radio-frequency (RF) signals with the output from the RF frequency synthesizer
which is an accurate frequency reference generator also called a local oscillator
(LO). The LO is tuned so that the frequency of the desired IF signal is always
at the same frequency. The LO can be either low-side injected (the LO is at a
frequency less than the RF frequency) or high-side injected (the LO is at a fre-
quency greater than the RF frequency). For low-side injection, the IF frequency is
given by:

fir = frr - fLO (3.1)
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Figure 3.1 A typical half-duplex single IF superheterodyne radio transceiver.
For high-side injection:
fir = fLo - fre (3.2)

Since the IF stage is at a fixed frequency, the synthesizer must be made program-
mable so that it can be tuned to whatever input frequency is desired at a given time.
An input signal at an equal distance from the LO on the other side from the desired
RF signal is called the image signal. It is called the image because a signal at this
frequency after mixing will be at the same IF as the desired signal. Therefore, the
image signal cannot be removed by filtering after mixing has taken place. Thus, an
important job of the RF filters is to remove any image signals before such mixing
action takes place. This is illustrated in Figure 3.2.

After mixing to an IE additional filtering is usually performed. At the IF, un-
wanted channels can be filtered out leaving the channel of interest now centered at
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Figure 3.2 Figure showing radio receiver frequency plan. As shown, the radio is tuned to receive
channel 4 and has a low-side injected LO.
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the IF, and possibly some subset of the original adjacent channels depending on the
quality of the filter used. Usually, automatic gain control (AGC) amplifiers are also
included at the IF. They adjust the gain of the radio so that its output amplitude is
always constant. Once through the AGC, the signals are downconverted a second
time to baseband (the signals are now centered around DC or zero frequency). This
second downconversion requires a second frequency synthesizer that produces both
0° and 90° output signals at the IF frequency. Two mixers downconvert the signals
into an in-phase (I) and quadrature phase (Q) paths. By using two separate phases,
both amplitude and phase information can be recovered, and as a result, the incom-
ing phase of the RF signal does not need to be synchronized to the phase of the LO
tone. The I and Q signals are then passed through baseband filters which removes
the rest of the unwanted channels. Finally, the signal is passed through an analog-
to-digital converter and into the back end of the radio. There may be additional,
possibly programmable, gain stages in the baseband. Further signal processing is
performed in the digital signal processing (DSP) circuitry in the back end of the
radio.

The transmitter works much the same way except in reverse. The DSP circuitry
followed by the digital-to-analog converters (DA) produces signals in quadrature.
These signals are then filtered and upconverted to an IF frequency. The Tx will usu-
ally have some AGC function, which may be either in the baseband or the IF stage.
The IF signal is upconverted to the RF frequency by the mixer. If the LO is low-side
injected, the mixer is used to generate sum rather than difference products. Thus,
for low-side injection, the RF frequency is given by:

fre = fro +fie (3.3)
If the LO is high-side injected, the frequency of the RF signal is given by:
fre = fro - fir (3.4)

Once upconverted to RE the signal is passed through a power amplifier to
increase the power of the signals and is then radiated by the antenna into the air.
In the RF section the PA itself may have a power control function or additional
AGC. If the power level is constant, it must be high enough so that the signal can
be detected at the maximum distance dictated by the system specifications. The
mixer will produce signals on each side of the LO. The RF BPF is needed to filter
the signal so that only the sideband at the desired RF transmit frequency is passed
to the antenna. The BPF can also be used to remove LO feedthrough from the
mixer.

3.1.2 Direct Conversion Transceivers

A direct downconversion radio architecture is shown in Figure 3.3. In this ar-
chitecture, the IF stage is omitted and the signals are converted directly to DC as
shown in Figure 3.4. For this reason the architecture is sometimes called a zero-IF
radio. The direct conversion transceiver saves the area and power associated with
a second synthesizer. No image filter is required and the LO frequency selection
becomes trivial. However, generating I and Q signals from a synthesizer at higher
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Figure 3.3 A typical half-duplex direct downconversion radio.

frequencies is much more difficult than doing so at the IE. Since the LO signal is
now at the same frequency as the incoming RF signal, LO energy can couple into
the RF path and cause problems. Without an IF stage, more gain and gain control
must be done at baseband making the amplitude and phase matching of both the
I and Q paths more difficult than in the case of the superheterodyne radio. The
transmit path is also simpler than the superheterodyne case. Here the signal is
converted directly to RF. This may mean that part or all of the AGC function will
need to be completed at RF to avoid matching problems. However, in this case the
RF filter requirements on the transmitter are greatly reduced since direct conver-
sion means there is no unwanted sideband to be filtered out or LO feedthrough to
worry about.

LO

Signal Levels

RF Filter

.|BB Filter

B

Figure 3.4 Figure showing radio receiver frequency plan. As shown, the radio is tuned to receive
channel 4.

v

Frequency
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Figure 3.5 Alow IF receiver.

3.1.3 Low IF Transceiver and Other Alternative Transceiver Architectures

One alternative architecture is called a low IF transceiver. The low IF architecture
sees most of its advantage on the receive side. While this architecture is conceptu-
ally the same as a superheterdyne radio, the low IF is chosen so that it is practical
to digitize the signal at the IF and thus perform some of the traditionally analog
signal processing in the back end of the radio. The main problem with a low IF
receiver is that the image frequency will now be very close to the desired sideband.
However, if the signal is then digitized, it is easier to employ a high Q digital filter to
remove the image or alternatively to make use of an image reject mixer. Image reject
mixers will be studied in Chapter 8. An example of a low IF receiver is shown in
Figure 3.5.

Another architecture that is a compromise between the superheterodyne and
the direct-conversion transceiver is called a walking IF architecture shown in Fig-
ure 3.6. This architecture derives the IF LO by dividing the RF LO by some fixed
number. As a result, the IF frequency is not fixed but “walks” in step with a fraction
of the frequency of the RF LO. This transceiver with walking IF still has many of
the advantages of the superheterodyne radio (although it is not possible to filter as

BB
1Q Demod Filters A/D

Preselect Image
BPF LNA  Filter pixer

@ I_Tx

BPF Power Driver Up LO_| AGC From DSP

Amp converter Q_TX

AGC BB
Filters

Figure 3.6 A walking IF radio architecture.
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well at IF), but also removes the need for the extra synthesizer, potentially reducing

layout area and power dissipation.

3.2 System Level Considerations

The next subsections will discuss some of the most important design considerations
when specifying the requirements of all the components in the system. For addi-

tional information the reader should consider [1-7].

3.2.1 The Noise Figure of Components in Series

For components in series, as shown below in Figure 3.7, one can calculate the total
output noise Ny;or1) and output noise due to the source N ource) to determine the

noise figure.
The output signal S, is given by:

SO = Si >G1 >‘G2 >G3

The input noise is:

Ni(source) =kT
The total output noise is:
Nototal) = Ni(source)G1G2G3 + No1(added)G2G3 + No2(added)G3 + No3(added)

The output noise due to the source is:
No(source) = Ni(source)GlG2G3

Finally, the noise factor can be determined as:

F= No(total) -1+ Nol(added) + NoZ(added) + No3(added)
No(source) Ni(source)Gl Ni(source)G1G2 Ni(source)G1G2G3
:F1+F2- 1+F3- 1

G GG

The above formula shows how the presence of gain preceding a stage causes
the effective noise figure to be reduced compared to the measured noise figure of

Si G, G G
-— 2 3 —»
Nr'(source) No1(added) No2(added) No3(added)

Figure 3.7 Noise figure in cascaded circuits with gain and noise added shown in each.
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Nit(agdedy= (F1=1)KT
Niz(agdeey= (F2=DKT Nintacea (Fn=1)KT

Niagdea)= (F3=1)KT
O-EFO-E-O-E-—O-EF
N 1 2 n N,

Figure 3.8 Equivalent noise model of a circuit.

a stage by itself. For this reason, we typically design systems with a low noise
amplifier at the front of the system. We note that the noise figure of each block
is typically determined for the case in which a standard input source (e.g., SOW)
is connected. The above formula can also be used to derive an equivalent model
of each block as shown in Figure 3.8. If the input noise when measuring noise
figure is:

Ni(source) =kT (310)
and noting from manipulation of (2.14) that:

No(added) =(F- 1)No(source) (3.11)

Now dividing both sides of (3.11) by G:
_ No(source) _ _
Ni(added) = (F - 1)T = (F - 1)Ni(source) = (F' 1)kT (312)

Thus, the input referred noise model for cascaded stages as shown in Figure 3.8
can be derived.

Example 3.1: Cascaded Noise Figure and Sensitivity Calculation

Find the effective noise figure and noise floor of the system shown in Figure 3.9.
The system consists of a filter with 3-dB loss, followed by a switch with 1 dB loss,
an LNA, and a mixer. Assume the system needs an SNR of 7 dB for a bit error rate
of 1073. Also, assume that the system bandwidth is 200 kHz.

L —>—(X
-1dB v
~3dB G =13dB NF = 12 dB

NF =2.5dB

Figure 3.9 System for performance calculation.

&
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Solution:
Since the bandwidth of the system has been given as 200 kHz, the noise floor of the
system can be determined:

Noise Floor = - 174 dBm +10logyo (200,000) =- 121 dBm

We make use of the cascaded noise figure equation and determine that the over-
all system noise figure is given by:
5 15.84- 1u

NFtoTAL :3dB+1dB+1010glo§].78+ EI»SdB

Note that the LNA noise figure of 2.5 dB corresponds to a noise factor of 1.78
and the gain of 13 dB corresponds to a power gain of 20. Furthermore, the noise
figure of 12 dB corresponds to a noise factor of 15.84.

Note that if the mixer also has gain, then possibly the noise due to the IF stage
may be ignored. In a real system this would have to be checked, but here we will
ignore noise in the IF stage.

Since it was stated that the system requires an S/N ratio of 7 dB, the sensitivity
of the system can now be determined:

Sensitivity =-121dBm+7 dB+8 dB =-106 dBm

Thus, the smallest allowable input signal is - 106 dBm. If this is not adequate
for a given application, then a number of things can be done to improve this:

A smaller bandwidth could be used. This is usually fixed by IF requirements.
The loss in the preselect filter or switch could be reduced. For example, the
LNA could be placed in front of one or both of these components.

The noise figure of the LNA could be improved.

The LNA gain could be increased reducing the effect of the mixer on the
system NE

A lower NF in the mixer would also improve the system NF.

If a lower SNR for the required BER could be tolerated, then this would also
help.

In a modern completely integrated radio, often only the interface with off-chip
circuitry has a standard impedance and the interfaces between blocks on chip tend
to be undefined. In this case, defining a noise figure for each sub-block is less con-
venient. On chip most blocks may be better characterized by a loaded voltage gain
G,;and an added noise voltage. In this case, the overall input referred noise for the
system can be given as:

Un2 Un3

+ +
2 2 2
le Gl/l GUZ

Unitadded)” = Un” + (3.13)

where v,,1, v,5, and v,,3 are the input referred noise voltages of the three stages. If
we assume that the input of the first block is matched to the source resistance then
the noise figure is given by [8]:
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2 2 2 2
Vni(added)” t Uni(source) v 12 + Un2 " Un3 "
" ..
F= Ni(total) — R; =1+ Gy lezGUZ
2
Ni(source) Uni(source) Uni(source)
Rs
) , (3.14)
v 12 Un2 Un3
n 2 2 2
=1+ le le le
kTR,
2 2 2
— Unil " Un2 Un3

+ +
RTR;  kTR.G,2  kTR.G,12G,o>

This formula would provide the system designer with the opportunity to specify
voltage gain and input referred noise voltage rather than noise figure, which makes
more sense.

Example 3.2: On-Chip NF Confusion

A system level designer unfamiliar with IC design has set the system level require-
ments for a radio. The system designer has made the mistake of assuming that all
blocks are matched to SOW. The RF front end has a gain of 10 dB and an NF of
4 dB. The first block in the IF stage is a variable gain amplifier. The system level
designer specifies this block to have an NF of 10 dB so that the overall NF of the
LNA, mixer, and VGA will be:

F=FNA+Mix + — =251+ =3.41=5.33dB

LNA+Mix

Fyga -1 10- 1
10

This is below the target for this design of 6.5 dB and makes sure that the VGA is
not a dominant concern. Once design is underway, the mixer designer adds a buffer
with an output impedance of SWto drive the VGA, which has an input impedance
of 5 kW. The VGA designer simulates his block using a SO0W source and finds he
has an NF of 15 dB. Assuming the VGA input can be modeled with the 5-kWinput
resistance parallel to input noise current, does he meet the intended noise require-
ment for the block?

Solution:
Appling the same formula as the system level designer initially used, the noise figure
of the system with a VGA with a 15-dB noise figure would be:

=5.57=7.46 dB

F -1 .6 -
F=Fnasmin +—2A "= =251+ 31.6-1
GLNA+Mix 10

This is about 1 dB over the spec, so it is clearly a concern for the system de-
signer. The noise voltage at the VGA input with a 50Winput is:
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2
NyGa = Y64 = (F- DET P v,y6a = [F- DETR, = % AKTR,

S

=2.76" 0.9nV =2.49nV/+Hz

If the same noise current is now fed into SWI5 kW instead of SOWI5 kW, the
noise voltage will be approximately 1/10 since in either case the 5§ kW resistor can
be ignored. So using V,,yc4 = 0.249 nV results in:

2 4 2
F=Fpp+-2VGA _ g 514 % 02NV 5 61 0003=2.54=4.05dB
ETR.G; 0.90V7" 10

So the VGA has nearly no effect on noise, but a real VGA would have both
current and voltage noise, leading to somewhat higher noise. Also, noise due to
an extra buffer is low due to the Ggp preceding it. Note that Gz is power gain
and G,y is voltage gain. So in this case we see that even though the block looks
like it fails the spec, it actually only adds a small fraction of the noise allowed
by the original specification. However, because 15 dB is more than the 10 dB
specified, this now results in pressure on the VGA designer by the system designer
possibly resulting in wrongful termination and a series of lawsuits. If only the
systems designer had used (3.14), life would have been so much better for all
involved!

3.2.2 The Linearity of Components in Series

Linearity can also be computed for components in series. Starting with two ampli-
fiers in series that have unique nonlinear transfer functions of:

_ 2 3
Vol = ka1vj + kaovi™ + ka3v;

(3.15)
Vo2 = ki1 + Rpator® + Rp3vor’
Each block will have an IIP3 of:
Ra1
=2 a
UIp3_1 31 ks |
(3.16)
ki
=2
vIp3_2 31 kys |

From (3.15) v,, can be expanded to give an overall transfer function of:
Vo2 = katkinvi + (kaiki + kar* ko2 Jvi + (kyika3 + 2kookaikay + kpska® i+ (3.17)

Note that this equation is truncated after the third-order terms and it is assumed
that higher order terms are less important.
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Now applying the definition of IIP3 to the overall transfer function yields:

ka1kp1
o \/3 | Rp1kas + 2kpakatkas + kp3kar® | (3-18)

Now if both sides are squared and inverted this becomes:

kpikas| + 2kpakatkas| + ko3ka’ kp3kai’|0
1 =§J bika3| +2kp2karkaz | ‘b3 1‘_Ejkblkag‘+‘2kb2ka1ka2‘+‘b3 1‘_:

vps® 4 ka1kp 4 gkalkbl ka1kp ka1kp 3

(3.19)

If it is assumed that the second-order terms k,, and k, are small compared to
the first-order terms this expression can be simplified:

2 2
1 _ 1 + 3kpokan + ka1 . 1 + ka1 (3.20)
2 2 2 2 2 .
VIIP3 VIIP3_1 Zkbl VIIP3_2 VIIP3_1 UVIIP3_2

In general, the IIP3 of cascaded stages with voltage gain A, is given by:

1Lo_ 1 A ASCAY

+
2 2 2 2 T (3.21)
vnip3”  vip3_1T vmp3_2”  Vip3_3
Since (3.21) uses the square of the voltage, assuming all blocks are matched to
50Wit can be rewritten in terms of power:

1L _ 1 . G GG (3.22)
np3 IIP3_1 IIP3_2 1IIP3_3
where G| and G, are the power gains of the respective blocks.
Similarly the 1 dB compression point of a cascaded system would be:
1 1 An® | AntAL?
- + vl + vl 2 + (323)

2 2 2 2
VU1dB U1dB_1 U1dB_2 U1dB_3

IIP2 for series blocks has a slightly different form. Using the two element system
discussed above gives:

kalkbl

vip2 = (3.24)
ka2kp1 + ko kp
Inverting this equation gives:
2
L _ kakpi tka"key _kay  kakpy 1 ka (3.25)

vnp2 ka1kpi ko kpt U2 1 VP2 2
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In general, the IIP2 of cascaded stages will be given by:

1 - 1 + Az/l +Az/lAz/2 +

vnp2 vnp2 1 vmp2_2  Unp2_3

(3.26)

3.2.3 Dynamic Range

So far, we have discussed noise and linearity in circuits. Noise determines how small
a signal a receiver can handle, while linearity determines how large a signal a receiver
can handle. If operation up to the 1-dB compression point is allowed (for about 10%
distortion, or IM3 is about - 20 dB with respect to the desired output), then the dy-
namic range is from the minimum detectable signal to this point. This is illustrated
in Figure 3.10. In this figure, intermodulation components are above the minimum
detectable signal for P, > - 32 dBm, for which P, = -23 dBm. Thus, for any P,
between the minimum detectable signal of - 105 dBm and - 23 dBm, no intermodula-
tion components can be seen, the so called spurious free dynamic range is 82 dB.

Example 3.3: Determining Dynamic Range

In Example 3.1 we determined the sensitivity of a receiver system. Figure 3.11
shows this receiver again with the linearity of the mixer and LNA specified. Deter-
mine the dynamic range of this receiver.

Third-Order Intercept Point

Pout 1
(dBm) 1-dB compression
0IP320 \ o

- Spurious Free Dynamic Range \1‘_._-_-'_’_,.5.-

//D-‘ynamic Range
/

Minimum
Detectable
Signal

/

0  +10 p (4Bm
Ip3 Fin (ABM)

Figure 3.10 Plot of input output power of fundamental and IM3 versus input power showing
dynamic range.
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-1dB
_3dB G=13dB G=10dB

NF=25dB NF =12 dB
IP3=-5dBm |IP3=0dBm

Figure 3.11 System example circuit.

Solution:
The overall receiver has a gain of 19 dB. The minimum detectable signal from Ex-
ample 3.1 is - 106 dBm or - 87 dBm at the output. The IIP3 of the LNA and mixer

combination from (3.22) is

1 1 20
+

= =2.316X0°
IP3 3162 uW 1mW

[IP3 =432 uW P -13.6 dBm

This referred to the input is =13.6 + 4 = - 9.6 dBm. The IIP3 of the mixer by
itself (with a perfect LNA) referred to the input would be 0 — 13 + 4 = - 9 dBm. This
is close to the IIP3 with the real LNA, therefore, the mixer dominates the IIP3 for
the receiver as expected. The 1 dB compression point will be 9.6 dB lower than the
- 9.6 dBm calculated with the real LNA, or —=19.2 dBm. Thus, the dynamic range of
the system will be -19.2 + 106 = 86.8 dB.

Example 3.4: Effect of Bandwidth on Dynamic Range

The data transfer rate of the previous receiver can be greatly improved if we use
a bandwidth of 80 MHz rather than 200 kHz. What does this do to the dynamic
range of the receiver?

Solution:
This system is the same as the last one except that now the bandwidth is 80 MHz.
Thus, the noise floor is now:

Noise Floor =-174 dBm + 1Olog10(80-106) =-95dBm
Assuming that the same signal to noise ratio is required:
Sensitivity = - 95 dBm +7 dB+8 dB = - 80 dBm

Thus, the dynamic range is now —=19.2 + 80 = 60.8 dB. In order to get this back
to the value in the previous system we would need to increase the linearity of the
receiver by 26 dB! As we will see in future chapters, this would be no easy task.
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3.2.4 Image Signals and Image Reject Filtering

At the RF frequency, there are filters to remove out of band signals that may be
picked up by the antenna. Any filter in the RF section of the radio must be wide
enough to pass the entire receive band, and therefore can do little about any in-band
interferers. In a superheterodyne receiver, the filters in the RF section also have the
added task of removing the image frequency and are thus sometimes called image
reject filters. A superheterodyne receiver takes the desired RF input signal and mixes
it with some reference signal to extract the difference frequency. The LO reference is
mixed with the input to produce a signal at the difference frequency of the LO and
RF as shown in Figure 3.2. As mentioned earlier, a signal on the other side of the
LO at the same distance from the LO will also mix down “on top” of the desired
frequency. Thus, before mixing can take place, this unwanted image frequency must
be removed.

Thus, another important specification in a receiver is how much image rejection
it has. Image rejection is defined as the ratio of the gain G, of the desired signal to
the gain of the image signal G,,,,.

IR = 101og§Gj‘>’E (3.27)
m

In general a receiver must have an image rejection large enough so that in the
case of the largest possible image signal and the weakest receive channel power, the
ratio of the channel power to the image power, once downconverted, is still larger
than the minimum required SNR for the radio.

The amount of filtering can be calculated by knowing the undesired frequency
with respect to the filter center frequency, the filter bandwidth, and filter order. The
following equation can be used for this calculation:

_n. aud'fcb_nr D}O
Agp == 201 ~=—"201 —
an =5 20log B = og@i PR (3.28)

where A4 is the attenuation in decibels, 7 is the filter order, and thus 7/2 is the ef-
fective order on each edge, £, is the frequency of the undesired signal, /. is the filter
center frequency, and f, is the filter band edge.

Example 3.5: Image Reject Filtering

A system has an RF band from 902-928 MHz, a 200-kHz channel bandwidth,
and channel spacing. The first IF is at 70 MHz. Determine the required order of
the 26-MHz filter to get a worst-case image rejection of better than 50 dB. If the
received image signal power is - 40 dBm, the minimum input signal power is - 75
dBm, and the required SNR for this modulation is 9.5 dB will this be enough image
rejection?

Solution:
The frequency spectrum is shown in Figure 3.12. At RE the local oscillator fre-
quency f; o is tuned to be 70 MHz above the desired RF signal so that the desired
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2 MHz
=
fie fre fo fimage
IF1 at 70MHz RF at 902-928 MHz

Figure 3.12 Signal spectrum for filter example.

signal will be mixed down to IF1 at 70 MHz. Thus, f; g is adjustable between
972 MHz and 998 MHz to allow signals between 902 MHz and 928 MHz to be
received. The image occurs 70 MHz above f; o. The worst case will be when the
image frequency is closest to the filter frequency. This occurs when the input is at
902 MHz, the LO is at 972 MHz, and the image is 1,042 MHz. The required filter
order 7 can be calculated by solving (3.28) using fgw = 26 MHz and Df = 70 + 44 +
13 = 127 MHz as follows:

27 Agp

n=—— =5.05
20" log(2Df/fsw)

Since the order must be an even number, a sixth order filter is used and total
attenuation is calculated to be 59.4 dB.

Now with the original image rejection specification, the - 40-dBm image signal
will be attenuated by 50 dB so after the filter, this signal will be - 90 dBm. This will
be mixed on top of the desired signal, which has a minimum power level of - 75
dBm, giving a signal to distortion ratio of - 75 dBm — (- 90 dBm) = 15 dB. This is
higher than the required SNR of 9.5 dB so this should be enough image rejection.

3.2.5 Blockers and Blocker Filtering

The receiver must be able to maintain operation and detect the desired signal in
the presence of other signals, often referred to as blockers. These other signals
could be of large amplitude and could be close by in frequency; for example, they
could be signals in other channels of the same radio band. This is an example of
the so-called near-far problem that occurs when the desired signal is far away
and one or more interfering signals are close by, which are larger than the wanted
signal. A large blocker must not saturate the radio and therefore the 1-dB com-
pression point of the radio must be higher than the blocker power level to avoid
saturating the radio.

The intermodulation products of blockers can also be a very big problem. Con-
sider the case where a desired channel is detected at its minimum power level. Two
close by channels are also received at their maximum receive power. If these signals
are at frequencies such that their IM3 products fall on top of the desired signal, they
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will act to reduce the signal-to-noise ratio of the desired channel and could cause
an increase in bit error rate. Therefore the circuits in the radio must have a suffi-
ciently high linearity so that this does not happen. Once the received band is down
converted to an IF or baseband frequency, filters may be added with a pass band
narrower than the whole radio band. As a result, strong adjacent channel signals
are filtered; this will reduce the linearity requirements of blocks after the filter.

Example 3.6: How Blockers Are Used to Determine Linearity

Consider typical blocker specifications for a receiver shown in Figure 3.13(a). The
input signal is at - 102 dBm and the required signal-to-noise ratio, with some safety
margin, is 11 dB. Calculate the required input linearity of the receiver. If the receiver
front end has 20 dB of gain, is followed by an IF filter with 30 dB of attenuation at
offsets between 500 kHz and 2.5 MHz, and has an attenuation of 50 dB at offsets
greater than 2.5 MHz as shown in Figure 3.13(b), what is the required linearity of
the first circuit in the IF stage?

E 0 Blocking
T, Blocking Blocking —23 dBm
© 40 —43dBm —43dBm |
9
[0)]
-
g __,80 ....... Wanted ..................................................................
I75) -102 dBn‘@
-120 I I I »Frequency

f.  +1MHz +2 MHz +3 MHz

Filter Mask

| I I I »Frequency
. +1 MHz +2 MHz +3 MHz

(b)

Figure 3.13 (a) Minimum detectable signal and blocker levels at the RF input of the radio, and
(b) IF filter mask to help reduce the effect of the blockers.
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Solution:

With nonlinearity, third-order intermodulation between the pair of blockers will
cause interference directly on top of the signal. The level of this disturbance must be
low enough so that the signal can still be detected. The other potential problem is
that the large blocker at =23 dBm can cause the amplifier to saturate, rendering the
amplifier helpless to respond to the desired signal, which is much smaller. In other
words, the receiver has been blocked.

The blocker inputs at —43 dBm will result in third-order intermodulation compo-
nents, which must be less than =113 dBm (referred to the input) so there is still 11 dB
of SNR at the input. Thus, the third-order components (at =113 dBm) are 70 dB
below the fundamental components (at —43 dBm). Using (2.59) with P; at —43 dBm
and [P — P3] = 70 dB results in IIP3 of about - 8 dBm, and a 1-dB compression point
of about —18 dBm at the input. Thus, the single input blocker at —23 dBm, is still 5 dB
away from the 1-dB compression point. This sounds safe—however, there will now
be gain through the LNA and the mixer. The blocker will not be filtered until after the
mixer, so one must be careful not to saturate any of the components along this path.

Now after the signal passes through the front end and is downconverted to the
IF and passed through the IF filter the spectrum will be as shown in Figure 3.14. In
this case, the signal experiences a 20 dB gain, while the two closest blockers experi-
ence a net gain of - 10 dB and the third blocker experiences a net gain of - 30 dB. If
no filtering were applied to the system then the IIP3 of the first IF block would need
to be roughly - 8 dBm + 20 dB = 12 dBm. With filtering, the IM3 products from the
two closest blockers must be lower than - 93 dBm. Using (2.59), with P; at-53 dBm
and [P; — P3] = 40 dB, results in IIP3 of about - 33 dBm and a 1-dB compression
point of about —43 dBm for the IF block. Thus it is easy to see the dramatic reduc-
tion in required linearity with the use of filters. Note that the 1-dB compression
point is still 10 dB above the level of any of the blocking tones.

3.2.6 The Effect of Phase Noise on SNR in a Receiver

The blocking signals can cause problems in a receiver through another mechanism
known as reciprocal mixing. For a blocker at an offset of Df from the desired signal,

A

’é‘* )
03]
&
LG (——— Blocking Blocking Blocking
S -53 dBm -53 dBm 53 dBm
b
% _80 ........... Wanted ..............................................................................
n -82 dBm

-120 i » Frequency

£+ MHz +2 MHz +3 MHz

Figure 3.14 Minimum detectable signal and blocker levels after the IF filter.
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Figure 3.15 Phase noise can cause nearby channels to get mixed down on top of the desired
signal.

if the oscillator also has energy at the same offset Df from the carrier, then the block-
ing signal will be mixed directly to the IF frequency as illustrated in Figure 3.15.

Example 3.7: Calculating Maximum Level of Synthesizer Spurs

For the specifications given in the previous example, calculate the allowable noise
in a synthesizer in the presence of the blocking signals. Assume the IF bandwidth
is 200 kHz.

Solution:

Any tone in the synthesizer at an 800-kHz offset will mix with the blocker, which
is at =43 dBm, and mix it to the IF stage where it will interfere with the wanted
signal. The blocker can be mixed with noise anywhere in the 200-kHz bandwidth.
Since noise is specified as a density, total noise is obtained by multiplying by the
bandwidth, or equivalently in dB by adding 10 log 200,000 or 53 dB. We note that
to be able to detect the wanted signal reliably, as in the previous example, we need
the signal to be about 11 dB or so above the mixed-down blocker. Therefore, the
mixed-down blocker must be less than —113 dBm. Therefore, the maximum synthe-
sizer noise power at 800 kHz offset is calculated as—113 +43 - 53 =- 123 dB lower
than the desired oscillating amplitude measured in a 1-Hz bandwidth.

3.2.7 DC Offset

DC offset is caused primarily by leakage of the LO into the signal path. If the LO
leaks into the signal path and is then mixed with itself (called self mixing), this mix-
ing product will be at zero frequency as shown in Figure 3.16. This will produce a
DC signal or DC offset in the baseband, which has nothing to do with the informa-
tion in the modulated signal. This offset will be amplified by any gain stages in the
baseband and can saturate the ADC if it is too large. DC offsets can also be caused
by PA leakage and jamming signals received from the antenna. This problem is of-
ten worse in direct conversion radios where there is usually much more gain in the
baseband of the radio and the LO is often at a much higher frequency, thus reducing
the LO isolation of the radio.
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Figure 3.16 LO self-mixing can cause DC offsets.

There are a few things that can be done about DC offset. If the radio uses a
modulation type where there is not much information at DC (such as an OFDM
signal where the first subcarrier does not contain any information), then a blocking
capacitor can be placed right before the ADC. This will act as a highpass filter and
will prevent the DC offset from entering the ADC. Since DC offsets are often not
time variant it may also be possible to calibrate much of it out of the signal path.
This can be done by sensing the DC offset in the baseband and adjusting the output
from the mixer to compensate for it.

3.2.8 Second-Order Nonlinearity Issues

Second-order nonlinearity is also very important in transceiver specifications.
In this case, the main cause of nonlinearity is the IQ mixer that downconverts
the signal to baseband. Consider again the case where there are two in-band
interfering signals. If these signals are close to each other in frequency, then the
difference between these two frequencies may fall into the baseband bandwidth
of the receiver as shown in Figure 3.17. If this happens then the signal-to-distor-
tion ratio must still be large enough to make sure that the signal can be detected
with sufficient BER. It is usually only the final downconversion stage that is the
problem, as prior to the mixer itself, a simple ac coupling capacitor will easily
filter out any low frequency IM2 products produced by the earlier stages in the
radio.

Example 3.8: [IP2 Calculation

A direct downconversion receiver is required to detect a signal at 2 GHz with a
power level of - 80 dBm at the input of the downconversion mixer. An SNR of 15
dB is required and the signal has a bandwidth of 20 MHz. Two interferers are pres-
ent in band, each with a power level of - 20 dBm. They are located at 2,100 MHz
and 2,110 MHz. Determine the required IP2 for this system.

Solution:

The second order nonlineaity of the mixer will produce a tone at a frequency of
2,110 - 2,100 = 10 MHz, which will fall into the band of the desired channel.
Since the signal strength is - 80 dBm and the SNR required is 15 dB, the power
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Figure 3.17 lllustration of a second-order product causing distortion.

of this distortion product must be less than - 95 dBm. Using (2.66), we note
that P2 - P1 = (-20 - (- 95)) = 75 dB. Therefore the IIP2 must be greater than
-20 dBm + 75 dB = 55 dBm.

3.2.9 Receiver Automatic Gain Control Issues

ADCs require relatively constant input amplitude to function properly. They are not
equipped to deal with large ranges of input amplitude, and therefore it is one of the
most important jobs of the radio to provide them with a constant signal amplitude.
On the receive side, as a bare minimum the radio must provide an AGC range at
least equal to the dynamic range of the radio. In addition, radio gain will vary with
temperature, voltage supply variations, and process. Usually at least an additional
20 dB of gain control is required to overcome these variations. Normally it is pos-
sible to use stepped AGC with discrete gain settings (usually spaced by about 3 dB,
but maybe less as needed), but some more sophisticated radios may require con-
tinuous AGC. It is important to decide where the AGC level will be set and in what
order different gain control blocks will be adjusted. At the minimum detectable
level, the receiver is set to the maximum gain setting. As the input power starts to
rise, it is better to reduce the gain as far towards the back of the radio as possible to
have the lowest effect on the noise figure. At high power levels, it is better to adjust
the gain at the front of the radio thus reducing the linearity requirements of parts
further down the chain.

On the transmit side, AGC is often simpler than on the receive side. Even simple
transmitters must have some AGC to compensate for process, temperature, and
supply voltage variations. Typically, a simple stepped AGC of about 20 dB is used
to make sure that the required power can always be delivered to the antenna. More
sophisticated radios will also use power control in the transmitter to back transmit
power off if the receiving radio is close by, thus reducing the required maximum
received power on the other side of the link.
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3.2.10 EVM in Transmitters Including Phase Noise, Linearity, IQ Mismatch,
EVM with OFDM Waveforms, and Nonlinearity

Error vector magnitude (EVM) is a very important way to measure how accurately
a transmitter has reproduced the vectors that correspond to the data being transmit-
ted. EVM is another way to measure the signal-to-noise and distortion ratios of the
signal. The term EVM is used more often in transmitters compared to receivers as
a measure of modulation accuracy instead of SNR.

In any system with limited performance, some errors will always be introduced
and the vector that is actually transmitted will be different by some amount (an
error) from what was intended as shown in Figure 3.18. The instantaneous value
of the EVM is defined as the ratio of the magnitude of the reference vector to the
magnitude of the error vector

_ el
EVM; = — (3.29)
il
where e, is the ith error vector and g, is the ith reference vector. Normally EVM is
averaged over a large number of data samples N to come up with an average or
nominal value:

EVM = (3.30)

There are many sources of EVM in a transmitter, and the overall effect of vari-
ous sources can be added together as shown here:

=Y

Figure 3.18 lllustration of EVM using QPSK as an example modulation.
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EVMyo; = J(EVM;)2 +(EVMy)2...+ (EVMy )2 (3.31)

One source of EVM is synthesizer phase noise. As discussed in Chapter 2, the
phase noise can be integrated to give a value for the rms phase variation in radians
IntPN,,,.. This phase variation will affect the angle of the reference vector and
will move it away from its ideal value. Thus, the phase noise will generate an error
vector approximately orthogonal to the reference vector as shown in Figure 3.19.
In this case the error vector will have a magnitude of:

‘eiPN‘ = a; sin(IntPN,y5) » a;IntP Ny, (3.32)

Thus the EVM due to phase noise is:

@ X[ntPN s

EVMpN = = IntPN,s (3.33)

ai

Note that a phase mismatch between the I and Q paths either created by the
synthesizer or a mismatch in the baseband paths will behave exactly the same way
in regards to EVM as phase noise does. In this case, if there is a phase mismatch in
the LO of 6} ¢ then the EVM due to IQ phase mismatch will be:

EVMLO =9LO (3.34)

Another source of EVM is gain mismatch in the baseband I and QO paths leading
up to the mixers. If there is some random shift in amplitude from the ideal ampli-
tude in the I and Q paths &, such that the magnitude of the I path becomes I (1 + 9)
and the magnitude of the O path becomes Q(1 - 9), then the error vector will have
a magnitude of:

e; = (ST +(80)* (3.35)

The reference vector will have a magnitude of:

Angle = IntPN

ms

1

Figure 3.19 Phase noise can cause EVM by rotating the vector.
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a; =12 +0? (3.36)

In this case the EVM will be simply:

EVMp =6 (3.37)

EVM can also be caused by carrier feedthrough. Carrier feedthrough can be due
to finite isolation from LO to RF and from LO to IF, and DC offset, as well as other
factors. Whatever the source, any energy from the carrier will distort the wave-
form and cause EVM. If we define carrier suppression C; as the ratio of the desired
RF power P, to the LO leakage Pcpr then the EVM due to carrier feedthrough is
given by:

2
EVMcgr = % =JC, (3.38)
t

Note that Pcpp will be a vector with a random phase relative to the reference
vector, but only magnitude is important.

Linearity in the transmitter may also be a consideration in regards to EVM
depending on the type of modulation used. If the system uses a phase-only modula-
tion, linearity is of much less concern. With amplitude sensitive modulations like
QAM it is best to operate the output with a power level that is well backed off from
the 1-dB compression point of the transmitter. Systems that use OFDM have a dif-
ferent set of linearity requirements in regards to EVM than systems that use simpler
modulation schemes. If we assume that the transmitter is operating well below
the 1-dB compression point and the linearity can be well described by third-order
products, the dominant contribution to EVM degradation due to linearity of the
transmitter will be triple-order beats of all subcarriers dumping energy on top of
the subcarrier of interest. The power in a triple-beat tone as shown in Chapter 2 is
given by:

TB=O0IP; - 3(OIP; - P;)+6 =3P - 20IP; +6 (3.39)

where P, is the power of the tones generating the triple beat (in this case the power
in one subcarrier) and OIP; is the output referred third-order intercept point both
given in dBm. The EVM can then be computed as the ratio of the power of the
subcarrier to the power of all triple beats dumping power into that channel. The
difference between the power of the triple beat tones and the desired channel power
is therefore:

TB- P, = 2P, - 20IP +6+101og§%Nzg (3.40)

Thus, the EVM due to transmitter nonlinearity is given as:

@P.-201IP; +6+lOlog§N2 gﬁ
g b (3.41)

EVM;;, =10 20
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where N is the number of subcarriers. The above equation has been verified through
extensive simulations and comparison to measured results by the authors. However,
note that if the output power is close to the 1-dB compression point, this formula
will become less accurate. Note also that narrowband systems rely on filtering to
minimize the number of tones that can intermodulate, making TB tones much less
of an issue. However, OFDM uses multiple subcarriers that are always present;
hence, it is much more like a video system in which a whole range of tones can in-
termodulate, even though EVM or BER, but not CTB is typically used as a measure
of performance.

If the transmitter is backed off and transmitting at a low power level then the
noise in the transmitter circuits can become an important contribution to the EVM
of the system. If the total noise power density coming from the transmitter is N,,
then the EVM contribution from noise is given by:

fN xBW
EVMnoise = OT (342)
t

where BW is the bandwidth of the channel.

3.2.11 ADC and DAC Specifications

While this book will focus on RFICs in detail, it is important to say at least a few
words about the analog-to-digital converters (ADC) and digital-to-analog convert-
ers (DAC), as these blocks are the interface between the radio and the DSP. Gener-
ally from a system perspective it is important to specify both the number of bits
and the jitter or phase noise requirement of the reference clock, which drives the
converters. Both these properties will affect the BER by influencing the SNR.
Suppose that a quantizer converts a continuous analog signal to a discrete digi-
tal signal with a characteristic shown in Figure 3.20, where x is the analog input

N
2
3A
2
A
i 2 L
2 1 71 a 1 2 X
2
_3a
2
_54
2

Figure 3.20 Transfer characteristic of a multibit quantizer.
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and y is the quantized digital output. The output is a function of the input, but it
has discrete levels at equally spaced intervals D. Thus, unless the input happens to
be an integer multiple of the quantizer resolution (step size) D, there will be an error
in representing the input. This error, e, will be bounded over one quantizer level by
a value of:

DeeeP
2 2

(3.43)

Thus, the quantized signal y can be represented by a linear function with an
error e as

y=Dxx+e (3.44)

where the step size D corresponds to the slope of the straight line shown in
Figure 3.20. The quantization error as a function of the input is given in Figure
3.21. Note that the error is a straight line with a slope of -D. If the input is random
in nature then the instantaneous error will also be random. The error is thus un-
correlated from sample to sample and can hence be treated as noise. Quantization
and the resultant quantization noise can be modeled as a linear circuit including an
additive quantization error source as shown in Figure 3.22.

Thus, the quantization noise for a random signal can be treated as additive
white noise having a value anywhere in the range from -D/2 to D/2. The quantiza-
tion noise has a probability density of:

-}l if - 9£e£9-}-J
ple)=iD 2 2y (3.45)
10 otherwise I:,

where the normalization factor 1/D is needed to guarantee that:

D/2
QD/Zp(e)de =1 (3.46)

The mean square rms error voltage e,,,, can be found by integrating the square
of the error voltage and dividing by the quantization step size,

2 F¥

2
erms = Qy p(e)ezde == e=—— (3.47)

Figure 3.21 The quantization error as a function of the input.



68

System Level Architecture and Design Considerations

\V4
In — J_ 7 Out
n

N
—~~
~n
~

In Out
n

Figure 3.22 Modeling of the quantization as a linear circuit with an additive noise.

From sampling theory, it is known that the frequency spectrum of a sampled
system repeats once every sampling frequency. Thus, the spectrum of the quantiza-
tion noise in a sampled system will be centered around dc and spread out to half of
the sampling frequency f/2 and there will be a copy of the noise spectrum from f/2
to 3f/2 and so on. Considering that all the noise power lies in the range of positive
frequency band (i.e., 0 £ f £ ¥) the quantization noise power thus folds into the
band from dc to f/2. Assuming white noise, the power spectral density E*(f) of the
quantization noise is given by:

2

Ez(f)=%:2Te3ms (3.48)
S

where the sample period T = 1/f,. For a band limited signal 0 £ f < f, with bandwidth
of f,, the quantization noise power that falls into the signal band can be found as:

o D
= BN =2 T = g 0= B

(3.49)

where the oversampling rate (OSR) is defined as ratio of the sampling frequency £,
to the Nyquist frequency 2f, that is:

_ [
OSR =
2fo

(3.50)

In an N-bit sampled system, if the quantizer has 2N quantization levels equally
spaced by D, then the maximum peak-to-peak amplitude is given by:

Vmax = (2N - 1)>D (3.51)

If the signal is sinusoidal, the associated signal power is:

P= %(2N - 1) D7 (3.52)



3.2 System Level Considerations 69

Thus, the signal-to-noise ratio (SNR) due to quantization noise power that falls
into the signal band becomes:

% ON - 1)2 p?9 2N (OSR &
SNR =101og98(2% »10logo 2 OSRY (3.53)
n, % % 2 e

Noting that logo(x) = log;¢(2) Xlog,(x), the above expression becomes:

SNR » 6.02xN +3Xog,(OSR) +1.76 (3.54)

Therefore, the SNR improves by 6 dB for every bit added to the quantizer. For
the same amount of total quantization noise power, every doubling of the sampling
frequency reduces the in-band quantization noise by 3 dB.

The other main source of noise in an ADC is the timing jitter of the reference
clock. Timing jitter ;;,,, is related to the integrated phase noise of the of the refer-
ence clock by:

_ IntPN

Liitter = Trms X1, (3.55)

where T, is the period of the reference clock. Now if the input to the ADC is as-
sumed to be a sine wave at a frequency f;, the amount of noise caused by reference
clock jitter can be estimated. If the input waveform is given by:

Vin(t) = ASin(27 Xfint) (3.56)

then the slope of the input is simply:

% = 270 X AcOS(27T Xfint) (3.57)

This slope will be highest at the waveform zero crossings and if there is an er-
ror in the time the waveform is sampled #;;;;,, then there will be an rms error in the
sampled voltage of:

nA
Vin_error _rms = 2T X% X jitter (3.58)
In this case the SNR will be given by:
SNRjitter =-20log(27 Xfin xtjitter) (3.59)

Therefore it is now possible to estimate the number of bits and clock jitter
required to assure that the SNR of the ADC or DAC does not degrade the overall
system SNR by more than the allowed amount.
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Example 3.9: Specifying an ADC

An ADC is required to have a SNR of 30 dB and a signal bandwidth of 20 MHz.
Ignoring any out of band interferers, give as much detail as possible about the per-
formance the ADC would require.

Solution:

First let us assume that we are going to use a Nyquist rate ADC for this design and
therefore the ADC will be clocked at 40 MHz and the OSR will be one. To give
some margin in the design we will calculate the number of bits required for a SNR
of 33 dB. In this case making use of (3.54), this ADC will need:

_SNR-1.76 _
6.02

5.2

Thus, a 6-bit ADC will be adequate. Next we can calculate the requirement on
the reference clock jitter using (3.59). Again assuming 33 dB to give some margin:

1 e SNRjitter o]

578 50 s

t/itter = P xf =0.18 ns
in

Therefore, this application will require a reference clock with better than 0.18 ns
of jitter.

3.3 Antennas and the Link Between a Transmitter and a Receiver

In general, information can be transmitted through cables, fiber, and other media.
Transmitters and receivers designed with RFIC technology most often use air as the
channel link between the transmitter and the receiver. In this case, there must be an
antenna attached to both radios to transform between RF signals in the electronic
circuits and EM radiation in the air. The antenna attached to the transmitter radi-
ates the EM signal into the air. It is then the job of the receiving antenna to collect
some fraction of the energy transmitted and provide this energy to the receiver so
that the signal can be detected and processed. The design of antennas of all descrip-
tions could take up a whole book by itself, however some very basic information
will be given here in order to understand some of the limitations of transmitting
information across a radio link. Antennas can either be isotropic, which means that
energy radiates equally in all directions, or alternatively the antenna can be direc-
tional, which focuses more energy in a particular direction in order to maximize the
amount of energy that can be detected across the link. The amount of directivity
that an antenna possesses can be thought of as an antenna gain. The antenna gain
refers to the amount of excess energy transmitted in a given direction over and
above that which would have been transmitted by an isotropic antenna. It can be
shown that in free space the amount of power collected by a receiving antenna is
given by [9]:
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2
P = hGG A~ (3.60)
(4rd)*
where P, is the power transmitted by the transmitting antenna, G, is the gain of the
transmitting antenna, G, is the gain of the receiving antenna, A is the wavelength,
and d is the distance separating the two antennas.

If it is assumed that there is both a direct line of sight path and a path of energy
reflected from the ground, then the formula must be modified. If the transmitter is
at a height of b, and the receiver is at a height of /,, as shown in Figure 3.23, then
the received power is given by [9]:

_ BGG,h’h,*

P, s

(3.61)

provided that:
d >> b, (3.62)

This problem becomes more complicated if there is an obstruction in the way
between the transmitter and the receiver. If the line of site path is blocked then it
may still be possible to receive some signal in the “shadow” of the obstruction; the
EM waves will bend around the object, but the signal strength will be reduced. For
a half plain obstruction sometimes called a knife edge obstruction, as shown in
Figure 3.24, the magnitude of the reduction in the received signal power relative to
that of free space will be given by [9]:

Gq =20log|F(v) (3.63)
where
_+)"s @ w6 Ky
F(v) = Sdt=—"% .
(v) 7 tzov exp8 r'adt E, (3.64)
Two transmit paths to the receiving antenna:
1)Direct line of site and
" 2)A reflection off the ground.
_‘_‘_\_\_\_‘_\__\_\_\_\_\_\_‘_‘—‘—-—\_
h,
ha‘
v
Ground

Figure 3.23 Two fixed antennas with a ground plane.
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Ground

Figure 3.24 Two antennas with a knife edge obstruction in the way.

Note that F(v) is the ratio of the free space EM field strength to the actual re-
ceived field strength and,

2(dy +d>)

=)
v Adids

(3.65)

Obviously real environments are far more complicated then this and a theoreti-
cal formula cannot be derived for all practical situations, but a modified version of
(3.60) can be used to provide useful estimates for path loss in a number of common
environments. The average path loss can be estimated as

aed 0

where d,, is the reference distance at which point the reference path loss PL,,is
calculated, and 7 is the path loss exponent. Some common values for # are given in
Table 3.1. Note two different points at the same distance from the transmitter could
have different actual path losses. The reference distance must be chosen to be in the
far field of the transmitting antenna. Typically for long distance outdoor applica-
tions this might be of the order of 1 km, while for indoor applications a distance

Table 3.1 Path Loss Exponent in Various Environments

Environment Path Loss Exponent n
Free space 2

Urban cellular radio 2.7t0 3.5

Shadowed urban cellular radio 3to 5

In building line of sight 1.6to0 1.8

Obstructed in buildings 4t06

Obstructed in factories 2to3
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of the order of 1m might be used. The reference path loss PL,,Ad,) can either be
calculated from the free space loss (3.60) or it may be measured.

Example 3.10: Estimating Received Power Levels

For a 5-GHz indoor link with transmit and receive antenna gain of 6 dBi, what trans-
mit power is required to ensure that - 80 dBm is received at a distance of 30m?

Solution: First we will calculate the reference path loss at 1m from the transmit-
ter using the free space equation (3.60) and noting that a wavelength at 5 GHz is
0.06m:

(4rnd,)* _ (4mX)*  _157.75

5 . =273.9=24.4 dB
G:GA*  4x40.06>  0.576

PLref (do) =

Now, referring to Table 3.1, for an indoor obstructed environment we will
use a path loss exponent of # = 5. Thus the total path loss over a distance of 30m
will be:

PL = PL(d,) +10nloggedi9 =24.4+10% &ogg‘?f =98.3 dB
o

[N

]

Thus to receive - 80 dBm at a distance of 30m means that a transmit power of
18.3 dBm is required.

There is much more that could be said about communication links. The inter-
ested reader is referred to [9] for more information.
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A Brief Review of Technology

4.1 Introduction

At the heart of RF integrated circuits are the transistors used to build them. The
basic function of a transistor is to provide gain. Unfortunately, transistors are never
ideal because along with gain comes nonlinearity and noise. The nonlinearity is used
to good effect in mixers and in the limiting function in oscillators. Transistors also
have a maximum operating frequency beyond which they cannot produce gain.

Metal oxide semiconductor (MOS) and bipolar transistors will be discussed in
this chapter. CMOS is the technology of choice in any digital application because
of its very low quiescent power dissipation and ease of device isolation. However,
traditionally MOS field-effect transistors (MOSFETs) have had inferior speed and
noise compared to bipolar transistors. Also, CMOS devices have proved challeng-
ing to model for RF circuit simulation, and without good models, RFIC design can
be a very frustrating experience. In order to design RFICs, it is necessary to have a
good understanding of the high-speed operation of the transistors in the technology
that is being used. Thus, in this chapter a basic introduction to some of the more
important properties will be provided. For more detail on transistors, the interested
reader should consult [1-10].

4.2 Bipolar Transistor Description

Figure 4.1 shows a cross section of a basic npn bipolar transistor. The collector is
formed by epitaxial growth in a p- substrate (the n- region). A p region inside the
collector region forms the base region; then an n+ emitter region is formed inside
the base region. The basic transistor action all takes place directly under the emit-
ter in the region shown with an oval. This can be called the intrinsic transistor.
The intrinsic transistor is connected through the diffusion regions to the external
contacts labeled e, b, and ¢. More details on advanced bipolar structures, such as
using SiGe heterojunction bipolar transistors (HBTs), and double-poly self-aligned
processes can be found in the literature [1, 2]. Note that although Si is the most
common substrate for bipolar transistors, it is not the only one; for example, GaAs
HBTs are often used in the design of cellular radio power amplifiers and other high
power amplifiers.

Figure 4.2 shows the transistor symbol and biasing sources. When the tran-
sistor is being used as an amplifying device, the base-emitter junction is forward
biased while the collector-base junction is reverse biased, meaning the collector is

75
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Figure 4.1 Planar bipolar transistor cross-section diagram.

at a higher voltage than the base. This bias regime is known as the forward active
region. Electrons are injected from the emitter into the base region. Because the base
region is narrow, most electrons are swept into the collector rather than going to
the base contact. This is equivalent to conventional (positive) current from collector
to emitter. Some holes are back injected into the emitter and some electrons recom-
bine in the base, resulting in a small base current, which is directly proportional
to collector current i, = fi;,. Thus, the overall concept is that collector current is
controlled by a small base current. The collector current can also be related to the
base-emitter voltage in this region of operation by:

Ve

I.=Ie (4.1)

where Ig is a constant known as the saturation current, Vg is the dc bias between
the base and emitter and v is the thermal voltage given by:

:kl
q

vr (4.2)

where g is the electron charge, T is the temperature in Kelvin, and k is Boltzmann’s
constant. The thermal voltage is approximately equal to 25 mV at a temperature of
290K, close to room temperature.

Figure 4.3 shows the collector characteristics for a typical bipolar transistor.
The transistor has two other regions of operation usually avoided in analog design.
When the base-emitter junction is not forward biased, the transistor is cut off. The
transistor is in the saturated region if both the base-emitter and collector-emitter
junction are forward biased. In saturation, the base is flooded with minority carri-
ers. This generally leads to a delayed response when the bias conditions change to

Figure 4.2 Bipolar transistor symbol and bias supplies.
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Figure 4.3 Transistor characteristic curves.

another region of operation. In saturation, V- is typically less than a few tenths of
a volt. Note that in the active region, the collector current is not constant. There is
a slope to the current versus voltage curve, indicating that the collector current will
increase with collector-emitter voltage. The slopes of all the lines are such that they
will meet at a negative voltage V), called the Early voltage. This voltage can be used
to characterize the transistor output impedance.

The intrinsic transistor is connected through the diffusion regions to the exter-
nal contacts labeled e, b, and c. These connections add series resistance and increase
the parasitic capacitance between the regions. The series resistance in the collector
is reduced by the buried layer. The effects of other series resistance are often reduced
by the use of multiple contacts, as shown in Figure 4.4.

The maximum allowed voltage is typically limited by the breakdown voltage
with specifications usually found in the process documentation. Maximum current
is dependent on the transistor dimensions and layout. Because bipolar transistors
can suffer from localized hot spots and so-called secondary breakdown, at higher
voltages the maximum allowable current is reduced. This is sometimes described as
the safe operating area (SOA). Again, process documentation should be consulted
for specific numbers. Since these topics are of most importance in power amplifiers,
further information is given in Chapter 11.

Collector Emitter Base Collector

. /

N\

n— collector
n+ buried layer

ﬂ
\

Figure 4.4 Transistor with multiple contacts, shown in three dimensions.
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le
Figure 4.5 Current dependency of .

4.3 P Current Dependence

Figure 4.5 shows the dependence of 8 on the collector current. B drops off at high
currents because the electron concentration in the base-collector depletion region
becomes comparable to the background dopant ion concentration, leading to a dra-
matic increase in the effective width of the base. This is called the Kirk effect or base
pushout. As a result, the base resistance is current dependent. Another effect is emitter
crowding, which comes about because of the distributed nature of parasitic resistance
in the base region, causing the junction forward bias voltage to be higher at the emit-
ter periphery closest to the base contact. This results in the highest current density at
the edge of the emitter. In the other extreme, at low currents, 8 may be reduced due
to the excess current resulting from recombination in the E-B depletion region.

4.4 Small-Signal Model

Once the bias voltages and currents are determined for the transistor, it is neces-
sary to determine how it will respond to alternating current (ac) signals exciting it.
Thus, an ac small-signal model of the transistor is now presented. Figure 4.6 shows
a fairly complete small-signal model for the bipolar transistor. The values of the
small-signal elements shown, 7, Cr, C,, g,,,» and 7, will depend on the dc bias of the
transistor. The intrinsic transistor (shown directly under the emitter region in Fig-

[
1
G,

C

b rb br C;; y r c

el

+Cn Vi s r

O
IL
1k
IL
1k

Ceo

Intrinsic transistor

@,

rE
e
o

O

Figure 4.6 Small-signal model for bipolar transistor.
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Figure 4.7 Simplified small-signal models for bipolar transistor: (a) pi-model and (b) T-model.

ure 4.1) is shown at the center. The series resistances to the base, emitter and col-
lector are shown respectively by 7, 7g, and .. Also, between each pair of terminals
there is some finite capacitance shown as Cp,, C_,, Cp,. This circuit can be simplified
by noting that of the extrinsic resistors, 7, is the largest and as a result, 7 and 7,
are often omitted along with the capacitances C_, C_,, Cp,. Resistor g is low due
to high doping of the emitter while 7, is reduced by a buried layer in the n-collec-
tor. The base resistance 7, is the source of several problems. First, it forms an input
voltage divider between 7, 7, and C,, which reduces the input signal amplitude
and deteriorates high-frequency response. It also directly adds to thermal noise. The
resulting simplified small-signal models are shown as a pi-model in Figure 4.7(a)
and as a T-model as in Figure 4.7(b). While 7 is associated with the pi-model and
7, is associated with the T-model, it can be easily verified, for example with SPICE
simulations, that both models have identical terminal impedances and identical
frequency responses for all values of driving or load impedances. Note that at low
frequencies, 7 has base current flowing through it while 7, has emitter current flow-
ing through it, hence for v, to be the same in both models, 7, is smaller than 7, by
a factor of (B + 1). We note that with either model, we may use 7, as an estimate of
resistance seen looking into the emitter (the estimate is exact at low frequencies if
7, is small and the base is grounded). We also note that 7, is approximately equal to
the inverse of g, and this will be used extensively in various parts of the book.

4.5 Small-Signal Parameters

Now that the small-signal model has been presented, some simple formulas will be
presented to help determine what model parameter values should be at different
operating points.

First, the short-circuit current gain f§ is given by

B= e _  Alc
ip Alp (4.3)
—— ——
small-signal  Alarge-signal
noting that currents can be related by:
ictip =1, (4.4)
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Transconductance g,,, is given by:

_de _Ic _Igq (4.5)

ve vr kT

m

where I is the dc collector current. Note that the small-signal value of g,, in (4.5)
is related to the large-signal behavior of (4.1) by differentiation.

At a low frequency where the transistor input impedance is resistive, i, and i,
can be related by:

ic = Pib = gmVx = gmibTx (4.6)

(neglecting current through 7,) which means that:
B=gmra (4.7)

As well, the output resistance can be determined in terms of the early voltage
VAI

=Va

T e (4.8)

Yo

4.6 High-Frequency Effects

There are two typical figures of merit f7and f,,,, used to describe how fast a transis-
tor will operate. f7is the frequency at which the short-circuit current gain fis equal
t0 1. fiax 1s the frequency at which the maximum available power gain G4 1 is
equal to 1.

Referring to Figure 4.7, an expression can be found for the corner frequency fg,
beyond which the current gain 8 decreases:

fp= ! — 4.9
P 2mra(Cr +Cp)  27rCr (49)
Since this is a first-order roll-off, fris B times higher than fg.
fr = Bofs = 52" £ e (4.10)
2m )

(Cr+Cy) 27Cy  27Car

The maximum frequency for which power gain can be achieved is called
finax> While G4 ;. is the maximum achievable gain at a particular frequency. £,
and G,y are measured by conjugately matching the source and the load to the
transistor.

fmax €an be determined by noting that at f,,,,, the impedance of C is very low,
and the presence of C,, and the Miller effect makes the impedance even lower. As a
result, 7, can be ignored and the input impedance is approximately equal to 7, (the
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residual capacitive reactance can be resonated with a series inductor so it can be
ignored). Thus input power is:

Pn=2t (4.11)

where v, is the input rms voltage on the base. The current source has an output
current equal to

Ic = &mln (4.12)
where the magnitude of v, is given by

Up
=7 4.13
‘v”‘ rp,0kCy ( )

since the current in C, is much greater than in 7,. Here k is the multiplier due to
the Miller multiplication of C, [3]. This factor is often ignored in literature, but it
will be shown later that at f,,,, k = 3/2 so should not be ignored. Thus, the output
current is

. _ 8mlUb
== 4.14
‘e 7,0k Cy ( )

The output impedance is determined by applying an output test voltage v, and
measuring the total output current i.,.. The most important component of current
comes frqrg the current source iex = mVnx Where vy, is related to v, by the C,, C,
voltage divider described by

xC
Uy = Vebu (4.15)
Cr +Cy

Note that 7, + Rg has been ignored since its impedance is significantly larger
than that of C, at f,,),,. Thus the real part of the output impedance z, is

Vex _ Cr+Cy N Cr

- (4.16)
ix  &mCu  gmCy

Alzo) =

Current through C, will be seen as a reactive part to the output impedance. It
turns out that the real and reactive components are roughly equal; however, the
reactive component can be ignored, since its effect will be eliminated by output
matching. The remaining real component will be loaded with an equal real compo-
nent resulting in a voltage ratio of:

ve _ Gy

vy 2C,

(4.17)
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Using this result, the Miller multiplication of C, results in

5 ® C, 0 C, 3
kCy=Cp+ - Y0C, =Crt alt T _Cu=CprtCyt+T»>C 4.18
fi1 b g v, B u r 8 chg u pis u B »2 b2 ( )

Because the output is matched, it is assumed that half the current flows into the
output impedance and half the current flows into the load and thus the real power into
the load is i?R/4. Then, with the help of (4.14) and (4.16), the output power P, is:

2 A 2
i;A{z &mV
P, = iO} = °"b (4.19)
4r20*k>2C,Cy
B _ gm
B 4r,0*k*C,C, (4.20)
If this is set equal to 1, one can solve for f, -
fonax =~ Bn = fr__ .1 A 421
T2\ 4k CaCy N\ 8TrkCy  Amry \ R2CAC (4.21)

where 7, is the total base resistance given by 74, = \/7p7z. Note that f,,,, can be
related to the geometric mean of fr and the corner frequency defined by 7;, and C,..

4.6.1 fyas a Function of Current

fr is heavily bias dependent, therefore only when properly biased at a current of
Lypes; Will the transistor have its maximum f7 as shown in Figure 4.8. As seen in
(4.10), f7 is dependent on C, and g,,. The capacitor C is often described as being
a combination of the base-emitter junction capacitance Cj, and the diffusion ca-
pacitance C,. The junction capacitance is voltage dependent, where the capacitance
decreases at higher voltage. The diffusion capacitance is current dependent and
increases with increasing current. However, for current levels below the current for
peak fr, g, increases faster with increasing current; hence, fr is increasing in this
region. At high currents, fr drops due to current crowding and conductivity modu-
lation effects in the base region [1].

Note that in many processes, fris nearly independent of size for the same cur-
rent density in the emitter (but always a strong function of current). Some f curves
that could be for a typical modern 50-GHz SiGe process are shown in Figure 4.9.

Example 4.1: fr and f,,,, Calculations

From the data in Table 4.1 for a typical 50-GHz bipolar process, calculate z,, fr,
and [, for the 15" transistor. Use this to verify some of the approximations made
in the above derivation for £,

Solution:
At 7.9 mA, g, is equal to 316 mA/V and if B = 100, then 7, = 316.5Wand fr is
calculated to be 71.8 GHz. It can be noted that a simulation of the complete model
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Table 4.1 Example Transistors

Transistor Size

Parameter 1x 4x 15x
lopefy (MA) 0.55 2.4 7.9
c, (fF) 50 200 700
c, (fF) 2.72 6.96 23.2
r, (W) 65 20.8 5.0

resulted in a somewhat reduced value of 60 GHz. At 71.8 GHz, the impedance of
C, is calculated to be -73.167W. Thus, the approximation that this impedance is
much less than 7, or 7, is justified. Calculation of £, results in a value of 104.7
GHz. The real part of the output impedance is calculated as 98.6W. We note that
the reactive part of the output impedance will be cancelled out by the matching
network.

4.7 Noise in Bipolar Transistors

In addition to the thermal noise in resistors, as discussed in Chapter 2, transistors
also have other types of noise. These will be discussed next.

4.7.1 Thermal Noise in Transistor Components

The components in a transistor that have thermal noise are 7, 7, and .. Given a
resistor value R, a noise voltage source must be added to the transistor model of
value 4kTR, as discussed in Chapter 2.

—e— fT
-=— g,
- C,
1 . >
3 A
2 /.e/ /A/ :
3 e )7///
= o
S /
=2 » Y
-
v//
0.1
A
=
0.1

Normalized bias current

Figure 4.8 Normalized f, g, and G, versus bias current. Normalization is with respect to the values
at the optimal f; point.
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Figure 4.9 f;as a function of currents for different transistor size relative to a unit transistor size
of 1x.

4.7.2 Shot Noise

Shot noise occurs at both the base and the collector, and is due to the discrete na-
ture of charge carriers as they pass a potential barrier, such as a pn junction. That is
to say that even though we think about current as a continuous flow, it is actually
made up of many electrons (charge carriers) that move through the conductor. If
the electrons encounter a barrier they must cross, then at any given instant a differ-
ent number of electrons will cross that barrier even though on average they cross at
the rate of the current flow. This random process is called shot noise and is usually
expressed in amperes per root hertz. The base shot noise is described by:

ibn = 2418 (4.22)

and the collector shot noise is described by:

ien = 2q1C (4.23)

where I and I are the base and collector bias currents, respectively. The frequency
spectrum of shot noise is white.

4.7.3 1/fNoise

This type of noise is also called flicker noise, or excess noise. 1/f noise is due to
variation in the conduction mechanism, for example fluctuations of surface effects
(such as the filling and emptying of traps) and of recombination and generation
mechanisms. Typically, the power spectral density of 1/f noise is inversely propor-
tional to the frequency and is given by the following equation:
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Figure 4.10 lllustration of noise power spectral density.
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where m is between 0.5 and 2, o is about equal to 1, and K is a process constant.

The 1/f noise is dominant at low frequencies as shown in Figure 4.10. However,
beyond the corner frequency (shown as 10 kHz), thermal noise dominates. The ef-
fect of 1/f noise on RF circuits can usually be ignored. An exception is in the design
of oscillators, where 1/f noise can modulate the oscillator output signal, producing
or increasing phase noise. The 1/f noise is also important in direct down-conversion

receivers, as the output signal is close to dc. Note also that 1/f noise is much worse
for MOS transistors, where it can be significant up to 1 MHz.

iy = KI¢ (4.24)

4.8 Base Shot Noise Discussion

It is interesting that base shot noise can be related to noise in the resistor 7, by not-
ing that the base shot noise current is in parallel with r, as shown in Figure 4.11.
As shown in (4.25), base shot noise can be related to resistor thermal noise, except
that it has a value of 2k TR instead of the expected 4k TR, making use of (4.3), (4.5),
(4.7), and (4.22).

Ubn = ipn ¥ = 215 ¥z = qu—c %= [2q e e = [2q Ie X, = [2kTr,
ﬂ Eml'n Icl]

r

kT

(4.25)

Thus, base shot noise can be related to thermal noise in the resistor 7, (but is off
by a factor of 2). This is sometimes expressed by stating that the diffusion resistance
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Noise model of base shot noise.
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is generating noise half thermally. Note that any resistor in thermal equilibrium
must generate 4k TR of noise voltage. However, a conducting pn junction is not in
thermal equilibrium, and power is added, so it is allowed to break the rules.

4.9 Noise Sources in the Transistor Model

Having discussed the various noise sources in a bipolar transistor, the model for
these noise sources can now be added to the transistor model. The noise sources in
a bipolar transistor can be shown as in Figure 4.12. These noise sources can also be
added to the small-signal model as shown in Figure 4.13.

4.10

Bipolar Transistor Design Considerations

For highest speed, a bias current near peak fis suggested. However, it can be noted
from Figure 4.8 that the peaks are quite wide. f drops by 10% of its peak value
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Figure 4.12 Transistor with noise models: (a) with base series noise source and (b) with base paral-

lel noise source.
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Figure 4.13 Transistor small-signal model with noise.

Qaq

only when current is reduced to half of the optimum value or when it is increased
by 50% over its optimum value. Figure 4.8 also shows that junction capacitance
is roughly proportional to transistor size, while base resistance is inversely propor-
tional to transistor size.

Detailed guidelines will be given in the design chapters; however, a few general
guidelines are provided as follows:

Pick a lower current to reduce power dissipation with minimal reduction of
fr- As will be further discussed in Chapter 7 for LNA design, the optimal cur-
rent density for minimum noise figure is also lower than the current required
for highest f, typically by about a factor of 8, so this is often a good starting
point.

Pick a larger transistor size to give lower base resistance. This will have a
direct impact on noise. However, on the down side, large size requires large
current for optimal fr. Another negative impact is that junction capacitances
increase with larger transistors. The optimal size for best noise performance
in an LNA is further discussed in Chapter 7.

Collector shot noise power is proportional to current, but signal power gain
is proportional to current squared, so more current can improve noise perfor-
mance if collector shot noise is dominant. The optimal current for best noise
performance in an LNA is further discussed in Chapter 7.

CMOS Transistors

Bipolar transistors have traditionally been preferred for RF circuits due to the
higher values of g, achievable for a given amount of bias current. However, much
more attention is being paid currently to CMOS for the design of radio circuits.
Using CMOS allows for the design of single-chip radios, as CMOS is necessary to
implement back-end digital or DSP functions. For this purpose, it is possible to use
either BICMOS or straight CMOS. With BiICMOS it is possible to use the bipolar
transistors for RE, possibly adding PMOS transistors for power-control functions.
However, for economic reasons, or for the need to use a particular CMOS-only
process to satisfy the back end requirements, it is now quite common to implement
RF circuits in a CMOS only process.
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Figure 4.14 CMOS transistors.

We will now provide a brief summary of CMOS transistors. A cross section of
basic NMOS and PMOS transistors is shown in Figure 4.14.

The starting material is a low resistivity p- substrate. Low resistivity, typically
10 Weem, is used to reduce the likelihood of latch-up in digital circuits. NMOS
transistors are formed directly in the p- substrate by implanting n+ material to
form the source and drain. The region between the source and the drain will later
form the channel once the transistor is appropriately biased. On top of the chan-
nel is the gate, which is made of polysilicon over a thin layer of oxide. The main
reason that polysilicon is typically used instead of metal is that, unlike metal, a
desirable threshold voltage can be achieved by appropriately implanting ions into
the gate material. Applying a voltage to the gate will control the channel between
source and drain as will be described in Section 4.11.1. The substrate contact is
made with a region of p+ material implanted into the p- substrate.

For the PMOS transistor, an n well is formed in the p- substrate as seen in
Figure 4.14. In the n well, p+ regions are implanted to form the drain and source.
Over the region between the drain and the source, the gate region is formed us-
ing poly-silicon over thin oxide. An n+ region in the n-well is used to provide an
ohmic contact to the n-well.

Note that all n+ regions in the p- substrate form pn diodes. To avoid forward
biasing these, the p- substrate is kept at the most negative potential. Similarly, p+
regions inside of an n-well form pn diodes. The n-well is kept at the most posi-
tive voltage to avoid forward biasing these diodes. Note that in the n-well (these
can be separate for every PMOS transistor or for a group of them) it is possible
to bias each well separately; for the NMOS transistors, which are in a common
substrate, the substrate is connected to the globally most negative voltage. If the
substrate is at a lower voltage than the source for an NMOS transistor, it takes
a higher gate voltage to form the channel (effectively the threshold voltage is
increased) and for a given gate-to-source voltage, the current is reduced. This ef-
fect, called the body effect, can be avoided in the PMOS transistor by connecting
the n well (the local substrate) to the source. For NMOS transistors, unless the
source is grounded, connecting the source to the substrate is not possible as the
substrate is common to all NMOS transistors. However, in a process that features
a triple well, as depicted in Figure 4.15, source and substrate can be connected,
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Figure 4.15 Triple well NMOS transistors. Typically, source and p-well (local substrate) are con-
nected, the n-well is connected to the most positive voltage and the (global) p- substrate is con-
nected to the most negative voltage.

even if the source is not grounded. Triple well devices are highly desirable for RF
applications because of the low transconductance of CMOS devices under even
the best circumstances.

4.11.1 NMOS Transistor Operation

The drain characteristic curves for an NMOS transistor are similar to the curves for
an npn bipolar transistor and are shown in Figure 4.16. When a positive voltage is
applied to the gate of the NMOS device, electrons are attracted towards the gate.
With sufficient voltage, an n channel is formed under the oxide, allowing electrons
to flow between the drain and the source under the control of the gate voltage vg.
Thus, as gate voltage is increased, more electrons are attracted to the gate surface
increasing the electron density, hence the current is increased. For small applied v,
with constant vgg, a current flows between drain and source due to availability of
electrons in the channel. For very low vpyg, the relationship is nearly linear as the
channel acts like a resistor. For sufficiently large vpy, the channel dimensions at the
drain side is reduced to nearly zero as shown in Figure 4.14. The drain voltage at
this point is defined as Vp,,. For larger vpg, the drain-source current is saturated

|VDS|=|VGS - Vrl

|VDs| > |VGS - Vrl

| vos|< |ves — V1| . .
Saturation region

A Triode region |

| s |

Increasing |vgs|

( Cutoff |vgs| < V4]
| s |

Figure 4.16 CMOS transistor curves. Note values inside the absolute value signs will be positive for
NMOS transistors and negative for PMOS transistors.
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and remains nearly independent of vpg. This means the output conductance g, is
relatively low, which is advantageous for high gain in amplifiers.

4.11.2 PMOS Transistor Operation

The operation of PMOS is similar to that of NMOS except that negative vg is
applied. This attracts holes, to form a conducting p channel. The characteristic
curves for PMOS and NMOS are similar if the absolute value is taken for current
and voltage.

4.11.3 CMOS Small-Signal Model

The small-signal model is shown in Figure 4.17. As described in Section 4.11, the
current also depends on the voltage from source to substrate—that is, if the source
voltage is higher than the substrate voltage, total current is reduced. Such situations
would arise in cascode structures, or in a differential pair. The decrease of current
due to a nonzero source to substrate voltage, known as the body effect, is modeled
by a second current source controlled by vg,. As described in Section 4.11 for tran-
sistors in a common substrate, the substrate is biased at the most negative voltage
for a p-substrate and at the most positive voltage for an n-substrate. However, if
a transistor is placed in its own well, as is standard for PMOS transistors or for
NMOS transistors in a triple well, the source can safely be connected to the sub-
strate and the body effect can be eliminated.

As with bipolar transistors, some simplistic equations for calculating model
parameters will now be shown. In the saturation region of operation, the current is
often described by the simple square law model:

p— /J“COX avo

ips = 5 gfa(vcs - V)2 (1+ Avps) (4.26)

where pt is the carrier mobility, C,, is the gate capacitance per unit area, and Vi is
the threshold voltage. A, the output slope factor, is sometimes described using K, a
constant depending on doping concentration, and @, the built-in open circuit volt-
age of silicon [8], as follows:

K
A=
2L\Vps - (Vos - Vi) +F,

(4.27)

Figure 4.17 Small-signal model for a CMOS transistor. Note the model will be identical for either
a PMOS or NMOS device.
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A can be used to calculate the output conductance:

gds = dips _ 15 (4.28)
dvps

It is well known that the square law model is too simplistic. More elaborate
equations are available, for example including the effects of mobility degradation
and velocity saturation effects [4] results in:

_ HCox &V 06  (vgs - Vr)?
2 BLB1+ags- Vi)

iDS (1+),Z/D5) (4.29)

where o approximately models the combined mobility degradation and velocity

saturation effects given by [4]:

Ho
2nvg, L

oa=0+

(4.30)

where 6 is the mobility-reduction coefficient and vg,, is the saturation velocity. We
note that for small values of & or small overdrive voltage (vgg- V), (4.29) becomes
the familiar square law equation as in (4.26).

The transconductance is given by the derivative of the current with respect to
the input voltage. For the simple square law equation, this becomes:

_dips _ ~ @6
&m = dvcs =u ongE(VGS vr)(1+Avps) (4.31)

This can also be shown to be equal to (note the A term has been left out):

W
8m = 4|21 Cox—~Ips (4.32)

Input capacitance is given by:
Cgs = YWLCoy (4.33)

The parameter yis related to fraction of gate not pinched off. A typical value
for long-channel y is 2/3 in saturation and 1 for the case when Vg = 0. For a short
channel, yis significantly higher. A typical value is 1, but it has been suggested that
values as high as 2 may be appropriate [11].

In the triode region of operation, current is given by:

. aWoee vps O
ips = HCox g7 567GS - V1 =~ 5vps(1+ Avps) (4.34)

In practice, for RF design, short channel devices are used. The above equa-
tions for these devices are poor, although performance can still be estimated with
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the square law model especially at low overdrive voltages. However, ultimately,
it is necessary to use simulators, such as Spectre, ADS, or SPICE, to verify the
curves. Recently CMOS models have become much better at predicting transis-
tor performance, although there can still be problems in the simulations of output
conductance and phase shift at high frequencies. Other errors can occur due to the
improper modeling of parasitics, process variations, coupling between neighboring
circuits, or other effects. Thus, measurements are needed to verify any designs, or
to refine the models.

4.11.4 frand f,,, for CMOS Transistors

An expression for fris the following

UCox ?Xé(vcs - vr)
fT - 8m » Em — Lo — :u(UGS - UT) (4.35)
271(Cgs + Coa)  2mCgs 2nyWLCox 2myl?

where y» 2/3 in saturation for a long-channel device, and higher for short channel
devices.

An expression for f,,,., similar to the expression for a bipolar transistor derived
earlier, is [11]:

_ fr
max — o o 4.36
frna $727,Cod (4.36)

Given the expression for f,,,, it is also possible to estimate for the maximum
achievable power gain for an amplifier built with this transistor as follows [11]

Gmax = fiTz (4.37)
877¢Cyedf

4.11.5 CMOS Small-Signal Model Including Noise

Similar to the bipolar transistor, the thermal channel noise in a MOSFET can be
modeled by placing a noise current source, 7,7 in parallel with the output as shown
in Figure 4.18.

ind® = 4kTyg (4.38)

As before, the parameter yis about 2/3 for a long channel device in saturation,
and larger (e.g., 1 to 2) for short channel devices.
Gate resistance noise can be modeled with voltage source v,,,.

Ung® = 4kTr, (4.39)

In addition, CMOS transistors experience noise due to the distributed nature
of the transistor. Such nonquasistatic effects not only cause a decrease in f,,,, but
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Figure 4.18 CMOS small-signal model with noise.

also a significant noise contribution, especially as frequencies increase past about a
tenth of f7. This noise, sometimes called induced gate noise, can be modeled as an
additional current i,, in Figure 4.18 and is described by

4RTSw*Cs*
2y = 0200 T (4.40)
S5gm
A typical value for parameter & is about twice the value of y or about 4/3 for
a long channel and from 2 to 4 for a short channel [11]. Finally, 1/f noise can be
expressed with

Vs = WLKC’(}[ (4.41)
0oxX
where Ky is a process constant.

For analog design, it is often assumed that the input impedance Z,, is infinity,
in which case the input noise current would be zero. However, at RF, both input
referred noise current and noise voltage are required to account for the actual RF
input impedance, which is neither zero nor infinity. Another point to note is that in-
put noise voltage and noise current, as shown in Figure 4.19, are correlated sources,
since they both have the same origin. This is similar to the case in bipolar transistors
with collector shot noise referred to the base.

We note that gate resistance in a CMOS transistor is an important source of
noise as well as an important factor in determining f,,,. Gate resistance can be cal-
culated from the dimensions of the gate and the gate sheet resistance p, by:

1 W
Rgate = gps f (4.42)

for a gate with a contact on one side. Typical values for p, can be from a few ohms
per square to more than 10 ohms per square. We note that the gate poly by itself
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Figure 4.19 Gate-referred noise in NMOS transistor. Only noise due to /4 is shown.

would have a resistance of p,W/L. The factor of 1/3 in (4.42) comes from the distrib-
uted resistance in the gate and the fact that the transistor current is flowing under all
regions of the gate. The series resistance varies from OWnear the contact to p,W/L for
the far end of the gate, with an effective value given by (4.42). If the gate is contacted
on both sides, the effective resistance drops by a further factor of 4 such that:

1 V¢
R = ps— 4.43
GATE =5 Ps | ( )

Up until recently, some of these noise sources were not included in simulator
models and as a result simulations tended to predict optimistic noise performance of
CMOS transistors. However, with newer models such as BSIM4, gate noise is bet-
ter modeled and realistic results can be obtained. However, the designer should be
aware that there are switches in some design kits to turn gate resistance or particular
noise models on or off, and this can have a large impact on results or even on design
techniques. As an example, if gate resistance is turned off, the number of gate fingers
used will have much less impact on circuit noise; hence, the designer may be tempted
to use fewer fingers. With noise properly modeled, typically individual gate widths in
modern processes should not exceed a few microns. Instead, multiple fingers are used
to achieve minimum noise with the desired overall transistor size. Finally, it should
be noted that noise modeling in CMOS transistors is still an area of active research.

All of the above numbers will scale with transistor size and suggests an ap-
proach for designing by selecting the current density to result in desired maximum
operating frequency and lowest noise. It has been shown by [12] that measured
optimum fp, fax and NF;, typically occur at a bias current in mA numerically
equal to about 0.2 times the gate width in microns, for a number of different CMOS
technologies. This was demonstrated across different process nodes, from different
vendors, at different channel lengths, and for different circuit topologies. This is in
rough agreement with our simulated results, however, it should be noted that unless
the process comes with well characterized, full RF circuit models, simulations may
not be accurate. Our simulation results showed differences between cascode struc-
tures and common source transistors, in large part likely due to voltage limiting.

Example 4.2: Transistor Models

For a 0.13-um CMOS process, assume C,, is 10 fF/(um)?, electron mobility is
500 cm?/V-sec, and gate poly has a sheet resistance of 7.6 Wsquare. Assume the
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effective minimum gate length is 0.10 um. For a minimum length transistor with a
gate width of 20 um, compare simple square law predictions to simulation results
for current, transconductance, and noise versus bias current. Also show results for
1> Fmaxs and transistor noise figure NFE.

Solution:
Square law predictions for current, ignoring output conductance, result in

.. 2 - 2
ing = UCox a(-:Wg(UGS VR = 500 cm”/Vsec” 1 uF/cm E(UGS vy

bl )2
2 &1 % 2 0.1

=50 mA/V*(vgs - Vr)*

Figure 4.20 shows the simulated current I, versus v for the same transistor
in a typical 130 nm CMOS process. It turns out the best fitting square law curve
has a constant of 29 mA/V? rather than the predicted 50 mA/V2. This is likely due
to reduction in mobility due to the electric field and velocity saturation but indicates
the importance of doing some simple transistor characterization rather than relying
on simple calculations.

The derivative of this curve has been taken in Figure 4.20 to show the trans-
conductance g,, versus vg. It should be noted that the values for g,, are in agree-
ment with ac values all the way up to 20 GHz, although at 20 GHz, the output
current has some significant phase shift with respect to the input voltage. It should
be noted that square law is a good model to predict current up to a vgg of about
0.7V and up to about 0.5V for predicting transconductance.

A prediction for fr was given in (4.35). Using the value for g,, at high overdrive
voltages where f1 tends to be highest results in

fro8m - DmAN 5 »120 GHz
27Cq¢s  2m” 20u” 0.1u” 10 fF/um
16 Simulated g,

-

L

14 .
4—29(Vg-0.34)2

12
10

58(Ves-0.34)—p 1

¥—simulated Ips

ips (MA), gr, (MAV)

o N O

0 02 04 06 08 1 1.2
Vgs (V)

Figure 4.20 Simulated current and transconductance compared to square law equations.
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In this calculation, the factor of yhas been left out. Also, the omission of C,_,
can be quite important as it could be as high as 30% of Cy and this would reduce
fr by the same amount. A prediction for f,,,, is given by (4.36). To determine num-
bers we need to estimate gate resistance. With the given sizes and using (4.43), we
determine

w 1 W 20

1
Reoati = —p V=Ll W 20 _ 157w
GATE = 5P T 127 square 0.1

Estimating Cgy as 7 fF and using the above value for f, f;,,« can be estimated

fr \/ 120 GHz
= = =73GH
fma \/ $77;Ceq V81~ 127W 7fF ’

as

The large value of gate resistance will limit £, and will also have a huge im-
pact on noise. Recall that a 50Wresistor would add 3 dB to the noise, so clearly gate
resistance must be reduced. If instead of using 1 finger with a width of 20 um the
gate is split into 20 fingers in parallel each with a width of 1 um, then each finger
resistance is reduced by a factor of 20. Furthermore, by placing all 20 in parallel,
there is a further reduction of resistance by a factor of 20, thus resistance is reduced
by a factor of 400 down to 0.316W. This will be less than the internal resistance and
thus will no longer limit the f,,,, and the noise; it also cannot be used to calculate
fmax'

Figure 4.21 shows f and f,,, as a function of bias current for a 20-um tran-
sistor with 20 fingers. The circuit was driven from an ac-coupled 50W input and
output. The load was a large inductor in parallel with a noise-free 5-kW resistor
and bias was supplied with a current mirror isolated from the circuit with a 10-kW
resistor. The curve for f1, was obtained as the unity gain frequency of H,; versus
frequency, while £, was obtained from the unity gain frequency of G,,,, versus
frequency. It should be noted that the value for fr, shown as higher than 100 GHz,
is quite optimistic as even minimal connections to the various terminals will add a
substantial amount of capacitance. It can also be observed that the peak for £,

140
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120 //\\ma)(
100 T

oo |_JALIIHC t
40 A
20 L.
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0.1 1 10 100
los (MA)

fooax fr (GHZ)

Figure 4.21 Simulated fr and f,,,, for common-source transistors.
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and f occur at about 7 and 8 mA, respectively; from Figure 4.20 this requires a
v approaching that of the power supply voltage, and thus this will not be a useful
operating point when more than one transistor is connected in series between the
power supply rails. This point will be elaborated on in Chapter 8 when amplifiers
are discussed.

Noise factor and noise figure can be determined for a transistor by comparing
the total noise sources to the noise from the source as discussed in Chapter 2. The
output noise current squared due to the source, gate resistance, drain current noise,
and load resistor is given by

ino” = (4kTRs + 4k TRy) g, + 4R T,y + “IQQ—T
L

If this is referred back to the input by dividing by g,,> and normalizing to the
source noise, the resulting noise factor is

F :1+&+ 4 + 21
Rs ngS gm RsRp

It should be noted that in this example, noise from the load resistor was not
included, but is shown in the above equations for completeness. Figure 4.22 shows
the predicted and simulated noise figure considering only source noise, gate resis-
tance noise, and drain channel noise for both 1 finger and for 20 fingers showing the
significant difference. For the predicted noise, the dashed line was determined using
a constant yof 1 and the square law equation for g,,. As g,, keeps growing with
increasing current, the noise decreases; however, it is noted that the simulated noise
comes to a minimum at about 1 mA then rises again. The reason is that the actual
g,, saturates and no longer increases. As well, y increases from a value of about 0.5
in the subthreshold region to a value of 2 or larger for large overdrive voltages. The
dotted lines in Figure 4.22 show the calculated noise figure using the simulated g,
and y that increases linearly with Vg from 0.5 at the threshold to 2.5 at V. Since

10 .
0 .. 1 Finger simulated NF
—. 8 — — Predicted NF:
om 7 i
=, Mgy
% 6 * square law g,
i - = = = Predicted NF:
3 ~ » y linearly related to
20 Fingers T - Vg (0.510 2.5)
2 * simulated g,
0.1 1 10
los (MA)

Figure 4.22 Predicted and simulated noise figure for common-source transistor with 1 finger and
20 fingers and comparing constant gand square law g,,, with variable gand simulated g,,.
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4.12

g,, stops increasing, the noise figure no longer falls and because yis increasing, noise
figure actually starts to rise at high overdrive voltages and the shape of the curve
approximately matches that of the simulation. By performing a noise summary it
was determined that the remaining discrepancy is due mainly to 1/f noise and noise
due to source and substrate resistances.

In Chapter 7, it will be shown how to use scaling and matching to achieve con-
siderably lower noise than shown in this example.

Practical Considerations in Transistor Layout

4.12.1 Typical Transistors

A typical layout for a transistor is shown in Figure 4.23.

Typically standard transistors have been optimized for the highest-frequency
response, fast switching, and compact size for digital circuits. However, most pro-
cesses also have low and high threshold devices. Low threshold devices may have
higher leakage when off, but allow for operation at very low supply voltages. Higher
threshold transistors are built with thicker gate oxide; hence, will have higher
breakdown voltage, especially useful in the design of power amplifiers. However,
with thicker oxide, typically minimum gate lengths are not allowed, hence the fis
reduced so higher breakdown voltages come at the expense of frequency response.
Another option is the triple well transistor. As discussed previously, triple well tran-
sistors will minimize the body effect and hence it is easier to build followers with
better drive capability. In terms of matching, proximity is important. Transistors in
their own separate wells will be further apart hence matching can be worse.

4.12.2 Symmetry

In differential circuits, symmetry is very important to ensure that unwanted cou-
pling into both sides of the circuit is equal. This means the coupled signal will be
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Figure 4.23 Layout for CMOS transistor with four fingers.
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Dummy 4 Components Connected Dummy
Component [ [ [ | Component

Figure 424 Dummy components to reduce edge effects.

a common-mode signal and can be rejected. Symmetrical circuits also prevent un-
equal signal delays again ensuring that signals are properly lined up.

4.12.3 Matching

To achieve good matching it is important that components being matched are close to-
gether and are oriented in the same direction. When multiple components (for exam-
ple, resistors, capacitors, or transistor fingers) need to be matched, additional dummy
components are sometimes added at the edges, as shown in Figure 4.24. Dummy
components are not connected to the circuit, but are there to reduce edge effects.

A common way to obtain better matching between several components is to
interleave subparts of these components. If these components are transistor fingers,
and if the source is common to both the transistors, they can be placed in the same
device well as shown in Figure 4.25.

Another technique is to place components such as transistors in a common
centroid configuration, in which each component is a parallel combination of sub-
components, which are arranged in a pattern on the die so that process variations
in the x or y direction will affect subcomponents of each transistor. As an example,
two transistors M1 and M2 each of size W/L can be made up of two subtransistors
each of size 0.5 W/L as shown in Figure 4.26. In this way process variation in the
x or y directions will affect each transistor in the same way and matching will be
maintained. However, the common centroid approach results in the need for more
interconnect resulting in more parasitic capacitance, and as a result frequency re-
sponse may be poorer.

As another example of a tradeoff, triple-well transistors can provide more drive
at low voltages, but typically may have worse matching because of the typical require-
ment of more spacing between such transistors compared to regular transistors.

|

S G1D1G1S G2D2G2S G1D1G1 § G2D2 G2

T 7 17 7T 71

Common Source

Figure 4.25 Interleaved transistors having a common source. Each transistor has four fingers.
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M1 M2

M2 M1

Figure 4.26 Common-centroid arrangement of M1 and M2 reducing the effect of processing varia-
tions in either x or y directions.

4.12.4 ESD Protection and Antenna Rules

Transistor performance can be affected by the need to have protection against elec-
trostatic discharge or ESD. ESD can be the result of external factors such as static
charge. It can also be the result of processing steps, such as plasma etching. When
a significant amount of metal is attached to a gate, processing of that metal during
fabrication can result in charge buildup on the gate and ultimately the destruction
of the gate even before the circuit is delivered back to the designer. Such failures can
be avoided by limiting the total area of metal relative to the gate area, or by adding
protection circuitry such as diodes to the substrate. Rules to avoid such breakdown
of gate oxides are called antenna rules.
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Impedance Matching

5.1

Introduction

In RF circuits, we very seldom start with the impedance that we would like. There-
fore, we need to develop techniques for transforming an arbitrary impedance into
the impedance of choice. For example, consider the RF system shown in Figure 5.1.
Here the source and load are S0W (a very popular impedance), as are the transmis-
sion lines leading up to the IC. For optimum power transfer, prevention of ringing
and radiation, and good noise behavior, for example, we need the circuit input and
output impedances matched to the system. In general, some matching circuit must
usually be added to the circuit, as shown in Figure 5.2.

Typically, reactive matching circuits are used because they do not add noise to
the circuit. However, using reactive matching components means that the circuit
will only be matched over a range of frequencies and not at others. If a broad-
band match is required, then other techniques may need to be used. An example of
matching a transistor amplifier with a capacitive input is shown in Figure 5.3. The
series inductance adds an impedance of joL to cancel the input capacitive imped-
ance. Note that in general, when an impedance is complex (R +jX), to match it, the
impedance must be driven from the complex conjugate (R - jX).

A more general matching circuit is required if the real part is not SOW. For ex-
ample, if the real part of Z;, is less than 50W, then the circuit can be matched using
the circuit in Figure 5.4 and described in Example 5.1.

Example 5.1: Matching Using Algebra Techniques

A possible impedance matching network is shown in Figure 5.4. Use the matching
network to match the transistor input impedance Z;, = 40 - j30Wto Z, = SO0W.
Perform the matching at 2 GHz.

Solution:
We can solve for Z, and Y3, where for convenience, we have chosen impedance for
series components and admittance for parallel components. An expression for Z, is:

Zy = Zin + joL
where Z;, = R;, - jX;,. Solving for Y5 and equating it to the reference admittance Y,:

. 1
Y; :Y2+]wC:7:YO

o

101
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Circuit

O "
V,

n

Transmission line r <_| Transmission line

Would like 5022 here

Figure 5.1 Circuit embedded in a 50Wsystem.

Using the above two equations, Y, is eliminated, leaving only L and C as
unknowns:

1

— =Y, - joC
Zn+jol

Solving the real and imaginary parts of this equation, values for C and L can be

found. With some manipulation:

Rin - ](COL - Xin)
Rin® +(0L - Xip)?

=Y, - joC

The real part of this equation gives

Rin - Y,R2 - 2
o = X, + N Ri 504 J40 - (0.02)(40) 0

Y, 0.02

Now using the imaginary half part of the equation:

wee  OL-Xi  _ 50-30

= = =0.01
RZ +(wL- Xin)*  40% +(50- 30)

At 2 GHz it is straightforward to determine that L is equal to 3.98 nH and C is
equal to 796 fE. We note that the impedance is matched exactly only at 2 GHz. We
also note that this matching network cannot be used to transform all impedances to
50W. Other matching circuits will be discussed later.

Although the preceding analysis is very useful for entertaining undergraduates
during final exams, in practice there is a more general method for determining a
matching network and finding the values. However, first we must review the Smith
chart.

| Matching
500 circuit

50Q2 Transmission line r

50Q Z,

Circuit >

2!

Figure 5.2 Circuit embedded in a 50Wsystem with matching circuit.
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5.2

Matching I)

[ 000 —

50— /30

Figure 5.3 Example of a very simple matching network.

Review of the Smith Chart

The reflection coefficient is a very common figure of merit used to determine how
well matched two impedances are. It is related to the ratio of power transmitted
to power reflected from the load. A plot of the reflection coefficient is the basis of
the Smith chart, which is a very useful way to plot the impedances graphically. The
reflection coefficient G can be defined in terms of the load impedance Z; and the
characteristic impedance of the system Z, as follows:

coZL-Zy _z-1

(5.1)
Zi+7Z, =z+1

where 2 = Z;/Z,, is the normalized impedance. Alternatively, given G one can find
Z; or z as follows:

1+G
ZL:Z01_ = (5.2)
or
1+G
= 5.3
= (5.3)
For any impedance with a positive real part, it can be shown that:
0£|GE1 (5.4)

The reflection coefficient can be plotted on the x-y plane and its value for any
impedance will always fall somewhere in the unit circle. Note that for the case
where Z; = Z,, G= 0. This means that the center of the Smith chart is the point

Matching ,
Al r 000
T |
4=2, IZzorYz Z,orY,

h=Y,

Figure 5.4 A possible impedance matching network.
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—j0.5

Figure 5.5 A Smith chart.

where the load is equal to the characteristic impedance (in other words perfect match-
ing). Real impedances lie on the real axis from OWat G=-1 to ¥ Wat G= +1. Purely
reactive impedances lie on the unit circle. Thus, impedances can be directly shown,
normalized to Z,. Such a plot is called a Smith chart and is shown in Figure 5.5. Note
that the circular lines on the plot correspond to contours of constant resistance while
the arcing lines correspond to lines of constant reactance. Thus, it is easy to graph any
impedance quickly. Table 5.1 shows some impedances that can be used to map out
some important points on the Smith chart (it assumes that Z, = 50W).

Just as contours of constant resistance and reactance were plotted on the Smith
chart, it is also possible to plot contours of constant conductance and susceptance.
Such a chart can also be obtained by rotating the Z chart (impedance Smith chart)
by 180°. An admittance Smith chart, or Y chart, is shown in Figure 5.6. This set of
admittance curves can be overlaid with the impedance curves to form a YZ Smith
chart as shown in Figure 5.7. Then for any impedance Z, the location on the chart
can be found, and Y can be read directly or plotted. This will be shown next to be
useful in matching, where series or parallel components can be added to move the
impedance to the center, or to any desired point.

Table 5.1 Mapping Impedances to Points on
the Smith Chart

Zr G

50 0

0 -1

¥ 1

100 0.333

25 -0.333

j50 1D90°

iX 1D2 tan 1(X/50)

50-/141.46 0.8166D-35.26°
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J1
Figure 5.6 An admittance Smith chart or a Y Smith chart.

In addition to the reflection coefficient there are a number of other related val-
ues that can be calculated. The voltage standing wave ratio (VSWR) is defined as:

yswr = 18 2 Prlas (5.5)
1- q ‘Ux‘min

where |V, |hax and [V4)in are the maximum and minimum magnitudes of the stand-
ing wave on a transmission line.

Figure 5.7 A YZ Smith chart.
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Table 5.2 Using Lumped Components to Match Circuits

Component Added  Effect Description of Effect
Series inductor z2® z+joL Move clockwise along a resistance circle.
Series capacitor 2® z- jloC Smaller capacitance increases impedance (- j/@C)

to move counterclockwise along a resistance circle.

Parallel inductor y® y- jloL  Smaller inductance increases admittance (- j/@wL)
to move counterclockwise along a conductance circle.

Parallel capacitor y® y+joC Move clockwise along a conductance circle.

Another value that is often calculated related to the reflection coefficient is
called the return loss (RL) and it is given by:

a/SWR+16

RL=20loggy R - 15

216
=20 log(é@E (5.6)

Note if the system is perfectly matched, the RL is minus infinity and the VSWR
would be one.

5.3 Impedance Matching

The input impedance of a circuit can be any value. In order to have the best power
transfer into the circuit, it is necessary to match this impedance to the impedance of

L L,
%cp | |z cp% | |z
o L L
o 000
S 1, z L, z
et
o, [o,
C, C,
o—
L, ||z L z

Figure 5.8 The eight possible impedance matching networks with two reactive components.
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the source driving the circuit. The output impedance must be similarly matched. It
is very common to use reactive components to achieve this impedance transforma-
tion because they do not absorb any power or add noise. Thus, series or parallel
inductance or capacitance can be added to the circuit to provide an impedance
transformation. Series components will move the impedance along a constant resis-
tance circle on the Smith chart. Parallel components will move the admittance along
a constant conductance circle. Table 4.2 summarizes the effect of each component.

With the proper choice of two reactive components, any impedance can be
moved to a desired point on the Smith chart. There are eight possible two-component
matching networks, also known as ell networks, as shown in Figure 5.8. Each will
have a region in which a match is possible, and a region in which a match is not
possible.

In any particular region on the Smith chart, several matching circuits will work
and others will not. This is illustrated in Figure 5.9, which shows what matching
networks will work in what regions. Since more than one matching network will
work in any given region, how does one choose? There are a number of popular
reasons for choosing one over another.

Figure 5.9 Diagram showing which ell matching networks will work in what regions.
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1. Sometimes matching components can be used as dc blocks (capacitors) or to
provide bias currents (inductors).

2. Some circuits may result in more reasonable component values.

3. Personal preference. Not to be underestimated, sometimes when all paths
look equal you just have to shoot from the hip and pick one.

4. Stability. Since transistor gain is higher at lower frequencies, there may be a
low frequency stability problem. In such a case, sometimes a high-pass net-
work (series capacitor, parallel inductor) at the input may be more stable.

5. Harmonic filtering can be done with a lowpass matching network (series L,
parallel C). This may be important for power amplifiers, for example.

Example 5.2: General Matching Example
Match Z =150 - 507 to 50Wusing the techniques just developed.

Solution:

We first normalize the impedance to SOW. Thus the impedance that we want to
match is 3 - 1j. We plot this on the Smith chart as point A as shown in Figure
5.10. Now we can see from Figure 5.9 that in this region we have two possible
matching networks. We choose arbitrarily to use a parallel capacitor and then a

Figure 5.10 lllustration of matching process.
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series inductor. Adding a parallel capacitor moves the impedance around a constant
admittance circle to point B, which places the impedance on the 50W resistance
circle. Once on the unit circle, a series inductance moves the impedance along a con-
stant resistance circle and moves the impedance to the center at point C. The values
can be found by noting that point A isat Y, =1/Z,=0.3 + 0.1, and B is at Yy =
0.3 +0.458j; therefore we need a capacitor admittance of 0.358;. Since Zp =1/Yz =
1 - 1.528; an inductor reactance of 1.528; is needed to bring it to the center.

Example 5.3: lllustration of Different Matching Networks

Match a 200Wload to a 50Wsource at 1 GHz with both a lowpass and a highpass
matching network, illustrating the filtering properties of the matching network.

Solution:

Using techniques as above, two matching circuits—as shown in Figure 5.11—are
designed. The frequency response can be determined with results as shown in Figure
5.12. It would seem from this diagram that for the lowpass matching network, the
signal can be transferred from dc to the —3-dB corner at about 1.53 GHz. However,
as seen in the plot of the input impedance in Figure 5.13, the impedance is only
matched in a finite band around the center frequency. For the lowpass network, the
impedance is within 25Wof 50Wfrom 0.78 to 1.57 GHz. It can be noted that if the
difference between the source and the load is higher, the bandwidth of the matching
circuit will be narrower.

For optimal power transfer and minimal noise, impedance should be controlled
(although the required impedance for optimal power transfer may not be the value
for minimal noise). Also, sources, loads, and connecting cables or transmission lines
will be at some specified impedance typically SOW.

Example 5.4: The Effect of Matching on Noise

Study the impact of matching on base shot noise. Use the 15" transistor defined in
Table 4.1, which is operated at 2 mA at 1 GHz. Assume C, remains at 700 fF.

R, L

S

A%

500 000
, /\} 13780H R,
A » 2
9 5OQE:> 1378 pF -I- -

Rs cs
A AAY — |
50Q 1.837 pF R
L L
Vs 502 [ > [
18.37 nH 2000

Figure 5.11 Lowpass and highpass matching network for Example 5.4.
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S e e S
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e

0.1 0.3 1.0 3.0 10.0
Frequency (GHz)

Figure 5.12 Frequency response for lowpass and highpass matching networks.

Solution:

The small signal model and calculated matching impedances are shown in Figure
5.14. The transistor has an input impedance of 1,250W in parallel with 700 fF,
which at 1 GHz is equal to Z, = 40 - j220W. Using this and the base resistance of
5W, the impedance seen by the base shot noise source can be determined. Without
matching, the input is driven by SOW, so the base shot noise sees 55Win parallel
with 40 - j220W, which is equal to about 50 - j11.6W. With matching, the base
shot noise sees 50 +;220Win parallel with 40 - j220Wfor a net impedance of 560 -
j24W. Thus with matching, the base shot noise current sees an impedance whose
magnitude is about 10 times higher, thus the impact of the base shot noise is signifi-
cantly worse with impedance matching.

200

) ==
— " IR
Low ass\ A e
p \\ _+{ High pass
150 v 7
7
N \ A\ 1,
N A\
N 100 N\ ,/
\ ,’
50 £
0
0.1 0.3 1.0 3.0 10.0

Frequency (GHz)

Figure 5.13 Input impedance of lowpass and highpass matching networks.
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50+ /0 <‘1:_ 55+ j0 not matched
50Q 45+ 220 — 50+ j220 matched
—| Matching I I AN\~

J r,=>5

|’1> <,‘_ i, Z.=40—j220

P B |
1 |
Matched 50Q 45— j220

Not matched 45— 220

Figure 5.14 Calculation of impact of impedance matching on base shot noise.

5.4 Conversions Between Series and Parallel Resistor-Inductor
and Resistor-Capacitor Circuits

Series and parallel resistor-capacitor (RC) and resistor-inductor (RL) networks
are widely used basic building blocks of matching networks [1, 2]. In this section,
conversions between series and parallel forms of these networks will be discussed.
All real inductors and capacitors have resistors (either parasitic or intentional)
in parallel or series with them. For the purposes of analysis, it is often desirable
to replace these elements with equivalent parallel or series resistors as shown in

Figure 5.15.
To convert between series and parallel RC circuits, we first note that the imped-
ance is
1
Z=Ri+——— (5.7)
jaCs

Converting to an admittance

y = joCy + a)ZCSZRS

5.8
1+ w’C2R? (5:8)

5 L ‘.
s C R, e 'y =1
R

(a) (b)

Figure 5.15 Narrowband equivalent models for: (a) a capacitor and series resistor and (b) an induc-
tor and series resistor.
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Thus, the inverse of the real part of this equation gives R,:

1+ w*C2R?
R,=— 5 =R (1+0? 5.9
P a)ZCSZRS S( Q) ( )

where O known as the quality factor is defined as before as |Z;,,1/IZg | where Z;,, is
the imaginary part of Z, and Zg, is the real part of Z. This definition of Q is con-
venient for the series network, while the equivalent definition of Q as Y}, l/IYg | is
more convenient for a parallel network.

The parallel capacitance is thus:

C @ * 0
C. = s -C. ° (5.10)

P 1+ 0?C2RZ TE1+0%%

Similarly for the case of the inductor:

R, = Ry(1+Q?) (5.11)

20 & 6
Ly=Ligr Q0o 3+ L0 (5.12)

€0’ 5 & Q%

For large O, parallel and series L or C are about the same. Also parallel R is
large, while series R is small.

5.5 Tapped Capacitors and Inductors

Another two common basic circuits are shown in Figure 5.16. The figure shows two
reactive elements with a resistance in parallel with one of the reactive elements. In
this case, the two inductors or two capacitors act to transform the resistance into
a higher equivalent value in parallel with the equivalent series combination of the
two reactances.

Much as in the previous section the analysis of either Figure 4.16(a) or Figure
4.16(b) begins by finding the equivalent impedance of the network. In the case of
Figure 4.16(b) the impedance is given by:

_ jOLR +joloR - 0’111,

: 5.13
Zin R+ joL, 1)
Equivalently the admittance can be found:
R+ T ) 02T2R + i3 2
Y, = ]CL)R (Ll Lz) [0) LZR ] L1L2 (5.14)

- 0’R*(Ly + 1) - 0*I3Ly?
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[
o G, R.,
6~ %H
[ ]
(a)
OT T
L,g
L, 8 SR
q < e
LS =g o T
S g l

(b)

Figure 5.16 Narrowband equivalent models for: (a) a tapped capacitor and resistor and (b) a
tapped inductor and resistor.

Thus, the inverse of the real part of this equation gives R:

LZ
(Li+ Lo + %
_-RALi+ 1) - o’ 1315 _ R 2

(5.15)
- RLy* 3

Req

where Q, is the quality factor of L, and R in parallel. As long as Q, is large, then a
simplification is possible. This is equivalent to stating that the resistance of R is large
compared to the impedance of L,, and the two inductors form a voltage divider.

L2
Req » R#l +L29
&€ 1, v

(5.16)

The equivalent inductance of the network can be found as well. Again, the in-
verse of the imaginary part divided by jw is equal to the equivalent inductance:

LZ
(Li +Ly)* + L
CRAL + L +et22) Y T2

(5.17)

4T p2 2r 12
R(Ly +Ly)+ 0?13 L1+L2+L12
2
Making the same approximation as before, this simplifies to:
Leq » 11+, (518)
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which is just the series combination of the two inductors if the resistor is absent.
The same type of analysis can be performed on network Figure 4.16(a). In this

case
W2
Reg » Rgclgqg (5.19)
1
-1
x1 106
Cog »2m 4 =9 2
8¢, " ¢y (520

5.6 The Concept of Mutual Inductance

Any two coupled inductors that affect each other’s magnetic fields and transfer
energy back and forth form a transformer. How tightly they are coupled together
affects how efficiently they transfer energy back and forth. The amount of coupling
between two inductors can be quantified by defining a coupling factor k, which can
take on any value between one and zero. Another way to describe the coupling be-
tween two inductors is with mutual inductance. For two coupled inductors of value
L, and L, coupling factor k, and the mutual inductance M as shown in Figure 5.17
are related by

k= M (5.21)

JLoLs

The relationship between voltage and current for two coupled inductors can be
written out as follows [3]:

V, = joLyl, + joMI, (5.22)
Vs = joLl + joMI,, '

Note that dots in Figure 5.17 are placed such that if current flows in the indi-
cated direction, then fluxes will be added [4]. Equivalently, if I, is applied and V/ is
0V, current will be induced opposite to I, to minimize the flux.

For transformers, it is necessary to determine where to place the dots. We il-
lustrate this point with Figure 5.18 where voltages V, V,, and V; generate flux
through a transformer core. The currents are drawn so that the flux is reinforced.
The dots are placed appropriately to agree with Figure 5.17.

I, I,
@ > < o
v, L, k L v,
@ ®

Figure 5.17 A basic transformer structure.
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Figure 5.18 lllustration of flux lines and determining correct dot placement.

An equivalent model for the transformer that uses mutual inductance is shown
in Figure 5.19. This model can be shown to be valid if two of the ports are con-
nected together as shown in the figure by writing the equations in terms of I, and
I, and using the mutual inductance M.

Example 5.5: Equivalent Impedance of Transformer Networks

Referring to the diagram of Figure 5.20, find the equivalent impedance of each
structure, noting the placement of the dots.

Solution:

For each structure we apply a test voltage and see what current flows. In the first
case, the current flows into the side with the dot of each inductor. In this case, the
flux from each structure is added. If we apply a voltage V to circuit on the left in
Figure 5.20, then V/2 appears across each inductor. Therefore, for each inductor,

% = joLI + joMI

[ L
OO0 | OO0
8' g L—M SLS—M
L, m L < M
q P Q
[ ® © ®

Figure 5.19 Two equivalent models for a transformer.
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~— ~—
(@ 0 O

L LA
7 29 (& s .
in = ol Zﬂ_ Ol
L LS

(& (&

— 1 — 1

Figure 5.20 Circuits to find the equivalent impedance.

We can solve for the impedance by
Z =¥=2;’a)(L+M)

Thus since Z = jwL,q, we can solve for Lgy:

eq>

Leg =2L+2M

In the second case for the circuit on the right in Figure 5.20, the dots are placed
in such a way that the flux is reduced. We repeat the analysis:

%=ij1- joMI
Z:¥:2jw(L- M)

Leg =2L- 2M

Thus, in the first case the inductance reinforces itself, but in the second case it
is decreased.

5.7 Matching Using Transformers
Transformers as shown in Figure 5.17 can transform one resistance into another re-
sistance depending on the ratio of the inductance of the primary and the secondary.
Assuming that the transformer is ideal (that is, the coupling coefficient & is equal to
1, which means that the coupling of magnetic energy is perfect) and lossless and

L, = NI, (5.23)

then it can be shown from elementary physics that

Vy _ 1
P =5 = /N
V.o, N} (5.24)
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Note that here we have defined N as the inductance ratio, but traditionally it is
defined as a turns ratio. Since in an integrated circuit turns and inductance are not
so easily related, this alternative definition is used.

Now if the secondary is loaded with impedance R, then the impedance seen in
parallel on the primary side R, will be:

Vo _ VAN _V,

T, LT

IN

R, N =R,N (5.25)

Thus, the impedance on the primary and secondary are related by the induc-
tance ratio. Therefore, placing a transformer in a circuit provides the opportunity
to transform one impedance into another. However, the above expressions are only
valid for an ideal transformer where k& = 1. Also, if the resistor is placed in series
with the transformer rather than in parallel with it, then the resistor and inductor
will form a voltage divider, modifying the impedance transformation. In order to
prevent the voltage divider from being a problem, the transformer must be tuned
or resonated with a capacitor so that it provides an open circuit at a particular fre-
quency at which the match is being performed. Thus, there is a trade-off in a real
transformer between near-ideal behavior and bandwidth. Of course, the losses in
the winding and substrate cannot be avoided.

5.8 Tuning a Transformer

Unlike the previous case where the transformer was assumed to be ideal, in a real
transformer there are losses. Since there is inductance in the primary and secondary,
this must be resonated out if the circuit is to be matched to a real impedance. To do
a more accurate analysis, we start with the equivalent model for the transformer
loaded on the secondary with resistance R;, as shown in Figure 5.21.

Next, we find the equivalent admittance looking into the primary. Through
circuit analysis, it can be shown that

_-Ri@*(LsLy - M?)- jo*(LL, - M?)- joR;*L, + @*LL,R;,

Yin (5.26)

w*(LsL, - M*/* + 0*R?L,*

Figure 5.21 Real transformer used to transform one resistance into another.
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Taking the imaginary part of this expression, the inductance seen looking into
the primary L.g can be found, making use of (5.21) to express the results in terms
of the coupling coefficient k:

Lo WL, (1- k*)? +R7L,
P W21 B2+ R

(5.27)

When k =1, or when k = 0, then the inductance is simply L,. When & has a
value between these two limits, then the inductance will be reduced slightly from
this value, depending on circuit values. Thus, a transformer can be made to resonate
and have a zero reactive component at a particular frequency using a capacitor on
either the primary C, or secondary Cg:

1 1
., = =
’ \/Leff— pCp \/Leff— sCs

(5.28)

where Leff-s is the inductance seen looking into the secondary.
The exact resistance transformation can also be extracted and is given by

R = R7L, - L& L,(1- k)
eff RLLS/QZ

(5.29)

Note again that if k£ = 1, then R4 = R; N and goes to infinity as k goes to zero.

5.9 The Bandwidth of an Impedance Transformation Network

Using the theory already developed, it is possible to make most matching networks
into equivalent parallel or series inductance, resistance, and capacitance (LRC) cir-
cuits, such as the one shown in Figure 5.22. The transfer function for this circuit is
determined by its impedance, which is given by

& o]
Vour(s) _ 1¢ s N (5.30)
Iin(s) CSa2, s 17
RC LC#%
I,
o> O
e
C 1~ LA R g |/
&
[ @

Figure 5.22 An LC resonator with resistive loss.
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_1 LC 4R
2RC
: o
O fi __1
h LC 4RC?
Figure 5.23 Pole plot of an undamped LC resonator.
In general, this second-order transfer function has the form:
Aps
As)=—5— 5 (5.31)
s> +sBW + coo2
where
1
BW=—"— (5.32)
RC
and
W, = ‘/i (5.33)
(0] LC .

This is an example of a damped second-order system with poles in the left-hand
half plane as shown in Figure 5.23 (provided that R is positive and finite). This
system will have a frequency response that is centered on a given resonance fre-
quency @, and will fall off on either side of this frequency, as shown in Figure 5.24.
The distance on either side of the resonance frequency where the transfer function
falls in amplitude by 3 dB is usually defined as the circuit bandwidth. This is the

M Als)|

3dB %

»

w,

- »
< >

BW

Frequency'

Figure 5.24 Plot of a general second-order bandpass transfer function.
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frequency at which the gain of the transfer function is down by 3 dB relative to the
gain at the center frequency.

5.10 Quality Factor of an LC Resonator

The quality factor, Q, of an LC resonator is another figure of merit used. It is de-

fined as

Estored/ Cycle

O=2n (5.34)

ELost/ Cycle

This can be used as a starting point to define Q in terms of circuit parameters.

We first note that all the loss must occur in the resistor, because it is the only
element present capable of dissipating any energy and the energy dissipated per
cycle is:

T 2 2
\ Vose™ sin™ (0osct)

1 T
X dt = EV"“ZE (5.35)

ELost/ Cycle =
0

Energy is also stored each cycle in the capacitor and the Q is therefore given

by:

1 CR C
EStored/Cycle = ECVOSCZ P Q = 27[7 = CRwosc =R z (5.36)
Another definition of Q that is particularly useful is [5]:
_ o |do
Q=5 1w (5.37)

where ¢ is the phase of the resonator and d¢/dw is the rate of change of the phase
transfer function with respect to frequency. This can be shown to give the same
value in terms of circuit parameters as (5.34).

The QO of a resonator can also be related to its center frequency and bandwidth,
noting that:

C _ RC o,
=R /|==—_"= =0
Q L JLC BW

(5.38)

Example 5.6: Matching a Transistor Input with a Transformer

A circuit has an input that is made up of a 1-pF capacitor in parallel with a 200W
resistor. Use a transformer with a coupling factor of 0.8 to match it to a source re-
sistance of 50W. The matching circuit must have a bandwidth of 200 MHz and the
circuit is to operate at 2 GHz.
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L,g ‘ ‘ Ls ' \Cextra
[

Figure 5.25 Transformer matching network used to match the input of a transistor.

Load

¢ -

AY

Solution:

The matching circuit will look much like that shown in Figure 5.25. We will use the
secondary of the transformer as a resonant circuit so that there will be no reactance
at 2 GHz. We first add capacitance in parallel with the input capacitance so that the
circuit will have the correct bandwidth. Using (5.32),

1 1
RBW  (100W)(27 X200 MHz)

Ctotal = = 7.96 pF

Note that the secondary “sees” 100W total as there is 200W from the load and
200W from the source resistance. This means that C,,,,, must be 6.96 pE. Now to
resonate at 2 GHz, this means that the secondary of the transformer must have an
inductance of:

1 1

Li=—5 = . =0.8nH
©0,2C; (22 GHz)2(7.96 pF)

Now we must set the inductance ratio to turn 200Winto 50W

L= ReRy Lok? _ SOW200Wx0.8 nH X0.8)?
14

= = =0.13nH
Ri2- 0,2 L (1- k22 (200W? - 272 GHz)*(0.8 nH)*(1- 0.82)?

Example 5.7: Matching Using a Two Stage “Ell” Network

Match 200Wto 50Wusing an “ell” matching network. Do it first in one step, then
do it in two steps matching it first to 100W. Compare the bandwidth of the two
matching networks.

Solution:

Figure 5.26 illustrates matching done in one step (with movement from a to b to ¢)
versus matching done in two steps (with movement from a to d to c). One-step
matching was previously shown in Example 5.4 and Figure 5.11. Two-step match-
ing calculations are also straightforward with an ell network converting from 200W
to 100W, then another ell network converting from 100W to SOW. The resulting
network is shown in Figure 5.27.
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Figure 5.26 Smith chart illustration of one-step versus two-step matching.
A comparison of frequency response (Figure 5.28) clearly shows the bandwidth
broadening effect of matching in two steps. To quantify the effect, the magnitude of
the input impedance is shown in Figure 5.29.
5.11 Broadband Impedance Matching

In many cases it may be necessary to match a circuit over a band of frequencies,
which cannot be considered narrow with respect to the center frequency. In this
case, more than two matching elements are usually required. One technique for
matching makes use of a bandpass ladder filter [6, 7] in which a matching network
is constructed as shown in Figure 5.30. Using this technique, the device that is being
matched is designed to have an input impedance where the real part is designed to
be equal to the source impedance. While this may seem very restrictive, a technique
for making devices have a desired resistive component will be studied in Chapter 7.
In general, the device will still have a reactive component that will make its imped-
ance frequency dependent. A ladder of series and parallel LC networks is added to
the input port of the device so that

50Q L, L,
A ANeYeYe) [eYe)e)
7.957 nH 15.91 nH
ﬁ%) e ) c, | el c.l <n

1591 pF " 07957pF T S 2000

Figure 5.27 Circuit for two-step matching.
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Figure 5.28 Frequency response for one-step and two-step matching.
R
Liz=—"-
wH
1
Cz =
wHRs
(5.39)
R
Lz = —
ar,
1
C3 =
o1 R

where @y and @; are the upper and lower frequencies over which the circuit is to
be matched. Note that the circuit in Figure 5.30 is shown with three stages; how-

200
= -~ I
150 o / .
S One-step 'l Two-step
— \\ )
NP 100 X \\ Y
SN b
N \
50 5 £ l/ A :I
Vi
0
0.1 0.3 1.0 3.0 10.0
Frequency (GHz)
Figure 5.29

Input Impedance for one-step and two-step matching.
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Figure 5.30 A broadband input impedance matching network.

ever, an arbitrary number of ladder stages may be used in theory. More stages can
cause additional loss if the components are less than ideal, but will have the added
advantage that any process tolerance causing a change in any one value will have a
lesser impact on the overall circuit matching.

Example 5.8: A UWB Matching Circuit

Design a matching network to match an active device from 3-5 GHz. The device is
sized so that it has an input impedance of 800 fF in series with SOW.

Solution:
The values for the ladder can be chosen with the help of (5.39) such that:

S0W

Li3=— 2%  =1.59nH
> 7 271 x5 GHz
1
G, = =636.6 fF
270 x5 GHz x50W
L= MW 565l
273 GHz
1
Cs = =1.06 pF
27 x3 GHz x50W

Note that ideally C; ,,; should also be 1.06 pF; a capacitor could be added to fix
this. However, in an active circuit this might have other undesirable consequences
and a slight mismatch will likely only marginally impact the design. Constructing
the rest of the ladder, the reflection coefficient is shown in Figure 5.31, which shows
that the circuit is matched to better than - 10 dB over the required bandwidth. A
reflection coefficient of - 10 dB represents only a small loss of power transfer and in
practice is considered a good match.
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Figure 5.31 The reflection coefficient of a device matched from 3-5 GHz.

Transmission Lines

When designing circuits on-chip, often transmission line effects can be ignored, but
at chip boundaries they are very important. Transmission lines have effects that
must be considered at these interfaces in order to match the input or output of an
RFIC. As already discussed, transmission lines have a characteristic impedance, and
when they are loaded with an impedance different from this characteristic imped-
ance, they cause the impedance looking into the transmission line to change with
distance. If the transmission line, such as shown in Figure 5.32, is considered loss-
less, then the input impedance at any distance d from the load is given by [8]

gZL +jZ, tané‘e’%d%t
Zin(d) = Zog g GE (5.40)
gZO +7Z1 tang :

Aok
where A is one wavelength of an EM wave at the frequency of interest in the trans-
mission line. A brief review of how to calculate A will be given in Chapter 6. Thus,

Figure 5.32 Impedance seen moving down a transmission line.
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5.13

the impedance looking into the transmission line is periodic with distance. It can be
shown from (5.40) that for each distance A traveled down the transmission line, the
impedance makes two clockwise rotations about the center of the Smith chart.

Transmission lines can also be used to synthesize reactive impedances. Note
that if Z; is either an open or short circuit, then by making the transmission line
an appropriate length, any purely reactive impedance can be realized. These types
of transmission lines are usually referred to as open- and short-circuit stubs. This
topic will not be addressed further because the size of transmission line matching
elements over much of the frequency range of RFICs is very large compared with
the relatively small size of lumped inductors, capacitors, and transformers.

S, Y, and Z Parameters

S, Y, and Z parameters (scattering, admittance, and impedance parameters, respec-
tively) are widely used in the analysis of RF circuits. For RF measurements (for
example, with a network analyzer), typically S-parameters are used. These may be
later converted to Y or Z parameters in order to perform certain analyses. In this
section, S-parameters and conversions to other parameters will be described.

S-parameters are a way of calculating a two-port network in terms of incident
and reflected (or scattered) power. Referring to Figure 5.33, assume that port 1 is
the input, a; is the input wave, b, is the reflected wave, and b, is the transmitted
wave. We note that if a transmission line is terminated in its characteristic imped-
ance, then the load absorbs all incident power traveling along the transmission line,
and there is no reflection.

The S-parameters can be used to describe the relationship between these waves
as follows:

b1 =S11a + S1pap (5.41)
by =8yax +Sy1a1 (5.42)
This can also be written in a matrix as:
éby
5,

Thus, S-parameters are reflection or transmission coefficients and are usually nor-
malized to a particular impedance. S;4, S,,, S51, and S;, will now each be defined.

€11 Snué

U
= A =[b] =[S 5.43
&, S, 48 g[ 1 =[S][a] (5.43)

[ o] el el

b
Sip=—+ (5.44)
i ay=0
o—_ o
—> & Two-port | € — &
<« b, network — b,
o o

Figure 5.33 General two-port system with incident and reflected waves.
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S is the input reflection coefficient, measured with the output terminated with
Z,. This means the output is matched and all power is transmitted into the load;
thus g, is zero.

(5.45)

S51, the forward transmission coefficient, is also measured with the output ter-
minated with Z,. S, is equivalent to gain.

(5.46)

Sy, is the output reflection coefficient, measured by applying a source at the
output and with the input terminated with Z.

(5.47)

S1, is the reverse transmission coefficient, measured with the input terminated
with Z,,.

In addition to S-parameters, there are many other parameter sets that can be
used to characterize a two-port network. Since engineers are used to thinking in
terms of voltages and currents, another popular set of parameters is Z- and Y-
parameters as shown in Figure 5.34. Y- and Z-parameters can be used to describe
the relationship between voltages and currents as follows:

érru &1 Zip Uig
5 6 5.48
g‘l/zH %21 7 ldlg ( )
éu &1 Yo ud
& (= § 18 5.49
& &1 Yo i (5-49)

It is also useful to be able to translate from one set of these parameters to the
other. These relationships are well known, and are summarized in Table 5.3.

Microwave transistors or amplifiers are often completely (and exclusively)
characterized with S-parameters. For radio frequency integrated circuits, detailed
transistor models are typically used, which allow the designer (with the help of
the simulator) to design circuits. The models and simulators can be used to find S-

o—_ ———o
v > i Two-port i < v
" — network Py
o— o

Figure 5.34 General two-port system with input and output currents and voltages.
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Table 5.3 Relationships Between Different Parameter Sets
S zZ Y
Si1 S; (Z11 - Zo)(Za2 + Zy) - Z12Z01 Yo - Vi1(Ya2 +Yo) + Y12 Yoy
(Zin+ Zo)(Z22 + Zo) - Z12Z21 (Y11 +Yo)(Ya2 +Yo) - Y12Y2y
S Sp 27127, -2Y1,2Y,
(Zin+Zo)(Znn+Zo)- Z12- Zon - (Y11 +Yo)(Ya2 +Y) - Yia Yoy
521 SZl 27017, -2Y21Y,
(Zi1 + Zo)(Za2 + Zo) - Z12Z01 (Y11 +Yo)(Ya2 +Yo) - Y12Y2y
Sy Sy (Z11+Zo)(Za2 - Zo) - Z12Z01 (Yo +Y11)(Yo - Ya2) + Y122y
(Z11+Zo)(Zaa + Zo) - Z12Zn1 (Y11 +Y5)(Ya2 +Y,) - Y12Y21
1+811)(1- S22) + 8128 Y.
Zu  Ze (1+811)(1- $22) + 8512821 Zu 22
(1- S11)(1- $22) - S12821 Y11Y22 - Yi2Ya1
Z i 281 Z Y
(1= S11)(1- S$22) - S12821 Y11Ya2 - Y22y
28 -Y.
Zyn 2o 21 Zyn o
(1= S11)(1- S$22) - S12821 Y11Ya2 - Y22y
1+822)(1- S11)+ 5128 Y,
Zy  Zs (1+822)(1- S11) + 812821 Zy 11
(1- S11)(1- $22) - S12821 Y11Ya2 - Yi2Yay
(1+822)(1- S11) + 812821 Z2n
Yu Y% Yy
(+8511)(A+822)- $12801  ZinZaz - Z12Zn
y =281 -Zn y
12 o 12
+8511)(A+822)- $12801  ZnZaz - Z12Zi
v =28 -Zyn y
21 o 21
(T+811)(A+822)- $12801  ZinZas - Z1nZn
v (1- S2)(1+811) + 812521 Z1; v
22 o 2
+8511)(A+822)- $12801 ZnZaz - Z12Za
parameters, which can be used with the well-known microwave techniques to find
maximum gain, optimal noise figure, stability, and so forth. However, the simula-
tors, which use the models to generate the S-parameters, can be used directly to find
maximum gain, optimal noise figure, and stability, without the need to generate a
list of S-parameters. However, it is worthwhile to be familiar with these design tech-
niques since they can give insight into circuit design, which can be of much more
value than simply knowing the location of the “simulate” button.
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The Ljse and Design of Passive Circuit
Elements in IC Technologies

6.1 Introduction

In this chapter, passive circuit elements will be discussed. First, metalization and
back-end processing (away from the silicon) in integrated circuits will be described.
This is the starting point for many of the passive components. Then, design, model-
ing, and use of passive components will be discussed. These components are inter-
connect lines, inductors, capacitors, transmission lines, and transformers. Finally,
there will be a discussion of the impact of packaging.

Passive circuit elements such as inductors and capacitors are necessary compo-
nents in RF circuits, but these components often limit performance, so it is worth-
while to study their design and use. For example, inductors have many applications
in RF circuits, as summarized in Table 6.1. An important property of the inductor
is that it can simultaneously provide low impedance to dc while providing nite
ac impedance. In matching circuits or tuned loads, this allows active circuits to be
biased at the supply voltage for maximum linearity. However, inductors are lossy,
resulting in increased noise when used in an LNA or oscillator. When used in a
power ampli er, losses in inductors can result in decreased ef ciency. Also, sub-
strate coupling is a serious concern because of the typically large physical dimen-
sions of the inductor.

6.2 The Technology Back End and Metalization in IC Technologies

After all the front-end processing is complete, the active devices are connected
using metal (the back end), which is deposited above the transistors as shown in
Figure 6.1. The metals must be placed in an insulating layer of silicon dioxide
(SiO,), to prevent different layers of metal from shorting with each other. Most
processes have several layers of metal in their back end. These metal layers can also
be used to build capacitors, inductors, and even resistors.

The bottom metal is typically connected to the front end with tungsten plugs,
which are highly resistive. However, unlike aluminum, gold, or copper, this metal
has the property that it will not diffuse into the silicon. When metals such as copper
diffuse into silicon, they cause the junction to leak, seriously impairing the perfor-
mance of transistors. A contact layer is used to connect this tungsten layer to the
active circuitry in the silicon. Higher levels of metal can be connected to adjacent
layers using conductive plugs that are commonly called vias. Whereas metal can be
made in almost any shape desired by the designer, the vias are typically limited to
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Table 6.1 Applications and Bene ts of Inductors

Circuit Application Bene t
LNA Input match, Simultaneous power and noise matching,
degeneration improved linearity
Tuned load Biasing for best linearity, ltering, less problems with

parasitic capacitance now part of resonant circuit

Mixer Degeneration Increased linearity, reduced noise

Oscillator Resonator Sets oscillating frequency, high Q circuit results in
reduced power requirement, lower phase noise

Power ampli er Matching loads Maximize voltage swings, higher ef ciency due to

swing, (inductor losses reduce the ef ciency)

a standard square size. However, it is possible to use arrays of vias to reduce the
resistance.

Higher metal layers are often made out of aluminum or copper, as they are
much less resistive than tungsten. The top level of metal will often be made much
thicker than the lower levels to provide a low-resistance routing option. However,
the lithography for this layer may be much coarser than that of underlying layers.
Thus, the top layers can accommodate a lower density of routing lines.

6.3 Sheet Resistance and the Skin Effect

All conductive materials can be characterized by their resistivity or their conduc-
tivity . These two quantities are related by

p=— (6.1)
(o2

Resistivity is expressed as ohm-meters\(m). Knowing the geometry of a metal
and its resistivity is enough to estimate the resistance between any two points con-

Metal 3
Via23 —»
. Metal 2
Via12 —>»
Metal 1
Pad opening Contact —>

I

Poly Si resistor l n |

Diffusion resistor

Transistor Transistor

Figure 6.1 Cross section of a typical bipolar back-end process.
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Figure 6.2 Rectangular conductor with current owing in the direction of L.

nected by the metal. As an example, consider the conductor shown in Figure 6.2.
To nd the resistance along its length, divide the resistivity of the metal by the cross
sectional area and multiply by the length.

:&

W (6.2)

Often in IC technologies, sheet resistance is used instead of resistivity. Sheet
resistance is given by

o aWs
=P =RES .
ps =" §1 (6.3)

Q- O

Given the sheet resistance, typically expressed as ohms per squard €), to nd
resistance, multiply by the number of squares between input and output. That is to
say, for every distance traveled down the conductor equal to its widthw, a square
has been de ned. If the conductor has a length equal to twice its width, then it is
two squares long.

As the metal gets thicker, the resistance of the line decreases. However, the li-
thography of the process becomes harder to control. Thick metal lines close to one
another also suffer from capacitance between the two adjacent sidewalls. At high
frequencies, another effect comes into play as well. EM waves suffer attenuation
as they enter a conductor, so as the frequency approaches the gigahertz range, the
distance that the waves can penetrate becomes comparable to the size of the metal
line. The result is that the current becomes concentrated around the outside of the
conductor with very little owing in the center. The depth at which the magnitude
of the EM wave is decreased to 36.8% €!) of its intensity at the surface is called
the skin depth of the metal. The skin depth is given by

s=| P 6.4
/ﬂm (6.4)

wheref is the frequency, andu is the permeability of the metal. Table 6.2 shows the
skin depth of some common metals over the frequency band of interest.

Since most of the applications lie in the 900-MHz to 60-GHz band, it is easy
to see that making lines much thicker than about 4um will lead to diminishing
returns. Going any thicker will yield little advantage at the frequencies of interest
because the center of the conductor will form a “dead zone” where little current
will ow anyway.
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Table 6.2 Skin Depth of Various Metals at Various Frequencies

Metal (UWxcm) 500MHz  1GHz 2GHz 5GHz 10 GHz
Gold 2.44 3.5 um 25um  1.8um 1.1pm 0.79 pm
Tungston 5.49 5.3 um 3.7um 2.6 pum 1.7 pm 1.2 ym
Aluminum  2.62 3.6 um 26pum  1.8pum 1.2pum 0.82 um
Copper 1.72 3.0 um 21pm  15pm 093 pm 0.66 pm
Silver 1.62 2.9 um 20pum  14pm 091pm  0.64 pm
Nickel 6.90 5.9 ym 42pm  3.0pum  1.9pm 1.3 um

Example 6.1: Effect of Skin Depth on Resistance

A rectangular aluminum line has a width of 20 um, a thickness of 3um, and a length
of 100 um. Compute the resistance of the line at dc and at 5 GHz assuming that all
the current ows in an area one skin depth from the surface. Assume that aluminum
has a resistivity of 3 uywWcm. Note that there are more complex equations, which
describe the resistance due to skin effects, especially for circular conductors [1];
however, the simple estimate used here will illustrate the nature of the skin effect.

Solution:
The dc resistance is given by:

R=&=3u\/\/cm><100ym

=50 mW
Wt 20 ym>3 um

At 5 GHz, the skin depth of aluminum is:

5:\/;):[ 3 uWem
mf ¢ﬂ%GHz%nﬂU7£i

=1.23 um

We now need to modify the original calculation and divide by the useful cross-
sectional area rather than the actual cross-sectional area.

R= pL _ 3 uWem X100 um ~593mW
Wit - (W-26)(t-25) 20um>3 um- 17.5 um>0.54 um

This is almost a 20% increase. Thus, while we may be able to count on process
engineers to give us thicker metal, this may not solve all our problems.

6.4 Parasitic Capacitance

Metal lines, as well as having resistance associated with them, also have capaci-
tance. Since the metal in an IC technology is embedded in an insulator over a silicon
substrate with low resistivity, the metal trace and the substrate (acting as a lossy
conductor) form a parallel-plate capacitor. The parasitic capacitance of a metal line
can be approximated by
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Figure 6.3 Electric eld lines showing the effect of fringing capacitance.

£,/ A

C=h

(6.5)

where A is the area of the trace andh is the distance to the substrate.

Since metal lines in ICs can often be quite narrow, the fringing capacitance can
be important, as the electric elds are not con ned to being below the conductor,
as shown in Figure 6.3.

For a long line, the capacitance per unit length, taking into account fringing
capacitance, can be determined from [2]

é € 1c
aW aaW o4 & 02y
é Al il ¥
C= Soereh +0.77 +1. 06§h5 +1 06@195 ¢ (6.6)
e C

We note that the terms in the square brackets are unitless, the nal capacitance
is given by the units of  ( ,is 8.85" 1012 F/m, | for SiO, is 3.9). The rst term
accounts for the bottom-plate capacitance while the other three terms account for
fringing capacitance. As will be seen in Example 6.2, wider lines will be less affected
by fringing capacitance.

Note there is also capacitance between lines vertically and horizontally. A rough
estimate of capacitance would be obtained by using the parallel-plate capacitance
formula; however, this omits the fringing capacitance, so it would be an underes-
timate. So, what is the effect of such capacitance? For one, it can lead to crosstalk
between parallel lines, or between lines that cross over. For parallel lines, crosstalk
can be reduced by further separation, or by placing a ground line between the two
signal carrying lines.

Example 6.2: Calculation of Capacitance

Calculate bottom plate capacitance and fringing capacitance for a 1-poly, 4-metal
process with distances to substrate and conductor thickness as given in the rst two
rows of Table 6.3. Calculate for a metal width of 1 um and 50 pm.

Solution:

Bottom plate capacitance can be estimated from (6.5), which is equivalent to the
rst term in (6.6). Total capacitance can be calculated from (6.6) and the difference
attributed to fringing capacitance. Results are shown for the 1pm line and the 50-
pum line in Table 6.3. It can be seen that bottom plate capacitance is a very poor es-
timate of total capacitance for a 14um line. When calculated for a 504um width, the



136 The Use and Design of Passive Circuit Elements in IC Technologies

Table 6.3 Capacitance for a Line with a Width of 1 pm and 50 pm

Poly Metal 1 Metal 2 Metal 3 Metal 4

Height above

substrate h (um) 0.4 1.0 25 4.0 5.0
Conductor

thickness t (um) 0.4 0.4 0.5 0.6 0.8
Bottom-plate

capacitance (aF/um) 86.3 34.5 13.8 8.6 6.9
Total capacitance

(@F/um?) (1p line) 195.5 120.8 85.8 75.2 72.6
Total capacitance

(@F/um?) (50u line) 90.0 375 16.2 10.8 9.0

bottom plate capacitance and the total capacitance are in much closer agreement.
This example clearly shows the inaccuracies inherent in a simple calculation of ca-
pacitance. Obviously, it is essential that layout tools have the ability to determine
parasitic capacitance accurately.

6.5 Parasitic Inductance

As well as capacitance to the substrate, metal lines in ICs also have inductance. The
current owing in the line will generate magnetic eld lines as shown in Figure 6.4.
Note that the Xs indicate current ow into the page.

For a attrace of width w, and a distanceh above a ground plane, an estimate

for inductance in nH/mm is [3]:
L» 6,0 6.7)
K w

Here K; is the fringe factor, which can be approximated as:

Ks » O.72><£+1 (6.8)
w

Example 6.3: Calculation of Inductance
Calculate the inductance per unit length for traces with ah/w of 0.5, 1, and 2.

j «— Magnetic field lines

i [(RRI® 1 create inductance

ot

Figure 6.4 Magnetic eld lines around an IC line carrying current.

Substrate
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Solution:

Application of (6.7) and (6.8) show that for h/wis 0.5, 1, 2, the resultantL is 0.59,

0.93, 1.31 nH/mm. A typical rule of thumb is that bond wires have an inductance
of 1 nH/mm. This rule of thumb can be seen to also apply approximately to a metal
line on-chip.

6.6 Current Handling in Metal Lines

As one can imagine, there is a nite amount of current that can be forced down an IC
interconnect before it fails. However, even if the line refrains from exploding this does
not necessarily mean that the current is acceptable for long-term reliability. The main
mechanism for loss of reliability is metal migration. Metal migration is related to the
level of dc current, and this information is used to specify current limits in an IC. To
explain metal migration, consider that normally the diffusion process is random, but
with dc current, metal atoms are bombarded more from one side than from the other.
This causes the movement of metal atoms, which is referred to as metal migration.
Suf cient movement in the metal can result in gaps or open circuits appearing in metal
and subsequent circuit failure. Any defects or grain boundaries can make the problems
worse.

The maximum allowable current in a metal line also depends on the material.
For example, aluminum, though lower in resistance, is worse than tungsten for
metal migration, due to its much lower melting temperature. Thus, even though
there is less energy dissipated per unit length in aluminum, it is less able to handle
that energy dissipation.

For 1-um-thick aluminum, a typical value for maximum current would be 1 mA
of dc current for every micrometer of metal width. Similarly, a 2-pm-thick alumi-
num line would typically be able to carry 2 mA of dc current per micrometer of
metal width. The ac component of the current can be larger (a typical factor of 4 is
often used). We note that other metals like copper and gold are somewhat lower in
resistance than aluminum; however, due to better metal migration properties they
can handle more current than aluminum.

Example 6.4: Calculating Maximum Line Current

If a line carries no dc current, but has a peak ac current of 500 mA, a Jam-thick
metal line would need to be about 500 mA/4 mAjum = 125 um wide. However, if
the dc current is 500 mA, and the peak ac current is also 500 mA (i.e., 500 mAt
500 mA), then the 500-um-wide line required to pass the dc current is no longer
quite wide enough. To cope with the additional ac current, another 125um is re-
quired for a total width of 625 pm.

6.7 Poly Resistors and Diffusion Resistors

Poly resistors are made out of conductive polycrystalline silicon that is directly on
top of the silicon front end. Essentially this layer acts like a resistive metal line. Typi-
cally these layers have a resistivity in the 1@V/F range.
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Figure 6.5 Diffusion resistors: (a) diffusion resistor without well isolation (n doping), and (b) diffu-
sion resistor with well isolation (p doping).

Diffusion resistors are made by doping a layer of silicon to give it the desired
resistivity, typically 1 kW F or more, and can be made with either p doping or n
doping as shown in Figure 6.5. If n doping is used, then the structure can be quite
simple because the edge of the doping region will form a pn junction with the sub-
strate. Since this junction can never be forward-biased, current will not leak into
the substrate. If, however, p doping is used, then it must be placed in an n-well to
provide isolation from the substrate.

Note that all resistors regardless of what material they are made of will have a
maximum current handling capability. This will usually be speci ed as a maximum
allowable current per unit width. Thus, if resistors need to handle large currents,
they must often be made wider than minimum width. The desired resistance is then
achieved by adjusting the length of the device.

6.8 Metal-Insulator-Metal Capacitors and Stacked Metal Capacitors

We have already discussed that metal lines have parasitic capacitance associated
with them. However, since it is generally desirable to make capacitance between
metal as small as possible, they make poor deliberate capacitors. In order to im-
prove this and conserve chip area, when capacitance between two metal lines is
deliberate, the oxide between the two lines is thinned to increase the capacitance per
unit area. This type of capacitor is called ametal-insulator-metal capacitor (MIM
cap). More capacitance per unit area saves chip space. The capacitance between
any two parallel-plate capacitors is given by (6.5) as discussed previously. Since
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Figure 6.6 Model for an integrated MIM capacitor.

this expression holds for a wide range of applied voltages, these types of capacitors
are extremely linear. However, if there is too much buildup of charge between the
plates, the insulator can break down and conduct. This is of particular concern dur-
ing processing of wafers, thus there are often rules (calleantenna rules) governing
how much metal can be connected directly to the capacitors. Typically in a modern
process, protection devices are needed. A simple model for an integrated capacitor
is shown in Figure 6.6.

Capacitors can also be made from complex con gurations of metal. Modern
processes often contain many layers of metal with very ne line width and spacing
capability. Making an array of tall “posts” or “walls” by connecting multiple layers
with vias is another way to make dense high-quality vertical capacitors. The more
metal layers that are used, the more dense the capacitance per unit area; however,
the closer the capacitor comes to the substrate, the more parasitics there are to deal
with.

6.9 Applications of On-Chip Spiral Inductors and Transformers

The use of the inductor is illustrated in Figure 6.7, in which three inductors are
shown in a circuit that is connected to a supply of valueV . A similar circuit that
employs a transformer is shown in Figure 6.8. These two circuits are examples of
LNAs, which will be discussed in detail in Chapter 7. The rst job of the inductor

is to resonate with any parasitic capacitance, potentially allowing higher frequency
operation. A side effect (often wanted) is that such resonance results in ltering.

Series inductor
L, Grounded inductor

Figure 6.7 Application of inductors and capacitors.
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6.10

Figure 6.8 Application of a transformer.

Inductors L, and L, form the input match and degeneration whileL . forms a tuned
load. As a load, or as emitter degeneration, one side of the inductor sees ac ground.
This allows increased output swing, since there is ideally no dc voltage drop across
the inductor. Similarly, the input series inductor has no dc voltage drop across it.
The disadvantage is that, being in series, it has parasitic capacitance from both sides
to the substrate. As a result, a signal can be injected into the substrate, with implica-
tions for noise and matching.

The transformer-based circuit as shown in Figure 6.8 and described by [4] has
similar advantages to those described above for inductor-based tuned circuits. One
difference is that the gain is determined (partially at least) by the transformer turns
ratio, thus removing or minimizing dependence on transistor parameters. This has
advantages since, unlike the transistor, the transformer has high linearity and low
noise.

On the negative side, fully integrated transformers are lossy and more dif cult
to model, and more sophisticated models are required.

Design of Inductors and Transformers

Special care must be taken to realize high-quality inductors and transformers or
baluns monolithically. In silicon, they suffer from the presence of lossy substrates
and nite metal resistance. However, over the past few years much research has
been done in efforts to improve fabrication methods for building inductors, as well
as modeling so that better geometries could be used in their fabrication.

When inductors are made in silicon technology with aluminum or copper in-
terconnects, they suffer from the presence of relatively high-resistance interconnect
structures and lossy substrates, typically limiting theQ to about 15 at around 2
GHz or about 18 to 25 at 5 GHz. This causes many high-speed RF components,
such as voltage-controlled oscillators (VCOSs) or power ampli ers using on-chip
inductors to have limited performance compared to designs using off-chip com-
ponents. The use of off-chip components adds complexity and cost to the design
of these circuits, which has led to intense research aimed at improving the perfor-
mance of on-chip inductors [5-19].
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Figure 6.9 A conventional single-ended inductor layout.

Traditionally, due to limitations in modeling and simulation tools, inductors
were made as square spirals as shown in Figure 6.9. The wrapping of the metal
lines allows the ux from each turn to add, thus increasing the inductance per unit
length of the structure, and providing a compact way of achieving useful values of
inductance. Square inductors however, have less than optimum performance due
to the ninety-degree bends present in the layout that add to the resistance of the
structures. A better structure is shown in Figure 6.10 [7, 18]. Since this inductor is
made circular, it has less series resistance. This geometry is more symmetric than

Center tap
(Bias may be

applied here)

|

Figure 6.10 A circular differential inductor layout.
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traditional inductors (its S-parameters look the same from either side). Thus, it can
be used in differential circuits without needing two inductors to get good symmetry.
Also, bias can be applied through the axis of symmetry of this structure if needed in
a differential application (i.e., it is a virtual ground point).

Some Basic Lumped Models for Inductors

When describing on-chip inductors, it is useful to build an equivalent model for
the structure. Figure 6.11 shows capacitance between lines, capacitance through
the oxide, the inductance of the traces, series resistance and substrate effects. These
effects are translated into the circuit model shown in Figure 6.12, which shows
a number of nonideal components.Rg models the series resistance of the metal
lines used to form the inductor. Note that the value of Rg will increase at higher
frequencies due to the skin effectC,,;,qe models the capacitance from the lines
to the substrate. This is essentially a parallel plate capacitor formed between the
inductor metal and the substrate.Cg, and R, model the losses due to magnetic
effects, capacitance, and the conductance of the substrate. They are proportional
to the area of the metal in the inductor, and their exact value depends on the
properties of the substrate in question.Cy, models the interwinding capacitance
between the traces. This is another parallel plate capacitor formed by adjacent
metal lines. Note that in a regular inductor both sides are not symmetric, partly
due to the added capacitance on one side of the structure caused by the underpass.
The underpass connects the metal at the center of the planar coil with metal at the
periphery.

The model for the symmetric or differential inductor is shown in Figure 6.13
[19]. Here the model is broken into two parts with a pin at the axis of symme-
try where a bias can be applied if desired. Note also that since the two halves
of the spiral are interleaved, there is magnetic coupling between both halves of
the device. This is modeled by the coupling coef cientk. Note also that Cge2.
Rsure and Cg,p are connected to a virtual ground and therefore no longer have
any effect on the RF performance of the device. More complex models for in-
ductors at very high frequencies can include skin effect and image current in the
substrate.

Metal

T T Oxide

Substrate

Figure 6.11 Elements used to build an inductor model.
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Figure 6.12 Basic model for a regular inductor.

Calculating the Inductance of Spirals

Formulas for calculating on-chip inductors have been proposed for both square and

octagonal geometries [5]. The following simple expressions can be used:

2
N“dayg

L=234 29
1+2.75

(6.9)

for square inductors, wheren is the number of turns, d,4 is given by (see Figure 6.9)

1
davg = E(Dout +Din)

and is given by:

_ (Dout - Din)
(Dout +D in )

Rsulﬂ T csulﬂ

Figure 6.13 Basic model for a differential inductor.

(6.10)

(6.11)
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6.13

6.14

and for octagonal inductors:

2
N“davg

L=225 g —i~——
1+3.55

(6.12)

The formulas can be quite accurate and their use will be demonstrated in Ex-
ample 6.5. However, often it is easier to use simulators like ASITIC or other three-
dimensional EM solvers. Since the substrate complicates matters, an EM simulator
is often the only option for very complicated geometries. These can be quite slow,
which makes them cumbersome to use as a design tool, but the speed is improving
as computer power grows.

Self-Resonance of Inductors

At low frequencies, the inductance of an integrated inductor is relatively constant.
However, as the frequency increases, the impedance of the parasitic capacitance ele-
ments starts to become signi cant. At some frequency, the admittance of the para-
sitic elements will cancel that of the inductor and the inductor will self-resonate.

At this point, the imaginary part of the admittance will be zero. The inductance is
nearly constant at frequencies much lower than the self-resonance frequency, how-
ever, as the self-resonance frequency is approached, the inductance rises and then
abruptly falls to zero. Beyond the self-resonant frequency, the parasitic capacitance
will dominate and the inductor will look capacitive. Thus, the inductor has a nite
bandwidth over which it can be used. For reliable operation, it is necessary to stay
well below the self-resonance frequency. Since parasitic capacitance increases in
proportion to the size of the inductor, the self-resonant frequency decreases as the
size of the inductor increases. Thus, the size of on-chip inductors that can be built
is severely limited.

The Quality Factor of an Inductor

The quality factor, or Q, of a passive circuit element can be de ned as

_ 1M ing) (6.13)
Q IRE&(Zing)

where Z,,4 is the impedance of the inductor. This is not necessarily the most funda-
mental de nition of Q, but it is a good way to characterize the structure. A good
way to think about this is that Q is a measure of the ratio of the desired quantity
(inductive reactance) to the undesired quantity (resistance). Obviously a highep
device is more ideal.

The Q of an on-chip inductor is affected by many things. At low frequencies,
the Q tends to increase with frequency because the losses are relatively constant
(mostly due to metal resistanceR,) while the imaginary part of the impedance is
increasing linearly with frequency. However, as the frequency increases, currents
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start to ow in the substrate through capacitive, and to a lesser degree, magnetic
coupling. This loss of energy into the substrate causes an effective increase in the
resistance. In addition, the skin effect starts to raise the resistance of the metal traces
at higher frequencies. Thus, most integrated inductors hav@s that rise at low fre-
guencies and then have some peak beyond which the losses make the resistance rise
faster than the imaginary part of the impedance, and th&Q starts to fall off again.
Thus, it is easy to see the need for proper optimization to ensure that the inductor

has peak performance at the frequency of interest.

Example 6.5: Calculating Model Values for the Inductor

Given a square inductor with the dimensions shown in Figure 6.14, determine a
model for the structure including all model values. The inductor is made out of
3-um-thick aluminum metal. The inductor is suspended over 5um of oxide above
a substrate. The underpass is im Al and is 3 um above the substrate. Assume the

vias are lossless.
Solution:
We can start by estimating the inductance of the structure by using the formulas in
Section 6.11 and referring to Figure 6.9.
1 1

(Dout +Din) (270 m+161 m)

P 250 um =
A A
~ 204 um N
A A

P 158 um
A A
gl || £ 2 [=]] |
ERSHS SINSIES
SRS 3| [3 3
4
A
y 181 um )
—| |l
Sumy,_ 227 um 3)
<> 1
20 um 76:,um

Figure 6.14 Inductor with dimensions.
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2 2
n“d
avg —234x4 ><_1-0_7 N 3°xX155 m

L=234 ,— 29 2 TEee
1+2.75 A2 1+2.75%0.253

=3.36 nH

Next, let us estimate the oxide capacitance. First, the total length of the induc-
tor metal is 2.3 mm. Thus, using (6.5) the formula for a parallel plate capacitor, the
total capacitance through the oxide is:

c?
8.85X0° 17~ x3.92.3mmx0 m
o rA _ 2

Covit = = N >m =317.6fF
oxide d 5 m

The underpass must be taken into account here as well:
C2
8.85x0 17~ x3.9576 mx0 m
o rA _ N

C = = xm =17.41F
underpass d 3 m

Now we must consider the interwinding capacitance, noting that this length is
shorter than the total length of about 2.3 mm by nearly the length of the inner turn,
or about 0.62 mm:

c2
A 88540 12~ 53.942.3mm- 0.62mm)x3 m
or

_ _ N xm —
Cw = = =58 fF
W d 3 m

The dc resistance of the line can be calculated from (6.2):

L 3 mWemx2.3mm
WH 20 mx3

RDC = =1.15W

The skin effect will begin to become important when the thickness of the metal
is two skin depths. Using (6.4), this will happen at a frequency of:
3 Wem

f=y= - 5 =3.38GHz
x4 07 ¥1.5 m)

Let us ignore the resistance in the underpass. Thus, above 3.38 GHz the resis-
tance of the line will be a function of frequency. We will now modify the area used
in (6.2) to take into account the skin depth effect:

L

Fs ) Oae o]
Wt - W-2/—+t-2/—+
& f & f g

The other thing that must be considered is the substrate. This is an issue for
which we really do need a simulator. However, as mentioned above, the capacitance
and resistance will be a function of the area. This also means that once several
structures in a given technology have been measured, it may be possible to pre-
dict these values for future structures. For this example, assume that reasonable

Rac(f) =
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58fF
Y
/1
R.(f)2 R.(f)/2
A=, 336 1H __Aaan
1~ 158.8 fF A~176.2fF
870Q T 15 fF 870Q T 115 fF

Figure 6.15 Inductor pi model with numbers. R,(f) has a low frequency value of 1.15W.

values for the tting parameters have been determined. ThusR,, and C, could
be something like 870W and 115 fF. The complete model with values is shown in
Figure 6.15.

Note that parasitic capacitances and inductances obtained by these closed form
equations are estimates that may be useful in circuit simulation and initial layout
construction. However, a nal design should include EM simulation or measured
veri cation of inductor model parameters.

Example 6.6: Determining Inductance, Q, and Self-Resonant Frequency

Take the model just created for the inductor in the previous example, and compute
the equivalent inductance, andQ versus frequency. Also, nd the self-resonance
frequency. Assume that the side of the inductor with the underpass is grounded.

Solution:
The equivalent circuit in this case is as shown in Figure 6.16.

This is just an elementary impedance network, so we will skip the details of the
analysis and give the results. The inductance is computed by taking the imaginary
part of Z;, and dividing by 2 f. The Q is computed as in (6.13), and the results
are shown in Figure 6.17. The self-resonant frequency of this structure can be read
from the graph. Itis 7.8 GHz.

This example shows a pealkQ of 21, but in reality due to higher substrate losses
and line resistance leading up to the inductor, theQ will be somewhat lower than
shown here, although in most respects this example has shown very realistic results.

Z,= O
R.{f) J_
158.8 fF
-~ 58fF
3.36 nH T

~
115fF

Figure 6.16 Inductor model with one side grounded.
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Figure 6.17 Inductor plot of L and Q versus frequency.

6.15 Characterization of an Inductor

Once some inductors have been built and measure@& parameter data will then be

available for these structures. It is then necessary to take these numbers and convert

them for example into inductance, Q, and self-resonance frequency.

The de nitions of Q have already been given in (6.13) andL is equal to the
imaginary part of the impedance. These de nitions seem like simple ones, but the
impedance still needs to be de ned. Traditionally, we have assumed that one port
of the inductor is grounded. In such a case, we can de ne the impedance seen from
port 1 to ground.

Starting with the Z parameter matrix (which can be easily derived fromS pa-
rameter data):

&Viu_ €1 Zio U

= A (6.14)
a0 &a Z2 46
Since the second port is groundedy ,=0. Thus, two equations result:
Vi=Zyl1+Z213 2
(6.15)
0=2Zxl1+Z21 2
The second equation can be solved for:
Zol
I, =- 221 (6.16)
Z22

Thus, |, can now be removed from the rst equation, and solving for Z;, =
Zpory = Vol

Z12Z 21

Zportt =Z11 -
Z3

(6.17)
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6.16

Equivalently, if we look from port 2 to ground the impedance becomes:

2127 21

6.18
70 (6.18)

Zportz =Z 22 -

Note that, referring to Figure 6.12, this effectively grounds out Cy;4e, Rsyr, and
Csup On one side of the inductor. Thus, theQ will not necessarily be the same look-
ing from both ports. In fact, the Q will be marginally higher in the case of a regular
structure looking from the side with no underpass, as there will be less loss. Also,
note that the side with no underpass will have a higher self-resonance frequency.

Often designers want to use inductors in a differential con guration. This
means that both ends of the inductor are connected to active points in the circuit
and neither side is connected to ground. In this case, we can de ne the impedance
seen between the two ports:

Starting again with the Z parameters, the voltage difference applied across the
structure is now:

Vi-Vo=Zid1+Z1h 2Z 511Z b2 2 (6.19)

Vi-Vo=11€11-Z21)-1 2 22Z 12) (6.20)

Because the structure is symmetric we make the assumption thbt = -I 5 thus:
V-V

Zpft =+ 2 =Zu+Zp-Z12-Z 2 (6.21)

I

In this case, the substrate capacitance and resistance from both halves of the in-
ductor are in series. When the inductor is excited in this mode, it “sees” less loss and
will give a higher Q. Thus, the differential Q is usually higher than the single-ended
Q. The self-resonance of the inductor in this mode will also be higher than the self-
resonance frequency looking from either side to ground. As well, the frequency at
which the differential Q peaks is usually higher than for the single-ended excitation.
Care must be taken, therefore, when optimizing an inductor for a given frequency,
to keep in mind its intended con guration in the circuit.

It is important to note that every inductor has a differential Q and a single-
endedQ regardless of its layout. Which Q should be used in analysis depends on
how the inductor is used in a circuit.

Some Notes about the Proper Use of Inductors

Designers are very hesitant to place a nonsymmetric regular inductor across a dif-
ferential circuit. Instead, two regular inductors are usually used. In this case, the
center of the two inductors is effectively AC grounded and the effective for the
two inductors is equal to their individual single-ended Qs. To illustrate this point,
take a simpli ed model of an inductor with only substrate loss as shown in Figure
6.18. In this case the single-ende with one terminal grounded is given by:

R

Qse = U (6.22)
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Figure 6.18 Simpli ed inductor model with only substrate loss.

and the differential Q is given by:

Qoiff = 27? (6.23)

Note that in the differential case that the two resistors are in series for a total
resistance of 2R.

Now if two inductors are placed in series as shown Figure 6.19, the differential
Q of the overall structure is given by:

Qpiff2 = % = iL =Qse (6.24)

Thus, the differential Q of the two inductors is equal to the single-endedQ of
one of the inductors. The advantage of using symmetric structures should be obvi-
ous. Note that, here, substrate losses have been assumed to dominate. If the series
resistance is dominant in the structure, then using this con guration will be less
advantageous. However, due to the mutual coupling of the structure, this con gura-
tion would still be preferred, as it makes more ef cient use of the chip area.

If using a differential inductor in the same circuit, the designer would probably
use only one structure. In this case, the effectiv® of the circuit will be equal to the
differential Q of the inductor. Note that if a regular inductor were used in its place,
the circuit would see its differential Q as well.

When using a regular inductor with one side connected to ground, the side with
the underpass should be the side that is grounded, as this will result in a highe&p
and a higher self-resonance frequency.

Example 6.7: Single-Ended Versus DifferentialQ

Take the inductor of Example 6.5 and compute the single-ende® from both ports
as well as the differentialQ. Also, compare the self-resonant frequency under these
three conditions.

L L
o - ' o
[eYeYe) [eYe)e) J_

T T

Figure 6.19 Two simpli ed inductors connected in series with only substrate loss.
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T 58fF
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“2o T
26 = Al ’
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870Q 115fF
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(c)

Figure 6.20 Equivalent circuits for the case where (a) the side with the underpass grounded,
(b) where the underpass is not grounded, and (c) the circuit is driven differentially.

Solution:

As before, equivalent circuits can be made from the model in the previous exam-
ple (see Figure 6.20). Note that the substrate connections from either side of the
circuit appear in series when the device is operated differentially as shown in
Figure 6.20(c).

It is a matter of elementary circuit analysis to compute the input impedance
of these three networks. The inductance of all three is shown in Figure 6.21. Note
that the case where the underpass is not grounded, the circuit has the lowest self-
resonant frequency, while the differential con guration leads to the highest self-
resonant frequency.

The Q of these three networks is plotted in Figure 6.22. Note here that at low
frequencies where substrate effects are less important, tlgs are all equal, but as
the frequencies increase, the case where the circuit is driven differentially is clearly
better. In addition, in this case, theQ keeps rising to a higher frequency and higher
overall value.
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Figure 6.21 The inductance plotted versus frequency for the three modes of operation.

6.17 Layout of Spiral Inductors

The goal of any inductor layout is to design a spiral inductor of speci ed induc-
tance, with Q optimized for best performance at the frequency of interest. In order
to achieve this, careful layout of the structure is required. The resistance of the metal
lines causes the inductor to have a high series resistance, limiting its performance at
low frequencies, while the proximity of the substrate causes substrate loss, raising
the effective resistance at higher frequencies. Large coupling between the inductor

30 -

25 //—\ \,‘
20 - 2 /—\ \
\\

o 15 4 \\

104/ —Single-Ended (NU)
—Differential \
5 Single-Ended (U)
0 t
0.5 1.5 25 35 4.5 55
Frequency (GHz)

Figure 6.22 The Q plotted versus frequency for the three modes of operation.
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and the substrate also causes the structures to have low self-resonance frequencies.
As a result, there are limitations on the size of the device that can be built.
Traditionally, on-chip inductors have been square as shown in Figure 6.9. This
is because these have been easier to model than geometries that are more compli-
cated. A square geometry is by no means optimal, however. The presence of the
90° bends adds unnecessary resistance to the structure, and as the structure is made
circular, the performance will improve.
Some guidelines for optimum layout will now be provided. These rules are
based on considerations of the effect of geometry on the equivalent model shown
in Figure 6.12.

1. Line spacing: At low frequencies (2 GHz or less) keep the line spacing as
tight as possible. At higher frequencies, due to coupling between turns, larger
spacing may be desirable.

2. Line width: Increasing metal width will reduce the inductance (fewer turns
in a given area and also less inductance per unit length) and will decrease the
series resistance of the lines at low frequencies. Large inductance area means
bigger capacitance, which means lower self-resonance, and more coupling of
current into the substrate. Therefore as/V goes up, inductance comes down,
and the frequency ofQ ¢4 gets lower (and vice versa). Line widths for typi-
cal 1- to 5-nH inductors in the 2- to 5-GHz range would be expected to be
from 5to 25 pm.

3. Area: Bigger area means that more current is present in the substrate, so high
frequency losses tend to be increased. Bigger area (for the same line width)
means longer spirals, which means more inductance. Therefore as the area
goes up, inductance goes up, and the frequency @ .. gets lower (and vice
versa).

4. Number of turns: This is typically a third degree of freedom. While more
turns will result in higher inductance, it will also increase interwinding ca-
pacitance and hence reduce the self-resonance frequency. For this reason, it is
often better to use fewer turns and instead increase inductance by increasing
outer diameter, provided that the inductor does not get to be huge. Huge is
of course a relative term and it ultimately is up to the designer to decide how
much space they are willing to devote to the inductor layout. Inner turns add
less to the inductance but more resistance, thus it is best to keep the induc-
tor hollow. By changing the area and the line width, the peak frequency and
inductance can be ne-tuned.

Isolating the Inductor

Inductors tend to be extremely large structures, and as such they tend to couple
signals into the substrate; therefore isolation must be provided. Typically, a ring
of substrate contacts is added around each inductor. These substrate contacts are
usually placed at a distance of about ve line widths away from the inductor. The
presence of a patterned (slotted) ground shield, discussed in the next section, may
also help in isolating the inductor from the substrate.
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6.19

6.20

The Use of Slotted Ground Shields and Inductors

In an inductor, currents ow into the substrate through capacitive coupling and are
induced in the substrate through magnetic coupling. Current owing in the substrate
causes additional loss. Of the two, generally capacitive coupling is the more domi-
nant loss mechanism. One method to reduce substrate loss is to place a ground plane
above the substrate, preventing currents from entering the substrate [12]. However,
with a ground plane, magnetically generated currents will be increased, reducing
the inductance. One way to get around this problem is to pattern the ground plane
such that magnetically generated currents are blocked from owing. An example of
a patterned ground shield designed for a square inductor is shown in Figure 6.23.
Slots are cut into the plane perpendicular to the direction of magnetic current ow.
The ground shield has the disadvantage of increasing capacitance to the inductor,
causing its self-resonant frequency to drop signi cantly. For best performance, the
ground shield should be placed far away from the inductor, but remain above the
substrate. In a typical bipolar process, the polysilicon layer is a good choice.

The model for the ground-shielded inductor compared to the standard inductor
model is shown in Figure 6.24. For the ground-shielded inductor, the lossy substrate
capacitance has been removed leaving only the lossless oxide capacitance and the
parasitic resistance of the shield. As a result, the inductor will have a highe®.

Basic Transformer Layouts in IC Technologies

Transformers in silicon are more complicated than inductors and therefore some-
what harder to model. Transformers or baluns consist of two interwound spirals
that are magnetically coupled. An example layout of a basic structure is shown
Figure 6.25. In this gure, two spirals are interwound in a 3:3 turns ratio structure.
The structure can be characterized by a primary and secondary inductance and a
mutual inductance or coupling factor, which describes how ef ciently energy can
be transferred from one spiral to the other. A symmetric structure with a turns ratio
of 2:1 is shown in Figure 6.26.

Figure 6.23 Patterned ground shield for a square spiral inductor (inductor not shown).
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Figure 6.24 Comparison of the basic model for: (a) regular and (b) shielded inductors.

A simpli ed transformer model is shown in Figure 6.27. This is modeled as
two inductors, but with the addition of coupling coef cient k between them, and
interwinding capacitance C,, from input to output.

Example 6.8: Placing the Dots
Place the dots on the transformer shown in Figure 6.26.

Figure 6.25 Sample layout of two interwound inductors forming a transformer.
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Figure 6.26 Sample layout of a circular 2:1 turns ratio transformer.

Solution:

We will start by assuming that a currentis owing in the primary winding, as shown
in Figure 6.28(a). This will cause a ux to ow into the page at the center of the
winding, as shown in Figure 6.28(b). Thus, in order for a current in the secondary
to reinforce the ux, it must ow in the direction shown in Figure 6.28(c). There-
fore, the dots go next to the ports where the current ows out of the transformer,
as shown in Figure 6.28(d).

Figure 6.27 Basic model of a transformer.
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(a) (b)
Flux direction n ?
Into page (c) (d)

Figure 6.28 Determining dot placement: (a) arbitrary current ow, (b) direction of ux, (c) second-
ary current ow that adds to the ux, and (d) dot placement.

Multilevel Inductors

Inductors can also be made using more than one level of metal. Especially in mod-
ern processes, which can have as many as ve or more metal layers, it can be ad-
vantageous to do so. There are two common ways to build multilevel inductors.
The rstis simply to strap two layers or more layers of metal together with vias to
decrease the effective series resistance. This will increase Qebut at the expense
of increased capacitance to the substrate and a resultant decrease in self-resonant
frequency. This technique is of bene t for small inductors for which the substrate
loss is not dominant and that are at low enough frequency, safely away from the
self-resonant frequency.

The second method is to connect two or more layers in series. This results in
increased inductance for the same area, or allows the same inductance to be real-
ized in a smaller area. A drawing of a two-level inductor is shown in Figure 6.29.
Note that the uxes through the two windings will reinforce one another and the
total inductance of the structure will be Ly, + Lpoom + 2M in this case. If perfect
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Figure 6.29 Three-dimensional drawing of a multilevel inductor.

coupling is assumed, and the inductors are of equal size, then this gived. 4In
general, this is a factor of n? more inductance, wheren is the number of levels.
Thus, this is a way to get larger inductance without using as much chip area.

To estimate the inductance of a multilevel inductor, the formulas presented in
Section 6.11 can be used on the individual layers and the result is then multiplied by
n?. Note that actual inductance will be smaller because of imperfect coupling.

To determine the capacitance associated with the inductor, we consider the top
and bottom spirals as two plates of a capacitor with total distributed capacitance
C4 [17]. In addition, we consider the bottom spiral and the substrate to form a dis-
tributed capacitanceC,. Now the total equivalent capacitance of the structure can
be approximated. First, note that if a voltage V4 is applied across the terminals of
the inductor, the voltage acrossC, will go from V, at the terminals down to zero at
the via. Similarly, the voltage acrossC, will go from zero at the terminal (assuming
this point is grounded) to V4/2 at the via.

Thus, the total energy stored inC; is

1 ! 1C
Ec, = Eclvl2 - x)%dx = E?lvl2 (6.25)
0

where x is a dummy variable representing the normalized length of the spiral. Note
that V(1 - x) is an approximation to the voltage acrossC, at any point along the
spiral. Thus the equivalent capacitance ofC, is

Cq

The total capacitance can be found inC, in much the same way.

A1 0\ 2 1 C; 2
= =2V 6.27
Ec, = ngzz(ydx 23021 (6.27)

Note that V,/2 xx approximates the voltage acrossC, at any point along the
spiral.
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_ G
Thus, the total capacitance is:
C G
Cog = —+ 22 (6.29)
T3 12

Note that the capacitor C, is of less importance thanC,. Thus, it would be
advantageous to space the two spirals far apart even if this means there is more
substrate capacitance (G). Note also that C; will have a low loss associated with
it, since it is not dissipating energy in the substrate.

6.22 Characterizing Transformers for Usein ICs

Traditionally transformers are characterized by their S-parameters. While correct,
this gives little directly applicable information about how the transformer will be-
have in an application when loaded with impedances other than 5WV. It would be
more useful to extract an inductance andQ for both windings and plot the coupling
(k factor) or mutual inductance for the structure instead. These properties have the
advantage that they do not depend on the system reference impedance.

In the following narrowband model, all the losses are grouped into a primary
and secondary resistance, as shown in Figure 6.30.

The model parameters can be found from theZ-parameters starting with

\% . . .
Tl =Z11=Rp+j Lp-M)4 M R ;4 L, (6.30)
lli,=0

Similarly:
222 =Rs +J LE (631)

Thus, the inductance of the primary and secondary and the primary and sec-
ondary Q can be de ned as
_ Im(Z32)

J

Ls (6.32)

_Im(Z11)
j

L, (6.33)

Figure 6.30 Narrowband equivalent model for a transformer.
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Im(Z27)
Qs=——=~ 6.34
° " Re(Z) (6:34)
Im(Z11)
Qp=——"+= (6.35)
* " Re11)
The mutual inductance can also be extracted as:
iz, =i M (6.36)
|2 |1=0
Therefore,

j j

6.23 On-Chip Transmission Lines

Any on-chip interconnect can be modeled as a transmission line. Transmission
line effects on-chip can often be ignored if transmission lines are signi cantly
shorter than a quarter wavelength at the frequency of interest. Thus, transmis-
sion line effects are often ignored for frequencies between 0 and 5 GHz. However,
as higher frequency applications become popular, these effects will become more
important.

One of the simplest ways to build a transmission line is by placing a conduc-
tor near a ground plane separated by a dielectric, as shown in Figure 6.31. An-
other type of transmission line is acoplanar waveguide as shown in Figure 6.32.
Note that in this case a ground plane is not needed, although it will be present
inan IC.

The effect of on-chip transmission lines is to cause phase shift and possibly
some loss. Since dimensions in an IC are typically much less than on the printed
circuit board (PCB), this is often ignored. The magnitude of these effects can be
estimated with a simulator (for example, Agilent’s LineCalc), and included as trans-
mission lines in the simulator if it turns out to be important. As a quick estimate
for delay, consider that in free space (vacuum) a 1-GHz signal has a wavelength
of 30 cm. However, oxide has ., = 3.9, which slows the speed of propagation by
V3.9 =1.975» 2. Thus, the wavelength is 15.19 cm and the resultant phase shift
is about 2.37°/mm/GHz. The on-chip line can be designed to be a nearly lossless

Metal track

A . .
T vh < Dielectric
<—Ground plane

Figure 6.31 Microstrip transmission line.
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Figure 6.32 Coplanar wave guide transmission lines.

transmission line by including a shield metal underneath. Without such a shield
metal, the substrate forms the ground plane and there will be losses. On silicon, a
50W line is about twice as wide as the dielectric thickness. Some quick simulations
show that for a 4-um dielectric, widths of 3, 6, and 12 pm result in about 72, 54,
and 36W. Characteristic impedance can be calculated by the formula

L
Zo=\c (6.38)

where L and C are the per-unit inductance and capacitance, respectively. We note
that if a length of transmission line is necessary on-chip, it may be advantageous to
design it with a characteristic impedance higher than 58V, as this will result in less
current necessary in the circuits matched to it.

6.23.1 Effect of Transmission Line

Matching an ampli er must include the effect of the transmission line up to the
matching components. This transmission line causes phase shift (seen as rotation
around the center of the Smith chart). If this effect is not considered, matching
components can be completely incorrect. As an example, consider an RF circuit on
a printed circuit board with off-chip impedance matching. At 5 GHz, with a dielec-
tric constant of 4, a quarter wavelength is about 7.5 mm. This could easily be the
distance to the matching components, in which case the circuit impedance has been
rotated halfway around the Smith chart and impedance matching calculated with-
out taking this transmission line into account would result in completely incorrect
matching. For example, if a parallel capacitor is needed directly at the RF circuit, at
a quarter wavelength distant a series inductor will be needed.

A number of tools are available that can do calculations of transmission lines
and simulators can directly include transmission line models to see the effect of
these lines.

6.23.2 Transmission Line Examples

At RF frequencies, any track on a printed circuit board behaves as a transmission
line, such as a microstrip line (MLIN) (Figure 6.31) a coplanar waveguide (CPW)
line (Figure 6.32), or a coplanar wave guide with ground (CPWG). Differential lines
are often designed as coupled microstrip lines (MCLINS) (Figure 6.33), or they can
become coupled simply because they are close together, for example at the pins of
an integrated circuit. For these lines, differential and common mode impedance can
be de ned (in microwave terms, these are described as odd-order and even-order
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Figure 6.33 Coupled microstrip lines.

impedance, respectively). On an integrated circuit, all lines are transmission lines,
even though it may be possible to ignore transmission line effects for short lines.
The quality of such transmission lines may suffer due to the lossy ground plane (the
substrate) or because of a poor connection between coplanar ground and substrate
ground.

For example, a 400um by 3-pum line on-chip, with oxide (dielectric) thickness
of 4 um is simulated to have a characteristic impedance of about A2/. The capaci-
tance is estimated by:

_3.9:8.85 10 2F/m>8 "10°% 400 10°°

C
47 10°°

=10.35fF

Because of fringing and edge effects, the capacitance is probably more like 20 fF
with the result that the inductanceL is about 0.104 nH. Note for a wider line, such
as 6um, the capacitance is estimated to be about 30 fF, the characteristic impedance
is closer to 50W, and inductance is about 0.087 nH.

In making use of a simulator to determine transmission line parameters, one
needs to specify the dielectric thickness, line widths and gaps, dielectric constant,
loss tangent, metal conductor conductivity, and thickness. Most simulators need
dimensions speci ed in mils (thousandths of an inch) where a mil is equal to 25.4
pum. A typical dielectric thickness for a double-sided printed circuit board is 40
to 64 mil. Multilayered boards can have effective layers that are 10 mil or even
less. Surface material is often copper with a thickness typically speci ed by weight,
for example, half-ounce copper translates to 0.7 mil. Table 6.4 shows parameters
for a variety of materials, including on-chip material (SiO,, Si, GaAs) printed cir-
cuit board material (FR4, 5880, 6010) and some traditional dielectric material for
microwave (e.g., ceramic). In simulators, the conductivity is typically speci ed
relative to the conductivity of gold. Thus, using Table 6.4, ,,=1.42 ¢, 0 ¢, =
0.70 p,-

Table 6.4 Properties of Various Materials

Material Loss Tangent  Permittivity = Material Loss Tangent  Permittivity
Sio 0.004-0.04 3.9 Al,O3(Ceramic) 0.0001 9.8
Si 0.015 11.9 Sapphire 0.0001 9.4
GaAs 0.002 12.9 Quartz 0.0001 3.78
FR4 0.022 4.3 6010 0.002 10.2

5880 0.001 2.20
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Figure 6.34 Impedance versus dielectric thickness for FR4 with line width of 20 mils at 1.9 GHz.
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Example 6.9: Calculation of Transmission Lines

Using a simulator, determine line impedance at 1.9 GHz versus dielectric thick-
ness for microstrip lines, coupled microstrip lines, and coplanar waveguide with a
ground plane. Use FR4 material with a dielectric constant of 4.3, and 0.7-mil cop-
per, a line width of 20 mil, and a 20-mil gap or space between the lines.

Solution:

Calculations were done and the results are shown in Figure 6.34. It can be seen that
50Wis realized with a dielectric thickness of about 11 mil for the microstrip line and
the coplanar waveguide with ground and about 14 mil for the coupled microstrip
lines. Thus, the height is just over half of the linewidth. It can also be seen that a

70 —

oL\

60

Z(Q)
55

50

N\
\ MLIN (solid)

CPWG (dashed)

45
MCLIN (solid)

]
20 25 30 35 40 45 50
Width (mils)
Figure 6.35 Impedance versus track width with dielectric thickness of 15 mils, gap or space of 20
mils, and dielectric constant of 2.2 at 1.9 GHz.
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Figure 6.36 Track width versus gap or space to result inZ = 50W for coupled microstrip lines and
coplanar waveguide.

microstrip line and a coplanar waveguide with ground have very similar behavior
until the dielectric height is comparable to the gap dimension.

Example 6.10: Transmission Lines

Using a simulator, determine line impedance at 1.9 GHz versus line width, gap, and
space for microstrip lines, coupled microstrip lines, and coplanar waveguide with a
ground plane. Use material with a dielectric constant of 2.2 and height of 15 mils,

and 0.7-mil copper.

Solution:

Calculations were done, and the results for characteristic impedance are shown in
Figure 6.35. Figure 6.36 shows the track width versus gap or space dimension to
result in Z = 50W.

High-Frequency Measurement of On-Chip Passives
and Some Common De-Embedding Techniques

So far, we have considered inductors, transformers, and theiZ-parameters. In this
section, we will discuss how to obtain thoseZ-parameters from measurements. A
typical set of test structures for measuring an inductor in a pad frame is shown in
Figure 6.37. High-frequency ground-signal-ground probes will be landed on these
pads so that the S parameters of the structure can be measured. However, while
measuring the inductor, the pads themselves will also be measured, and therefore
two additional de-embedding structures will be required. Once theS-parameters
have been measured for all three structures, a simple calculation can be performed
to remove the unwanted parasitics.

The dummy open and dummy through are used to account for parallel and
series parasitic effects, respectively. The rst step is to measure the three structures,
the device asYpyr, the dummy open asY gyen, and the dummy through asY rpough-
Then, the parallel parasitic effects represented by o, are removed as shown by
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Device under test D@fo
Dummy through DEJ-@
Dummy open M ﬂ
Figure 6.37 Example of a high-frequency structures used for measuring on-chip passives.
(6.39), leaving the partially corrected device admittance a¥ ¢, and the corrected
value for the dummy through asY G, ygn-
YSur =Your - ¥
DUT DUT Open (6.39)
Y'I('through :YThrough - YOpen

The nal step is to subtract the series parasitics by making use of the dummy
through. Once this is done, this leaves onlyZ pe,ice the Z-parameters of the device
itself as shown in (6.40).

Zpevice =Z QI:DUT -Z 9I:'hrough (6.40)
where Z&,yr is equal to 1/Y ¢yt and Zerygygn is equal to 1/Y &y oygh-

Note that when measuring a two-port structure, Z 4, (often displayed on the
network analyzer) is not equal to the input impedance of the circuit. Also note that
in general even though port two is loaded with 50W by the network analyzer,

Zin * Z11- 5OV (6.41)

In order to nd the input impedance, one must use the formulas in Sec-
tion 6.15.

6.25 Packaging

With any IC, there comes a moment of truth, a point where the IC designer is forced
to admit that the design must be packaged so that it can be sold and the designers
can justify their salaries. Typically, the wafer is cut up into dice with each die con-
taining one copy of the IC. The die is then placed inside a plastic package, and the
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Figure 6.38 An IC in a package (delidded).

pads on the die are connected to the leads in the package with wire bonds (metal
wires) as shown in Figure 6.38. The package is then sealed and can be soldered to
a board.

Once the signals from the chip reach the package leads, they are entering a
low-loss 50W environment and life is good. The main trouble is the impedance and
coupling of the bond wires, which form inductors and transformers. For a wire of
radius r a distanceh above a ground plane, an estimate for inductance is [3]

L»o.zlngr'1 (6.42)

where L is expressed as nanohenries per millimeter. For typical bond wires, this
results in about 1 nH/mm.

For two round wires separated byd and a distanceh above a ground plane, the
mutual inductance is estimated by

é 2|
M »0.1lna + 2N 0| (6.43)

where M is expressed as nanohenries per millimeter. As an example, for a pair
of bond wires separated by 150um (a typical spacing of bond pads on a chip), 1
mm from the ground plane, mutual inductance would be 0.52 nH/mm, which is a
huge number. If the height is dropped to 150um above the ground plane, then the
mutual inductance of 0.16 nH/mm is still quite signi cant. Note that parallel bond
wires are sometimes used deliberately in an attempt to reduce the inductance. For
two inductors in parallel, each of value L, one expects the effective inductance to
be L 42. However, with a mutual inductance of M, the effective inductance is (L¢ +
M)/2. Thus, with the example above, two bond wires in parallel would be expected
to have 0.5 nH/mm. However, because of the mutual inductance of 0.5 nH/mm, the
result is 0.75 nH/mm. Some solutions are to place the bond wires perpendicular to
each other, or to place ground wires between the active bond wires (obviously of
little use if we were trying to reduce the inductance of the ground connection). An-
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Figure 6.39 Approximate package model.

other interesting solution is to couple differential signals where the current is ow-
ing in opposite directions. This could apply to a differential circuit, or to power and
ground. In such a case, the effective inductance i¢.{ - M)/2, which, in the above
example, results in 0.25 nH/mm.

Figure 6.39 is an example of an approximate model for a 32-pin, 5-mm (3-mm
die attach area) thin quad at pack (TQFP) package.

At 900 MHz, the impedances would be as shown in Figure 6.40.

The series inductor is dominant at 900 MHz. At the input and output, there is
often a matching inductance, so it can simply be reduced to account for the package
inductance. At the power supply, the inductance is in series with the load resistor,
so gain is increased and the phase is shifted. Thus if the intended load impedance is
50W, the new load impedance is 56-j17 or in radial terms, 52.8 D 18.8°. The most
important effect of the package occurs at the ground pad, which is on the emitter
of the common-emitter ampli er. This inductance adds emitter degeneration, which
can be bene cial in that it can improve linearity, and can cause the ampli er input
impedance to be less capacitive and thus easier to match. A harmful effect is that
the gain is reduced. Also, with higher impedance to external ground, noise injected
into this node can be injected into other circuits due to common on-chip ground
connections. Note that self-resonance of this particular package limits its use to a
few gigahertz.

Usually it is bene cial to keep ground and substrate impedance low, for ex-
ample, by using a number of bond pads in parallel as shown in Figure 6.41. For

1nH 1nH 1nH
(j5.65) (j5.65) (5.65)

l 000 l 000 l 000 l
0.3 pF 0.05 pF 0.05 pF 0.15 pF
'I'(—j589) '|' (—3537) '|' (—43537) '|' (=j1179)

Sub PCB ground

3nH (j17)

A\ Io.s pF | 0.25 pF
'I'(—jsse) '|' (~j707)

Sub PCB ground
Figure 6.40 Impedances for the approximate package model of Figure 6.39 at 900 MHz.
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Figure 6.41 Simple ampli er with bond pad models shown.

example, with four parallel bond pads, the impedance ig4.2W. However, it must

be noted that with n bond wires in parallel and close together, mutual inductance
between them can increase the inductance so that inductance is not decreased by a
factor of n, but by something less.

The input source and the load are referenced to the PCB ground. Multiple pads
are required for the on-chip ground to have low impedance to PCB ground. Here,
the emitter is at on-chip ground. The bond pads have capacitance to substrate, as
do any on-chip elements as previously shown in Figure 6.6, including capacitors,
inductors, transistors, and tracks. The substrate has substrate resistance, and sub-
strate contacts are placed all over the chip and are here shown connected to several
bond pads. The pads are then connected through bond wires and the package to the
PCB, where they could be connected to PCB ground. While bringing the substrate
connection out to the printed circuit board can be done for mixed-signal designs,
for RF circuits, the substrate is usually connected to the on-chip ground.

The lead and foot of the package are over the PCB so have capacitance to the
PCB ground. Note that PCBs usually have a ground plane except where there are
tracks.

6.25.1 Other Packaging Techniques and Board Level Technology

Other packages are available that have lower parasitics. Examples are ip-chip and
chip-on-board.

Solder ball (solder bump)

\() oRipl

Side view ﬁ

Printed circuit board

Figure 6.42 Flip-chip packaging.
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Figure 6.43 Chip-on-board packaging.

When using ip-chip packaging, a solder ball (or other conducting material) is
placed on a board with a matching pattern and the circuit is connected as shown in
Figure 6.42. This results in low inductance (a few tenths of a nanohenry) and very
little extra capacitance. One disadvantage is that the pads must be further apart;
however, the patterning of the PCB is still very ne, requiring a specialized process.
Once ipped and attached, it is also not possible to probe the chip.

When using chip-on-board packaging, the chip is mounted directly on the
board and bond wires run directly to the board, eliminating the package, as shown
in Figure 6.43. The PCB may be recessed so the top of the chip is level with the
board. This may require a special surface on the PCB (gold, for example) to allow
bonding to the PCB.

Packaging has an important role in the removal of heat from the circuit, which
is especially important for power ampli ers. Thermal conduction can be through
contact. For example, the die may touch the metal backing. In the case of the ip-
chip, thermal conduction is through solder bumps to the printed circuit board.

Recently a new type of packaging technology called low temperature co red
ceramic (LTCC) has started to be used with RF and microwave circuits. This tech-
nology allows the package level connection of multiple ICs as well as the ability to
implement very ne geometry off chip passives. For example, inductors with values
up to a few nanohenries with very highQ are possible. As well, custom lters can
also be implemented to work with the radio, giving the designer the possibility of
designing components that on-chip would be far too lossy to be practical.
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LNA Design

7.1 Introduction and Basic Amplifiers

The LNA is the first block in most receiver front ends. Its job is to amplify the signal
while introducing a minimum amount of noise to the signal.

Gain can be provided by a single transistor. Since a transistor has three termi-
nals, one terminal should be ac grounded, one is the input, and one is the output.
There are three possibilities, as shown in Figure 7.1, each shown with a bipolar and
a MOS transistor. Each one of the basic amplifiers has many common uses and each
is particularly suited to some tasks and not to others. The common-emitter/source
amplifier is most often used as a driver for an LNA. The common-collector/drain,
with high input impedance and low output impedance, makes an excellent buffer
between stages or before the output driver. The common-base/gate is often used as
a cascode in combination with the common-emitter/source to form an LNA stage
with gain to high frequency as will be shown. The loads shown in the diagrams can
be made either with resistors for broadband operation or with tuned resonators
for narrowband operation. In this chapter, the LNA with resistors will be discussed
first, followed by a discussion of the narrowband LNA. As well, refinements such as
feedback can be added to the amplifiers to augment their performance.

7.1.1 Common-Emitter/Source Amplifier (Driver)

To start the analysis of the common-emitter amplifier, we replace the transistor with
its small-signal model, as shown in Figure 7.2(a). Z; represents some arbitrary load
that the amplifier is driving. For the common-source amplifier using a MOS transis-
tor, the small-signal model would not have an input resistor 7, and C, C,;, v, and
rp, would be replaced by Cy, Cyy, v, and 7, respectively, as shown in Figure 7.2(b).
Since at our frequency of interest the impedance of C,, is considerably less than the
impedance of 7, the two circuits will have similar results.
At low frequency, the voltage gain of the amplifier can be given by:

_Vo _ r Z,
Ap=—=- OmZL » -
Vi lh +r le

(7.1)

where 7, is the small signal base-emitter diode resistance as seen from the emitter.
Note that 7, » fr, and g,,, » 1/r,. For low frequencies, the parasitic capacitances have
been ignored and 7, has been assumed to be low compared to 7.
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Vee Voo
VC Cc VDD VC C VD D
Vout ""oul
Vin Vin —| fl
Vout Vout Vout Vout
Vin Vin
Vin Vin —l

Common-Emitter/Source Common-Collector/Drain Common-Base/Gate
(LNA Driver) (Buffer) (Cascode)

Figure 7.1 Simple transistor amplifiers.

The input impedance of the circuit at low frequencies is given by:
Zin =rp +r (7.2)

In the case of a CMOS transistor, the low frequency input impedance would be
given by:

Zin =g + (7.3)

SCys

which will approach an open circuit at low frequency.

However, at RE, C; will provide a low impedance across 7, and C,, will provide
a feedback (and feedforward) path. The frequency at which the low-frequency gain
is no longer valid can be estimated by using Miller’s theorem to replace C,, by two
capacitors C4 and Cp, as illustrated in Figure 7.3, where C, and Cjy are:

r, C,
i AN J_ { | Vo
VTE Cn-l— e 9 mvn r ° z L
(a)
Iq Cod
Vi =AAN J_ | | Vo
Vgs | Cgs IV gs o 2
(b)

Figure 7.2 Small signal model of: (a) the common-emitter amplifier and (b) the common-source
amplifier.
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Figure 7.3 C,is replaced with two equivalent capacitors C4 and Cgin the common-emitter amplifier.

Ca=C gi :/’—?;:c (L+gmZ.) »C gnZL (7.4)
: 1 6
Ce=Cc & VY %c &, 3c 7.5

There are now two equivalent capacitors in the circuit: one consisting of C4 +
C, and the other consisting of Cg. This means that there are now two RC time
constants or two poles in the system. The dominant pole is usually the one formed
by C4 and C,. The pole occurs at:

B 1
"2 ot ||fb +Rs)][C +Cal

fp1 (7.6)

where R; is the resistance of the source driving the amplifier. We note that as the
load impedance decreases, the capacitance C, is reduced and the dominant pole
frequency is increased.

For the MOS transistor case, the equivalent low-frequency pole would be:

1
fp1 =
2 Arg +Rs)CgstC A (7.7)
where for the MOS case, C, is given by:
Ca =Cyd(@+9mZL) »CgaOmZL (7.8)

When calculating fr, the input is driven with a current source and the output
is loaded with a short circuit. This removes the Miller multiplication, and the two
capacitors Cand C, (or Cys and C,y for the MOS case) are simply connected in
parallel. Under these conditions, as explained in Chapter 4, the frequency fg where
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the current gain reduces by 3 dB is given by:
_ 1 (7.9)
2 xC +C)

The unity current gain frequency can be found by noting that with a first-order
roll-off, the ratio of frto fgis equal to the low-frequency current gain 3. The result-
ing expression for fris:

- Om (7.10)
2 {C +C)

For the MOS case, the capacitors are replaced by Cy, and Cyy.

Example 7.1: Calculation of Pole Frequency

A 15 transistor, as described in Chapter 4, has the following bias conditions and
properties: I =5 mA, r, = 500W, B =100, C, =700 fE, C, =23.2 {F, g,,, = Ic/vr =
200mA/V, r, = SW, Z; = 100W, and R, = S0W. Find the frequency fp; at which the
gain drops by 3 dB from its dc value.

Solution:
Since g,,R; =20,

Ca»CpomZL =23.2fFx20 =464 fF

Thus, the pole P is at a frequency of:
1

fpl = =2.76 GHz
2 [500 (5+50)][700f +464f]
Example 7.2: Calculation of Unity Gain Frequency
For the transistor in Example 7.1, compute fgand fr.
Solution:
Using (7.9) and (7.10), the result is:
1 1 =440 MHz

T2 1 (C +C) 2 500 WOOF £3.2fF)

Om 0.2

= = = 44 GHz
2 (C +C ) 2 (700 fF +23.2 fF)

fr

Knowing the pole frequency, we can estimate the gain at higher frequencies,
assuming that there are no other poles present with:

AVO

1+j (7.11)
fp1

Avf) =
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Example 7.3: Calculation of Gain of Single Pole Amplifier

For the above example, for A,, = 20 with fp; =2.76 GHz, calculate the gain at 5.6
GHz.

Solution:
With fp; =2.76 GHz, at 5.6 GHz, the gain can be calculated to be 8.84, or 18.9 dB.
This is down by about 7 dB from the low-frequency gain.

The exact expression for v /v, (after about one page of algebra) is

s- 9m
Vo c
Ve ® é 1 1 u é 1 Vo) (7.12)
e Rs¢gsz+ et T SR S i
%CRs  Czie cUScr czieh

where v; is the source voltage, Rg¢= Rg + 1), Rg; = Rgllr,, C,, = C, in series with
C., and Z;¢=Z;llr,.

As expected, this equation features a zero in the right-half plane, and real, well-
separated poles, similar to that of a pole-splitting opamp [1].

Example 7.4: Calculation of Exact Poles and Zeros

Calculate poles and zeros for the transistor amplifier as in the previous example.

Solution:

Results for the previous example: 15" npn, S mA, Z; =100W, C, =23.2 fF, C, =700
tE, Rg = S50W, 7, = SW. Using (7.12), the results are that the poles are at 2.66 GHz
and 118.3 GHz; the zero is at 1,372 GHz. Thus, the exact equation has been used
to verify the original assumptions that the two poles are well separated, that the
dominant pole is approximately at the frequency given by the previous equations,
and that the second pole and feed-forward zero in this expression are well above
the frequency of interest.

7.1.2 Simplified Expressions for Widely Separated Poles

If a system can be described by a second-order transfer function given by:

Vo _ AS- 2
Vi & +sb+c (7.13)

then the poles of this system are given by:

b b 4c
=+ /1_ 7.14
P2 %5 b2 ( )

If the poles are well separated, then 4¢/b* << 1, therefore:

b baei 2cd
- =1 =2
R2>-of 58l 2 (7.15)
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and

Py » - % (7.16)

P »-b (7.17)

Example 7.5: Calculation of Poles and Zeros with Simplified Expressions

With the expression as above, the poles occur at 2.60 GHz and 120.94 GHz, which
are reasonably close to the exact values.

7.1.3 The Common-Base/Gate Amplifier (Cascode)

The common-base (or common-gate) amplifier is often combined with the common-
emitter (or common-source) amplifier to form an LNA. It can be used by itself as
well. Since it has low input impedance, when it is driven from a current source,
it can pass current through it with a near unity gain up to a very high frequency.
Therefore, with appropriate choice of impedance levels, it can also provide voltage
gain. The small-signal model for the common-base amplifier is shown in Figure 7.4
(ignoring the transistor’s output impedance). The analysis for a common-gate am-
plifier would be identical, except for the change of names, and with no equivalent
for 7.
The current gain (ignoring C,, and 7,) for this stage can be found to be:

Tout 1 1
in  1+] C re »1+j7 (7.18)

where o =2nf1 (see (7.10)). At frequencies below @y, the current gain for the stage
is 1. Note that the pole in this equation is usually at a much higher frequency than
the one in the common-emitter amplifier, since 7, < 7, + R,. As mentioned above, the
input impedance of this stage is low and is equal to 1/g,, at low frequencies. At the
pole frequency, the capacitor will start to dominate and the impedance will drop.
This amplifier can be used in combination with the common-emitter amplifier
(discussed in Section 7.1.1) to form a cascode LNA as shown in Figure 7.5. In this

Figure 7.4 Small signal model for the common-base amplifier.
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Vee Voo
Re Re
Vout Vout
Vebias Cascode Q, Vbias _I Cascode M,
Vel Var
Vi Driver Q, Vi—I Driver M,

Figure 7.5 Common-base and common-gate amplifiers used as a cascode transistor in an LNA.

case, the current 7., through QO is about the same as the current i, through O,
since the common-base amplifier has a current gain of approximately 1. Then, i.; »
iz = g,V; For the case where Rg + 7, << 7, and v, /v; » —g,,R ¢, the gain is the same
as for the common-emitter amplifier. However, this reduces the feedback of C \» and
as a result, high-frequency gain increases.

In the previous section, we showed that as the load resistance on the common-
emitter amplifier is reduced, the dominant pole frequency is increased. Thus, by
adding the common-base amplifier as the load of the common-emitter amplifier,
the impedance seen by the collector of Q; is r, » 1/g,,, (a low value). Thus, the
frequency response of this stage has been improved by adding the common-base
amplifier. For bipolar transistors, the gain of the driver stage is equal to -1 since the
transconductance is directly related to the current and the current is the same in the
two transistors. Thus, the Miller effect will appear to multiply C, by about 2. Recall
that for the common-emitter amplifier, C, will be multiplied by about g,,Z;, which
would typically be much larger. For the CMOS case where the transconductance is
related to both the current and the transistor size, the gain can be different from —1.
If the cascode transistor is made smaller, for example, to reduce output capacitance,
the gain will be larger and hence Miller multiplication will be higher.

The new estimate for the pole frequency in the cascoded common-emitter am-
plifier is:

_ 1 & rm Ofr
= »lt ——
2nfrm (o1 +R9)I[C, +2C,] & Rs+rupp

fp1 (7.19)

Example 7.6: Improving the Pole Frequency of a CE Amplifier

For the previous example with 15" npn, S mA, Z; =100W, C,,=23.2 fF, C; =700 fF,
Rg = S0W, r;, = SW, estimate the pole frequency for the amplifier with a cascode
transistor added.

Solution:
Without the cascode transistor, the estimated pole frequency was fp; » 2.7 GHz.
Using (7.19), the pole frequency is 4.44 GHz.
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Another advantage of the cascode amplifier is that adding another transistor
improves the isolation between the two ports (very little reverse gain in the am-
plifier). The disadvantage is that the additional transistor adds additional poles
to the system. This can become a problem for a large load resistance, leading to
rapid high-frequency-gain roll-off (-12 dB/octave compared to the previous —6 dB/
octave) and excess phase lag, which can cause problems if feedback is used. As well,
an additional bias voltage is required, and if this cascode bias node is not properly
decoupled, instability can occur. A further problem is the reduced signal swing at
a given supply voltage, since the supply must now be split between two transistors
instead of just one as for the simple common-emitter amplifier.

7.1.4 The Common-Collector/Drain Amplifier (Emitter/Source Follower)

The common-collector amplifier is a very useful general-purpose amplifier. It has
a voltage gain that is close to 1, but has a high input impedance and a low output
impedance. Thus, it makes a very good buffer stage or output stage. Also, it can be
used to do a dc level shift in a circuit.

The common-collector amplifier and its small-signal model are shown in Figure
7.6. The resistor Ry may represent an actual resistor or the output resistance of a
current source. Note that the Miller effect is not a problem in this amplifier since
the collector is grounded. Since C,, is typically much less than C, it can be left out
of the analysis with little impact on the gain. The voltage gain of this amplifier is
given by:

ad+s/z18
A,(s) = L
»(s) 61+ s/P B (7.20)
VL‘C
Rg

v Yo

Re

VEE

Rs=Rs+r, C.

+

Figure 7.6 Common-collector amplifier and its small-signal model.
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A,, is the gain at low frequency and is given by:

1+9,Rg +(Rg +Rg)/ry  1+g,Rg 1/g, +Rg

»1 (7.21)

(4%

where R = Rg + 75, The first approximation in (7.21) is valid only if r, >> Rp +
Rp and this is always true for CMOS and can be valid for bipolar. The second ap-
proximation is valid only if g,, R >> 1 and while this may be valid for the bipolar
implementation, it is less likely to be valid for CMOS where the transconductance
is typically much lower.

The pole and zero are given by:

Zl » gim =T (722)
Cr
P » 1 (7.23)
"7 CrRy '
where
Rp + RE
Ry =r | ——— 7.24
A =T 1+ ngE ( )
if g,,Rg >> 1, then
RB + RE
Ra»——— 7.25
ngE ( )
and
Rg
P» ——w
1» Rp +Rp T (7.26)

For the CMOS circuit, the zero and pole frequencies have similar expressions
with Cy replaced with C,s and 7, removed.

The input impedance of this amplifier can also be determined. If g,,Rp >> 1,
then we can use the small-signal circuit to find Z;,. The input impedance again ig-
noring C,, is given by:

Zin = Zg + Re(1+ gmZz) (7.27)

Likewise, the output impedance, not including R, can be found and is given

by:

_ 1w +Rp +sCrrRp

Zout = (7.28)

1+ gurp +sCrrp
Provided that 7, > Rp at the frequency of interest, the output impedance simpli-
fies to:

1+ gnRpjo/oT
1+jo/oT

Lowt » 1e

(7.29)



180

LNA Design

At low frequencies, this further simplifies to:

1
Lout » e » gf (7.30)

At higher frequencies if 7, > R, (recalling that Rz = Rg + 7)), for example, at low
current levels, then |Z | decreases with frequency and so the output impedance is
capacitive. However, if 7, < Rp, then |Z | increases for higher frequency and the
output can appear inductive. In this case, if the circuit is driving a capacitive load,
the inductive component can produce peaking (resonance) or even instability.

From (7.28) the output can be modeled as shown in Figure 7.7 where:

1 Ri+n
Ri=—+—>—7 7.31
8m ﬁ ( )
Ry =R, +n (7.32)
1
L=—(Rs+n) (7.33)
T

For the CMOS equivalent, the output equation is somewhat simpler.

1 1+SCgSRB
ZOllt =77C
8&m 1+Sﬁ

Em

(7.34)

We note that if gate resistance is small, then R is roughly equal to the source
resistance. By setting 1/g,, equal to the source resistance, the pole and zero will
approximately cancel out. However, in a typical application with a high driving
impedance Ryg, such cancellation generally cannot be done. Instead, the output im-
pedance will also appear inductive as for the bipolar implementation.

Example 7.7: Emitter Follower Example

Calculate the output impedance for the emitter follower with a transistor, as before
with § mA, C, =23.2 fF, C; =700 fF, r;, = SW. Assume that both input impedance
and output impedance are SOW.

out

<;

Figure 7.7 Output impedance of the common-collector amplifier.
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Solution:

Solving for the various components, it can be shown that low-frequency output
resistance is 5.5W and high-frequency output impedance is 55W. The equivalent
inductance is 0.2 nH, the zero frequency is 4.59 GHz, and the pole frequency is
45.9 GHz.

7.2 Amplifiers with Feedback

There are numerous ways to apply feedback in an amplifier and it would be almost
a book in itself to discuss them all. Only a few of the common feedback techniques
will be discussed here.

7.2.1 Common-Emitter/Source with Series Feedback (Emitter/Source
Degeneration)

The two most common configurations for RF LNAs are the common-emitter con-
figuration and the cascode configuration shown in Figure 7.8. In most applications,
the cascode is preferred over the common-emitter or common-source topology be-
cause it can be used up to higher frequencies (the extra transistor acts to reduce the
Miller effect) and has superior reverse isolation (S;,). However, the cascode also
suffers from reduced linearity due to the stacking of two transistors, which reduces
the available output voltage swing.

Most common-emitter/source and cascode LNAs employ the use of degenera-
tion (usually in the form of an inductor in narrowband applications) as shown in
Figure 7.8. The purpose of degeneration is to provide a means to transform the real
part of the impedance seen looking into the base to a higher impedance for match-
ing purposes. This inductor also trades gain for linearity as the inductor is increased
in size.

VCC

_QQ0Q

(b) ©) (d)

Figure 7.8 Narrowband LNAs with inductive degeneration: (a) common emitter, (b) common
source, (c) cascode common emitter, and (d) cascode common source.
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The gain of any of these amplifiers at the resonance frequency of the collector
or drain tank, ignoring the effect of C,, for the bipolar circuits or C,, for the CMOS
circuits is found with the aid of Figure 7.9 and is given by:

Voo g R

- 5 7.35

l §+é+ngE9 ZE ( )
/4

where Zp, is the impedance of the emitter or source degeneration. Here it is assumed
that the impedance in the emitter or source is a complex impedance. Thus, as the
degeneration becomes larger, the gain ceases to depend on the transistor param-
eters and becomes solely dependent on the ratio of the two impedances. This is, of
course, one of the advantages of this type of feedback. Another advantage is that
the circuit becomes less sensitive to temperature and process variations.

If the input impedance is matched to Rg (which would require an input series
inductor), then the gain can be written out in terms of source and load resistances
and fr only. That is, the final expression is independent of the reactive component,
although their values are set to ensure that the input impedance is equal to Rg. v,
in terms of 7, in Figure 7.9 can be given by:

Vout = - &mVaRL = - gmixZaRy, (7.36)

Noting that 7, can also be equated to the source resistance R, as i, = v;,/R:

Vout . ngn'RL

Vi Rq (7.37)

assuming that Z is primarily capacitive at the frequency of interest:

‘Uou‘ Ry _ Rpor
i | Rscooc,r Rsa,

(7.38)

Figure 7.9 Small-signal model used to find the input impedance and gain shown for the bipolar
circuits. For the CMOS circuits, r, is absent and C; and v, are replaced by Cys and vy, respectively.
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where o, is the frequency of interest. Note that nodal analysis will not result in the
same expression unless the input impedance is set equal to Rg and in practice this
requires the addition of an input inductor. The input impedance has the same form
as the common collector amplifier and is also given by:

Zin =Zg + ZE(1+ gnZy) (7.39)

Of particular interest is the product of Zy and Z_. If the emitter impedance is
inductive, then when this is reflected into the base, this will become a real resistance.
Thus, placing an inductor in the emitter or source tends to raise the real part of the
input impedance of the circuit, so it is very useful for matching purposes. (Con-
versely, placing a capacitor in the emitter or source will tend to reduce the input
impedance of the circuit and can even make it negative.)

7.2.2 The Common-Emitter/Source with Shunt Feedback

Applying shunt feedback to a common-emitter or common-source amplifier is a
good basic building block for broadband amplifiers. This technique allows the am-
plifier to be matched over a broad bandwidth while having minimal impact on the
noise figure of the stage. A basic common-emitter amplifier with shunt feedback is
shown in Figure 7.10. The analysis is the same for a CMOS amplifier noting that
Z  for a bipolar transistor is 7, in parallel with C, while for CMOS the equivalent
is simply C,,. Resistor Ry forms the feedback and capacitor Cyis added to allow for
independent biasing of the base and collector. C;can normally be chosen so that it
is large enough to be a short circuit over the frequency of interest. Note that this
circuit can be modified to become a cascode amplifier if desired.

Ignoring the Miller effect and assuming Csis a short circuit (1/0Cr << R/), the
gain is given by:

R
v RL - ngL ) R
A, ==Y T ngL (7.40)
vi 1+-L 1+-L
Ry Ry

Thus, feedback has reduced the gain compared to the original gain (—g,,R;)
without feedback.

Z

Figure 7.10 A common-emitter amplifier with shunt feedback.
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The input impedance of this stage is also changed dramatically by the presence
of feedback. Ignoring C, or C,; for a CMOS amplifier, the input admittance can be
computed to be:

R
1 ngL - RL 1
S U (7.41)
Ry Ry +Rp, Zr

Yi

Alternatively, the input impedance can be given by:

Z.(Rf +R
Zi = 7[( f L)

[Rf+Rp  Rf +Rp
= »
Rf +Rp +Z;(1 +ngL)

(7.42)
‘ ngL ngL

. Rf Zn’

This can be seen to be the parallel combination of Z; with Ry along with a
parallel component due to feedback. The last term, which is usually dominant,
shows that the input impedance is equal to R¢+ Ry, divided by the open loop gain.
As a result, compared to the open-loop amplifier, the input impedance for the shunt
feedback amplifier has less variation over frequency and process.

Similarly, the output impedance can be determined as:

Rf Ry

»
& 60 1+g,.7
1"'Zip 8gm - i+ Emip

Zout = (7.43)

where Z;, = R{¥R M. ;.

Feedback results in the reduction of the role the transistor plays in determining
the gain and therefore improves linearity, but the presence of Ry may degrade the
noise depending on the choice of value for this resistor.

With this type of amplifier, it is sometimes advantageous to couple it with an
output buffer, as shown in Figure 7.11. The output buffer provides some inductance
to the input, which tends to make for a better match. The presence of the buffer

VCC
1\ VCC
=3
C R
—FM—] Ve
Y
V.
" Ibias
Re

Figure 7.11 A common-emitter amplifier with shunt feedback and output CC buffer.
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does change the previously developed formulas somewhat. With the addition of a
buffer, the voltage gain is no longer affected by the feedback so it is approximately
that of a common emitter amplifier given by (R;/(Rg + 1/g,,)) minus the loss in the
buffer. However, if driven from a resistor, the gain will have some dependence on
the feedback resistor Ry. If the buffer is assumed to be lossless, and with a simple
common-emitter amplifier at the input, that is, with R = 0, the input impedance
can be determined to be:

-1
& o] R R
T = Zn q 4 Ly 8RLZO f >t (7.44)
& R R 3 14g, R+ gmRL
Z

/4

The final approximation is valid if R¢is much larger than the magnitude of Z,.
We note that it is quite common to use a nonzero Rg to improve linearity, and in
such a case the input impedance will not be exactly as predicted by the equation.
Simulations can be used to make any necessary adjustments.

Example 7.8: Calculation of Gain, Input, and Output Impedance with Shunt
Feedback

An amplifier similar to that shown in Figure 7.10 has a load resistor of R; = 100W
and a source resistance of Rg = SOW. The transistors are in a 50-GHz fr process
with 15" transistors and 5 mA for a transconductance of g,, =200 mA/V. With =
100, .= 500W, parasitic capacitance was estimated at C; = 0.44 pF. Assume C, can
be ignored (the Miller effect can be minimized by using a cascode structure). At
900 MHz, compare gain, input, and output impedance with feedback resistor at
R;—¥ and Ry = S00W.

Solution:

Without feedback from the output to the base, the gain is g,,R; is 20 or 26 dB.
From input source to output including the effect of the source resistance and Z,,
calculated as 196244 (or 3132 -51.2°), the gain A, is equal to:

Ze 196 - j244

=-20—0————=17.95-;2.03
R+ Z; 50+196- ;244

A, =(- ngL)

=18.07D - 6.45°(or 23.3 dB)

Input impedance is given by Z, calculated as 196- 7244 (or 3132 —-51.2°). The
output impedance for this simple example is infinity. However, for a real circuit, the
output impedance would be determined by the transistor, integrated circuit, and
package parasitic impedance.

Now for the case where the feedback is 500W, from (7.40), the voltage
gain is:

~ Y, -0.2° 100 _ ng =16.67 (or 24.4 dB)



186

LNA Design

(Note the exact expression from the same equation would have resulted in 16.5,
so the approximate expression is sufficient.) Thus, the gain has been reduced from
26 dB to 24.4 dB.

From the source, the gain is reduced much more since the input impedance is
much reduced so there is a lot of attenuation. The gain from the source, instead of
from v;, can be shown to be just over 15 dB.

Thus, gain is reduced from 23.8 dB to about 15 dB by feedback.

Ry +R 5
Zin » Rf | Zp | ~1—5 = 500((196 - j244) EEMS:M.M- i1.98
gmR1 20 B
R
Zow » —— 500 = 53.63+j4.96

1+ guZip 1+02° (41.22- j4.27)

where Zin, = RIR M = SO 009196 - j244) =41.22 - j4.27.

We note that at low frequency without feedback, Z;, would have been S00W
due to 7, while with feedback, it can be shown to be 27W (assuming the feedback
capacitor is large enough so that feedback is still being applied), so the impedance
is much more steady across frequency.

In Section 7.9, we will conclude the chapter with a major example of a broad-
band amplifier design, including considerations of noise and linearity. Noise and
linearity are topics that will be discussed in some of the following sections.

7.3 Noise in Amplifiers

When the signal is first received by the radio, it can be quite weak and can be in
the presence of a great deal of interference. The LNA is the first part of the radio to
process the signal and it is therefore essential that it amplify the signal while add-
ing a minimal amount of additional noise to it. Thus, one of the most important
considerations when designing an LNA is the amount of noise present in the circuit.
The following sections discuss this important topic.

7.3.1 Input Referred Noise Model of the Bipolar Transistor

Note that the following two sections contain many equations, which may be tedious
to some readers. Reader discretion is advised. Those who find equations disturbing
can choose to go directly to Section 7.3.4.

In Chapter 2, we made use of an idealized model for an amplifier with two noise
sources at the input. If the model is to be applied to an actual LNA, then all the
noise sources, as discussed in Chapter 4, must be written in terms of these two input-
referred noise sources, as shown in Figure 7.12. Starting with the model shown in
Figure 7.12(a) and assuming that the emitter is grounded with base input and col-
lector output, the model may be determined with some analysis.
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Figure 7.12 Noise model for (a) the bipolar transistor and (b) the equivalent input referred noise
model.

When the input is shorted in Figure 7.12(b), v,, is the only source of noise in
the model, and assuming that 7, is small enough to have no effect on the gain, the
output noise current i, . would be:

ion7t0t2 =V gmz (7.45)

If instead the actual noise sources in the model are used as in Figure 7.12(a),
then the output noise current can also be found. In this case, the effect of the base
shot noise is assumed to be shorted out (i.e., 7, is small compared to the input im-
pedance of the transistor). That leaves the collector shot noise and base resistance
noise sources in the model to be accounted for.

. 2 2 2 )
Ton_tot = Ubn &m~ Fin (7.46)

We wish to make these two models equivalent, so we set (7.45) equal to (7.46)
and solve for v,,, giving:

vt = 2‘7125 +4kTn, (7.47)
Em
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where vp,> = 4kTn, and i.,> =2ql.. Now if the input is open circuited in Figure
7.12(b), then only i, can have any effect on the circuit. In this case the output noise is:

Z.on_totz = inzzﬂ:zgmz (7.48)
Similarly for the model in Figure 7.12(a):
z.on_totz = ibnzznzgmz + icnz (749)
Now solving (7.48) and (7.49) for i, gives:

quc

gm2

02 =2qlp + Y2 (7.50)

where E =2glp and i = 2q1,.

7.3.2 Noise Figure of the Common-Emitter Amplifier

Now that the equivalent input referred noise model has been derived, it can be ap-
plied to the results in Chapter 2 so that the optimum impedance for noise can be
found in terms of transistor parameters.

The input-referred noise current has two terms. One is due to base shot noise
and one is due to collector shot noise. Since collector shot noise is present for both
v,, and i, this part of the input noise current is correlated with the input noise volt-
age, but the other part is not. Thus:

5 _ 29I
it ="TCy? (7.51)
gm
i =2glp (7.52)

Likewise, in the case of the v,:

2 _2qlc
c
gm2

(7.53)

v> = 4kTr, (7.54)

The correlation admittance Y, can be determined (see Section 2.2.5). It will be
assumed that at the frequencies of interest the transistor looks primarily capacitive.

(7.55)
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where it is assumed that 7, is not significant. Explicitly:
G.»0 (7.56)

B, = wCy (7.57)

Thus, the correlation admittance is just equal to the input impedance of the
transistor.
R, R,, and G, can also be written down directly.

_ch_ 29lc¢  _vr _ 1

= = = VT 7.58
4kT  4kTg,* 2Ic 28w 728
_ E _ 4kTr _ (7.59)
“TART T 4kT '
)
_ i _2qlp _ Ic _gm (7.60)

“T4kT  4RT  2ViB 2B

Using these equations, an explicit expression for the noise factor can be written
in terms of circuit parameters by making use of the general expression for F in terms
of the above parameters as shown in Chapter 2 in (2.28). The following expressions
were used to simplify the results

or » 8, g, =l gL (7.61)
Cﬂ,’ T

The resulting expression for F is

.2
R; 4 Te +R5<’;ELO T

F=1+ — - 7.62
2B 2R 2n.&frz R (7.62)
Here it is assumed that the source resistance has no reactive component.
These equations also lead to expressions for G, and B,,,, making use of (2.29)
and (2.30) in Chapter 2:
®  gu’ |, 28m(@Cr)* 0
Gopt = + s (7.63)
EB(1+2g,m)  (1+2gm) B
- COCn-
= 7.64
e (7.64)

We note that G, varies directly with device size (since I¢, g,,, and C, are
proportional to transistor size and 7, is inversely proportional to transistor size).
Thus, device size can be adjusted to set G, equal to 1/50W. Thus for that size of
device, driving it with S0W would give the best noise figure. In the next section
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we will see how to set the actual input impedance so that it is also equal to 50W,
making it feasible to match both power and noise simultaneously.

The expression for B, can be simplified if 7;, is small compared to 1/2g,,. This
would be a reasonable approximation over most normal operating points:

Bopt = - 0Cy (7.65)

Thus, it can be seen that the condition for maximum power transfer (resonat-
ing out the reactive part of the input impedance) is the same as the condition for
providing optimal noise matching.

Hence, the method in the next section can be used for matching an LNA.

7.3.3 Noise Model of the CMOS Transistor

A similar procedure can be followed as for the bipolar transistor with similar re-
sults. For bipolar transistors, the noise sources were collector shot noise current,
base shot noise current, and base resistance noise voltage. For the CMOS transis-
tor, similar noise sources are the drain channel noise current, gate induced noise
current, and gate resistance noise voltage as shown in Chapter 4 and repeated in
Figure 7.13.

By going through the same steps, or by directly comparing noise at the input
due to the various noise sources, the following expression can be derived for noise
figure of a simple NMOS common source amplifier:

g *1LG 4 0gmR; ew 6
F=1+ + + S

- 7.66
R, gmRs 5 ngﬂ ( )

where 7} ¢ is the series resistance of inductor L.

This derivation has been simplified by assuming that the common source con-
figuration has a high input impedance; hence, drain channel noise is reflected back
to the input using voltage only. After impedance matching as discussed in the fol-
lowing sections, the above equations for noise are no longer quite correct as the
gain is modified by the impedance matching circuit. A modified equation for noise

gd D

2 I
Vng :4kTrg s idz-
-|- gmvgs gsvsb "

fg VgVl C
|
1

— K

st ! J'C
7 _ Do’/
" 59,

Figure 7.13 Noise model for the CMOS transistor.
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will be shown in the CMOS design example; however, it can be noted that the
results are not that different. It can also be noted that in practice at low gigahertz
frequencies, the gate induced noise term, the last term in (7.66), can often be left
out to simplify the calculations.

7.3.4 Input Matching of LNAs for Low Noise

Since the LNA is the first component in the receiver chain, the input must be matched
to be driven by SOW. Many methods for matching the input using passive circuit
elements are possible with varying bandwidths and degrees of complexity, many of
which have already been discussed; however, one of the most elegant is described in
[2]. This method requires two inductors to provide the impedance and noise match
for the LNA as shown in Figure 7.14.

Starting with (7.39), and using the component names for the bipolar transistor,
the input impedance for this transistor (assuming that the Miller effect is not impor-
tant and that 7, is not significant at the frequency of interest) is:

i L .
Zin = cl + /wLe+gg ¢+ ol (7.67)

T 4

Note that to be matched, the real part of the input impedance must be equal to
the source resistance R; so that:

gmbe _p, (7.68)
Cn
Therefore:
Le = RSC” = RS (769)
Em T

Note that C,; has been ignored. If it were considered, the value of the capaci-
tance would be larger than C,, and therefore a larger inductor would be required
to perform the match.

L, L
RFin Q, RFino_GUQ?S_I M,
Le LS
(@) (b)

Figure 7.14 LNA driver transistor with two inductors to provide power and noise matching:
(a) with bipolar transistor and (b) with MOS transistor.
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Also, the imaginary part of the input impedance must equal zero. Therefore:

1 RCy

L, = -
Cn'a)z gm

(7.70)

Making use of the above analysis, as well as the discussions on noise so far, the
following method for simultaneously matching an LNA for power and noise was
created. It is outlined in the following steps.

1. Find the current density in the process that will provide the lowest minimum
NF and set the current density in the transistor to be this value, regardless
of the size of the device. The minimum NF for a process can be found from
device measurements, but for the circuit designer it can be determined by the
use of simulators such as ADS, SPICE, or Spectre.

2. Once the current density is known, then the length of the transistor [, (equiv-
alently, the transistor emitter area, since the width is constant) should be
chosen so that the real part of the optimum source impedance for lowest
noise figure is equal to SOW. The current must be adjusted in this step to keep
the current density at its optimal level determined in step 1.

3. Size L,, the emitter degeneration inductor, so that the real part of the input
impedance is SOW. The use of inductive degeneration will tend to increase
the real part of the input impedance. Thus, as this inductor is increased, the
impedance will (at some point) have a real part equal to S50W.

4. The last step in the matching is simply to place an inductor in series with
the base L;,. Without this inductor, the input impedance is capacitive due to
C,. This inductor is sized so that it resonates with L, and C, at the center
frequency of the design. This makes the resultant input impedance equal to
50Wwith no additional reactive component.

This technique has several advantages over other matching techniques. It is
simple and requires only one additional matching component in series with the
input of the transistor. It produces a relatively broadband match, and it achieves
simultaneous noise and power matching of the transistor. This makes it a preferred
method of matching.

There are many instances where this method cannot be applied without modi-
fication. For some designs, power constraints may not accommodate the necessary
current to achieve the best noise performance. In this case, the design could pro-
ceed as before except with a less than optimum current density. In other cases, the
design may not provide the necessary gain required for some applications. In this
case, more current may be needed, or some other matching technique that does not
require degeneration may have to be employed. As well, linearity constraints may
demand a larger amount of degeneration than this method would produce.

Example 7.9: Simultaneous Noise and Power Matching with a Bipolar Transistor

Design an LNA to work at 5 GHz using a 1.8-V supply with the simultaneous noise
and power matching technique discussed in this chapter. For the purpose of the
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example design, a simple buffer so that the circuit can drive SOW. Assume that a
50-GHz, 0.5-um SiGe technology is available.

Solution:

At 1.8V it is still possible to design an LNA using a cascode configuration. The cas-
code transistor can have its base tied to the supply. A simple output buffer that will
drive 50W quite nicely is an emitter follower. Thus, the circuit would be configured
as shown in Figure 7.15. In this case V;,, will be set to 1.8V. The buffer should
be designed to accommodate the linearity required by the circuit and drive 50W,
but for the purposes of this example we will set the current I,,; at 3 mA. This will
mean that the output impedance of the circuit will be roughly 8.3Wand there will
be very little voltage loss through the follower. Note that in industry common-
emitter buffers are typically not used to drive off-chip loads at this frequency for
reasons of stability and short circuit protection. However, if the LNA drives an on-
chip mixer, this should be fine.

Next the size of the tank capacitor and inductor must be set. We will choose an
inductance of 1 nH. If the Q of this inductor is 10, then the parallel resistance of
the inductor at 5 GHz is 314W. The inductor can be adjusted later to either move
the gain up or down as required. With 1 nH of inductance, this means that a capaci-
tance of 1 pF is required to resonate at 5§ GHz.

Now the current density that results in lowest NF;, must be determined. Be-
fore we go to the simulator, we can make some estimates using the transistors
described in Chapter 4; for example, the transistor labeled as 15" had a peak fr of
about 60 GHz at 8 mA, so it is close to the transistors being used in this example. It
has been observed that for a bipolar transistor, the minimum noise figure typically
occurs at about one-eighth of the current density required for optimal fr; thus, a
starting current of 1 mA is used. From Figure 4.9 at 1 mA, these transistors have

Figure 7.15 Cascode LNA with output buffer.
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an fr of about 34 GHz. Using the equation for fr, and noting that at 1 mA, g,, is
0.04A/V, an estimate for Cis

Cﬂ.’ ))&:&:187%
T 2" 34G
Also noting that the 15" transistor in Chapter 4 had an 7, of SW, g,,7;, is equal

to 0.2, G, can be estimated from (7.63)

§ 5 \[100(1.4) (1.4

G- B gw L 28m(@Cr)?0 ] 0.047 2700227 G 187f)
PGB+ 280m)  (1+2g,m) &

= J11.43u+7.04p = \[18.47u =0.00430

This translates into R = 1/Gp » 233W, but we need G = 1/50W=0.02A/V.
We need G, to be about 4.65 times bigger, and since G, is proportional to size
and current, we need to scale the transistor and the current by 4.65 times. The
resulting transistor is 69.75x, the current I is 4.65 mA, C, is 870 fF, g,, is 0.186
A/V, and 7, is 1.08W.

This paper exercise could be continued to determine matching components and
to predict the noise figure, but instead we will go onto simulations and continue
from there. To determine the current density for optimal noise, the current in QO
and Q, is swept. Since we do not have a handy conversion between the transistor
sizes in Chapter 4 and dimensions in microns, we start rather arbitrarily with a
20-um emitter length. The results are shown in Figure 7.16 and show that for the
technology used here, a current of 3.4 mA is optimal, or about 170 yA/um.

Next we sweep the transistor length, keeping the transistor current density con-
stant to see where the real part of the optimal noise impedance is SOW. The results
of this simulation are shown in Figure 7.17. From this graph, it can be seen that an
emitter length of 27.4 um will be the length required. This corresponds to a current

240
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Figure 7.16 Minimum noise figure plotted versus bias current for a 20-um transistor.
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Figure 7.17 R, plotted versus emitter length with current density set for low noise.

of 4.6 mA, very nearly the same as the predicted results. Now the transistor size and
current are determined.

From a dc simulation the C, of the transistor may be found and in this case
was 742.5 fE. Since the current is 4.6 mA, the g,, is 184 mA/V and thus the f7 is
39.4 GHz. This is probably a bit optimistic, but this can be used to compute initial
guesses for L, and Ly,

LR sow
* wor 248Gradss

=200 pH
1 RGCy _ 1 _ 50W(742.5 fF)

=1.16 nH
Cr®>  gm  (742.5fF)2xtx5 GHz)> 184 mA/V

These two values were refined with the help of the simulator. In the simulator
L,=290 pH and L, =1 nH was found to be the best choice.

Once these values were chosen, a final set of simulations on the circuit was
performed.

First, the S of the circuit was plotted to determine that the matching was
successful. A plot of S;; is shown in Figure 7.18. Note that the circuit is almost

S, (dB)

_40 1 1 ]
3.0 40 5.0 6.0 10

Frequency (GHz)
Figure 7.18 Plot showing the input matching for the LNA.
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Figure 7.19 Plot showing the gain of the LNA.

perfectly matched at 5§ GHz as designed. Of course in practice, loss from inductors
as well as packaging and bond wires would never allow such perfect results in the
lab.

The gain is plotted in Figure 7.19. Note that it peaks about 400 MHz lower
than initially calculated. This is due to the capacitance of the transistor O, and the
output buffer transistor Q3. This could be adjusted by reducing the capacitor Cr
until the gain is once more centered properly. The gain should have a peak value
given by (7.38), which in this case would have a value of:

Vour| _ Re@r _ 314W2 %7539 %4 GHz)

=33.9dB
| Vin | Rsy, 50W2 x5 GHz)

minus the loss in the buffer. The gain was simulated to have a peak value of about
29 dB, which is close to this value. If this gain is found to be too high, it can be
reduced by reducing Ly or adding resistance to the resonator.

Finally, the noise figure of the circuit was plotted as shown in Figure 7.20. The
design had a noise figure of 1.76 dB at 5 GHz, which is very close to the minimum

Noise figure (dB)

1.0 | | | J

30 40 5.0 6.0 7.0
Frequency (GHz)

Figure 7.20 Plot showing the noise figure compared to the minimum noise figure for the design.
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achievable noise figure of 1.74 dB (F = 1.49) showing that we have, in fact, a noise
match for the circuit at 5 GHz.

A calculation can be done for noise to compare to simulated values using
(7.62)

2
F:1+g’”RS+ 1 +ngsaeLS + b
Zﬁ 2ngs 2 ngﬂ Rs

=1+0.058+0.054+0.074+0.022 =1.208 ® 0.82 dB

where we have used =80, g,, = 0.184, R, =50, f=5G, and fr = 39.4 GHz.

Thus, simulated noise is significantly higher than predicted noise, although in
terms of F the discrepancy is only 0.22, which is about 15%. When the overall
noise is very low, as in this example, more noise sources become important. There
are at least three other sources of noise not accounted for by this formula: (1) noise
in the cascode transistor, (2) noise in the buffer transistor, and (3) noise generated
by the equivalent load resistor (although with 30 dB of gain, this will not be very
significant). The exact reasons for any discrepancy can be determined through a
noise summary.

We note that the same technique will work for CMOS amplifiers with the ap-
propriate change of names for component values. If the absolute minimum noise is
sought, the power dissipation will tend to be high, but since noise remains close to
its minimum value over a range of bias currents, considerably lower power dissipa-
tion can be achieved with only a slight penalty of noise. Also, note that for CMOS,
the transistor g,, is not as easily calculated and instead is done through characteriza-
tion of a standard test transistor.

Example 7.10: Simultaneous Noise and Power Matching with MOS Transistor

Design an LNA to work at 5.2 GHz using a 1.2-V supply with the simultaneous
noise and power matching technique discussed in this chapter. As in the bipolar
example, design a simple buffer so that the circuit can drive SOW. Assume that a
0.13-um CMOS technology is available.

Solution:

As with the bipolar example, a cascode configuration will be used to minimize the
Miller effect and to allow easier matching. Because of the low threshold voltage, a
cascade design is straightforward with a 1.2-V power supply. The cascode transis-
tor gate is tied to the power supply. A source follower is used as the buffer. As with
the bipolar case, the source follower is susceptible to instability if driving capacitive
loads (it is transformed into negative resistance at its gate); however, if the load is
intended to be on chip and its impedance is well known, this should be fine. The
complete circuit is shown in Figure 7.21. For this example, the buffer size and cur-
rent were set simply to provide 50W output impedance, but in practice, if linearity
is the limiting factor, buffer current would need to be increased and the resulting
output impedance would be lower. If, on the other hand, the LNA is driving further
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Figure 7.21 Cascode CMOS LNA with output buffer and with current sources shown.
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in-chip components, it may be possible to operate with much higher output imped-
ance and hence much lower current.

Initially, we start with the same transistor characterized in Chapter 4, with a
20-micron gate width. Its minimum noise figure NF ., versus transistor bias cur-
rent is shown in Figure 7.22 with the minimum value for NF ;, occurring at about
2 mA. The real part of the optimum source impedance to achieve this noise figure
was determined to be about 500W. Thus, to achieve a minimum noise figure at
S0W, it is estimated that the transistor size needs to be increased 10 times and the
optimum will occur at a current of about 20 mA. Simulating a 200-um transistor
as in Figure 7.22(a) and extracting parameters show that the optimal source resis-
tance is just under SOW (see Figure 7.22(b)), minimum NF_; is about 0.6 dB (see
also Figure 7.23(a)), and the current required for the minimum noise figure is about
12 mA (see Figure 7.23(b)).

Figure 7.22(b) and Figure 7.23 were generated by sweeping transistor sizes and
determining the optimum source resistance, the minimum NF_; , and the bias cur-
rent to achieve this minimum NF,_; . The bias current of about 12 mA to achieve
a minimum NF ;. with an optimal source resistance of SOWis quite high, but as

5 < 1k
u_E —NN
2 4 > 500 NS
: ; .\‘ $ 200 h N
£ 20um T © 100 b
<, | [[200um] = 50 R
0.1 1 10 100 10 30 100 300
Ips (MA) Transistor Width (um)
(a) (b)

Figure 7.22 (a) Minimum noise figure for 20-micron and 200-micron transistors. (b) Real part of
optimum source impedance for minimum noise (Rypy)-
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Figure 7.23 (a) Minimum NF,;, versus transistor size. (b) Current required to achieve minimum

NFmin-

seen from Figure 7.22(a), for a 200-um transistor, there is very little noise penalty
for decreasing the current down to about 2 mA, so this value was selected. At
2 mA, the transistor has a g, of about 40 mA/V, an input C, of about 230 fF, and
an f of about 28 GHz. We note that at 2 mA rather than at the optimal 12 mA, the
optimal source impedance is no longer exactly 50W, so further refinements would
be possible.

To size the inductors, the following equations were used. Lg was sized from the
MOS equivalent of (7.69):

SCeRs R 50 e om
e or  27%8G

L

It should be noted that the f7 for a single transistor was used to design a cascade

amplifier, but the results are still fairly close. Then iterations will be done using the

simulator. The gate inductance L is added to result in series resonance at 5.2 GHz
from the CMOS equivalent of (7.70)

1 1

L = -L.= -
C T Cpw? T 230 fFr5.2 GHz

Ls=4.07nH- 0.284 nH =3.79 nH

The cascode transistor and the source follower buffer were both sized at 100 um
to reduce the parasitic capacitance and also to operate somewhat closer to the peak
fr current.

Through simulations, final spiral inductors for Lg and L were determined
whose values at 5.2 GHz were 3.73 nH and 381 pH. Rather arbitrarily, a 1.1-nH
inductor was chosen for the tank inductance requiring roughly a 0.85-pF capacitor
to resonate at 5.2 GHz. In simulations, the capacitor value needed to be decreased
to 700 fF to account for the roughly 150 fF of parasitic capacitance, in particular,
that of the source follower transistor. All of the inductors had a QO of about 15;
hence, the output parallel resistance can be calculated to be 539W. To reduce the
gain somewhat, a 1.8k resistor was placed parallel to the tank circuit.



200

LNA Design

The gain to the drain can be predicted from (7.38). The output source follower
further reduces the gain according to its output impedance, approximately equal
to 1/g,, of the output transistor. The buffer current was adjusted to result in ap-
proximately 5SOW output impedance, although if the LNA were going to other on-
chip components (e.g., a mixer), there would not necessarily be the need for a SOW
output impedance. The predicted overall voltage gain is

Vour| _ Reor 50 _ 539]1,800 14 50

=11.17b 21dB
Vin | Rsw, 7, +50 50 52100

In the derivation of gain, C,4 was ignored resulting in a simple expression con-
taining the ratio of g, to Cg,, which was replaced with the term @. However, Cp
can be a significant fraction of Cg, and even with a cascode structure there is a sig-
nal on the drain, meaning there is a Miller multiplication of this capacitor. Hence,
effective gain is typically significantly decreased compared to the simple equation.
In the above derivation, this was taken into account by using a value of 14 GHz
for fr about half of what is measured for the single transistor. The actual simulated
gain shown in Figure 7.24(a) was 18.7 dB for a bias current of 2 mA, somewhat of
a reduction due to additional parasitics not included above, for example, the loss in
the gate and source inductances. Figure 7.24(b) shows that the input impedance is
matched to better than 15 dB for any bias currents of at least 2 mA.

With a Q of about 15, the 3.73-nH gate inductor has a series resistance 7  of
about 8.12Wat 5.2 GHz. The noise figure of a CS amplifier can be estimated from
(7.66)

.2
re ¥7LG LY 0gmRs 0 6

F=1+ g
R, gmRs 5 Eoro

L8102 0.67 +133X10450a§£p2
50 0.04x50 5 &280

F=1+0.162+0.333+0.018=1.513 P 1.80dB

=1

22.5 o -6 \
20 T \ -8
@ 17.5 ',SI 2 -10 \\
< 15 y 21 S 1y N I
~N12.5 N _14 ™11
x 10 n =
£ 7.5 =16 BN
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Figure 7.24 Transistor performance versus bias current: (a) G, and S,; and (b) input matching
(S,71) and output matching (S,,).
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Since the transistors are operated at very low current densities, the long chan-
nel approximations are used for yand &, as discussed in Chapter 4, that is, y=0.67
and 6=1.33.

It can be noted that the above equation for the noise factor is valid for a common-
source amplifier. However, this amplifier has matching components Lg and L and
this affects the noise somewhat. In particular, since gain is no longer given by g,,
multiplied by R; but is determined by (7.38), this must be used to convert the
drain channel noise into the equivalent input noise. As well, because of the gate
inductance L and because of impedance matching, the noise current into the gate
node sees an impedance that can be shown to be approximately (1 + O?)R, where
O is given by wL/Rg. The resulting equation for F and the resulting numerical

value is
2 .2
F=1+/877G Ly X4Rsaewo + 98nR 1+ Q72w 6
RS g T 5 ga)Tﬂ
2
F=1+5:12 +067>004x4x50ae§20 1.33>0.04>50(1 +2.44%) &2
50 €285 G 8785

F=1+0.162+0.183+0.128 =1.473 P 1.68dB

Simulated noise figure, shown in Figure 7.25, is 1.6 dB, close to the predicted
value. By examining the simulated transistor, small-signal parameters, and noise
summary, it seems that the transistor is approaching subthreshold operation; thus,
even smaller values for yand & could be used. It is also noted that when designing
amplifiers with very low noise, even small noise contributions, for example, from
the bias resistor and from the cascode transistor, can end up having a significant
impact on noise.

7.3.5 Relationship Between Noise Figure and Bias Current

Noise due to the base resistance is in series with the input voltage so it sees the full
amplifier gain. The output noise due to base resistance is given by:

Uno, » \4RTr, " gmRL (7.71)
5
o 4.5
S 4
£35S \
Zz 3 \
z % ~
1.5 S\
'.I 1NFmin{
0.1 1 10 100
Ips (MA)

Figure 7.25 Noise figure and NF;, versus bias current.
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Note that this noise voltage is proportional to the collector current, as is the
signal, so the SNR is independent of bias current.

The collector shot noise is in parallel with the collector signal current and is
directly sent to the output load resistor.

Uno,l, » \J2qIc Rp (7.72)

Note that this output noise voltage is proportional to the square root of the col-
lector current, while the signal voltage is directly proportional to current; therefore,
to improve the noise figure due to collector shot noise, we increase the current.

Base shot noise can be converted to input voltage by considering the impedance
on the base. If Z,, is the impedance on the base (formed by a combination of match-
ing, base resistance, source resistance, and transistor input impedance), then:

Vnoty » Z?Czeq 2Ry (7.73)
(0}

Note that this output voltage is proportional to the collector current raised to
the power of 3/2. Therefore, to improve the noise figure due to base shot noise, we
decrease the current because the signal-to-noise ratio (in voltage terms) is inversely
proportional to the square root of the collector current.

Therefore, at low currents collector shot noise will dominate and noise figure
will improve with increasing current. However, the effect of base shot noise also
increases and eventually will dominate. Thus, there will be some optimum level
to which the collector current can be increased, beyond which the noise figure
will start to degrade again. Note that this simple analysis ignores the fact that 7,
increases at lower currents, so, in practice, thermal noise density due to 7, is more
important at low currents than is indicated by this analysis.

For CMOS transistors, the effect on noise figure to a change of current is similar
to that for the bipolar transistor, with some notable exceptions. For CMOS circuits,
for a fixed load resistor, the signal power at the output for a constant input power
is related to the square of g,,; hence, with the simple square law model, the output
signal power is proportional to the current

vi=v g2 RF o I (7.74)

In comparison, for bipolar devices, the output power increases with the square
of current since g, is proportional to the current. For noise due to gate resistance
(or other series resistance), the gain to the output is the same as for the signal,

2 ;2 p2
Uno,rg » 4/€T7‘g gmlRL a I (775)
hence, the noise figure is not affected by a change of current. This is the same as for
bipolar circuits. For drain channel noise, output noise power is proportional to g,,,
2 )
Vaoir » 4kTygm RE o T (7.76)

hence, to the square root of current. However, since the signal power is increasing
in proportion to the current, the noise figure is improved with increasing current,
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similar to the bipolar case. Finally, the gate induced noise power is inversely pro-
portional to g,

4RTSw*Co
Vo, » e g R} o I (7.77)

hence, the noise figure will also improve with the increasing current, unlike the
noise figure due to the base shot noise in a bipolar circuit, which degrades with an
increasing current. Thus, with CMOS circuits with the simple models, the noise
figure generally improves with an increasing bias current, and an optimum point
is hard to identify. However, with the full models as used in a simulator, an opti-
mum point will actually be seen due to other effects beyond the simple models. For
example, as mentioned earlier, the effective value for yused to determine the drain
channel noise increases with bias current. As well, since the signal does not keep in-
creasing with increasing current, for example, when the current density approaches
or exceeds that for the maximum £, the noise figure will degrade.

7.3.6 Effect of the Cascode on Noise Figure

As discussed in Section 7.1.3, the cascode transistor is a common-base amplifier
with a current gain close to 1. By Kirchoff’s current law (KCL) of the dotted box
in Figure 7.26, i, = 1,5 — iy » i,5. Thus, the cascode transistor is forced to pass the
current of the driver on to the output. This includes signal and noise current. Thus,
to a first order, the cascode can have no effect on the noise figure of the amplifier.
However, in reality it will add some noise to the system. For this reason, the cascode
LNA can never be as low noise as a common-emitter amplifier.

VEE

Figure 7.26 A cascode LNA showing noise sources.
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7.3.7 Noise in the Common-Collector/Drain Amplifier

Since this type of amplifier is not often used as an LNA stage, but more commonly
as a buffer, we will deal with its noise only briefly. The amplifier with noise sources
is shown in Figure 7.27. Noise due to 7, is directly in series with noise due to Rg. If
noise at the output were due only to Ry, the noise figure would be 0 dB.

The noise due to collector shot noise is reduced due to negative feedback caused
by Rg. For example, the current added causes the v, to decrease (as the v, in-
creases), and 7, is decreased, counteracting the added current. Note that noise due
to Ry sees the same effect (negative feedback reduction of noise).

The base shot noise current is injected into the base where an input voltage is
developed across Rg: v, » 1,,sRs » v,,. The exact relationship between the output
noise voltage v, ,,;; due to base shot noise current i, is:

RegZ,(1- R .
Vo _nbs = E ﬂ( Em S) Inbs (778)
Re(1+ guZz)+ Rs + 17

Assuming that Ry, is large, g,,Rg >> 1, g,,Z,>> 1, and then:

Vo_nbs = ReZz(l- gmRs) nbs » ReZgmRs Lnbs » Rsinbs (7.79)
- Re(1+gmZz) REgmZ »

The relationship between the collector shot noise 7,,., and the output noise volt-

age v, ,.s can be shown to be:

ncs

RE(Rs + Zz)

v = i 7.80
Oo_ncs RE(1+ng”)+Z” +RS ncs ( )
Assuming that Ry, is large, and Rg >> Z_, then:
Rs+Z, . .
Vo_nes »? 1_5g7mzilncs » Telncs (7.81)

Therefore, the collector shot noise current sees 7,, a low value, and output volt-
age is low. Thus, the common-collector adds little noise to the signal except through

Tp.

Figure 7.27 A common-collector amplifier with noise illustrated.
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7.4 Linearity in Amplifiers

Nonlinearity analysis will follow the same basic principles as discussed in Chapter 2,
with power series expansions and nonlinear terms present in the amplifier. These
will now be discussed in detail.

7.4.1 Exponential Nonlinearity in the Bipolar Transistor

In bipolar transistors, one of the most important nonlinearities present is the basic
exponential characteristic of the transistor itself, illustrated in Figure 7.28.

Source resistance improves linearity. As an extreme example, if the input is a
current source, Rg = ¥, then i, = fBij,. This is as linear as f is. It can be shown that
a resistor in the emitter of value R has the same effect as a source or base resistor
of value Ry B. The transistor base has a bias applied to it and an ac signal super-
imposed. Summing the voltages from ground to the base and assuming that i, =i

vs + Vg =vp, + Vg + Re(Ic +i,) (7.82)

where Vg and vy, are the dc and ac voltages across the base emitter junction of
the transistor.
Extracting only the small signal components from this equation gives:

Vs = Vpe + REi, (7.83)

Also from the basic properties of the junction:

VBE+Ube VBE Vbe Vbe
I.+i.=Ige YT =Ige'T e'T =Ice'T (7.84)
where from Chapter 4, vy = kT/q. Solving for v}, gives:
=urin31 + 1—69
vhe =vringl + 7 (7.85)

Vi= VS+ Vs

Figure 7.28 Bipolar common-emitter amplifier for linearity analysis.
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Now making use of the math identity:

In(1+x)=x- %x2+%x3... (7.86)

and expanding (7.85) using (7.86) and substituting it back into (7.83), we get:

€, 1.6 la. 6 .
=Rpictvr @ - — 50 +- o5 L 7.87
G TET T e T 281 381ch (7.87)
Noting that v/l = r, and rearranging, we get:
: i 1]
vs =(Rg+7)ic - Ereg"'gre Iciz (7.88)
This can be further manipulated to give:
.2 . 3
v _jlom if 1w i (7.89)
(Rg +7,) 2(Re+r)Ic 3(Retr)Ic

This is the equation we need, but it is in the wrong form. It needs to be solved
for i.. Thus, a few more relationships are needed. Given:

y:alx+a2x2 +a3x3 +... (7.90)
the following can be found:
x = by +byy* +b3y® +... (7.91)
where
b1 = i
al
by = - “23 (7.92)
@
1 2
by = —(2a" - ma3)
a

Equation (7.89) can now be rewritten as a function of i

;o Vs +i6e 7o C_')ae Vs ('_52

“ Rg+r, 2I.&Rp+7,68Rp +1.0
P 5 . ; (7.93)
P 1 & 7, 9 1 & r, oY v, 6

g1’ ERp +7.8 312 E&Rp +7, EEI@RE +1,0
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Now the third-order intercept voltage can be determined (note that this is the
peak voltage and the rms voltage will be lower by a factor of /2):

. 5
Ry _ 2\/1 Sk, 06IC2(‘RE +r€‘) =22v Re+nf’
3

A N - T =
3k 3&Re+7|g r[2RE- 7 m(z%)

This very useful equation can be used to estimate the linearity of gain stages. An
approximation to (7.94) that can be quite useful for hand calculations is:

3

vip3 = 23207 EERE e 02 (7.95)

vip3 =2

In the special case where there is no emitter degeneration, the above expression
can be simplified to:

vip3 = 232ur (7.96)

Example 7.11: Linearity Calculations in Common-Emitter Amplifier

For a common-emitter amplifier with no degeneration, if the input is assumed to
be composed of two sine waves of amplitude A; and A,, compute the relevant fre-
quency components to graph the fundamental and third-order products and predict
what the IIP3 point will be. Assume that I, =1 mA and vy =25 mV.

Solution:
The first step is to calculate the coefficient k4, k5, and k5 for the power series expan-
sion from (7.93) as:

b=t =L _p04
Rgp+7,  0+25
po L@ bm 1 6_ 1 o _ 1 25
2T I BRy +7,B8RE +1.B  2Ic (Rp+n)° 2 1m (0+25)°
A L2 mn .3
k3=§1aere o) 1 & 7, ogael o)

? -_— = _— -_—
gZICZ (éRE tred 3152 (éRE T ﬂHgRE t7.9

é 2 N ) 3
_é3ae re O e r, Ol O 1 O
g Rg + 7e6 %RE +7, 6856162 a%RE +7eB
@25 & L@ 25 ouae 1 0z 1 &
= 8g04255 26 56
g E0+250 0+25ﬂg86 1m25&0+258
3
5 )
=[3- L % 1 8 _4667

0%
e 1m 2580+256

resulting in an expression for current as follows:
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Table 7.1 Harmonic Components

Component With Ay, A, With (A=A, = A)

dc ke +k72(A12 + A2 k, + kyA? 1m + 0.8A2

2
Fund I & 42,3 ,00 ? ka3 0.04A + 244
undamenta k1AL +k3A g A" + = Ay = kA +=k3A .
&4 277 e 4
Second harmonic KA KyA? 0.4A2?
2 2
3 2 3 3 3
Intermod Zk3Al A ZkgA 8A

i, = ks +kav? + kvl +...=0.04v, +0.802 +10.667v3 + ...

The dc component, fundamental, second harmonic, intermodulation compo-
nents, and equations are listed for the above coefficients in Table 7.1.

The intercept point is at a voltage of 70.7 mV at the input and 2.828 mA at the
output, as shown in Figure 7.29, which agrees with (7.96). For an input of 70.7 mV,
the actual output fundamental current is 11.3 mA, which illustrates the gain expan-
sion for an exponential nonlinearity.

The voltage-versus-current transfer function is shown in Figure 7.30. Also
shown are the time-domain input and output waveforms demonstrating the expan-
sion offered by the exponential nonlinearity.

Figure 7.30 illustrates a number of points about nonlinearity.

Due to the second-order term, k,, there is a dc shift. Using the dc component
term as shown in Table 7.1, we make the following calculations.

With A =70.71 mV, the shift is:

0.8” (70.71mV)? = 4.0 mA

Actual output current=11.3 mA
100m - ” - OIP3=2828 mA

Tm

100 um |

10um

Output current

Tum

IM3
100 nm - IIP3=70.7 mV

10 nm |

1 1 1
0ImV 1TmV 10mV 100 mV
Amplitude of A,, A,

Figure 7.29 Plot of fundamental and third-order products coming out of an exponential nonlinearity.

1nm
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Figure 7.30 Input output transfer function and time-domain voltage and current waveforms.

Thus, the waveform is centered on 5 mA.

Because of positive coefficient k3, the waveform is not compressed, but ex-
panded. However, either way, compression or expansion, the result is distortion.

The above calculations all assume that R is small enough so that the transistor
does not saturate. If saturation does occur, the power series is no longer valid.

Typically, inputs would not be allowed to be bigger than about 10 dB below
IP3, which, for this example, is about 22.34 mV. Figure 7.31 shows the transfer
function for an input of this amplitude. At this level, the current goes from 0.409 to
2.444 mA. The dc shift is 0.4 mA, so the current is » 1.4 + 1.01 mA.

Example 7.12: Linearity Calculations in Common-Emitter Amplifier with
Degeneration

Continue the previous example by determining the effect of emitter degeneration.
For an input of two sine waves of amplitude A; and A,, plot IIP3 for Ry ranging
from OWto SOW. Again, assume that I, =1 mA, and v =25 mV.

Solution:
To determine IP3, two tones can be applied at various amplitudes and graphi-
cal extrapolations made of the fundamental and third-order tones, as previously

A
i, (mA)

2.444
! ﬁ/l
0.41 ——>

Figure 7.31 Transistor characteristic for smaller input signal.




210

LNA Design

illustrated in Figure 7.29. Instead, for this example, values for kg, ky, k,, k3 are
determined from the equations in Table 7.1. Then these are used to calculate the
fundamental and third-order intermodulation (IM3) components from the equa-
tions in Table 7.1 and TIP3 calculated from the given fundamental and third-order
terms similar to that discussed in Section 2.3.2.

A? 0 1 & undamental @

MP3=10logg v .+ 20log g oo amenaly

8¢ 50 1mWg 2 & M3l &
&Fundamental 0
=-50+101 _—
%8 M3l B

Figure 7.32 shows the resulting plot of IIP3 and, for comparison, the approxi-
mation of (7.95).

This example clearly shows how IP3 improves with degeneration resistance.
From the fundamental equations, it can also be seen that for larger I and hence
larger I, the improvement will be higher. It can also be seen from the equation
that it is possible to cancel the third-order term if R =7,/2, which in this example
requires a degeneration of 12.5W. It can be seen that for lower degeneration, k5 is
positive, resulting in gain expansion, while for larger values of degeneration, kj is
negative, resulting in gain compression. At exactly 12.5W, k3 goes through zero and
theoretical IP3 goes to infinity. In real life, if k5 is zero, there will be a component
from the ks term, which will limit the linearity. However, this improvement in lin-
earity is real and can be demonstrated experimentally [3].

A related note of interest is that for a MOSFET transistor operated in subthresh-
old, the transistor drain characteristics are exponential and hence k5 is positive,
while for higher bias levels, k3 is negative. Thus, by an appropriate choice of bias

10

-y

f— 1IP3 exact (7.94)
= = =|IP3 estimate (7.95)

"
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[1P3 (dBm)
&
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-
\
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5 10 1% 20 25 30 35 40 15 50
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Figure 7.32 Input IP3 as a function of degeneration resistance.
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conditions, k3 can be set to zero for improvements in linearity [4]. In MOSFETs, it
turns out to be quite challenging to take advantage of this linearity improvement,
since the peak occurs for a narrow region of bias conditions and the use of degen-
eration resistance or inductance reduces this linearity improvement.

7.4.2 Nonlinearity in the CMOS Transistor

With perfect square law equations, it would seem there should be no third-order
intermodulation. However, there are several reasons why third-order nonlinearity
occurs. The standard square law equations are always accompanied with additional
constraints that the input voltage is bigger than the threshold voltages (vgg > v7)
and that the drain-source voltage is larger than the on voltage (vpg > vgg — V7).
With large input or output voltages, these limits will introduce clipping and hence
a third-order component. The small signal output current is related to the input by
the transconductance g,,, where g,, is the derivative of current with respect to the
input voltage. The voltage required to cause clipping can be estimated as I /g,,,. This
voltage is roughly equal to the one-tone 1-dB compression voltage, and vpp3 can be
estimated to be larger by roughly 9.6 dB, or a voltage ratio of 3.02. For square law
equations as given in Chapter 4, this can be expressed as:

Cox W
; o T wes - vr) 1+ Avps)
vip3 » 3.02—2=3.02 =1.51vgs - vT) (7.97)
&m UCox f(vcs - vr)(1+ Avps)

Thus, given an operating current I, linearity can be estimated if the transcon-
ductance is known or if the input voltage and threshold voltage are known.

Furthermore, all real CMOS transistors do not follow the square law model;
hence, there will be some third-order component even without clipping. Finally, by
adding degeneration, a third-order term is introduced due to the second-order term
feeding back to the input and mixing with the fundamental component.

7.4.3 Nonlinearity in the Output Impedance of the Bipolar Transistor

Another important nonlinearity in the bipolar or CMOS transistor is the output
impedance. An example of where this may be important is in the case of a transis-
tor being used as a current source. In this circuit, the base of the transistor is biased
with a constant voltage and the current into the collector is intended to remain
constant for any output voltage. Of course, the transistor has a finite output im-
pedance, so if there is an ac voltage on the output, there is some finite ac current
that flows through the transistor, as shown by 7, in Figure 7.33. Worse than this,
however, is the fact that the transistor’s output impedance will change with applied
voltage and therefore can introduce nonlinearity.
The dc output impedance of a transistor is given by:

To_DC = 5 (7.98)
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Figure 7.33 Bipolar transistor as a current source.

where V), is the Early voltage of the transistors. An ac current into the collector can

be written as a function of ac current i..

V4
Ic +i,

7'o_ac(l-c) =

(7.99)

Assuming for this analysis, that there is no other significant impedance in the
circuit other than the transistor output resistance, the ac collector-emitter voltage

can be written as:

ic
_ _ iVa _ Ic
Uce =1cTo_ac — —=Va -
Ic +ic 14
Ic
Now from the relationship:
=x- x2 +x3 - x4 +x5...

1+x

(7.100) can be written out as a power series:

(7.100)

(7.101)

- .2 . .3
el 0 el 0 & 0 . o DC.2 , T DC .3
=VA ol o Vil Y + VT = . Joo + o
Uce Aglcﬁ Aglcﬂ A@Ic@ To_DCl¢ Ic le ICZ % 7.102)
The intermodulation current can now be easily determined.
2I¢
== (7.103)
3
Thus, the output intermodulation voltage is just:
21
vops = 1, (7.104)
V3

This is a fairly intuitive result. As the dc current is increased, the ac current is a
smaller percentage of the total and therefore the circuit behaves more linearly. Thus,
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the designer has two choices if the current source is not linear enough. They can ei-
ther increase the current or increase the output impedance. Also, it should be noted
that this relationship only holds true if the transistor does not start to saturate. If it
does, the nonlinearity will get much worse.

7.4.4 High-Frequency Nonlinearity in the Bipolar Transistor

Many frequency-dependent devices can reduce the linearity of a circuit. One of the
most troublesome is the base-collector junction capacitance C,. This capacitance
is voltage dependent, which results in a nonlinearity. This nonlinearity is especially
important in circuits with low supply voltages because the capacitance is largest at
a low reverse bias.

This capacitor’s effect is particularly harmful for both frequency response and
nonlinearity in the case of a standard common-emitter amplifier. In this configura-
tion, C, is multiplied by the gain of the amplifier (the Miller effect) and appears
across the source.

The value of C, as a function of bias voltage is given by:

Cuo

Cu(V) =% (7.105)
5. V0
& v,

where C,, is the capacitance of the junction under zero bias, v, is the built-in poten-
tial of the junction, and 7 is usually between 2 and 5. Since this capacitor’s behavior
is highly process-dependent and hard to model, there is little benefit in deriving
detailed equations for it. Rather, the designer must rely on simulation and detailed
models to predict its behavior accurately.

7.4.5 Linearity in Common-Collector/Drain Configuration

The common-collector amplifier is often called the emitter-follower because the
emitter voltage “follows” the base voltage. However, the amplifier cannot do this
over all conditions. If the current is constant, vgg is constant and the transfer func-
tion will be perfectly linear. However, as v, changes, i, = v,/R,, will change as
shown in Figure 7.34. Thus, ig will change, and so will vg and there will be some
nonlinearity.

Figure 7.34 lllustration of nonlinearity in the common-collector amplifier.
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If R, is large enough that i, is always much less than I, the linearity will
be good, as the operating point will not change significantly over a cycle of the sig-
nal. It is important to keep the peak output current less than the bias current. This
means that:

| |
“Hopeak o (7.106)
Rout

If this is the case, then there will be no clipping of the waveform.

The linearity can be improved by increasing Ig, or R .. This will continue to
improve performance as long as the power supply voltage is large enough to al-
low this swing. Thus, for large R, the power supply limits the voltage swing and
therefore the linearity. In this case, the current is not a limiting factor.

7.5 Stability

A number of different but equivalent measures of stability can be derived from
S-parameters [5]. For RFIC design, the stability factor K and the auxiliary stability
factor By are typically determined directly using a simulator rather than calculating
them from the S-parameters. Unconditional stability is guaranteed by the following
two conditions:

K>1

B >0 (7.107)

For the sake of completeness, these are based on S-parameters as follows [5]:

_1- |Sll|2 - |522|2 +|D|2

2181251 (7.108)
and
By =1+1811 P - 1S,/ - IDI* (7.109)
where
D=511%2 - S$12521 (7.110)

Instability at any frequency, not just at the operating frequency, can result in
unwanted oscillations that render the circuit inoperable and hence must be avoided.
Thus, frequencies are swept and K and B; are determined over the full frequency
range for which the transistor has gain. For any frequency for which K is less than
1 or By is less than 0, the circuit is not unconditionally stable, meaning that a load
or source impedance exists for which the circuit will be unstable. Having identified
problem frequencies, a typical further step might be to plot source and load stability
circles at the problem frequency to determine the impedance for which the instability
occurs. If such problem impedances are safely away from the actual impedance, it
may not be necessary to modify the circuit. However, in some cases the source or
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load impedance is not fully known for all frequencies, and hence making the circuit
unconditionally stable would be recommended. For example, for a power ampli-
fier or LNA connected to a 50W antenna, it can happen that a potential stability
problem is identified away from the operating frequency, but only for an impedance
away from 50W. Even though the antenna may be 50W at the operating frequency,
instability is a real possibility since the antenna impedance at the other frequencies
is expected to be quite different.

Techniques to improve stability will depend on the frequency, impedance, and
location of stability problems as identified by the stability factors over frequency,
input and output stability circles, observation of time-domain oscillations, and dis-
continuities in the maximum gain plots. Techniques to improve stability can include
adding small series resistance or large parallel resistance at the input or output.
We note that real series inductors with finite O can improve stability because of
their series resistance, while the use of ideal inductors can make stability problems
worse. Also, frequency selective networks may work if the problem frequencies are
away from the operating frequency. For example, highpass or lowpass matching
networks may be used. The use of a cascode structure can improve reverse isolation
(feedback) and this can help with stability; however, it is important to have the base
of the cascode transistor (or the gate of a CMOS cascode transistor) at low imped-
ance, for example, bypassed with a decoupling capacitor; otherwise, the cascode
structure can degrade stability.

7.6 Differential Amplifiers

Any of the amplifiers that have already been discussed can be made differential by
adding a mirrored copy of the original and connecting them together at the points
of symmetry so that voltages are no longer referenced to ground, but rather swing
plus or minus relative to each other. This will be illustrated in the following sec-
tions. The advantage of differential amplifiers and differential circuits in general
is that the positive and negative signals are referenced to each other instead of to
ground. As a result, the connection to the off-chip ground is less critical and as a
result packaging is less important. As well, noise coupled from the substrate or
from external sources often appears roughly equally on positive and negative nodes;
hence, for signals that are processed differentially, such noise is reduced. Finally,
the signal swing can be increased in differential circuits since either side can swing
positive and negative from the nominal operating point. On the negative side, dif-
ferential circuits typically require more transistors and more current as there are
two signal paths. As well, since the positive signal is referenced only to the nega-
tive signal, in a high-gain circuit additional circuits called common-mode feedback
circuits are used to ensure that the operating point or average value of the signals
is correct.

7.6.1 Bipolar Differential Pair

While this is hard to describe, it is easy to show an example of a differential common-
emitter amplifier (more commonly called a differential pair or emitter-coupled pair)
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in Figure 7.35. Here the bias for the stage is supplied with a current source in
the emitter. Note that when the bias is applied this way, the emitter is at a vir-
tual ground. This means that for small-signal differential inputs, this voltage never
moves from its nominal voltage.

This stage can be used in many circuits such as mixers, oscillators, or dividers.
If an input voltage is applied larger than about Svr, then the transistors will be fully
switched and they can act as a limiting stage or “square wave generator” as well.

An equation for current can be found by expressing i and i, as exponentials
of the input voltage and summing the two currents to be equal to Igg. After a few
lines of algebra, the resulting equation, which can be written with an exponential
or with a hyperbolic tangent, is shown in (7.111) and (7.112).

ke Ol:

: 1§55 Igg €
=———— <="—""al+tanhg—— 7.111
e 1+e (1/vr) 2 gl an SZUT IZ% ( )

. IrE IrE é v oL

= —— =——nAal-t hi;’ 7112
‘e 1+ e(U1/”T) 2 é an gZUT QE ( )

and the differential output voltage is given by:

x2ev 0

- =IggRctanhg=—_- 7.113
Vo2 = Vol EERC tan gZI/T 5 ( )

Note that if parasitic capacitance can be ignored, there will only be odd order
terms in a power series expansion of this nonlinearity and hence no dc shifts or
even-order harmonics in v, —v,; as v grows. At higher frequencies where parasitic
capacitance becomes increasingly important, second-order terms will become cor-
respondingly important.

The slope of i, with respect to v4 at vy = 0 will be:

Tica Tica 1 1Ico _ Igg
_ _ _ 1l _ Ipp 7114
w1 2Mvees 2572 0r  dup ( )

This can be found directly by taking the derivative of the above equation for
icy and setting vy to 0. We note that the linear extension of the small-signal slope

' -100 _) 0 4 100
| L L
EE v, (mV)

Figure 7.35 Differential common-emitter amplifier or emitter coupled pair.
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intersects the axis at v} given by the ratio of the nominal bias current I (equal to
Igp/2) to the effective transconductance g,,,./ (equal to Igg/4vy), or

vy = Ie _ Iee ‘IEEZUT=2UT » 50 mV (7.115)

Smeff  &m2 IEE

7.6.2 Linearity in Bipolar Differential Pairs

As shown in the previous section, the equation for differential output current in a
bipolar differential pair with a total current bias of I is given by

i, =1, tanh "1 (7.116)
2ur

The hyperbolic tangent can be expanded with

tanh x = x - 1x3+ix5- (7.117)
3 15

S
S (7.118)

S (7.119)

vp3 = (7.120)

Thus it can be seen that vpp; is equal to 4vp or 2v;. Thus, no matter what the
transistor size or bias current, vyp3 is equal to about 100 mV. To get increased linear-
ity, add resistive degeneration in series with the emitters and then use the new value
for v; to estimate the improved linearity.

Emeff 2 8 IgE

vip3 =2vp =2 RE§—4UT +IreRE —217(27’3+RE) (7.121)

where Ry is the total resistance between the two emitters.

The input one-tone 1-dB compression voltage is ideally lower than the input
vip3 by 9.66 dB or a linear factor of 3.02. Thus, v;4p is equal to 0.662v;. Because
the resistor provides linear feedback, for large values of R, linearity is expected to
be better than predicted above, and a common estimate is that v; is equal to the 1-
dB compression point, in which case v;p; would be equal to 3.02 v;.
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7.6.3 CMOS Differential Pair

The transfer characteristics of a CMOS differential pair, shown in Figure 7.36, can
also be determined using the simple square law model for the transistor.
Given that

U1 = UGS1 - UGS2 (7.122)

We can solve for v; as function and of iy and ify, using the square law relationship

_ HCox 83V 6

81 g(vcs - VT) (7.123)

ip =

and noting that
ipt tip2 = IO (7124)

The solution for v can be found as

vi = /uCox gw(ﬁ-@) (7.125)

or for ip; as a function of v;:

—ac’+l/2]\/louco Mg\/l_ ( OX)WO ZE

PLTE) “§LB\ 4, LB
(7.126)
:Iio_i_gmul 1- (,UCOX)GEW/O 2
2 2 41, 15"
where
ucox%lo = JKI, (7.127)

Figure 7.36 CMOS differential pair.
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where the variable K gathers the process constants and transistor size as

aV 6

K= :uCox @fﬁ

(7.128)

7.6.4 Linearity of the CMOS Differential Pair

The equation for current can be expressed as a power series by using the binomial
expansion:

(1- )2 =1- ’2‘ éx2—116x3... (7.129)
where

(“C"X)avgu 2= ‘5 v, (7.130)
o

As a result, iy can be expanded as

—+— LK1+ )29 = L+—«/11< LS L PR PTY
“&) g 12812 2

This simplifies to

.1, LK K [K ;
=to N e 7.132
DL Ty T gL 2 (7:132)
where I, is given by
w
I = 2Ip1 = fCox -~ (vGs - v1 ) (7.133)

Finally, vjp; can be expressed as

vip3 = =4\/2 Ll _y4 %(UGS -v) (7.134)

3 UCox W 3

or

vips =4 %% = 4\/§UL =3.266vy, (7.135)
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It can be noted that the factor of 3.226 is equivalent to 10.3 dB. This is close to
the 9.66 dB that vyp; is higher than the 1-dB compression voltage vy 4p; thus, vy is
approximately equal to v14p. Note that these voltages are all peak differential.

Thus, the linearity of a CMOS differential pair can be adjusted with transistor
size and bias current. In comparison, the bipolar differential pair has a fixed vyp;
of 4v or about 100 mV, although it can be improved with resistive degeneration.
Note also that the linearity of a differential pair is not equivalent to twice the linear-
ity of a single-ended amplifier since the shape of the transfer curve is quite different
and hence the power series expansion is quite different.

7.7 Low Voltage Topologies for LNAs and the Use of On-Chip
Transformers

Of the configurations described so far, the common-emitter amplifier would seem
ideally suited to low voltage operation. However, if the improved properties of the
cascode are required at lower voltage, then the topology must be modified slightly.
This has led some designers to “fold” the cascode as shown in Figure 7.37(a) [6].
With the use of two additional LC tanks and one very large coupling capacitor, the
cascode can now be operated down to a very low voltage. This approach does have
drawbacks, however, as it uses two additional inductors, which will use a lot of die
area. The other drawback present with any folding scheme is that both transistors
can no longer reuse the current. Thus, this technique will use twice the current of
an unfolded cascode, although it could be used at half the voltage, to result in a
comparable power consumption.

RF,of 0, G |

Le,

(a) (b)
Figure 7.37 A folded cascode LNA with: (a) capacitive coupling and (b) inductive coupling.
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An alternative to this topology involves using a transformer to produce mag-
netic, rather than electric, coupling between the two stages, as shown in Figure
7.37(b). In this circuit, L, and L, form the primary and secondary windings of an
on-chip transformer, respectively. Note that there is no longer any need for the cou-
pling capacitor. The transformer, although slightly larger than a regular inductor,
will nevertheless use much less die area than two individual inductors.

Typically, LNAs, as already discussed, make use of inductors for many reasons
including: low loss biasing, maximized signal swing for high dynamic range, and
simultaneous noise and power matching. It is also possible to replace the collector
and emitter inductors with a transformer as shown in Figure 7.38 [7]. This circuit
has all the same useful properties as the previously discussed LNA, but adds some
additional benefits. From [7], the gain of this circuit is given by:

%212 él -gmae1ZL 6 o . on 0%
AgjT + gmZL 871 + joon,Cy 5, + 15_ o~ L;Cy 5, + 1!53
where
Apyr =1+ jon,(Cr +Cy) - 0*Li(Cr +C)) (7.137)
At low frequencies the gain is given by
Sy 8O (7.138)
1+ gmZ1 elu

&nf

Under many circumstances, g,,Z; is large, and the gain is approximately equal
to n, the turns ratio. This means that there is very little dependence on transistor
parameters.

Considering the redrawn circuit in Figure 7.39, a simplistic description of this
circuit can be provided. The transistor acts as a source follower to the input of the
transformer. A transformer by itself cannot provide power gain, since, if the voltage

Figure 7.38 LNA with transformer coupling collector to emitter.
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Figure 7.39 Redrawn transformer-coupled LNA.

is increased by a factor of #, the current is decreased by a factor of n. However, in
this circuit, the transistor feeds the primary current into the secondary adding it to
the secondary current, but also allowing a lower impedance to be driven. The net
result is that the gain S, is approximately equal to 7. Thus with a turns ratio of 4:1,
the amplifier can achieve a gain of 12 dB.

The advantage of this circuit is that the gain is determined largely by the trans-
former turns ratio, thus minimizing the dependence on transistor parameters. The
transformer has high linearity and low noise; thus, the amplifier also has high lin-
earity and low noise. Recently, this type of amplifier and variations of it have also
been realized in CMOS with similar benefits of enhanced linearity and low noise
with low power supply voltages [8, 9].

7.8 DC Bias Networks

A number of circuits have already been discussed in this text, and it is probably ap-
propriate to say at least a few words about biasing at this point. Bias networks are
used in all types of circuits and are not unique to LNAs.

The most common form of biasing in RF circuits is the current mirror. This
basic stage is used everywhere and it acts like a current source. Normally, it takes
a current as an input and this current is usually generated, along with all other
references on the chip, by a circuit called a bandgap reference generator. A band-
gap reference generator is a temperature independent bias-generating circuit. The
bandgap reference generator balances the Vyp dependence on temperature, with the
temperature dependence of v to result in a voltage or current nearly independent
of temperature. Design details for the bandgap reference generator will be discussed
further in Section 7.8.2 [10].

Perhaps the most basic current mirror is shown in Figure 7.40(a). In this mir-
ror, the bandgap reference generator produces current I,;,. and forces this current
through Q;. Scaling the second transistor allows the current to be multiplied up
and used to bias working transistors. One major drawback to this circuit is that it
can inject a lot of noise at the output due primarily to the high g,, of the transistor
N-Q; (larger than Q4 by a factor of N), which acts like an amplifier for noise. A
capacitor can be used to clean up the noise and degeneration can be put into the
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applied here
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Figure 7.40 Various current mirrors. (a) Simple mirror. (b) Mirror with improved noise perfor-

mance. (c) Mirror with improved current matching. (d) Mirror with transistor doing double duty as
a current source and a driver.

circuit to reduce the gain of the transistor, as shown in Figure 7.40(b). If QO is going
to drive many current stages, then base current can affect the matching, so an ad-
ditional transistor can be added to provide the base current without affecting I;,.,
as shown in Figure 7.40(c).

Another useful technique for an LNA design is to make the N-Q; transistor
function both as a mirror transistor and as the LNA driver transistor, as shown
in Figure 7.40(d). In this case, resistors have to be added in the base to isolate the
input from the low impedance of Q. Provided that Ry is big compared to the input
impedance of the transistor N-Qj, little noise is injected here.

With any of these mirrors, a voltage at the collector of N-Q; must be main-
tained above a minimum level, or else the transistor will go into saturation. Satura-
tion will lead to bad matching and to nonlinearity.

7.8.1 Temperature Effects
For transistor current given by:

VBE

ic »Ige?T (7.139)
the temperature affects parameters such as Iy and vgg. As well, the current gain f is
affected by temperature. I doubles every 10°C rise while the relationship for vgg
and B with temperature is shown in (7.140) and (7.141).
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Dvgg
DT |

i.=constant

» -2 mV/°C (7.140)

%{ » +0.5%/°C (7.141)

A typical temperature range might be 0° to 85°C. Thus for a constant voltage
bias, if the current is 1 mA at 20°C, then (7.139) predicts it will change to about
0.2 mA at 0°C and about 71 mA at 85°C, taking into account only the temperature
dependence of vgp and v1. Thus, the current changes by more than 300 times over
this temperature range. This illustrates why constant current biasing (for example,
with the current mirrors, discussed in Section 7.8) is used. If both transistors in the
current mirror are at the same temperature, then output current is roughly indepen-
dent of temperature.

7.8.2 Temperature Independent Reference Generators

All RF circuits require bias currents, and these currents must be generated some-
how. Bias circuits should produce a current or voltage that as much as possible is
insensitive to supply and process variations. As well, these references should have
some well defined behavior over temperature. This behavior can often be adjusted
to help compensate for circuit variation with temperature [1, 11, 12]. Since circuit
performance in a silicon process is affected by temperature, supply voltage, and
process variations, it is sometimes possible to find dependencies that cancel one
another. Most of these types of circuits make use of bipolar transistors, even in an
all CMOS process. Typically all CMOS processes include a very slow lateral PNP
transistor for the purpose of building bias references.

To start the design, consider the bipolar base emitter voltage characteristic de-

scribed by

VBE Zk—TInI—C (7.142)
q Is

This expression seems to show that base-emitter voltage is directly proportional
to temperature; however, I has a large temperature dependence as well. An expres-
sion for Vg as a function of temperature is [13, 14]

T6 T 23%T, To kT, eelc 0
Ve =V, a?[- —0+V, —+ = T In—=+—IlnpgQ——- 7.143
BE = VG gl- s+ Viro - J n= ; nglcoﬁ ( )

where T is the reference temperature, Vygo is the base-emitter voltage at the
reference temperature, and Vy; is the bandgap voltage of silicon (approximately
1.206V). Even though it may not be immediately obvious from this expression, Vg
will actually decrease for a constant collector current with increasing temperature.
Thus, if the collector current is assumed to be constant, then the derivative of Vg
with respect to temperature is:
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dVBE — VBEO - VBG n 2.3% nT—O+ -2.3% +é n%ﬁg
dT To q T q q &lcop

(7.144)

Note that this expression shows that not a lot can be done to adjust the slope
of the temperature dependence.

Next, to cancel this negative temperature/voltage relationship, a voltage that
increases with temperature must be found. To do this, assume that two BJTs are
biased at different current densities (one transistor is N times larger than the other),
but the same current. Then the difference between their base-emitter voltages will
be given by

DV = Vigy - Vigy = R 1ndc kT Ic _kT ) Isy _ kT

InN (7.145)
q Iss g Iz q I q

Since (7.145) does not have I in it, this relationship is much simpler than
(7.143) and this voltage is directly proportional to temperature. In this case, the
slope of the temperature dependence is given by:

dDV k. Ic; _k
=—Inh—=—=InN 7.146
dT g Icx g ( )

Therefore, the slope can be adjusted by changing N, the ratio of size of Q; and
0O,, and, by a proper choice, can be made equal in magnitude and opposite in sign
to (7.145).

A simple circuit that could be used to generate a bandgap reference is shown in
Figure 7.41. In this circuit, the opamp is used to keep the voltage at the collector of
O, and the voltage at the top of the resistor R; the same by adjusting the value of
the Vg of the identical PMOS transistors. Thus, the voltage V. is given by:

uly T PO o
M, I 5 M3_|= = M, | =
I

I : |

_I l\/l y ref y fret

IH

; V Elref : Iref
>R : Vref ref - :

: >

R]

Q,

: : Q Q,=N-Q,
+ Start Up Circuit §

Figure 7.41 A simple bandgap reference generator with a PTAT output current.
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Vret = VBe1 = Vg2 + Vri (7.147)
where Vg is the voltage drop across the resistor R;.
Therefore, the voltage across the resistor R; can also be given by:
Vr1 = Vg1 - Va2 (7.148)

Since this voltage is proportional to the difference of two base emitter voltages,
V..f is the sum of two voltages that have opposite temperature dependences and
consequently this voltage can be made to be independent of temperature. The cur-
rent through the circuit is given by:

Lot = VBEL™ VBE2 (7.149)
Rq

Thus, the current in this circuit I, is proportional to absolute temperature
(PTAT). This current can be scaled or mirrored to other PMOS transistors to create
as many copies as is needed.

Note that in practice this circuit requires a start-up circuit. This is because, in
addition to the solution just assumed, the condition where all currents in the circuit
are zero will also provide a stable operating point for the opamp. One possible
start-up circuit is shown in Figure 7.41. When the circuit is powered up, initially
there is no current flow. This means that the gate of M; will be pulled to ground,
which will cause this transistor to act like a short circuit pulling the gate voltage of
the rest of the PMOS transistors to ground ensuring that current will start to flow
in the circuit. Once the current starts to flow through the circuit, this causes the
voltage across the diode transistor Q3 and the resistor R to rise to the point where
M, will turn off.

While a PTAT current source is useful for a lot of circuits, another common ref-
erence current that is desired is a zero temperature coefficient (ZTC) reference cur-
rent. Such a reference current can be generated from a modified reference generator
as shown in Figure 7.42. In this case the current I, is the sum of the current flowing

M, M
M, |F—TM4 |I-||
| = t=1
wlfe‘c ¥ s
/ /

ref ref

Vref Vref g i
>
=R
R, 1 R,
Q Q=N-Q

Figure 7.42 A ZTC current generating reference circuit (start-up circuit not shown).
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through resistor Ry, which is a PTAT current and the current flowing through R,.
The voltage across R, is equal to Vs thus, the current I is given by:

Vier - Veez | V)
Leef = BElR L gfl (7.150)
1

Since I,.¢ is made up of one component that is proportional to temperature
and one that is inversely proportional to temperature, by adjusting the size of these
two resistors, the temerature dependence of these two current components can be
made to cancel out and sum to a value that is constant over temperature. Using
this circuit, it is possible to make a current that will be almost perfectly flat over
termperature.

7.8.3 Constant Gy, Biasing for CMOS

In CMOS processes sometimes it is desirable to have a constant g,, bias generator.
These circuits do not use pn junctions, but rather actual CMOS devices to develop
a voltage that is proportional to the difference between two gate source voltages. A
circuit that could be used to generate a constant g, bias is shown in Figure 7.43. In
this circuit the current generated is given by:

Vgsl Vgsl

[..c =
ref Rl

(7.151)

A common choice for N in this case is 4. The NMOS transistors should have
similar parameters to the active RF devices that they are being used to bias. Often
this will mean that the device is a short channel device and will suffer from extreme
process variation which can be problematic. Also note that in practice, a constant
g,, bias will not necessarily mean that a practical amplifier will have a constant gain
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M, |
3 I |
\ 4 Iref \ 4 ref
/

M7:||__||: Mg

M, ;F_lé’\:/\’-/\/h

Figure 7.43 A constant g, current generating reference circuit (start-up circuit not shown).

M

—

ref ref

rauve
amnie




228

LNA Design

over temperature. An even more extreme slope to the current temperature curve
may be required in practice. In this case it is possible to make a reference current
that is the difference of either a constant g,, current and a ZTC current or the dif-
ference between a PTAT and a ZTC current. The resulting current will have a much
higher voltage/temperature slope than any of the basic references presented here.

7.9 Broadband LNA Design Example

As a major design example, we will design a broadband LNA to work from 50 MHz
to 900 MHz, with input matched to 75Wand with an S;; better than —10 dB over
this range. The gain must be more than 12 dB, the noise figure must be less than 5 dB,
and the IIP3 must be greater than 6 dBm. The circuit must operate with a 3.3-V
supply and consume no more than 8 mA of current. Assume that there is a suitable
50-GHz process available for this design. Also assume that the LNA will drive an
on-chip mixer with an input impedance of 5 kW.

This is going to be a high linearity part and it needs to be broadband. Therefore,
the matching and the load cannot make use of reactive components. This means
that, of the designs presented so far, an LNA with shunt feedback will have to be
used. This can be combined with a common-base amplifier to provide better fre-
quency response, and an output buffer to avoid the problem of loading the circuit.
A first cut at a topology that could satisfy the requirements is shown in Figure 7.44.
Note that emitter degeneration has been added to this circuit. Degeneration will al-
most certainly be required due to the linearity requirement. We have left the current
source as ideal for this example. As well, we are not including the bias circuitry that
will be needed at the base of Q.

The first specification we will satisfy is the requirement of an 8-mA total supply
current. It may even be possible to do this design with less current. The trade-off is
that as the current is decreased, Ry must be increased to deliver the same linearity,
and this will affect noise. We will begin this design using all the allowed current
and, at the end, we will consider the possibility of reducing the current in a second
iteration.

Figure 7.44 Circuit for broadband LNA example.
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The total current must be divided between the two stages of this amplifier. The
buffer must have enough current so that it continues to operate properly even when
it has to deliver a lot of current in the presence of large signals. Since the load resis-
tance is large, the buffer will have to drive an effective resistance of approximately
R+ 75W. This is expected to be a few hundred ohms, and this will require several
hundreds of microamps of ac current. We will start with 3 mA in the buffer and
5 mA in the driver stage.

We can now start to size the resistors and capacitor in the circuit by considering
linearity. An IIP3 of 6 dBm in a 75W system, assuming that the input is matched,
means that the IIP3 in terms of voltage will be 546 mVrms. Since we have assumed
a current of 5 mA in the driver, we can now use (7.95) to determine the size of Rp:

2 2
1p3 03 _ 2546 mV 03

"85 78225 mVE

This is a very rough estimate for what the linearity should be. As well, there are
many other factors that can limit the linearity of the circuit. We will start with an
Ry = 20W.

The gain can also be found now. Knowing that we want 12 dB of voltage gain
means a gain of 4 V/V. We will assume that the buffer has a voltage gain Apg of
about 0.9 (they will always have a bit of loss). Thus, the load resistance can be
obtained:

Rg - SW=19.6W

R;,
Rg +

G_

ABO b Ry ——(RE +re)— 09 20W+ 5W) » 115W

Now we need to set the feedback resistor. Knowing that the input impedance
needs to be 75W (we approximate that the input impedance is Ry divided by the

gain):
R A
Zi» f b R = ZinRp _ 75W><1 15W_ 3450
Ry Reg+7  20W+5SW
R +7,

The other thing that must be set is the value of Cy. Since the LNA must operate
down to 50 MHz, this capacitor will have to be fairly large. At 50 MHz if it has an
impedance that is one-twentieth of Ry, then this would make it approximately 50 pF.
We will start with this value. It can be refined in simulation later.

The only thing left to do in this example is to size the transistors. With all the
feedback around this design, the transistors will have a much smaller bearing on
the noise figure than in a tuned LNA. Thus, we will make the input transistor fairly
large (60 um) and the other two transistors will be sized to be 30 um fairly arbi-
trarily. Having high f1is important, but in a 50-GHz process, this will probably not
be an issue. The other last detail that needs to be addressed is the bias level at the
base of Q,. Given that the emitter of Q; is at 100 mV, the base will have to sit at
about 1V. The collector of Q4 should be higher than this, for example, about 1.2V.
This means that the base of Q, will need to be at about 2.2V and since its collector
will sit at about 2.7V, this transistor will have plenty of headroom.
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The noise figure of this design can now be estimated. First, the noise voltage
produced by the source resistance is:

ns = JARTR, = \/4X4>10"21)575W =1.1nV /\Hz

Since the input is matched, this voltage is divided by half to the input of the
driver transistor and then sees the full voltage gain of the amplifier. Thus, the noise
at the output due to the source resistance is:

Vo(source) = ;vnsG =—xX1.1nV/VHz*4 =2.2nV/VHz

The current produced by the degeneration resistor is:

4kT _ [4x4x107%Y
= = 2283 A/ H
TR\ 20w PRIV

This current is split between the degeneration resistor and the emitter of the
driver transistor. The fraction that enters the driver transistor develops into a
voltage at the collector of the cascode transistor and is then passed to the output
through the follower:

Rg

20W 0O
%re + RE

_RL xApo =28.3 pA/H %mﬂXHSWX) 9

Vong — ZnE

=2.3nV/+vHz

If we assume that the source resistance and the emitter degeneration resistor are
the two dominant noise sources, then the noise figure is:

2 2 N
NF = 101og?’°“+”°“+=101 ;2 3”\”“2? V/jHi”V/“HZ ° 32 ap
Vons %) Zn Z) ]

This performance at the end of this design is verified by simulation. The voltage
gain is shown in Figure 7.45 and is between 12.3 and 12.4 dB over the frequency
range of interest. This is very close to the value predicted by our calculations and is

1238
1237}
12.36 |
1235
12.34 |
12.33

Gain (dB)

0 300 600 900
Frequency (MHz)
Figure 7.45 Simulated voltage gain of the broadband LNA example circuit.
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Figure 7.46 Simulated $;; of the broadband LNA example circuit.

very constant. The magnitude of S;; is shown in Figure 7.46 and is less than -19 dB
over the whole range. Thus, the circuit is almost perfectly matched to 75Wover all
frequencies. The noise figure was also simulated and is shown in Figure 7.47. The
noise figure was less than 3.5 dB and only slightly higher than our calculated value.
We could have gotten closer to the right value by considering more noise sources.
Since this is lower than required, a second iteration of this example could reduce
the current in the driver stage and a larger value for Rg could be used to maintain
the linearity. In order to test the linearity of the circuit, two tones were fed into the
circuit. One was at a frequency of 400 MHz and one at a frequency of 420 MHz,
each having an input power of =20 dBm. The fast Fourier transform (FFT) of the
output is shown in Figure 7.48. The two tones at the fundamental have an rms
amplitude of =19.5 dBV and the amplitude of the intermodulation tones have an
amplitude of —73.4 dBV. Using (2.55) in Chapter 2, this means that at the input this
corresponds to an IIP3 of 572 mV or 6.4 dBm. Thus, the specification for linearity
is met for this part.

Distributed Amplifiers

In this section, distributed amplifiers will be described briefly. More detailed
information is available in the literature and in numerous textbooks, including [15,
16]. We will start by describing how distributed amplifiers are based on the artificial
transmission line, followed by a description of such transmission lines. The section
will end with a summary of the steps in designing distributed amplifiers.

3.50
3.48}1
3.46}

3.441

Noise Figure (dB)

3.42 L ) ,
0 300 600 900
Frequency (MHz)

Figure 7.47 Simulated noise figure of the broadband LNA example circuit.
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250 300 350 400 450
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Figure 7.48 FFT of the broadband LNA with two tones applied at the input.

Transmission lines can have flat response to very high frequency in spite of
parasitic components, if the line is terminated in its characteristic impedance. Such
parasitic components consist of inductance in series and capacitance in parallel. If
the line is modeled with a discrete set of inductors and capacitors, such as shown in
Figure 7.49, this is referred to as an artificial transmission line.

The distributed amplifier is based on the artificial transmission line where
the input and output capacitance of the transistor are absorbed into the parallel
capacitance of the line as shown in Figure 7.50 and the connections between the
amplifier stages form the series inductance.

The input and output transmission lines are designed such that delays are
matched along the two lines. Thus, signals will add in phase. It is possible to get
gain to very high frequencies; unity gain bandwidths of over half of the transistor
fmax have been reported [17]. The elements shown as inductors can be real inductors
or can be made out of lines that behave like inductors. One of the ways to match the
delays on the two lines is to use the same unit values for inductance and capacitance.
However, typically Cp, is smaller than Cg, so additional capacitance C,;; may be
added on the drain line. It is also common to use more complex amplifier structures,
for example, the cascode stage or frdoublers [17]. An important consideration of
the distributed amplifier is that to achieve the high frequency response of a trans-
mission line, both the gate line and the drain line must be terminated on the op-
posite end of the signal source and the load respectively and such terminations are
called dummy terminations. The need for the termination, typically SOW, results

L L

series L series Termi-
nation

$C parallel @Cparallel $ Cparallel

Figure 7.49 Model of a transmission line with termination.

series

Input




7.10 Distributed Amplifiers 233

add ‘[ C Cadd— add

Match 6666 6660 vEEY 6666 ssss|Match

C
Dummy U» U» J,l
Termination \%

'y 1

Dummy
Co G Termination
Match—ssss S5 —s885 " S58855 585855 |Match
v, R L L L L Lg %

Figure 7.50 A distributed amplifier schematic with input artificial transmission line formed by in-
ductors Lg and capacitors C; and output artificial transmission lines formed by inductors L and
capacitors Cp and C,yy.

in additional power dissipation and noise. If the lines are ac coupled to allow the
amplifiers to be locally biased, the lower frequency cutoff is determined by the size
of the coupling capacitors.

A brief design procedure for the distributed amplifier will be given in Section
7.10.2, but first, transmission lines will be discussed in the following section as a
necessary component of the distributed amplifier.

7.10.1 Transmission Lines

Transmission lines can be modeled as pi, k, or m-derived sections as shown in Fig-
ure 7.51.
The characteristic impedance of the transmission line is given by

L
Zy = C (7.152)

We note that L and C are the per-unit inductance and capacitance. It can be
seen that although the values of L and C depend on the number of sections of a

L L/2 L/2 mL/2 mL/2
2T T T E G=m)t
(a) Pi section (b) k section (c) m-derived section

QREETTTTT O

(d) Transmission line model with pi or k sections

Figure 7.51 Transmission line components: (a) pi section, (b) k section, (c) m-derived section, and
(d) model of transmission line with a pi or a k section.



234

LNA Design

particular line, the ratio remains the same. That is, for N times as many sections,
both L and C are reduced to 1/N and the ratio remains the same.
The cutoff frequency of the transmission line is given by

_1 /L
fo = Ic (7.153)

Thus, by breaking the line into more sections, as both L and C become smaller,
the cutoff frequency is increased. The gain is down by 3 dB at the cutoff frequency,
but phase and matching deviate significantly from the ideal transmission line at
about 45% of f. for the pi and k sections; hence, this sets the effective useful fre-
quency range for a particular artificial transmission line. We note that the some-
what more complicated m-derived section is useful up to about 85% of f,.

If lines are used to form the equivalent series inductance, the following formu-
las can be used to determine the effective value of L and C, where c is the speed of
electromagnetic propagation in free space, E,fris the effective dielectric constant, Z,
is the characteristic impedance of the line, and / is the length of the line.

Z
1 = Lol fff o= e (7.154)

ZoC

Example 7.13: Modeling a 1-mm, 50W Transmission Line

A 1-mm transmission line of approximately 5SO0W is made with top metal that is
4 um wide and with an oxide thickness of 4 um. For this line, derive a model that
uses one, two, and five stages. Also, verify the frequency response and matching for
this line.

Solution:
For one stage using (7.154), assuming that Z; is S0W,

[ = Zoleest _ 50717 10734/3.9
C 37108

oo e _17107°43.9
Z,C 50" 3" 10

L _ [329pH
Zo=,|== / = 49.92W
O7NC T\ 132fF

The cutoff frequency can be determined from (7.153),

S 1 - 48.3GHz
VLC ~ z\329pH" 132 fF

=329 pH

=132 fF

Check:
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For two or five stages, L and C are simply divided by 2 and by 3, respectively, for
which the resulting cutoff frequency will go up by a factor of 2 and 5 to 96.6 GHz
and 241.5 GHz, respectively. The resulting schematics were simulated, with results
shown in Figure 7.52.

It can be seen that as predicted, the 3-dB frequency occurs at roughly the
calculated f; however, the phase response, at least for the higher-order models, is
deviating from the ideal well before the cutoff frequency. Matching shown in Fig-
ure 7.52(c) can be seen to be good, with S;; lower than —15 dB, up to about 45%
of f.. Thus, with one section, the model is good up to about 21.5 GHz. With two
stages, matching is good to about 43 GHz, while with five stages, matching is good
to about 109 GHz.

7.10.2 Steps in Designing the Distributed Amplifier

The following are steps in designing the distributed amplifier:

1. The transmission line characteristic impedance, Z, from (7.152) is typically
adjusted to match the source and load. In a fully integrated context such
impedances can be higher than 50Win order to save power. In some cases, a
deliberate mismatch of up to 30% between the drain and the gate line cutoff
frequency is introduced to control overshoot. This step sets the ratio of L
to C.

2. In this step the absolute values of L and C are determined from the artificial
transmission line cutoff f, given by (7.153) so that the maximum useful

[LALELEY “.“"",_:': 0‘
~ 5 Stages 3 v
€ -10] v g 99
§ N \\2 Stages t 5-180; ~ 1 Stage
— [} %,
“_ 1 2 Stage V™,
'é 270 J \;%..5 Stage
-30 f t > t -360 t — '
0 50 100 150 200 250 0 50 100 150 200 250
Frequency (GHz) Frequency (GHz)
(@ (b)
’
p 2St LS

-
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0 50
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©

Figure 7.52 Results for one, two, or five stages for a T-mm transmission line terminated with 50W:
(a) gain versus frequency, (b) phase versus frequency, and (c) matching ($;7) versus frequency.
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frequency is approximately equal to or greater than the maximum operating
frequency. Note that the maximum useful frequency is about 45% of . for
k sections and about 85% of f, for m-derived sections. Note that £, is the
upper limit for the maximum operating frequency.

3. The line capacitance comes from both the transmission line parasitic ca-

pacitance and the transistor parasitic capacitance. The transistors are sized
based on allowed capacitance and the required g, to achieve the desired
gain. Note that more stages can be used to increase the gain until the losses
due to the longer line offset the increase of gain. Due to the fairly high loss
in a standard CMOS process, the optimum number of stages is typically
about 4 or 5 [16, 17]. However, the use of negative resistance circuits to
provide loss compensation has allowed some designs with more stages and
potentially with higher gain [18].

. The transistors are then optimized for highest f,,,, with current level and use
of multiple fingers to reduce series gate resistance. In order to optimize f,,,,,
the gate finger size should be smaller than some specified maximum size,
typically a few microns.

. Simulations and iterations are performed to verify calculations, to include
parasitic capacitances, and to optimize performance.

Note that if the transistor size is made larger, the capacitance will be increased.

To keep the line impedance the same, the inductance would also need to be increased,
and as a result, the line cutoff frequency, and hence the maximum possible operating
frequency, would be reduced. However, with a larger transistor, the optimal current
will be higher, resulting in a higher g,, and hence a higher gain. Thus, we can see
that it is possible to trade off between bandwidth and gain. If gain, in fact, is the
required parameter, W/L is fixed by the need for a particular g,,, and this sets
the line capacitance. Hence, inductance can be determined from the desired line
impedance.
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8.1 Introduction

The purpose of the mixer is to convert a signal from one frequency to another. In
a receiver, this conversion is from radio frequency to an intermediate frequency,
or to baseband for a direct conversion receiver. In a transmitter, this conversion is
from baseband or some intermediate frequency up to the radio frequency. Mixing
requires a circuit with a nonlinear transfer function, since nonlinearity is funda-
mentally necessary to generate new frequencies. As described in Chapter 2, if an
input RF signal and a local oscillator signal are passed through a system with a
second-order nonlinearity, the output signals will have components at the sum and
difference frequencies. A circuit realizing such nonlinearity could be as simple as a
diode followed by some filtering to remove unwanted components. On the other
hand, it could be more complex; such as the double-balanced cross-coupled circuit,
commonly called the Gilbert cell. In an integrated circuit, the more complex struc-
tures are often preferred, since extra transistors can be used with little extra cost but
with improved performance. In this chapter, the focus will be on the cross-coupled
double-balanced mixer. Consideration will also be given as to how to design a
mixer in a low voltage process.

8.2 Mixing with Nonlinearity

A diode or a transistor can be used as a nonlinearity. The two signals to be mixed
are combined and applied to the nonlinear circuit. In the transistor, they can be
applied separately to two control inputs, for example to the base and emitter in
a bipolar transistor or to the gate and source in a field-effect transistor. If a diode
is the nonlinear device, then signals might be combined with additional circuitry.
As described in Chapter 2, for two inputs at @y, and ®,, with amplitudes A, A,,
that are passed through a nonlinearity that multiplies the two signals together will
produce mixing terms at @; * @,. In addition, other terms (harmonics, feedthrough,
intermodulation) will be present and will need to be filtered out.

8.3 Basic Mixer Operation

Mixers can be made from the LNAs that have already been discussed and
some form of controlled inverter. One of the simplest forms of a mixer is shown in
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VCC VCC
Re Re
Vour— Vout

v Switch

v— li(v,)
Figure 8.1 Simple conceptual schematic of a mixer.

Figure 8.1. The input of the mixer is simply a gain stage like one that has already
been considered. The amplified current from the gain stage is then passed into the
switching stage. This stage steers the current to one side of the output or the other
depending on the value of v, (this provides the nonlinearity just discussed). If the
control signal is assumed to be a periodic one, then this will have the effect of mul-
tiplying the current coming out of the gain stage by plus or minus one (a square
wave). Multiplying a signal by another signal will cause the output to have compo-
nents at other frequencies. Thus, this can be used to move the signal v; from one
frequency to another.

8.4 Transconductance-Controlled Mixer

A transconductance-controlled mixer can be made from a bipolar or CMOS differ-
ential pair. These were discussed in Chapter 7 when used as differential amplifiers.
These are shown along with their basic equations in Figures 8.2 and 8.3. For small
signals (|v,| < vy shown in Figures 8.2 and 8.3), the current is related to the input
voltage v, by the transconductance of the input transistors QO and O,, or M; and
M,. However, the transconductance is controlled by the current I, which in turn is
controlled by the input voltage v4. Thus, the output current will be dependent on
both input voltages v; and v,.

Let us now look in detail at the operation of the mixers. As shown in Chap-
ter 7, the current in a bipolar differential pair is related to the voltage by the fol-
lowing equation:
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-100 v 0 v, 100
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Im
(b)

Figure 8.2 Bipolar transconductance controlled mixer: (a) basic circuit and (b) currents.

Thus, the difference in the output currents from the mixer is given by

- S S SN (8.2)
gl_l_e-vz/vr 1+eug/v7~g ZI/T

lp =11 -1y =
This can be converted to a differential voltage with equal load resistors in the
collectors.
Now, if we assume the current source is modulated by v so that the current is
I, + g1, where g, is the transconductance of the current source, then

io =(Ip + gmet1 )tanhv—2 = Iotanhv—2 +  gmel tanh 22— (8.3)
2ur 2ur 2vr

vy feedthrough multiplication (mixing)

This equation shows that there will be feedthrough from v,, whereas an ideal
multiplier would respond only to the product of v; and v,. We note that feedthrough
from v will appear equally in the output voltages above (common mode) and so
does not appear in the differential output voltage.

w [} /
KZIuCoxT gm1=gm2=\/KIo _VLz_gL Vng_o1= ?O
m1 m

(a) (b)

Figure 8.3 CMOS transconductance controlled mixer: (a) basic circuit and (b) currents.
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For a CMOS differential pair, from Chapter 7, the currents are:

ip1y =

Io . gmv2 (‘uCOX)aéX/('j 2
—=* 1- N
25 2 \/ 4, §152 (8.4)

where

g = ,/ucox%lo = JKI, (8.5)

where K gathers the process constants and transistor size as

_ aW ¢
K_.UCOXSLE (86)
Thus, the difference in the output currents from the mixer is given by
. . . (,uCOX)aéX/o 2 (,ucox)éx/o 2
= - = 1- =222~ =KI 1- == .
lo =ip1- iD2 gmsz al, 813" o X2 4, 8152 (8.7)

For a large v,, (8.7) can be simplified noting that the current will flow almost
completely through one side of the differential pair or the other:

io » I sgn(v2) (8.8)

where sgn(v,) will be equal to +1 if v, is positive and - 1 if v, is negative.
Now, if we again assume the current source is modulated by v; so that the cur-
rent is I, + g1, where g is the transconductance of the current source, then

io =(Io + gmev1)sgn(v2) = Ipsgn(vz)  + Eme?18gN(v2)

—— 8.9
vy feedthrough multiplication (mixing) (8.9)

8.5 Double-Balanced Mixer

In order to eliminate the v, feedthrough, it is possible to combine the output of
this circuit with another circuit driven by —v, as shown with bipolar transistors in
Figure 8.4. This circuit has four switching transistors know as the switching quad.
The output current from the second differential pair is given by:

ioC=ig - is = I, tanh 2 - gmev; tanh 2 (8.10)
2uT 2vr

Therefore, the total differential current is:

iob = g - ip®= 2gmev1 tanh 2 (8.11)
2uT
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w1, —‘G—»?Ia

Figure 8.4 Double-balanced transconductance-controlled mixer.

This removes the v, feedthrough term that was present in (8.3).

The last step to making this circuit practical is to replace the ideal current
sources with an actual amplifier stage, as shown in Figure 8.5. Now vy is applied
to a differential pair so that the small-signal component of i; and i, are the inverse
of each other; that is,

. 1%
i »I, +77 (8.12)

V) le=2l,

VEE

Figure 8.5 Double-balanced mixer with amplifier implemented as a differential pair with
degeneration.
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and

. 141 1
5 :IO- i
2 7, +Rg

(8.13)

Currents from the switching quad are related to v,, iy, and i, by (8.2) through
(8.11).

. i
3= 1+e—v2/UT
. 7
14 = 1+ evz/UT
. (8.14)
is=—2
S 1 +el/2/UT
. i
6 = 1+e-v2/1/T
Then, assuming that the amplifier formed by O; and O, is linear,
. . h 0,. &y, 0 1y
+ +ig) = tanh & tanh A
(i3 +is) - (14 +ig) = tan §2uT (i1 - i2) = tan 820751, + R (8.15)
The output differential voltage is
&ery, 0 1
= - tanh = R 8.16
an gZUT o1, +Rg ¢ ( )
Thus, the gain of the circuit relative to v can be determined:
Yo _ . eanp®v2 9 Re (8.17)
4] 821/7‘ o7, +Rg

with Rg =0, a general large-signal expression for the output can also be written:

ev 0 &2v; 6
vy, = - 2RcIgg tanh & ~tanh ¢ =
© CTEE gZUT (7] 82UT @

(8.18)

This takes into account nonlinearity from the bottom pair as well as from the
top quad. Previously with Ry present, the bottom was treated in a linear fashion.

For the equivalent CMOS mixer as shown in Figure 8.6, the transconductance
of the upper quad is no longer directly proportional to the current (for small sig-
nals) but roughly to the square root of current. Hence the CMOS equations are
more complex when considered as a multiplier, and the transfer functions will not
be given here. This is considered acceptable since, as discussed in the next section,
mixers are usually operated with the upper quad being switched, and equations will
be given in that section for both bipolar and CMOS mixers.
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degeneration l g =21,
resistors

Figure 8.6 CMOS double-balanced mixer.

8.6 Mixer with Switching of Upper Quad

Usually a downconverting mixer is operated with v, as the RF signal and v, as the
local oscillator. The RF input must be linear, and linearity is usually improved by
degeneration resistors in the case of bipolar mixers. For CMOS mixers, adjusting
transistor sizes and currents can be used to adjust linearity. However, in practice
also using degeneration resistors may prove to be more reliable in the presence of
process, power supply voltage, and temperature variations. Why must the RF input
be linear? In a communications receiver application, the RF input can have several
channels at different frequencies and different amplitudes. If the RF input circuitry
were nonlinear, adjacent channels could intermodulate and interfere with the de-
sired channel. For example, with inputs at 900, 900.2, 900.4 MHz, if 900 MHz is
desired, the third-order intermodulation term from the two other signals occurs at
27.900.2 - 900.4 = 900 MHz, which is directly on top of the desired signal.

The LO input need not be linear, since the LO is clean and of known amplitude.
In fact, the LO input is usually designed to switch the upper quad so that for half
the cycle O3 and Q¢ (or M5 and My for the CMOS mixer) are on, and taking all
of the current 7;. For the other half of the LO cycle, O3 and Qg are off and Q4 and
Os (or My and M; for the CMOS mixer) are on. More formally, if v, >> 2v, then
(8.17) can be approximated as

(8.19)

where

(v2) il if vy is positive (8.20)
u =i .
"2 %— 1 if v is negative
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This is equivalent to alternately multiplying the signal by 1 and - 1. For the
CMOS mixer, this becomes

YIE = w(w2)gmiRp (8.21)
URF

If the CMOS mixer had degeneration resistors R, the equation would be

YIE = yyy)y— "D (8.22)

Note that it is assumed that the current to voltage relationship in the RF input
is linear. As discussed earlier, this is achieved in a bipolar mixer with appropriate
degeneration and in a CMOS mixer with appropriate sizing and biasing of the RF
input transistors, and sometimes with degeneration.

This can also be expressed as a Fourier series. If v, is a sine wave with frequency
D10 then:

u(vy) = isin(a) Lot) + isin(3coLot) + isin(SCt)Lot) + isin(7a) Lot)+---  (8.23)
T 3n Sm 7

8.6.1 Why LO Switching?

For small LO amplitude, the amplitude of the output depends on the amplitude of
the LO signal. Thus, gain is larger for larger LO amplitude. For large LO signals,
the upper quad switches and no further increases occur. Thus, at this point, there is
no longer any sensitivity to LO amplitude.

As the LO is tuned over a band of frequencies, for example, to pick out a chan-
nel in the 902- to 928-MHz range, the LO amplitude may vary. If the amplitude is
large enough, the variation does not matter because as shown in Figures 8.2 and
8.3 alarge LO will completely switch the current to one side or the other regardless
of its amplitude.

For image-reject mixers (to be discussed in Section 8.11), matching two LO sig-
nals in amplitude and phase is important. By using a switching modulator, and feed-
ing the LO signal into the switching input, amplitude matching is less important.

Noise is minimized with large LO amplitude. With large LO, the upper quad
transistors are alternately switched between completely off and fully on. When off,
the transistor contributes no noise and when fully on, the switching transistor be-
haves as a cascode transistor, which, as described in Chapter 7, does not contribute
significantly to noise.

8.6.2 Picking the LO Level

For a bipolar mixer, as shown in Figure 8.2, the differential pair will require an in-
put voltage swing of about 4- § v for the transistors to be hard switched one way
or the other. Therefore, the LO input to the mixer should be at least 100-mV peak
for complete switching. At 50W, 100-mV peak is - 10 dBm. Small improvements in
noise figure and conversion gain can be seen for larger signals; however for LO levels



8.6 Mixer with Switching of Upper Quad 247

larger than about 0 dBm, there is minimal further improvement. Thus, - 10 to 0 dBm
(100-300 mV) is a reasonable compromise between noise figure, gain, and required
LO power. If the LO voltage is made too large, then a lot of current has to be moved
into and out of the bases of the transistors during transitions. This can lead to spikes
in the signals and can actually reduce the switching speed and cause an increase in
LO feedthrough. Thus, too large a signal can be just as bad as too small a signal.

For a CMOS mixer, as shown in Figure 8.3, required switching levels depends
on the ratio of bias current to transconductance. To reduce the required LO am-
plitude, typically large transistors with low current densities are chosen allowing
input amplitudes also in the range of a few hundred millivolts. The trade-off is that
as the transistor current density is reduced, the /7 of the transistor is also reduced.
When fis very important, for example operation at high frequencies, there will be
no choice but to increase the LO amplitude in order to get full switching.

Another concern is the parasitic capacitance on node V,, as shown in Fig-
ure 8.7. The transistors have to be turned on and off, which means that any ca-
pacitance in the emitter has to be charged and discharged. Essentially, the input
transistors behave like a simple rectifier circuit as shown in Figure 8.7(b). If the
capacitance on the emitters is too large, then V, will stop following the input volt-
age and the transistors will start to be active for a smaller portion of the cycle, as
shown in Figure 8.7(c). Since V is higher than it should be, it takes longer for the
transistor to switch and it switches for a smaller portion of the cycle. This will lead
to waveform distortion. This effect, shown for the bipolar case, applies to both
bipolar and CMOS.

(b)

Slewing causes
incomplete switching

v Time

(c)

Figure 8.7 Large-signal behavior of the differential pair: (a) schematic representation; (b) diode
rectifier model, and (c) waveforms illustrating the problem of slewing.
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Figure 8.8 Switching waveform.

8.6.3 Analysis of Switching Modulator

The top switching quad alternately switches the polarity of the output signal as
shown in Figure 8.8.

The LO signal has the effect of multiplying the RF input by a square wave going
from - 1 to +1. In the frequency domain, this is equivalent to a convolution of RF
and LO signals, which turns out to be a modulation of the RF signal with each of
the Fourier components of the square wave.

As can be seen from Figure 8.9, the output amplitude of the product of the
fundamental component of square wave is:

4 ) }
Vo = —URF sin(@ rt)sin(@.ot)
T

1.4 1.4
= E?URF sin[(@ R+ @LO)t] +§>P7TURF sin[(@WRrE- @LO)t] (8.24)

where vy is the output voltage obtained without the switching (i.e., for a differen-
tial amplifier). This means that because of the frequency translation the amplitude
of each mixed frequency component is

2
Vo = ;UR]: = URFg ~ 3.9dB (8.25)
Mixing results in a factor of 1/2 or - 6 dB, but a square wave has a fundamental

that is larger by 4/ or 2.1 dB than a sign wave of the same amplitude, for a net

\_/ RF

Frequency

f

1 ,%T 41 4
+ n3T 75
o™ TUUUUUUUT > 4

3L0 5L0 ¢
RF
; tt
L0 A4

3L0+RF 5.0+ RFf
LO—RF LO+RF

Figure 8.9 Analysis of the switching mixer in the frequency and time domain.
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change of - 3.9 dB. Third harmonic terms are down by 1/3 or - 9.5 dB, while fifth
harmonics are 1/5 or - 14 dB. Intermodulation (other than mixing between RF and
LO) is often due to the RF input and its nonlinearity. Thus, the analysis of the dif-
ferential pair may be used here. From Chapter 7, the gain v /y; for a differential
amplifier with load resistors of R and emitter degeneration resistors of R per side
was given by:

R
e + Rg

Vo

: (8.26)

For a CMOS differential amplifier with no degeneration, the equivalent expres-
sion is
Vo = gmRpv; (8.27)

Thus, a final useful estimate of gain in a bipolar mixer such as the one shown in
Figure 8.5 (at one output frequency component) is the following:

Vo _2 Rc

Vin W17, +Rg (8.28)

We note that this is voltage gain from the base of the input transistors to the col-
lector of the switching quads. In an actual implementation with matching circuits,
these also have to be taken into account.

For the CMOS mixer without degeneration, a useful estimate of the gain at one
of the output frequency components is given by:

Yo =24 Rp (8.29)
Vin T

In Figures 8.8 and 8.9, the LO frequency is much greater than the RF frequency
(it is easier to draw the time domain waveform). This is upconversion, since the out-
put signal is at a higher frequency than the input signal. Downconversion is shown
in Figure 8.10. This is downconversion because the output signal of interest is at a
lower frequency than the input signal. The other output component that appears at
higher frequency will be removed by the IF filter.

0 FRF f
0 Lo 3L0 5L0 f

RFxLOIT T A A A A

0 LO-RF LO+RF 3LO+RF 5.0 + RF f

Figure 8.10 Downconversion frequency-domain plot.

\ 4
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Note also that any signals close to the LO or its multiples can mix into the
IF. These signals can be other signals at the input, intermodulation between input
signals (this tells us we need linear RF inputs), noise in the inputs, or noise in the
mixer itself.

8.7 Mixer Noise

Mixer noise figure is somewhat more complicated to define, compared to that of an
LNA, because of the frequency translation involved. Therefore, for mixers a slightly
modified definition of noise figure is used. Noise factor for a mixer is defined as:

E= Notot(a) IF)

8.30
No(source)(wIF) ( )

where N,.(®p) is the total output noise at the IF frequency and N, source)(@1F) 18
the output noise at the IF frequency due to the source. The source and all circuit
elements generate noise at all frequencies, and many of these frequencies will
produce noise at the output IF frequency due to the mixing action of the circuit.
Usually the two dominant frequencies are the input frequency and the image
frequency.

To make things even more complicated, single-sideband (SSB) noise figure or
double-sideband (DSB) noise figure are defined. The difference between the two
definitions is the value of the denominator in (8.30). In the case of double-sideband
noise figure, all the noise due to the source at the output frequency is considered
(noise of the source at the input and image frequencies). In the case of single-side-
band noise figure, only the noise at the output frequency, due to the source that
originated at the RF frequency is considered. Thus, using the double-sideband
noise figure definition, even an ideal noiseless mixer with a resistive termination at
both the output and image frequencies would have a noise figure of 3 dB. This is
because the noise of the source would be doubled in the output due to the mixing
of both the RF and image frequency noise to the intermediate frequency. Thus it
can be seen that:

No(source)DSB = No(source)SSB +3dB (831)
and

NFDSB = NFSSB -3dB (8.32)

This is not quite correct, since an input filter will also affect the output noise,
but this rule is usually used. Usually single-sideband noise figure is used for a mixer
in a superheterodyne radio receiver, since an image-reject filter preceding the mixer
removes noise from the image.

Largely because of the added complexity and the presence of noise that is fre-
quency translated, mixers tend to be much noisier than LNAs. The differential
pair that forms the bottom of the mixer represents an unattainable lower bound
on the noise figure of the mixer itself. Mixer noise will always be higher because
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noise sources in the circuit get translated to different frequencies and this often
“folds” noise into the output frequency. Generally, mixers have three frequency
bands where noise is important:

1. Noise already present at the IF: The transistors and resistors in the circuit
will generate noise at the IF frequency. Some of this noise will make it to the
output and corrupt the signal. For example, the collector resistors will add
noise directly at the output IF.

2. Noise at the RF and image frequency: Any noise present at the RF and image
frequencies will also be mixed down to the IF frequency. For instance, the
collector shot noise of Q; at the RF frequency and at the image frequency
will both appear at the IF frequency at the output.

3. Noise at multiples of the LO frequency: Any noise that is near a multiple
of the LO frequency can also be mixed down to the IF, just like the noise at
the RE.

Also note that noise over a cycle of the LO is not constant, as illustrated in
Figure 8.11. At large negative or positive voltage on the LO, dominant noise comes
from the bottom transistors. This is the expected behavior, as the LO is causing
the upper quad transistors to be switched between cutoff and saturation. In both
of these two states, the transistors will add very little noise because they have no
gain. We also note that gain from the RF input is maximum when the upper quad
transistors are fully switched one way or the other. Thus, a large LO signal that
switches rapidly between the two states is ideal to maximize the signal-to-noise
ratio.

However, for the finite rise and fall time in the case of a square wave LO sig-
nal, or for a sinusoidal LO voltage, the LO voltage will go through zero. During
this time, these transistors will be on and in the active region. Thus, in this region
they behave like an amplifier and will cause noise in the LO and in the upper quad
transistors to be amplified and passed on to the output. As shown in Figure 8.11,
for LO voltages near zero, noise due to the upper quad transistors is dominant.
At the same time, in this region, gain from the RF is very low, thus for small LO

Noise contributions

A
<— Total
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e 10 . .
35 op transistors
28 gt
o 3
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s 8 6} / .
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&t ,

0 = = = = —Source resistance
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Figure 8.11 Mixer noise shown at various LO levels. Note that not all individual noise contributions
are shown.
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voltages, the signal-to-noise ratio is very poor, so time spent in this region should
be minimized.

In order to determine noise figure, the relative value of the total noise compared
to the noise from the source must be determined. Very conveniently, the calculated
noise figure is approximately the same when calculated using a slowly swept dc
voltage at the LO input or with an actual LO signal (finding the noise figure with
the LO voltage held at different dc values and then taking the average). With a
dc voltage at the LO terminal, the mixer becomes equivalent to a cascode ampli-
fier and the LO input serves as a gain-controlling signal. When used as a mixer,
any noise (or signal) is mixed to two output frequencies, thus reducing the output
level. This results in the mixer having less gain than the equivalent differential pair.
However, noise from both the RF frequency and the image frequency is mixed to
the IF frequency resulting in a doubling of noise power at the output. Thus, the
noise prediction based on a swept LO analysis is very close to that predicted using
an actual LO signal.

There are a few other points to consider. One is that with a mixer treated as an
amplifier, output noise is calculated at fgp, so if some output filtering is included
(for example with capacitors across R(), the noise will be reduced. However, the
ratio of total noise to noise due to the source can still be correct. Another point is
that in this analysis, noise which has been mixed from higher LO harmonics has not
been included. However, as will be shown in Example 8.3, these end up not being
very important, so the error is not severe. Some of these issues and points will be
illustrated in the next three examples.

Example 8.1: Mixer Noise Figure Determination

For the mixer simulation results shown in Figure 8.11, estimate the mixer noise
figure.

Solution:

The noise figure is given by the ratio of total noise to noise from the source. In this
example, while individual components of noise from most sources are strongly
LO voltage dependent, total noise happens to be roughly independent of instan-
taneous LO voltage, and the relative value is approximately 11 (arbitrary units).
Noise from the source is dependent on instantaneous LO voltage varying from
zero to about 1.5 (arbitrary units). This plot illustrates why maximum signal gain
and minimum noise figure is realized for a sufficiently large LO signal such that
minimal time is spent around zero volts. Thus minimum double-sideband noise
figure is

Notot 11

NF =10 log =1010gﬁ=8.65

o(source)

For a real, sinusoidal signal, some time is inevitably spent at zero volts with a
resulting time-domain waveform as shown in Figure 8.12.

In the diagram, the effective input noise is reduced down to about 1.1, and as a
result, the noise figure is increased to about 10 dB.
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Figure 8.12 Noise calculations.

Example 8.2: Mixer Noise and Gain with Degeneration

In this example for a mixer as in Figure 8.13, some equations and simulation results
will be shown for noise and gain versus degeneration.

Without consideration of input and output matching, the noise sources as-
sociated with Rg and Rg both have gain approximately equal to the signal gain
given by:

Uno,Rg - Uno,Rg — Vo »% R¢
UnRg  UnmRs VRF T 7T.+Rg

Ry/2 g} I

Figure 8.13 Mixer with switching.
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where Vno,Rp and Vno,Rg Ar€ the output noise due to Rg and Ry and ViRp and
Up,Rg ATE the noise voltage associated with each resistor. Thus, with degeneration,
gain will decrease unless R is increased to match the increase of Rg. Similarly,
the noise figure will degrade with increasing Rp, since the noise due to Ry is
given by:

UnRy =4 TREB

Simulation results are shown in Figure 8.14. It can be seen that gain decreases
rapidly for increased values of Rg, from 12 dB to about 0 dB for Ry from OW to
100W. Noise figure increases by about 4 dB over the same change of R;. We note
that matching will make a difference and adding degeneration resistance changes
the input impedance, which will indirectly change the noise due to the effect of in-
put impedance on base shot noise.

We also note that, as predicted by theory, gain is about 4 dB lower for a mixer
compared to a differential pair. Noise is higher for the mixer by about 3 to 5§ dB due
to noise mixing from other frequencies and noise from the switching quad.

Example 8.3: Mixer Noise Components—Sources and Frequencies

Noise in a mixer, such as shown in Figure 8.15, comes from a variety of sources
and is mixed to the output from a variety of frequencies. In this example, we will
show the typical relative levels of these noise components. Many simulators could
provide the information for this analysis, but instead of discussing the simulation,
here the results will be discussed.

Table 8.1 shows the noise from various sources and from various frequencies.
Noise has been expressed as a voltage or as a squared voltage instead of a density
by assuming a bandwidth of 1 MHz. Noise from the bottom components (RF input
transistors, current sources, input resistors, and bias resistors) has been further bro-
ken down in Table 8.2. Noise from the source resistor has been shown in brackets,
as its effect is also included with total bottom noise.

g g
6
1
2
0 0 1(I]0 Z(I)O 360 4(I10 5(I)0 0 160 Z(I)O 3(I)0 4(I)0 5(I]0

Re(<) Re(<)

Figure 8.14 Noise simulation results.
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Figure 8.15 Mixer for noise analysis and transistor noise model.
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The final row in Table 8.1 shows for each specified input frequency, the total
number of equivalent frequency bands that have approximately the same noise. For
example, for every noise input at the RF frequency, there is an approximately equal
input at the image frequency. Thus, for an input at the RF frequency, or around
other harmonics of the LO frequency, the multiplier is 2, while for noise inputs at
the IF frequency, the multiplier is 1. Different frequencies are dominant for different
parts of the mixer. For the bottom circuitry, the most important input frequency is

Table 8.1

Mixer Noise and Dominant Sources of Noise

Source
(Rsg)
Bottom
Vrbquad
lequad
’bquad

YR
Frequency

bands

Input at wpp
(0.7 nV)

0.9 nV

0.25 mV
0.26 mV

36 nV

1.77 mV

1

Differential Output Voltage at wyp

Input at wgp
(0.72 mV)
1.77 mV
0.03 mV
0.15 mV
0.13 mV

16 nV

2

Input at ZwLo-wH:

(0.2 nV)
4.0 nV
0.20 mV
1.5 uv
25 nV
4.4 uv
2

Input at 3w -0
(0.11 mV)

0.29 mV

0.02 mV

0.03 mV

0.03 mV

1.3nV

2

Total

" 10°°V?
(1.08)
6.44
0.15
1.17
0.04
3.13
10.93
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Table 8.2 Breakdown of Noise in the RF Stage

Source Noise Out V? Source Noise Out V?
5,Q1,2 0.51" 10°¢ Rsr 1.08 " 106
7e,Ql,2 0.08 " 10°¢ Rpp 1.08 " 106
iy 0.06 " 10°¢ Rpg 0.20 " 10-¢
i 1.217 106 Rg 2227 10°¢
Total Q1,2 1.86° 106 Total 6.44° 10°¢

the RF (and image frequency). For the load resistor, the only important component
occurs at the IF, while for the quad switching transistors, both the RF and the IF are
important. Generally, noise around the LO second harmonic or higher harmonics
is not important; however, the third harmonic will add a bit of noise from the bot-
tom circuitry.

As for sources of noise, the bottom circuitry is seen to be the dominant factor
(true only if the LO amplitude is large enough to switch the quad transistors fully).
Thus, to minimize noise, the RF input stage must be optimized, similar to that of
an LNA design. Of the bottom noise sources, degeneration can quickly become the
dominant noise source for a high linearity design. If linearity allows, it is possible
to use inductor degeneration for optimal noise and power matching. As well, in
this example, bias resistors contributed significantly to the noise. In an inductively
degenerated mixer, bias resistors can be made significantly larger to minimize the
noise contribution from them.

Double-sideband noise figure can be calculated as follows:

ad0.936

2 =10.1dB
£1.089

DSB noise figure =10 logyo

Minimum noise figure from the RF stage can be calculated as:

ab.446 _ - ¢

DSB NFmin = 1010g1() 8mﬂ

Note that a single sideband noise figure would consider source noise in the RF
band only, thus noise figure would have been higher by about 3 dB.

8.7.1 Summary of Bipolar Mixer Noise Components

Noise equations suitable for hand calculation of noise figure can be determined by
considering each noise source and its transfer function to a common point. Total
noise compared to noise from the source is the noise factor. For these equations,
there is a single-source resistance of value Rg. Noise from the source can be referred
to the output by

Uaorg =17 27 4RTRgA* (8.33)

By way of brief explanation, the noise source of 4 kTR is multiplied by A2, the
square of the voltage gain. It is assumed here that the bias resistors are large rela-
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tive to Rg. If Rp is comparable to Rg, then a voltage divider would have to be added
to the equation. The extra factors of 1 and 2 in this and the following equations
indicate the number of sources (in this case a single source resistance with thermal
noise) and the number of bands (in this case the RF and the image band). The volt-
age gain A is given by

8.34
n 7, +Rg ( )

It is assumed that the mixer input impedance is high compared to the source
resistance. The factor R¢y, the equivalent load resistance per side, is the parallel
combination of collector resistor R - and extra load resistor R; and R, is the added
degeneration resistor per side.

The total output noise due to collector shot noise is

.2
vaor, =27 27 2kTgm§%RCL% =27 2" 2kTg,,A*(r, + Rp)* (8.35)

The factor of 2/x is due to the switching in the upper quad, one factor of two
is due to the fact that there are two devices, and another factor of two to account
for the image band.

Noise at the output due to the base resistance is given by

Vaor, =27 27 4kTr,A? (8.36)
Noise at the output due to emitter degeneration Ry, is given by
Voo, =27 27 4kTRpA? (8.37)

As indicated above, this assumes that there is a resistor of value Rg on each side.
Finally, the noise due to the load resistance Ry is given by

Uaore, =2 17 4kTRcy (8.38)

This assumes that there is a collector resistor R and an extra load resistor Ry
per side, both contributing to the noise and this is shown by the factor of 2. At the
output, noise mostly occurs directly in the IF band, hence there is only one band to
consider. If R; were considered noise free, only R would contribute to the noise,
and this noise would also have undergone a voltage division. The resulting noise
would then be

)
) P & Ry ©
” =2"1" 4kTRc p-———= .39
VnoRe C&R, +RoB (8.39)
Noise factor is found by combining all these equations as
poNogor _, 8mle+RE)® 21, 2Rp | Rop (8.40)

No,src Rg Rs Rg RsAz
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As a reminder, as indicated above, for this equation, it is assumed that there
are two each of R¢, R;, and R, and it is assumed that both R and R; contribute
to the noise. This equation is for double-sideband noise figure. For single-sideband
noise factor, input noise in the denominator of (8.40) would be assumed to be due
only to the noise in the RF band, thus single-sideband noise factor would be 3 dB
higher than double-sideband noise factor.

8.7.2 Summary of CMOS Mixer Noise Components

In this section, noise calculations similar to those in the previous section will be
shown for a CMOS mixer without degeneration. Noise from the source can be
referred to the output by

Uiors =17 27 4kTRsA? (8.41)

Again, the factor of 1 is because there is a single source resistance and the factor
of 2 indicates that noise is coming from two bands (the RF and the image band).
Voltage gain A for the CMOS mixer is given by

2
A :;ngDL (842)

where Rpy, the equivalent load resistance, is the parallel combination of drain resis-
tor Ry, per side and extra load resistor R; per side. The total output noise due to
drain noise is

2

Voo, =27 27 4kTygm§eERDL9 —o o KTV po (8.43)
T [ gm
The factor of 2/7 is due to the switching in the upper quad.
Noise at the output due to the gate resistance is given by
Uor, =27 2 4kTryA? (8.44)
Finally, the noise due to the load resistance Ry is given by
Unokp, =2~ 17 4kTRpy, (8.45)

As for the bipolar case, this assumes that there is a drain resistor R, and an
extra load resistor R; per side, both contributing to the noise and this is shown by
the factor of 2, and that noise contribution is only from the single IF band.

Noise factor for the CMOS mixer is found by combining all these equations
as

No, ot =1+ 2y +2£+ Rpr

F= 5
No,src ngS Rs RsA

(8.46)

As a reminder, as indicated above, for this equation, it is assumed that there are
two each of R and Rj, and it is assumed that both R and R; contribute to the
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noise. This equation is for double-sideband noise figure. For single-sideband noise
factor, input noise in the denominator of (8.46) would be assumed to be due only
to the noise in the RF band; thus, single-sideband noise factor would be 3 dB higher
than double-sideband noise factor.

8.8 Linearity

Mixers have both desired and undesired nonlinearity. The mixing action of the
switching quad is what is necessary for the operation of the circuit. However, mix-
ers also contain amplifiers that can be nonlinear. Just as in Chapter 7, these ampli-
fiers have linearity requirements.

8.8.1 Desired Nonlinearity

A mixer is inherently a nonlinear device. Linear components have output frequen-
cies equal to the input frequencies, and so no mixing action can take place for
purely linear inputs. This desired nonlinearity comes from the switching action of
the quad transistors as determined by the nonlinear characteristics of the transistor.
Thus, if we have two tones at the input, the desired outputs for a switching mixer
are as shown in Figure 8.16.

The only desired output may be at the IF, but the other components are far
enough away they can easily be filtered out.

8.8.2 Undesired Nonlinearity

Undesired nonlinearity can occur in several places. One is at the RF input, which
converts the input signal into currents i; and i, (see Figure 8.13). The reason for
adding degeneration resistors R, or for sizing CMOS input transistors appropri-
ately, is to keep this conversion linear, just as in the case of an LNA. However, some
nonlinearity will still be present. The resulting output is shown in Figure 8.17.
Thus, the only difference in this circuit compared to the differential pair being
considered in Chapter 7 is that now there is a frequency translation. Thus, just as
before, for a bipolar mixer with a differential pair without degeneration, the input

SR

fi f

L0, T T 4

f 3f, 57,

R 4

"

e 1 m M aa AL,

>

f.=f—RF f,+RF 3f,—RF 3f,+RF 5f—RF 5f +RF f

Figure 8.16 Mixer expected outputs in the frequency domain.
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Figure 8.17 Mixer with nonlinearity in the RF input stage.

IP3 is related to v; the linear extrapolation of the axis of the transfer curve. The
resulting expression is

vips = 4vr =2vL, (8.47)

As discussed in Chapter 7, for small values of degeneration resistor, the same
value of 2v; is used to estimate linearity resulting in the following

vip3 = 2vy, = 4vr + 21 gpRg = 2Igg(r, + REE) (8.48)

With larger values of resistor, when R is significantly larger than 7,, an esti-
mate for the linear voltage extension v; is often assumed to be roughly equivalent
to a 1-dB compression point; thus, IP3 is roughly three times the voltage resulting
in input IP3 being estimated as

vip3 = 3vp = 3Ige (27, + REE) (8.49)

Note that Rgp is the total resistance between the two emitters and that I is the
total current being supplied to the differential pair. In Figure 8.5, the total current
supplied Igg is 21, and the total resistance Ry is 2R so appropriate adjustments
need to be made.

For a CMOS mixer based on a CMOS differential pair, from Chapter 7 linearity
is given by

vip3 = 3.266v] = 3.2661EE (8.50)
Sm

Thus for both bipolar with degeneration and with CMOS mixers the 1-dB
compression point is roughly equal to v; the linear extrapolation of the small sig-
nal transfer curve. We note that v; is roughly equal to the voltage for which visible
clipping would be seen, and this estimate for 1-dB compression voltage can also be
used in other parts of the mixer.
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fi-fi=f, fi—f=f, 26 2f 3f—f 31,

Figure 8.18 Mixer with nonlinearity in switching quad.

With nonlinearity in the RF input stage, the currents 7; and 7, are composed of
a large number of frequency components. Each of these frequencies is then mixed
with each of the LO harmonics, producing the IF output. Many of the IF frequen-
cies (such as mixing of harmonics of the radio frequencies with harmonics of the
LO) have not been shown.

Note that if the RF input were perfectly linear, mixing action would proceed
cleanly with the result as previously shown in Figure 8.16. However, undesirable
frequency components can be generated because of nonlinearity in the output stage,
for example, due to limiting action. In such a case, the two IF tones at f; — f; and
f1. — > would intermodulate, producing components at f; — (2f; - f>) and f; — (2f; -
f1) in addition to harmonics of f; — f; and f; — f,. This is shown in Figure 8.18.
Again, a 1-dB compression point can be estimated as the voltage for where clipping
just starts to occur.

In some cases, the saturation of the switching quad may be the limiting fac-
tor in the linearity of the mixer. For example, if the bias voltage on the base of
the quadrature switching transistors v,,,,4 is 2V and the power supply is 3V, then
the output can swing from about 3V down to about 1.5V, for a total 1.5V peak
swing. If driving S50W, this is 13.5 dBm. For larger swings, a tuned circuit load can
be used as shown in Figure 8.19. Then, the output is nominally at V¢ with equal
swing above and below V-, for a new swing of 3V, or 6V, _, which translates to
18.5 dBm into SOW. We note that an on-chip tuned circuit may be difficult to realize
for a downconverting mixer, since the output frequency is low, and therefore the
inductance needs to be large.

Ve Vee
8
g_gj S % T
|/ S— —O V,

Figure 8.19 Tuned load on a mixer.
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LC circuit tuned to LO
or RF or LO + RF, etc.

/27— —0 Vo

Figure 8.20 Series LC between mixer outputs.

If the output needs to drive a low impedance such as 50W, often an emitter fol-
lower is used at the output. This can be a fairly broadband circuit, since no tuned
components need be used, but could cause some distortion.

8.9 Improving Isolation

It is also possible to place an inductor-capacitor (LC) series circuit across the
outputs, as shown in Figure 8.20, to reduce LO or RF feedthrough, or to get rid
of some upconverted component. This can also be accomplished with the use
of a lowpass filter by placing a capacitor in parallel with the load, as shown in
Figure 8.21, or using a tuned load as shown in Figure 8.19.

8.10 General Design Comments

So far in this chapter, we have discussed basic theory of the operation of mixers.
Here we will provide a summary of some general design guidelines to help with the
trade-offs of optimizing a mixer for a particular application.

VCC

% _L l % RC circuit with cutoff

]_ _[ frequency above IF

an O— C V"Q

Figure 8.21 Parallel RC circuit across the output.
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8.10.1 Sizing Transistors

The differential pair that usually forms the bottom of a double-balanced mixer is
basically an LNA stage, except that the transistors are usually optimized first for
linearity and gain, then for noise. The switching quad transistors are the part of the
circuit unique to the mixer. Usually, in a bipolar design the switching transistors are
sized and biased so that they operate close to their peak fr. If the differential pair
transistors are biased at their minimum noise current, then the switching transistors
end up being about one-eighth the size. In a typical low voltage CMOS process, the
switching quad transistors are often sized according to the available input swing
and voltage headroom and this often means operating at a lower current density
than would be best for maximum f7. For maximum speed, of course operation close
to optimal fris desirable; however, this requires a Vg approaching that of the rail
voltage.

8.10.2 Increasing Gain

As shown previously in (8.28), without matching considerations, and assuming full
switching of the upper quad, voltage gain in a bipolar mixer is estimated by:

Uio = % & (8 51 )
Vin W1, +Rg

To increase the gain, the choices are to increase the load resistance R, to reduce
degeneration resistance R, or to increase the bias current I,. Since the output bias
voltage is approximately equal to Vo » V- —I R, increased gain will be possible
only if adjustments to R, R, or I, do not cause the switching transistors to become
saturated. In a CMOS mixer without degeneration, the gain is of the form:

Yo =2 ¢ Rp (8.52)
Vin T

Gain can be increased by increasing R or by increasing g,, by changing the
transistor size or bias current. Assuming dc current is flowing through Rp, an in-
crease of current or in the size of R, directly results in reduced headroom. Increas-
ing g, by increasing transistor size will mean less voltage drop across the transistor,
which is good for headroom, but it makes the transistor itself less linear since linear-
ity is related to the overdrive voltage, Vg — v1. Note that with degeneration, the
gain equation takes on a form similar to that of the bipolar mixer and with similar
considerations for increasing gain.

8.10.3 Improvement of IP3

How to increase IP3 depends on which part of the circuit is compressing. Compres-
sion can be due to overdriving of the lower differential pair, clipping at the output,
or the LO bias voltage being too low causing clipping at the output of the bottom
differential pair. After a problem has been identified, IP3 can be improved by one
or more of the following:
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1. If the compression is due to the bottom differential pair (RF input), then in
a bipolar mixer, or in a CMOS mixer with degeneration, linearity can be im-
proved by increasing R, or by increasing bias current. We note from (8.51) that
increased R will result in decreased gain. Increased bias current will increase
the gain slightly through a reduction of 7, although this effect will be small if
degeneration resistance is significantly larger than 7,. In a CMOS mixer with-
out degeneration, linearity can be improved by increasing the current density
of the transistor, by reducing the transistor size or increasing the current.

2. Compression caused by clipping at the output is typically due to the quad tran-
sistors leaving the proper operating region (going into saturation for bipolar,
leaving saturation for CMOS transistors). This can be avoided by moving
the output bias level to a higher voltage by reducing the bias current or reduc-
ing the load resistors. However this will reduce the gain. In a CMOS mixer,
another option is to increase the size of the switching transistors. Another pos-
sibility, although not usually a practical one, is to increase V. The use of a
tuned output circuit is effectively equivalent to raising the supply voltage.

3. If compression is caused by clipping at the collector of the RF input differen-
tial pair, then increasing the LO bias voltage will improve linearity; however,
this may result in clipping at the output.

It is possible to conduct a series of tests on the actual circuit or in a circuit simu-
lator to determine where the compression is coming from. First, at least in simula-
tion, it is possible to increase the power supply voltage to some higher value. If the
compression point is increased, then output clipping is a problem. If the compres-
sion is unchanged, then the problem is not at the output. Next, one can determine
if the LO bias voltage is sufficiently high by increasing it further. If linearity is not
improved, then this was not the cause of the original linearity problem. Then, hav-
ing eliminated output clipping or LO biasing problems, one can concentrate on the
lower differential pair. As discussed in the previous paragraphs, its linearity can be
improved by increasing current or by increasing Ry or in a CMOS mixer by reduc-
ing the transistor size.

8.10.4 Improving Noise Figure

Noise figure will be largely determined by the choice of topology with the oppor-
tunity for the lowest noise provided by the simultaneous matched design of Section
8.12.3. The next most important factor is the value of the emitter degeneration re-
sistor, or the size of the input transistors in a CMOS mixer. To minimize noise, the
emitter degeneration resistor should be kept as small as possible; however, with less
degeneration, getting the required linearity will require more current. Similarly, for
a CMOS mixer, higher g, in the input transistors will generally improve noise but
higher current is required to maintain linearity.

8.10.5 Effect of Bond Pads and the Package

In a single-ended circuit, such as an LNA, the effect of the bond pads and the pack-
age is particularly important for the emitter, since this is a low impedance node and
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has a strong influence on the gain and noise. For a differential circuit, such as the
mixer, the ground is a virtual ground and the connection to the external ground is
typically through a current source. Thus, the bond pad on the ground node here has
minimal impact on gain and noise. At the other nodes, such as inputs and outputs,
the bond pads will have some effect since they add a series inductor. However, this
can be incorporated as part of the matching network.

8.10.6 Matching, Bias Resistors, Gain

If the base of the RF transistors were biased using a voltage divider with an equiva-
lent resistance of SOW, the input would be matched over a broad band. However,
the gain would have dropped by about 6 dB compared to the gain achievable when
matching the input reactively with an LC network or with a transformer. For a
resistively degenerated mixer, the RF input impedance (at the base of the input tran-
sistors) will be fairly high, for example, with Rz = 100W, Z;, can be of the order of
a kilohm. In such a case, a few hundred ohms can make it easier to match the input;
however, there will be some signal attenuation and noise implications.

At the output, if matched, the load resistor R, is equal to the collector resistor
R and the voltage gain is modified by a factor of 0.5. Furthermore, to convert from
voltage gain A, to power gain P /P,, one must consider the input resistance R; and
load resistance R, = R as follows:

2
Vo
— 2
&:&g :Lé&:Agﬁ»?‘%RCQS R; (8.53)
P v} v}R, 'R, & Rp B Rc
R;

Note the equation is also valid for CMOS mixers if a drain resistor Ry, is used
instead of the collector resistor R.

Example 8.4: CMOS Mixer Design

Design a CMOS mixer without degeneration in a commercial 0.13-um CMOS pro-
cess that will take a 5.2-GHz input and convert it to 200 MHz. Design for an input
referred vpp; of 250 mV, double-sideband noise figure of 10 dB, and voltage conver-
sion gain of 6 dB.

Solution:

Curves for a 20-um transistor with minimum channel length for current and trans-
conductance are given in Figure 8.22(a). Figure 8.22(b) shows the I /g,, ratio that
will be used to determine linearity, noting that I, is twice the nominal bias current
for each transistor. The curves are also compared to best-fitting square law equa-
tions showing that reasonable results are obtained over some range of vg. These
curves will be scaled to achieve the desired final results. Note that if transistor size
and current are both scaled, the operating voltage (V) and linearity will roughly
remain the same; however, g,, will scale with current and size. Thus, these curves
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Figure 8.22 Simulated (solid) and predicted (dashed) characteristics for a 20-um transistor:
(a) current ipg and transconductance g,,, where predicted ipg is 24(Vs — 0.325)2 and predicted g, is
48(Vgs—0.325) and (b) v, or 2 ips/gp,.

can be used to achieve the desired linearity, then scaling is done to achieve the de-
sired g,,, for example to achieve the desired gain and noise figure.

Linearity requires not only that the input differential pair has the appropriate
linearity as given by the above plots, but that the bias voltages are chosen appro-
priately to allow sufficient signal swing at each of the nodes. Since the standard
cross-coupled mixer has three transistors stacked, plus a load resistor, biases must
be chosen carefully. As shown in Figure 8.23, a transistor must be biased for proper

dc operation and also to be able to handle the ac signal v, such that

Vps® Vgs - Vr + Vswing

Given a linearity number, a good practice is to design the circuit such that it can
handle the swing at the 1-dB compression point. Thus if vp; is 250 mV, the 1-tone,
1-dB compression point is 9.6 dB lower or about 83 mV. For a bit of a safety factor,
the design will be done for 100-mV peak differential, (or 50 mV per side). For a
voltage gain of 2 (6 dB) the voltage swing on each output node is 100 mV while on
the input it is 50 mV. For the required input signal level, from the simulated curve
in Figure 8.22(b), 0.4 V for Vg would appear to be adequate, but a larger V¢ will
result in more linearity. As well, linearity at frequency is not perfectly predicted
by the dc transfer curves, so ultimately simulations will need to be done including
extracted parasitic components. From the curve, biasing the transistor at about

/Vcs

e m a7 ’é 3\/05
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minVp - f“
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v\0

Figure 8.23 Biasing a transistor to leave room for output signal swing.
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Figure 8.24 Biasing a mixer with a Vg of 0.41V and a Vg of 0.2V.

0.41V would result in a bias current of 0.2 mA through each transistor in the RF
stage, which means I, is 0.4 mA. For this low level, a V5 of 0.2V is adequate. Bias
voltages are shown in Figure 8.24. This leaves a significant amount of head room
for the output signals and also allows for a significantly larger LO signal amplitude
(e.g., of the order of 600-mV peak as required for good switching performance).
We note that due to the body effect, threshold voltage is increased, hence all bias
voltages will have to be increased accordingly.

The next step is to set the gain. At 0.2 mA, g,, is about 4 mA/V. To achieve a
gain of 2, from (8.42) load resistance can be calculated to be

Axt _ 2rm

= = 785W
2g,, 27 0.004

Rpr =

A value of 1 kWis selected allowing for some additional loss in the circuit. At
0.2 mA, the bias drop across 1 kWis 0.2V, which should be sufficient. Calculating
the noise using (8.46) including drain current and the load resistor, results in

1 Rer , 2y

1 1,000 271
— =1+— +
Ay

=1+5+10=16pb NF=12.0dB
Ry gmRs 2250  4mx50

F=1+

This clearly does not meet the specifications so adjustments will be needed.
We note that scaling both the transistor size and the current by a factor of k will
increase g,, and I by a factor of k. To keep Ay the same, Ry must be scaled by a
factor of 1/k. The result is that linearity, determined by the ratio of current to trans-
conductance remains the same, but the second and third terms of the noise factor
terms above are both scaled by 1/k. To achieve 10 dB, F must be 10, or added noise
factor is 9. However, this assumes that bias resistors are large, and that noise due to
the gate resistance and the cascade transistors can be neglected. With good design
(e.g., using multiple fingers and large bias resistors), the assumption is reasonable;
however, as seen earlier, the cascade noise may still be significant. As well, 1/f noise
can be significant even at a few hundred megahertz. Careful simulations are needed
to determine how significant these are, but for this example, we will scale the tran-
sistor and current up by a factor of 2.5, hence the second and third term will scale
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Figure 8.25 CMOS mixer voltage levels versus bias current.
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down by a factor of 0.4 and final noise factor will be 7 for a noise figure of about
8.5 dB, leaving some margin for additional sources of noise. The resulting transistor
size is 50 um, and the bias current is 0.5 mA per side for a total of 1 mA.

The initial design is now complete and simulations are performed to verify the
performance. First the LO available input power was set to 0 dBm. For a 50Wload,
this would be equivalent to 316-mV peak, but because impedance was not matched
to SOW, the actual LO input voltage was 615-mV peak. Then the bias current was
swept to verify the gain calculation and the results are shown in Figure 8.25. At
0.5 mA per side, for an RF input of about 6 mV, the output was at 11 mV, slightly
lower than predicted. A gain of 2 could have been achieved by increasing the cur-
rent to about 0.57 mA; however, further simulations were all done at 0.5 mA.

Then fixing the bias current to 0.5 mA, the LO available power level was swept
from - 10 to 10 dBm and it was observed that a maximum output voltage of just
over 11 mV and a minimum noise figure of just under 10 dB occurred for an LO at
2.5 dBm as seen in Figure 8.26. Thus, 0 dBm is very close to the optimal and this
value was used for characterization. Although the gain is a bit lower than spec, the
noise is nearly exactly at the desired value. The noise summary indicated that the
noise due to the drain channel noise and the load resistor resulted in a noise factor
of 7.1 nearly exactly as predicted. From the summary, the main additional noise
was due to the upper quad transistors.

Figure 8.27 shows mixer linearity. This would normally be plotted with the
y-axis in dBm, however, because the impedances are not matched, it has instead

12
> V, I \
E10 /I‘F// \ 12
o \ g N
S 8 Z
2 6 e N S 10 \\ —
R 4
Ly 9
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Figure 8.26 CMOS mixer voltage levels and noise versus LO available power.
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Figure 8.27 CMOS mixer linearity.

been plotted in millivolts, and RF input and IF output voltages have been shown.
IP3 referred to the available power from the RF port is at about —7.1 dBm. Using
markers on the original RF input plot (not shown), this corresponds to a voltage
level of 265 mV, slightly better than the specified linearity. The extrapolated output
and the extrapolated third-order output are both at 510 mV.

Image-Reject and Single-Sideband Mixer

Mixing action as shown in Figure 8.28 always produces two sidebands: one at @; +
®, and one at ®; — @, by multiplying cos @t~ cos w,t. It is possible to use a filter
after the mixer in the transmitter to get rid of the unwanted sideband for the upcon-
version case. Similarly, it is possible to use a filter before the mixer in a receiver to
eliminate unwanted signals at the image frequency for the downconversion case. Al-
ternatively, a single-sideband mixer for the transmit path, or an image-reject mixer
for the receive path can be used.

An example of a single-sideband upconversion mixer is shown in Figure 8.29.
It consists of two basic mixer circuits, two 90° phase shifters, and a summing stage.

v,
= < i R P ?—VIF
LO Image
IF A RF A i frequency
L0 A L0 A
RF A4 IF 4
@ (b)

Figure 8.28 (a) Sidebands in upconversion and (b) image in downconversion.



270

Mixers

»
>

&/

/>—<\ COSwypt X COSwol
A

COSwet coswgt

coslwg — wet

sinet sinw et X sinwgt

Figure 8.29 A single-sideband mixer.

As can be shown, the use of the phase shifters and mixers will cause one sideband
to add in phase and the other to add in antiphase, leaving only the desired side-
band at the output. Which sideband is rejected depends on the placement of the
phase shifts or the polarity of the summing block. By moving the phase shift from
the input to the output, as shown in Figure 8.30, an image-reject mixer is formed.
In this circuit, at the output, the RF signal adds in phase while the image adds in
antiphase.

8.11.1 Alternative Single-Sideband Mixers

The image-reject configuration in Figure 8.30 is also known as the Hartley
architecture.

Another possible implementation of an image-reject receiver is known as the
Weaver architecture shown in Figure 8.31. In this case, the phase shifter after the
mixer in Figure 8.30 is replaced by another set of mixers to perform an equivalent
operation. The advantage is that all phase shifting takes place only in the LO path
and there are no phase shifters in the signal path. As a result, this architecture is
less sensitive to amplitude mismatch in the phase-shifting networks and so image
rejection is improved. The disadvantage is the additional mixers required, but if the
receiver has a two-stage downconversion architecture, then these mixers are already
present so there is no penalty.

% cos{w,— wg)t + 15 cosloy —w, )t

COSWyt
coswy,t
cos(w,— we)t
A - o
rll 90 II
1 . 1 . 1 1
7 sinlw, — wg)t — 7 sin(wy —w, )t 7 coslw, — gt — 7 coslwy, —w )t

Figure 8.30 An image-reject mixer.
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Figure 8.31 Weaver image-reject mixer.

8.11.2 Generating 90° Phase Shift

Several circuits can be used to generate the phase shifts as required for single-side-
band or image-reject mixers. Some of the simplest are the RC circuits shown in
Figure 8.32. The transfer functions for the two networks are simply

Vol _ sCR _ jolw,
vy 1+sCR 1+jw/w,

(8.54)
Vo _ 1 1

vy 1+sCR 1+jo/o,

where w, = 1/CR.

It can be seen that at the center frequency, where @ = ®,, the output of the
highpass filter is at vo1/v1 = 1/~/2D45° and the output of the lowpass filter is at
Vor/v2 =1/\2D - 45°. Thus, if v, = v,, then v, and v, are 90° out of phase. In

Mag
A
V, v,
c 0dB f—= -
Vo T ov, —3dB

Figure 8.32 RC networks to produce phase shift.
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a real circuit, the amplitude or phase may be shifted from their ideal value. Such
mismatch between the amplitude or phase can come from a variety of sources. For
example, R and C can be poorly matched, and the time constant could be off by a
large percentage. As shown in Figure 8.32, such an error will cause an amplitude
error, but the phase difference between the two signals will remain at approximately
90°. If the phase-shifted signals are large and fed into the switching quad of a mixer,
amplitude mismatch is less important. However, in any configuration requiring a
phase shifter in the signal path, such as shown in Figures 8.29 and 8.30, the side-
band cancellation or image rejection will be sensitive to amplitude and phase mis-
match. Even if the phase shifter is perfect at the center frequency, there will be errors
at other frequencies and this will be important in broadband designs.

Example 8.5: Calculation of Amplitude and Phase Error of Phase-Shifting Network

Calculate the amplitude and phase error for a 1% component error.

Solution:
Gains are calculated as

vor - S0l _ 210644710
vj 1+41.01

vor - L _7036p - 45.29°
v 1+71.01

In this case, the phase difference is still 90°, but the amplitude now differs by
about 1%. It will be shown later that such an error will limit the image rejection to
about 40 dB.

A differential implementation of a simple phase-shifting circuit is shown in
Figure 8.33. In order to function properly, the RC network must not load the out-

2 L,

1£0 4 —13° 12180
H H

[:7 —45° 135° °|]

V), (P L

Figure 8.33 Differential circuit to produce phase shift.
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put of the differential amplifier. It may also be necessary to buffer the phase shift
output.

This circuit is sometimes known as a first-order polyphase filter. The polyphase
filter will be discussed in the next section.

Polyphase Filters

A multistage polyphase filter [1] is a circuit technique to improve performance in
the presence of component variations and mismatches and over a broader band of
frequencies. All polyphase filters are simple variations or extensions of the poly-
phase filters shown in Figure 8.34. One of the variations is in how the input is

O /

90°

O 0

90°

O I180°

Figure 8.34 Polyphase filters: (a) two-stage and (b) n-stage.
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driven. The inputs can be driven with four-phases, or simple differential inputs can
be applied at nodes a and c. With the simple differential inputs, the other nodes,
nodes b and d can be connected to a and ¢, left open or grounded.

The polyphase filter is designed such that at a particular frequency, (nomi-
nally at @ = 1/RC) all outputs are 90° out of phase with each other. The fil-
ter also has the property that with each additional stage, phase shifts become
more precisely 90° even with a certain amount of tolerance on the parts. Thus,
when they are used in an image-reject mixer, if more image rejection is required,
then polyphase filters with more stages can be employed. The drawback is that
with each additional stage there is an additional loss of about 3 dB through
the filter. This puts a practical upper limit on the number of stages that can be
used.

8.11.3 Image Rejection with Amplitude and Phase Mismatch

The ideal requirements are that a phase shift of exactly 90° is generated in the signal
path and that the LO has perfect quadrature output signals. In a perfect system,
there is also no gain mismatch in the signal paths. In a real circuit implementation,
there will be imperfections as shown in Figure 8.35. Therefore, an analysis of how
much image rejection can be achieved for a given phase and amplitude mismatch is
now performed.

The analysis proceeds as follows:

1. The input signal is mixed with the quadrature LO signal through the I and O
mixers to produce signals V; and V, after filtering. V; and V, are given by

1 1
Vi :ECOS((ULQ- (DRF)Z‘+ECOS(COIM- a)Lo)t (8.55)

v, :%sin[(a)Lo- ORE) +Pe1] - %Sin[(wuvr OLO) + e (8.56)

LPF

coslw,t)
cos(wgt) Y sin(wt)
O_‘ : IF
cos(wyt) C:I\_

sinlw t+¢,,)

v, v,
2 5! 90°+¢p,, |—

LPF

Y

Figure 8.35 Block diagram of an image-reject mixer including phase and gain errors.
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2. Now V; experiences an amplitude error relative to V, and V, experiences a
phase shift that is not exactly 90° to give V; and V,, respectively.

Vi = %(1 + DA)cos(wy o - WRrp)t + %(1 + DA)cos(wmn - @10)t (8.57)

Vg = %COS[(COLO - ORF)+ Qe1+ P2 | - %COS[(wIM - OLO)E - Pe1 T P2 ] (8.58)

3. Now V3 and V, are added together. The component of the output due to the
RF signal is denoted Vi and is given by:

VRE = %(1 + DA)cos(wyrt) + %cos(a)u:t + 1 + Pe2) (8.59)
1
|

1 1. .
Vrr = > 1+ DA)cos(wrrt) + ECOS(wIFt)COS(‘Psl +P2) - ESIH(wIFt)Sln(flﬁm + ¢¢2) (8.60)

4. The component due to the image is denoted Vi) and is given by:
1 1 1. .
Vim = 5(1 + DA)cos(wrr?) - ECOS(wIFt)COS(QeZ - e1) +Esm(wIFt)Sln(¢ez - ¢a1) (8.61)

5. Only the ratio of the magnitudes is important. The magnitudes are given by:

Vi P= - Goin(@er+ o) P +1(1+DA) + cos(ger + )P (8.62)

| Vep = %[1+(1+DA)2 +2(1+DA) cos (g1 + 02 )] (8.63)

| Vim = %gsin(%z = 9e1))” +[(1+DA) - cos(@e2 - 1) H (8.64)
| Vim 2= %[1 +(1+DA)* - 2(1+DA)cos(¢e2 — Per)] (8.65)

6. Therefore the image rejection ratio is given by:

2 p 2
1+ (1+DA 2(1+DA
IRR =10log ‘VRF‘Z =1010g¥ +(1+DA)” + 2(1+DA)cos(@e1 + ¢e2) ¥

(8.66)
Vint 1+(1+DA)? - 2(1+DA)cos(@e2 - ger)}

If there is no phase imbalance or amplitude mismatch, then this equation ap-
proaches infinity, and so ideally, this system will reject the image perfectly and it
is only the nonideality of the components that cause finite image rejection. Figure
8.36 shows plots of how much image rejection can be expected for various levels
of phase and amplitude mismatch. An amplitude error of about 20% is acceptable
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Figure 8.36 Plot of image rejection versus phase and amplitude mismatch.

for 20 dB of image rejection, but more like 2% is required for 40 dB of image rejec-
tion. Likewise, phase mismatch must be held to less than 1.2° for 40 dB of image
rejection, phase mismatch of less than 11.4° can be tolerated for 20 dB of image

rejection.

Alternative Mixer Designs

In the following section, some variations of mixers will be mentioned briefly, in-
cluding the Moore mixer, which rejects image noise from a degeneration resistor,
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mixers which make use of inductors and transformers, and some other low voltage
mixers.

8.12.1 The Moore Mixer

In a receiver, the noise produced by the mixer is sometimes very important. If the
mixer is to use resistive degeneration and it is to have its phase shifts in the IF and
LO paths, then there is a way to interleave the mixers, as shown in Figure 8.37,
such that the noise produced by the degeneration resistors R, is also image-rejected.
Here, the noise due to these resistors is fed into both paths of the mixer rather than
just one; thus it gets image-rejected, and its effect is reduced by 3 dB. Since noise due
to degeneration resistors is often very important, this can have a beneficial effect on
the noise figure of the mixer.

8.12.2 Mixers with Transformer Input

Figure 8.38 shows a mixer with a transformer-coupled input and output [2]. Such
a mixer has the potential to be highly linear, since a transformer is used in place of
the input transistors. In addition, this mixer can operate from a low power supply
voltage, since the number of stacked transistors is reduced compared to that of a
conventional mixer. We note that for a downconversion mixer, the input transformer
could be on-chip, but for low IF, the output transformer would have to be off-chip.

8.12.3 Mixer with Simultaneous Noise and Power Match

Figure 8.39 shows a bipolar mixer with inductor degeneration and inductor input
achieving simultaneous noise and power matching similar to that of a typical LNA
[3]. This is also equally useful for CMOS mixers.

1IF .+ WF—  2F 2F,

Figure 8.37 The Moore mixer.
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Figure 8.38 Mixer with transformer input.

To achieve matching, the same conditions as for an LNA are required, starting

with:
Zo
Lg = 8.67
F 27l'fT ( )
The resulting linearity is approximately given by:
1Ip3 » L8mZ0 (8.68)
it
VCC
RL% LO reject % R,
—

666 —o |F+

T -

Figure 8.39 Mixer with simultaneous noise and power match.
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Noise matching is achieved by sizing L, selecting transistor size, and operat-
ing the RF transistors at the current required for minimum noise figure. The quad
switching transistors are sized for maximum f7, which typically means they will
end up being about 5 to 10 times smaller than the RF transistors.

8.12.4 Mixers with Coupling Capacitors

If headroom is a problem, but due to space or bandwidth constraints it is not
possible to use transformers or inductors, then the circuit shown in Figure 8.40,
or its CMOS equivalent, may be one alternative. In this figure, the differential
amplifier is coupled into the switching quad through the capacitors C,.. Resistors
R, provide a high impedance, so that most of the small-signal current will flow
through the capacitors and up into the quad. Usually it is sufficient for R, to be
about ten times the impedance of the series combination C_, and input impedance
of the switching quad transistors. Also, the current is steered away from the load
resistors using two PMOS transistors. Thus, R, can be large to give good gain
without using up as much headroom as would otherwise be required. A current
source I, can also be included for bias adjustment if needed.

Figure 8.40 Mixer with folded switching stage and current steering PMOS transistors for high gain
at low supply voltage.
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Figure 8.41 CMOS mixer with NMOS and PMOS differential pairs.

8.12.5 CMOS Mixer with Current Reuse

An opportunity with CMOS is to replace an NMOS differential pair with a PMOS
differential pair in the RF input and the quad network, which allows them to be
stacked and the current to be reused as shown in Figure 8.41 [4]. In such a case, the
output is potentially a high-gain node, so some form of common mode feedback is
required for this circuit.

8.12.6 Integrated Passive Mixer

The mixers discussed so far depend on a cross-coupled set of four transistors to
switch the current coming from the input stage. An integrated passive mixer instead
uses a similar set of four transistors to switch the voltage as shown in Figure 8.42.
In spite of making use of transistors, this is called a passive mixer because there is

Lo+o—|-|

LO™O

RFT0—)|-

From LNA

RF ~ 0=}

Figure 8.42 Integrated passive mixer.
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no dc current flowing through the transistors; in fact, the RF inputs are typically ac
coupled. Because there is no dc current, it is possible to operate this mixer at very
low power and with low 1/f noise. The main disadvantage is that this mixer does not
have gain. Since the switching transistors alternately connect the RF inputs to the IF
output or to the negative of the IF output, this is equivalent to alternately multiplying
the input by +1 or - 1. Thus the conversion gain of the mixer is given as

Vie _2 (8.69)

VRF T

As a result, the conversion loss of the passive mixer is about 3.9 dB. With
nonideal switching the gain expression is much more complex [5]; however, the
above is a good starting point for design. Similar to the previous mixer designs,
transistors are sized to provide good quality switches and input LO drive is chosen
to provide good switching to maximize linearity and to minimize noise. The bias
voltage Vp;,, can be used to bias the following stage, or it can be connected to
ground if the following stage is ac coupled.

8.12.7 Subsampling Mixer

The principle of a subsampling mixer is shown in Figure 8.43. Frequencies have
been added to illustrate the principle. The input is a sine wave at 1.6 GHz. The
input signal is being sampled by a 750 MHz periodic train of impulses, whose
frequency spectrum is also a train of impulses. The result is that the sampled
input in the frequency domain now contains replications of the input signal at
all sum and difference frequencies between the input signal and multiples of the
sampling frequency, that is, at £/ * nfs. The fundamental or lowest frequency
component at fg — 2 fg or 100 MHz can be seen by joining the tips of the impulse
samples. Applying a sample and hold applies lowpass filtering reducing the
amplitude of higher frequency components leaving the fundamental at 100 MHz
as the dominant component. Thus sampling, typically performed by a track and

Time domain Frequency domain

Sampling T T T T
ImloulsesI I I I I I I I;t 0f fs 2fs 3f >

Sampled .,-1— T'f‘ Sa > t
input N l N fo-2f,  frefs ROF £ +f
3s-fp Ak 5f-f,

Sampled
and held ‘

Figure 8.43 Time and frequency domain representation of subsampling with impulses.

f
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hold circuit, samples the carrier at less than Nyquist, thus it is undersampling the
carrier. However, the bandwidth of the signal should be less than half the sampling
frequency; hence the signal is properly sampled. Because the sampling circuit is
operating at lower frequency compared to a conventional mixer, the circuit can be
low power. As well, it can be made to have high linearity; however, noise tends to
be high because noise at all multiples of the sampling frequency is folded into the
baseband.

An example of a sample and hold circuit is shown in Figure 8.44, showing
first the track mode then the hold mode [5]. In track mode, M; through M; are
on, and the RF input is transferred to the capacitors with the other side held at the
common-mode voltage V). The input sampling circuit is designed to be high
speed to follow the input signal, but the opamp does not need to track during
this phase, so its design can be simplified. During the hold mode, the input and
the common-mode voltages are disconnected while Mg and M- are on connecting
the opamp to the circuit. During this phase, the opamp can respond slowly at the
clock rate, not at the RF input rate, and so it is possible to design the opamp with
very low power consumption.

Example 8.6: High-Linearity Mixer

Design a bipolar mixer to downconvert a 2-GHz RF signal to a 50-MHz IE. Use a
low-side-injected LO at 1.95 GHz. Design the mixer to have an IIP3 of 8 dBm and
15 dB of voltage gain. The mixer must operate from a 3.3-V supply and draw no
more than 12 mA of current. Determine the noise figure of the design as well. Deter-
mine what aspects of the design dominate the noise figure. Do not use any inductors
in the design and match the input to 100W differentially.

Solution:

Since inductors are not allowed in the design, the linearity must be achieved with
resistor degeneration. Since current sources require at least 0.7V and the differen-
tial pair and quad will both require 1V, this would leave only 0.6V for the load

P
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Figure 8.44 Sample and hold circuit (a) in track mode and (b) in hold mode.
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Figure 8.45 Mixer with folded switching stage and resistive input matching.

resistors. A design that stacks the entire circuit is unlikely, therefore, to fit into the
3.3-V supply requirement; thus it will have to be folded. Also, since we are using
resistive degeneration, we can probably match the input with a simple resistor.
Thus, the mixer topology shown in Figure 8.45 will probably be adequate for this
design.

We can now begin sizing components and determining bias currents. First, we
are told that we can use 12 mA in this design. There are two sources of nonlinearity
of concern, one is the exponential nonlinearity of the differential pair, and the other
is the exponential nonlinearity of the quad. We note that the quad nonlinearity for
the folded cascode configuration is slightly more complex than the standard con-
figuration because the current applied to it is no longer exactly equal to the current
from the RF stage. We can start by assuming that each nonlinearity contributes
equally to the linearity of the circuit (assuming that the circuit now has enough
headroom that the output does not clip or saturate the quad). Then the input should
be designed for 11 dBm IIP3 rather than 8 dBm.

The quad will be more linear as more current is passed through it because of the
reduction in the emitter resistance 7, of the four transistors and the resulting reduc-
tion of the voltage swing at the emitters. Thus, as a first cut we will split the avail-
able current equally between both stages, allotting 6 mA to the driver, and 6 mA to
the quad. We can now start to size the degeneration resistor Rg. An IIP3 of 11 dBm
at 100W corresponds to a signal swing of 1.12 V. at the input of the mixer, or
equivalently, 0.561 V,,¢ per side for the differential circuit. Using (8.49) and noting
that peak differential voltage is 1.58V, Ry can be determined to be:
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REE:UIP3_276_7158 - 16.6 =71.2W
3IEE 37" 6 mA

Since this formula is an approximation and we have already included the effect
of another nonlinearity, we will choose Rg = 70W for this design.

Next, we can find the load resistor noting that we want 15 dB of voltage gain
or 5.6 volts-per-volt (V/V). Using (8.28) (omitting output matching):

Re="A g? REO ;56(83W+35V\0 3800

Note that there will be losses due to the 7, of the quad transistors and some loss
of current between the stages, but we will start with an R value of 400W. We also
include capacitors C¢ in parallel with the resistors R to filter out high-frequency
signals coming out of the mixer. We will choose the filter to have a corner frequency
of 100 MHz; therefore, the capacitors should be sized to be

CC = 1 = 1 =4 pF
2xf.Rc  2m(100 MHz)(400W)

Now the coupling network needs to be designed. The current sources I, will
need about 0.7V across them to work properly, and the differential pair should have
roughly 1.5V to avoid nonlinearity. This leaves the resistors R with about 0.8V,
thus a value between 200Wand 400Wwould be appropriate for these resistors. We
choose 300W.

The quad transistors will each have an 7, of 16.7W. This is less than one-tenth
of the value of R, and if they are placed in series with a 3-pF capacitor, they still
have an impedance with a magnitude of 31.5W or about one-tenth that of R¢c.
Thus, little current will be lost through the resistors R .

The quad transistors themselves were sized so that when operated at 1.5 mA
each they were at the current for peak fr. For minimum noise, the differential pair
transistors were sized somewhat larger than the quad transistors. However, since
the noise will be dominated by Rg, exact sizing for minimum noise was not criti-
cal.

The circuit also needs to be matched. Since inductors have not been allowed, we
do this in a crude manner by placing a 100W resistor across the input.

Next, we can estimate the noise figure of this design. The biggest noise con-
tributors will be Rg, Ryaech, @and the source resistance. The noise spectral density

produced by both the matching resistor and the source v,,(source) Will be

nV
vHz

These two noise sources are voltage divided at the input by the source and
matching resistors. They will also see the same gain to the output. Thus, the output
noise generated by each of these two noise sources v is:

= \J4kTRmatch =1.29—

Un(source)

on(source)
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v,

VHz o5 gV _3 6 0V

2 A% ~vHz

The other noise source of importance is Rg. It produces a current 7, g, of

: 4kT A

In(Rg) = =15.3 \/P;

Since Ry, is significantly larger than 7, this current will mostly all go to the out-
put, producing an output voltage v,,, Rp) of

v 1.29
vnO(SourCe)Z n(szurce)A —

4

nV
vHz

Now the total output noise voltage v,,,;oral) (assuming these are the only noise
sources in the circuit) is

2.
Uno(Rg) = o Re) XRc =7.81

nV
Uno(total) = \/(Uno(RE))2 + (Uno(source))2 + (Uno_source )2 =9.32 \/E

Thus, the single-sideband noise figure can be calculated by

& o]

NF =20 dog ¢l 7 = 00 g? 320

c Von(source)
& 2 o

Note that in single-sideband noise figure, only the source noise from one side-
band is considered; thus we divided by \/&

Now the circuit is simulated. The results are summarized in Table 8.3. The
voltage gain was simulated to be 13.6 dB, which is 1.4 dB lower than what was
calculated. The main source of error in is this calculation is ignoring current lost
into R,.. Since the impedance of R, is about 10 times that of the path leading into
the quad, it draws one-tenth of the total current causing a 1-dB loss in gain. Thus
in a second iteration R, would have to be raised to a higher value. The noise figure
was also simulated and found to be 12.9 dB. This is close to what was calculated.
Most noise came either from Rg, or from both the source and the input matching
resistor. A more refined calculation taking more noise sources into account would
have made the calculation agree much closer with simulation. To determine the

=11.3dB

Table 8.3 Results of the Simulation of the

Mixer Circuit

Parameter Value
Gain 13.6 dB
(SSB) NF 12.9 dB
1IP3 8.1 dBm
Voltage 3.3V
Current 12 mA
LO frequency 1.95 GHz
RF 2 GHz

IF 50 MHz
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Figure 8.46 FFT of a transient simulation with two input tones used to find the IIP3.

1IP3, the LO was set to be 400 mV ,; at 1.95 GHz, and two RF signals were injected
at 2.0 and 2.001 GHz. The fast Fourier transform (FFT) of the output voltage is
plotted in Figure 8.46. From this figure, using a method identical to that used in the
broadband LNA example in Section 7.9, it can be found that the IIP3 is 8.1 dBm.
Thus, simulations are in good agreement with the calculations.

Example 8.7: Image-Reject Mixer

Take the balanced mixer cell designed in the last example and use it to construct an
image-reject mixer as shown in Figure 8.30. Place a simple lowpass-highpass phase
shifter in the LO path. Place the second phase shifter in the IF path and make this
one a second-order polyphase filter. Compare the design to one using only a first-
order polyphase filter. Design the mixer so that it is able to drive 100W output im-
pedance. Explore the achievable image rejection over process tolerances of 20%.

Figure 8.47 IF stage of an image-reject mixer.
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Solution:

For the LO path there is little additional design work to be done. For this ex-
ample, we will ignore the square wave buffers that would normally be used to
guarantee the mixer is driven properly. We add a simple phase shifting filter to the
circuit like the one shown in Figure 8.33 to provide quadrature LO signals. Since
this filter must be centered at 1.95 GHz we choose R = 300Wfairly arbitrarily and
this makes the capacitors 272 fF. Both of these are easily implemented in most
technologies.

Next we must design the IF stage that will follow the mixers using the poly-
phase filter to achieve the second phase shifter. In order to prevent loading of
the mixers by the polyphase filter, we need buffers at the input and we will need
buffers at the output to drive the 100Wload impedance. A polyphase filter with
buffers is shown in Figure 8.47. Note that this circuit implements both IF paths
as well as the summer shown in Figure 8.30. The polyphase filter components
must be sized so that the impedance is large to minimize buffer current. However,
if the impedance is made too large, then it will form a voltage divider with the
output stage resulting in a loss of gain. Thus, we choose through trial and error
a resistance of R =2 kWand this will make the capacitors C = 1.6 pF (centered at
50 MHz in this case).

The mixer of the previous example had a IIP3 of 8.1 dBm. As there are now two
mixers we can expect this system to have an IIP3 of more like 5 dBm. This means
that it will have a 1-dB compression point of =5 dBm. At this power level, the input
will have a peak voltage swing of 250 mV. With a gain of 13.6 dB or 4.8 V/V, this
means that the buffers will have to swing 1.2-V peak. If we assume that they drive
a series combination of 2 kWand 1.6 pF, then the total impedance will be about 2.8
kW. This means that the transistor needs to accommodate an ac current of 429 uA.
Thus, a bias current of 750 yA for this stage should be safe.

If we assume now that the polyphase filter has a loss of 3 dB per stage, then the
voltage gain from input to output will drop to 7.6 dB or 2.4 V/V. Thus, the peak
output voltage will be 600 mV. Into 100W, this will be a current of 6 mA. This
large value demonstrates how hard it is to drive low impedances with high linear-
ity systems. We will start with a current of 5 mA in each transistor and refine this
number as needed.

The circuit was then simulated. The basic circuit parameters are shown in Table
8.4. The gain and IIP3 has dropped as expected. The noise figure has also risen due

Table 8.4 Results of the Simulation of the
Image-Reject Mixer Circuit

Parameter Value
Gain 7.4 dB
NF 16.3 dB
1IP3 6.9 dBm
Voltage 3.3V
Current 37 mA
Image rejection 69 dB

RF frequency 2 GHz
LO frequency 1.95 GHz
IF frequency 50 MHz

Image frequency 1.9 GHz
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Table 8.5 Image Rejection for LO Phase Shifter

Tolerance Level for Resistance Image Rejection
and Capacitance

+20% >20 dB

+10% >27.4 dB
Nominal 69 dB

to reduced gain, but not too much, as now the noise due to the input has been im-
age rejected as well.

The components in the filters were then adjusted to show the effect of cir-
cuit tolerance on the image rejection. Table 8.5 shows how the LO phase shifter
affects image rejection. Note that this port is very insensitive to amplitude
changes, which is why the highpass-lowpass filter was chosen for the 90° phase
shift. It still provides image rejection of 20 dB even at 20% tolerance in the
values.

Table 8.6 shows that the polyphase filter with two stages also does an excellent
job at keeping the image suppressed. Thus this was a good choice for the IF filter. If
this filter is reduced to a first order as shown in Table 8.7 then the image rejection
suffers greatly. Thus, a second-order filter is required in this case.

Example 8.8: Image-Reject Mixer with Improved Gain

The gain of the image-reject mixer has been reduced by 6 dB due to the presence of
the IF polyphase filter. Modify it to get the 6 dB of gain back.

Solution:
With the current flowing in the quad stage of the mixer, it would be impossible, due
to headroom constraints, to raise the resistance, so we must now employ the PMOS
current steering technique shown in Figure 8.40. The PMOS will now make up the
capacitor that was placed in the load to remove high frequency feed through of RF
and LO signals. The PMOS must be made large to ensure that they are not noisy
and that they have a low saturation voltage. A device with a length of 2 um and a
width of 800 um was chosen through simulation. No current source was needed in
this case, as the voltage levels seemed to be fine without it.

The resistors were then doubled to 800W to restore the gain of the circuit. As
well, the buffers are all doubled in current because they will now have to handle
signals that are twice as large. The results of this new image-reject mixer are shown

in Table 8.8.

Table 8.6 Image Rejection for IF Phase Shifter

Tolerance Level for Resistance Image Rejection
and Capacitance

+20% >25 dB

+10% >36.7 dB

Nominal 69 dB
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Table 8.7 Image Rejection for IF Phase Shifter (First Order)

Tolerance Level for Resistance Image Rejection
and Capacitance

+20% >12.5dB

+10% >18.2 dB

5% >23.2 dB
Nominal 35dB

Table 8.8 Results of the Image-Reject Mixer
with PMOS Current Steering Transistors

Parameter Value
Gain 13.6 dB
NF 13.5dB
IIP3 5.7 dBm
Voltage 3.3V
Current 50 mA
Image rejection 69 dB

Note that the NF has dropped due to the increased gain. The linearity has been
degraded slightly due to the addition of the additional nonlinearity of the output
resistance of the PMOS transistors.

One more improvement can be made to this circuit. The mixer can be
put into a Moore configuration to reduce the effect of Ry on the noise fig-
ure. When this was done, the noise due to Ry reduced to about half its pre-
vious value, but because it was responsible for only a few percent of the
total noise, the new noise figure was lowered by only 0.5 to 13.0 dB. This
is not a dramatic improvement, but as it comes at no additional cost,
it is worthwhile. If the gain of this mixer were increased further then the impor-
tance of Ry on the noise figure would increase and a greater improvement would
be seen.
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Voltage Controlled Oscillators

9.1 Introduction

An oscillator is a circuit that generates a periodic waveform whether it be sinu-
soidal, square, triangular as shown in Figure 9.1, or, more likely, some distorted
combination of all three. Oscillators are used in a number of applications where
a reference tone is required. For instance, they can be used as the clock for digital
circuits or as the source of the LO signal in transmitters. In receivers, oscillator
waveforms are used as the reference frequency to mix down the received RF to an
IF or to baseband. In most RF applications, sinusoidal references with a high degree
of spectral purity (low phase noise) are required. Thus, this chapter will focus on
LC-based oscillators, as they are the most prominent form of oscillator used in RF
applications.

Perhaps the most important characteristic of an oscillator is its phase noise.
In other words, we desire accurate periodicity with all signal power concentrated
in one discrete oscillator frequency and possibly at multiples of the oscillator fre-
quency. As well, since oscillators are designed to operate at particular frequencies
of interest, long-term stability is of concern, especially in products that are expected
to function for many years. Thus, we would like to have minimum drift of oscilla-
tion frequency due to such things as aging or power supply variations. In addition,
oscillators must produce sufficient output voltage amplitude for the intended ap-
plication. For instance, if the oscillator is used to drive the LO switching transistors
in a double-balanced mixer cell, then the voltage swing must be large enough to
switch the mixer.

In this chapter, we will first look at some general oscillator properties and then
examine the resonator as a fundamental building block of the oscillator. Different
types of oscillators will then be examined, but most emphasis will be on the Col-
pitts oscillator and the negative transconductance oscillator. Both single-ended and
double-ended designs will be considered. This chapter will also include discussions
of the theoretical calculations of the amplitude of oscillation, and the phase noise
of the oscillator.

9.2 The LC Resonator

At the core of almost all integrated RF oscillators is an LC resonator that deter-
mines the frequency of oscillation and often forms part of the feedback mechanism
used to obtain sustained oscillations. Thus, the analysis of an oscillator begins with

291
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Figure 9.1 Example of periodic waveforms.

the analysis of a damped LC resonator such as the parallel resonator shown in
Figure 9.2.

Since there are two reactive components, this is a second-order system, which
can exhibit oscillatory behavior if the losses are low or if energy is added to the
circuit. It is useful to find the system’s response to an impulse of current, which in a
real system could represent noise. If i(¢) = Louise(2) is applied to the parallel resona-
tor, the time domain response of the system can be found as

t

I 1em &1 1 6 0

pulse
Voue(t) » ———COSp, o ————= %= (9.1)
out() C % gLC 4R2C26 -

From this equation, it is easy to see that this system’s response is a sinusoid with
exponential decay whose amplitude is inversely proportional to the value of the
capacitance of the resonator and whose frequency is given by

1 1

L ] 9.2
LC 4R%*C? .2

wOSC -

which shows that as IR| decreases, the frequency decreases. However, if \R\ >>+/L/C,
as is the case in most RFIC oscillators even during startup, this effect can be ignored.
Also note that once steady state has been reached in a real oscillator, R approaches
infinity and the oscillating frequency will approach

_ 1
Dose =477 (9.3)

The resulting waveform is shown in Figure 9.3. To form an oscillator, however,
the effect of damping must be eliminated in order for the waveform to persist.

9.3 Adding Negative Resistance Through Feedback to the Resonator

The resonator is only part of an oscillator. As can be seen from Figure 9.3, in any
practical circuit, oscillations will die away unless energy is added in order to sustain
the oscillation. A feedback loop can be designed to generate a negative resistance to

0000
o

Figure 9.2 Parallel LC resonator.
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Figure 9.3 Damped LC resonator with current impulse applied.

add energy to the system as shown conceptually in Figure 9.4. If this parallel nega-
tive resistance [Figure 9.4(a)] is smaller than the positive parallel resistance in the
circuit, then any noise will start an oscillation whose amplitude will grow with time.
Similarly, in Figure 9.4(b), if the negative series resistance is larger than the positive
resistive losses, then this circuit will also start to oscillate.

The oscillator can be seen as a linear feedback system as shown in Figure 9.5.
The oscillator is broken into two parts, which together describe the oscillator and
the resonator.

At the input, the resonator is disturbed by an impulse that represents a broad-
band noise stimulus that starts up the oscillator. The impulse input results in an
output that is detected by the amplifier. If the phase shift of the loop is correct and
the gain around the loop is such that the pulse that the amplifier produces is equal
in magnitude to the original pulse, then the pulse acts to maintain the oscillation
amplitude with each cycle. This is a description of the Barkhausen criteria which
will now be described mathematically.

The gain of the system in Figure 9.5 is given by

Vour(s) _  Hils) (9.4)
Vin(s)  1- Hi(s)Ha(s)

We can see from the equation that if the denominator approaches zero, with
finite H;(s), then the gain approaches infinity and we can get a large output voltage
for an infinitesimally small input voltage. This is the condition for oscillation. By
solving for this condition, we can determine the frequency of oscillation and the

=

(a) (b)

Figure 9.4 The addition of negative resistance to the circuit to overcome losses in (a) a parallel
resonator or (b) a series resonator.
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Vi(s) Vouls)
Hys)

Hs)

Figure 9.5 Linear model of an oscillator as a feedback control system.

required gain to result in oscillation. Later in the chapter we will see that we can use
both an open loop and closed loop transfer function to analyze an oscillator.

More formally, the system poles are defined by the denominator of (9.4). To find
the poles of the closed-loop system, one can equate this expression to zero as in

1- Hy(s)Ha(s) =0 (9.5)

For sustained oscillation at constant amplitude, the poles must be on the jo
axis. To achieve this, we replace s with jo and set the equation equal to zero.
For the open-loop analysis, rewrite the above expression as

Hi(jo)Hz(jw) =1 (9.6)
Since in general H{(jw) and H,(jw) are complex, this means that
Hi(jo)|H2(jo) =1 (9.7)
and that

PHi(jo)H;(jo) = 2nr (9.8)

where 7 is a positive integer.

These conditions for oscillation are known as the Barkhausen criterion, which
states that for sustained oscillation at constant amplitude, the gain around the loop
is 1 and the phase around the loop is 0 or some multiple of 27. We note that H{H,
is simply the product of all blocks around the loop and so can be seen as open-loop
gain. Also, it can be noted that, in principle, it does not matter where one breaks
the loop or which part is thought of as the feedback gain or which part is forward
gain. For this reason, we have not specified what circuit components constitute H
and H, and, in fact, many different possibilities exist.

9.4 Popular Implementations of Feedback to the Resonator

Feedback (which results in negative resistance in the case of many common oscil-
lator topologies) is usually provided in one of three ways as shown in Figure 9.6.
(Note that other choices are possible.)

According to the simple theory developed so far, if the overall resistance is nega-
tive, then the oscillation amplitude will continue to grow indefinitely. In a practical
circuit, this is, of course, not possible. Current limiting, the power supply rails or
some nonlinearity in the device eventually limits the amplitude of the oscillation to
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Buffer

L
Amplifier T T
Amplifier

(a) (b) (c)

Figure 9.6 Resonators with feedback. Biasing is not shown. (a) Using a tapped capacitor and ampli-
fier to form a feedback loop. This is known as the Colpitts oscillator. (b) Using a tapped inductor and
amplifier to form a feedback loop. This is known as the Hartley oscillator. This form is not common
in IC implementations. (c) Using two amplifiers (typically two transistors) in a positive feedback con-
figuration. This is known as the - G, oscillator.

000

some finite value, as shown in Figure 9.7. This reduces the effect of the negative
resistance in the circuit until the losses are just canceled, which is equivalent to re-
ducing the loop gain to 1.

9.5 Configuration of the Amplifier (Colpitts or -G,,))

The amplifier shown in Figure 9.6 is usually made using only one transistor in
RF oscillators. The —-G,,, oscillator (Figure 9.8) can be thought of as having either
a common-drain amplifier made up of M,, where M; forms the feedback, or a
common-gate amplifier consisting of M; where M, forms the feedback. Figure 9.8
may look a little unusual because the —G,,, oscillator is usually seen only in a dif-
ferential form, in which case the two transistors are connected as a differential pair.
The circuit is symmetrical when it is made differential (more on this in Section 9.9).
However, the Colpitts and Hartley oscillators, each having only one transistor, can
be made either common base/gate or common collector/drain. The common emit-
ter/source configuration is usually unsuitable for a completely integrated solution
because it requires large capacitors and RF chokes that are not usually available in
a typical IC technology. The common emitter/source configuration also suffers from
the Miller effect because neither the collector nor the base is grounded. The two
favored choices (common base and common collector) are shown in Figure 9.9 as
they would appear in the Colpitts oscillator.

-

Growth /

Limited

Figure 9.7 Waveform of an LC resonator with losses compensated. The oscillation grows until a
practical constraint limits the amplitude.
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Figure 9.8 - G, oscillator. Biasing not shown.

9.6 Analysis of an Oscillator as a Feedback System

It can be instructive to apply the model of Figure 9.5 to the oscillator circuits dis-
cussed above. Expressions for H; and H, can be found and used in either an open-
loop analysis or a closed-loop analysis. For the closed-loop analysis, the system’s
equations can also be determined, and then the poles of the system can be found.
This is the approach we will take first. Later we will demonstrate the open-loop
analysis technique. All of these techniques give us two basic pieces of information
about the oscillator in question: (1) it allows us to determine the frequency of oscil-
lation, and (2) it tells us the amount of gain required to start the oscillation.

9.6.1 Oscillator Closed-Loop Analysis

In this section, the common-base configuration of the Colpitts oscillator as
shown in Figure 9.9 will be considered. The small-signal model of the oscillator is
shown in Figure 9.10. Note that the small-signal model would be identical if CMOS
transistors were used.

We start by writing down the closed-loop system equations by summing the
currents at the collector (node v,) and at the emitter of the transistor (node v,). At
the collector,

&1 1 o]
—+—+sC~- C + =0 9.9
chRP <L S 1@ Ue(s 1 gm) ( )
= G a,

f
Jl
000

_I_ _L_

Common base Common collector

Figure 9.9 Common base and common collector Colpitts oscillators. Biasing not shown.
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Figure 9.10 Closed-loop oscillator small-signal model.

At the emitter we have:

” gicl +5C) +lg- 1.sC =0 (9.10)

Te

This can be solved in several ways; however, we will write it as a matrix expres-

sion as:
[Y][v]=0 (9.11)
as in the following equation:
c1 1 N
R, T O e gy g
% -sCy sC1 +sCy +718§8UEH SOE 12

The poles will be formed by the determinant of the matrix. To find the condi-
tions for oscillation, we can set the determinant to zero and solve. The result is:

&1 1 Oz 16
4 +5C1205C) +5Cy + 2 - sC(sCp + g) =0 1
§R, sl s 1,385 1+sC 5 sCi(sCy +gm) (9.13)

After multiplying out and collecting like terms, this results in:

SLCCy + 2 H(C+C) , LG
8 Rp Te

6 ey 0 1
= LClgm++S +C]+C2++*=O (9.14)
g &R, @

Te

Substituting s = jw in (9.14) results in even-order terms (s> and constant term)
being real and odd-order terms (s* and s) having a jo in them. Thus, when the
even-order terms are summed to zero, the result will be an expression for gain.
When odd-order terms are summed to zero, to result will be an expression for the
frequency. The result for the odd-order terms is:

:Jaecﬁczbl L1

(9.15)

€ CCy 8L 7R,CiC,

The first term can be seen to be @, the resonant frequency of the resonator
by itself. The second term can be 51mpllﬁed by noting that w, is determined by L
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resonating with the series combination of C; and C, as well as by noting that the O
of an inductor in parallel with a resistor is given by

Ry
=— 9.16
()3 ol (9.16)
Then:
2
o= w§+LL:a)O 1+w—Lx;:wo 1+ 1 (9.17)
7Ry (C1 +C2) Ry, wr(C+C;) OrLo/o,

where @, is the corner frequency of the highpass filter formed by the capacitive
feedback divider.

Thus, if the inductor Q is high or if the operating frequency is well above the
feedback corner frequency, then the oscillating frequency is given by w,. Otherwise,
the frequency is increased by the amount shown. This effect will be revisited in Sec-
tion 9.6.2 and Example 9.2.

The result for the even-order term in (9.14) is

_0(C +C)
Or

Note that the approximation has been made that r, = 1/g,,,. Thus, this equation
tells us what value of g,, (and corresponding value of r,) will result in sustained os-
cillation at a constant amplitude. For a real oscillator, to overcome any additional
losses not properly modeled and to guarantee startup and sustained oscillation at
some nonzero amplitude, the g,, would have to be made larger than this value. How
much excess g, is used will affect the amplitude of oscillation. This is discussed
further in Section 9.15.

(9.18)

m

9.6.2 Capacitor Ratios with Colpitts Oscillators

In this section, the role of the capacitive divider as it affects frequency of oscilla-
tion and feedback gain will be explored. It will be seen that this capacitor divider is
responsible for isolating the loading of r, on the resonant circuit and produces the
frequency shift as mentioned above. The resonator circuit including the capacitive
feedback divider is shown in Figure 9.11. Note that the small-signal model would
be identical if CMOS transistors were used.

The capacitive feedback divider, made up of C;, C,, and r,, has the transfer

function
e .o @
vt jonG = G ¢ i (9.19)
ve  14jor(Ci+Cy) BCI+CaBE, 0 '
é . 2

This is a highpass filter with gain and phase as shown in Figure 9.12.
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Figure 9.11 Z,, using transformation of capacitive feedback divider.

The passband gain A, is given by

L= Cﬁlcz (9.20)
The corner frequency @, is given by
o = - (9.21)
7(C1 + ()
and the phase shift of the feedback network is
¢= % - tan”' ge;’g (9.22)

If the frequency of operation is well above the corner frequency w,, the gain is
given by the capacitor ratio in (9.20) and the phase shift is zero. Under these condi-
tions, the circuit can be simplified as described in the following paragraph. If this fre-
quency condition is not met, there will be implications, which will be discussed later.

This highpass filter also loads the resonator with 7, (the dynamic emitter re-
sistance) of the transistor used in the feedback path. Fortunately, this resistance is
transformed to a higher value through the capacitor divider ratio. This impedance
transformation effectively prevents this typically low impedance from reducing the
QO of the oscillator’s LC resonator. The impedance transformation is discussed in
Chapter 5 and is given by

8
2
Te,tank = ? + B Te (9.23)
1
A
C, Gain 0 Phase
C +C, o A, 90° \
. N
Frequency Frequency
o, ” o, i

Figure 9.12 Plot of capacitive feedback frequency response.
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p r, e, tank

T

Figure 9.13 7, using transformation of capacitive feedback divider.

QQQ
£

for the Colpitts common base oscillator, and

.2
Te,tank :ﬁ"'gg Te (9.24)

’ & Co )
for the common collector oscillator. The resulting transformed circuit as seen by the
resonator is shown in Figure 9.13.

Therefore, in order to get the maximum effect of the impedance transforma-
tion, it is necessary to make C, large and C; small in the case of the common-base
circuit and vice versa for the common-collector circuit. However, one must keep in
mind that the equivalent series capacitor nominally sets the resonance frequency

according to
w=— 1= |©*C (9.25)
LCr LCC,

Example 9.1: Capacitor Ratio

A common-base Colpitts oscillator with a resonance at 1.125 GHz using an on-chip
inductor is required. Explore the role of the capacitor ratio on the emitter resistance
transformation assuming that the largest available capacitor is 10 pF and the largest
available inductor is 10 nH. Assume that the current through the transistor is set
at 1 mA.

Solution:

Resonance frequency is given by

1 _ C+Cy

JLCr | LGIC,

=

and 7, | is given by

.2
_ 6? Cy0
Tetank =gl t——= 7

& co

Large 7, (,k is desired to reduce loss and minimize noise. To achieve this, it is
advantageous for C, to be bigger than C;. However, there will be a practical limit to
the component values realizable on an integrated circuit. With 10 pF and 10 nH as
the upper limits for capacitors and inductors on chip, Table 9.1 shows some of the
possible combinations of L, C;, and C, to achieve a frequency of 1.125 GHz.
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Table 9.1 Inductor and Capacitor Values to Realize Oscillator at 1.125 GHz

Resonance Impedance
L (nH) Cr (pF) C; (pF) C, (pF) Frequency (GHz) Transformation T tank
10 2 2.5 10 1.125 25 625
8 2.5 3.333 10 1.125 16 400
8 2.5 3.75 7.5 1.125 9 225
6.667 3 4.5 9 1.125 9 225

Here, it can be seen that a transformation of 25 is about as high as is possible
at this frequency and with the specified component limits as shown in the first row.
Note that L and C, are still on the high side, indicating that designing an oscillator
at this frequency with an impedance transformation of 25 is quite challenging. If
the transformation can be reduced to 16 or 9, then a number of other choices are
possible, as shown in the table. Note that at 1 mA, the emitter resistance is about
25W. Multiplying by 9 or 25 results in 225Wor 625W. For a typical 10-nH inductor
at 1.125 GHz, the equivalent parallel resistance might be 300W for a O of 4.243.
Even with this low inductor Q, 7, (., degrades the Q significantly. In the best case
with a transformation of 25, the Q is reduced to less than 3.

Example 9.2: Frequency Shift

If an oscillator is designed as in Example 9.1 with a 10-nH inductor with Q of
4.243, and it is operated at 2.21 times the corner frequency of the highpass feed-
back network, then what is the expected frequency shift?

Solution:
By (9.17):

1

+t————— =1.050,
4.243x2.21

Wosc = Wo 4|1

so the frequency will be high by about 5%. This effect, due to the phase shift in the
feedback path, is quite small and in practice can usually be neglected compared to
the downward frequency shift due to parasitics and nonlinearities.

9.6.3 Oscillator Open-Loop Analysis

For this analysis, we redraw the Colpitts common-base oscillator with the loop bro-
ken at the emitter, as shown in Figure 9.14. Conceptually, one can imagine applying
a small-signal voltage at v, and measuring the loop gain at v,¢ Since v, is the output
of the oscillator, we can define forward gain as v_/v, and feedback gain as v, ¢v..

Forward Gain
The forward gain is:

Hi(s) = ¢ = g,y Zeank (9.26)

Ve

where Z,,, is defined in Figure 9.15 and has the following transfer function:

tan
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Figure 9.14 Feedback analysis of a Colpitts common-base oscillator.
Zeank = 71 IRy | Zpy = !

tank — L P FB — 1 R i R IwCl (1 + Ia)recz) (9.27)

joL R, 1+ jor(C;+C;)

iWLR,(1+ jor, (C; +Cy))

Ziank = SO e T e (9.28)

(Rp +joL)(1+ jor,(Ci +C2)) + joLR, 5oCi(1+ jor,Cy)

Feedback Gain

The feedback circuit is just a highpass filter as described in the previous section and
has the following transfer function:

Hy(jo) = Ve = i0neCy (9.29)
ve 1+jor(C+Cy)

Loop Gain Expression

This can be solved as follows:

g&m X r,Cy oLR,,
(Rp +joL)(1+jor,(Ci +Cy))+joLRy ¥oCi(1+ jor.C)

A=HH, = (9.30)

Figure 9.15 Definition of Z,, and Z in oscillator small-signal model.
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Gathering terms:

-0 x¢.C1LR,

A=H1H2= B

(9.31)

where
B= (—/'(03)76C1C2LR17 + (~0?)[r,(Cy + Cy)L + R,CiL] +jalr,R,(Cy+ Cy) + L] + R,

To determine oscillating conditions, (9.31) can be set equal to 1, and then the
real and imaginary terms can be solved independently. The real part, which includes
the even-order terms, is set equal to 1, and this sets the condition for gain. The re-
sult can be shown to be the same as for the closed-loop analysis as done previously
with final gain expression given by

_ oG +G)

o= P T2) 9.32
g o1 (9.32)

The imaginary part, which is defined by the odd-order terms, is set equal to
zero. This is equivalent to setting the phase equal to zero. The result, again, is equal
to the previous derivation with the result

w=o, 1+ (9.33)

Orw/w.

9.6.4 Simplified Loop Gain Estimates

To gain understanding, to explain this simple result, and to provide advice on how
to do the design, in this section appropriate simplifications and approximations will
be made by making use of the results shown in Section 9.6.2. As in the previous
section, two expressions are written: one for the feedforward gain and one for the
feedback gain.

If we assume we are operating above the capacitive feedback highpass corner
frequency, then the feedback gain is given by

Ve _ Cl

(9.34)
ve Ci+C

Under these conditions, it can be seen that the capacitive voltage divider is
a straight voltage divider with no phase shift involved. The loop gain can be seen
to be

=% % 8m , (9.35)
Yok C1+Cy BC+Cy

1 .
Y + ]a)CT -
Rp Te,tank

Q- O:

This can be set equal to 1 and solved for oscillating conditions. The imaginary
terms cancel, resulting in the expected expression for resonant frequency:

W, = 1
=
CrL (9.36)
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The remaining real terms can be used to obtain an expression for the required
8m:

% 6 .
g =l 1 OF+G0 (9.37)
%R[) Te,tank @ C ¢
where Cr, as before, is the series combination of C; and C,. This final expression
can be manipulated to show it is equal to (9.18) and (9.32) and is here repeated:

_ oG +G)
gm o (9.38)

Here we can see that the transistor transconductance makes up for losses in
the resistors R, and 7, (,ni. Since they are in parallel with the resonator, we would
like to make them as large as possible to minimize the loss (and the noise). We get
large R, by having large inductor O, and we get large 7, 1, by using a large value
of capacitive transformer (by making C, bigger than C;). Note that, as before,
the value of g,, as specified in (9.37) or (9.38) is the value that makes loop gain
equal to 1, which is the condition for marginal oscillation. To guarantee startup,
loop gain is set greater than 1 or g,, is set greater than the value specified in the
above equations.

Note in (9.38) r, seems to have disappeared; however, it was absorbed by as-
suming that g, = 1/7,.

9.7 Negative Resistance Generated by the Amplifier

We have already talked about oscillators as a feedback system, but it is also possible
to analyze them in terms of negative resistance. Negative resistance is generated by
any circuit where, through feedback, an increase in voltage causes a decrease in cur-
rent flow. If the negative resistance generated by the circuit is larger than the series
losses of the circuit, then oscillations will persist. In the next few sections, we will
explicitly derive formulas for how much negative resistance is generated by each
type of oscillator.

9.7.1 Negative Resistance of the Colpitts Oscillator

In this section, an expression for the negative resistance of the oscillators will be
derived. Consider first the common-base Colpitts configuration with the negative
resistance portion of the circuit replaced by its small-signal model shown in Figure
9.16. Note that v,¢and the current source have both had their polarity reversed for
convenience.

An equation can be written for v,¢in terms of the current flowing through this
branch of the circuit.

¢
i + guun®= j0Cyv t+ U7 (9.39)

Te
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v <T A

A 1~ r,

Figure 9.16 Small-signal model for the Colpitts common-base negative resistance cell.

This can be solved for v, ¢noting that g,, » 1/r,.

¢= 9.40
Y0, (9-40)

Another equation can be written for v,.

. ¢
VUee = l "'.gmUn? (9.41)
joCy

Substituting (9.40) into (9.41) gives:

Vee = ol t = *
“ E/wC1 p&’ joCs g

Now using (9.40) and (9.42) and solving for Z; = v;/i; with some manipulation,

Zi:izvﬂq:jkuce: . 1 . 1 i zgm
i i joCy  joCy  wCiCy

(9.43)

this is just a negative resistor in series with the two capacitors. Thus, a necessary
condition for oscillation in this oscillator is

8m
ro<—Sm 9.44
S a)ZClCZ ( )

where 7, is the equivalent series resistance of the resonator. It will be shown in
Example 9.4 that the series negative resistance is maximized for a given fixed total
series capacitance when C; = C,. An identical expression to (9.44) can be derived
for the Colpitts common-collector circuit.

9.7.2 Negative Resistance for Series and Parallel Circuits

Equation (9.43) shows the analysis results for the oscillator circuit shown in Figure
9.17 when analyzed as an equivalent series circuit of Cy, C,, and R,,. Since the



306

Voltage Controlled Oscillators

(b)

Figure 9.17 (a) Colpitts oscillator circuit and (b) equivalent series model.

resonance is actually a parallel one, the series components need to be converted
back to parallel ones. However, if the equivalent Q of the RC circuit is high, the
parallel capacitor, C, will be approximately equal to the series capacitor C,, and
the above analysis is valid. Even for low Q, these simple equations are useful for
quick calculations.

Example 9.3: Negative Resistance for Series and Parallel Circuits

Assume that, as before, L=10 nH, 7,=300W, C;=2.5 pE, C,=10 pF, and the transis-
tor is operating at 1 mA, or r, = 25Wand g,,=0.04 A/V. Using negative resistance,
determine the oscillator resonant frequency and apparent frequency shift.

Solution:
As before, Cris 2 pF, and

1 1
©TJLCr  JlOnH 2pF

=7.07Grad/s

or frequency f,=1.1254 GHz. The series negative resistance is equal to

o -0.04

Theg =~ > = 3 =-32.0M
0°CiCy  (7.07107 GHz)” .5 pFx10 pF
Then Qg can be calculated from
Onc= ! =-2.2097

WregCr  7.07107 GHz % 32 pF
Toar = Tueg(1+ Orc?) = - 32(1+2.20972) = - 188W

We note that the parallel negative resistance is smaller in magnitude than
the original parallel resistance, indicating that the oscillator should start up
successfully.

The above is sufficient for a hand calculation; however, to complete the ex-
ample, the equivalent parallel capacitance can be determined to be

_ Cr _ 2pF
1+1/Qrc®>  1+1/2.20977

=1.66 pF

Cpar
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This results in a new resonator resonant frequency of

1 1

= = =7.76150 Grad/s
JLCpar  10nH" 1.66 pF

w =

This is a frequency of 1.2353 GHz, which is close to a 10% change in fre-
quency. The oscillating frequency is determined by resonance of the loop, which
in this case results in a 5% change in frequency as seen in Example 9.2. This dis-
crepancy, which can be verified by a simulation of the original circuit of Figure
9.17(a), is due to the phase shift in the nonideal capacitive feedback path. Why
is there a 10% frequency shift when a previous calculation showed a 5% fre-
quency shift? The short answer is that the equation for frequency offset was
derived for the marginal condition for oscillation. This would have a smaller
value for g,, hence a smaller value for series negative resistance (in the mar-
ginal case it should exactly match the positive resistance). With a smaller nega-
tive resistance, the parallel capacitance will be larger; hence, the frequency will
be lower. In fact the original frequency offset calculation should also be ad-
justed with the new larger value for r, (assuming 7, is equal to the 1/g,,). As a
result, the actual frequency is 7.27607 Grad/sec for both approaches, which is
about 3%.

While calculating frequency shifts and explaining them is of interest to academ-
ics, it is suggested that for practical designs, the simple calculations be used since
parasitics and nonlinear effects will cause a downward shift of frequency. Further
refinement should come from a simulator.

9.7.3 Negative Resistance Analysis of —G,,, Oscillator

The analysis of the negative resistance amplifier, shown in Figure 9.8, and the
more common differential form in Figure 9.21(c) is somewhat different. The
small-signal equivalent model for this circuit for the bipolar transistors is shown
in Figure 9.18. The CMOS circuit would be identical except that v, would be re-
placed with v,,. Note that one transistor has had the normal convention reversed
for v,.

fi
o >
Vo £
Vi <T> I Vi T> Im2Vea
T,
|/”1 el
o,

Figure 9.18 Small-signal equivalent model for the negative resistance cell in the negative resistance
oscillator.



308 Voltage Controlled Oscillators

An expression for the current that flows into the circuit can be written as
follows:
. Vi
1 = !

=" 8mlVr1 - &m2VUn2 (9.45)
Tel T 1e2

Now, if it is assumed that both transistors are biased identically, then g,,; = g,,.2,
Te1l = Tes Uzl = Um, and the equation can be solved for Z; = v//i;.

Zi=— 2 (9.46)
8m
Thus, in this circuit, a necessary condition for oscillation is that
g > 2 (9.47)

Ry

where R, is the equivalent parallel resistance of the resonator.

Example 9.4: Minimum Current for Oscillation

An oscillator is to oscillate at 3 GHz. Using a 5-nH inductor with Q =5 and assum-
ing no other loading on the resonator, determine the minimum current required to
start the oscillations if a Colpitts oscillator is used or if a —G,,, oscillator is used.

Solution:
Ignoring the effect of the losses on the frequency of oscillation, we can determine
what total resonator capacitance is required.

Crotal = ! = 1 =562.9 {F

®os’L (273 GHz)* S nH

The total capacitance is also given by:

GG

Cotal = CL+Cy

Since C,y, is fixed because we have chosen a frequency of oscillation, we can
solve for C,:

Cl Ctotal

CZ =
Cl - Ctotal
Now we can put this back into the negative resistance formula in (9.44):

- 8m  _ 8m __8m
0*CiCy  0*CiCiora 0*Ci?

Theg

To find the minimum current, we find the maximum ., by taking the deriva-

neg
tive with respect to C;.
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ﬂrneg - - 8m + 28m =0

1 o’ Clzctotal o’ Cl3

This leads to
Cl = 2Ctotal

which means that the maximum obtainable negative resistance is achieved when the
two capacitors are equal in value and twice the total capacitance. In this case C; =
C,=1.1258 pE.
Now the loss in the resonator at 3 GHz is due to the finite O of the inductor.
The series resistance of the inductor is

- oL _(273GHz)s nH
N Q 5

Therefore, 7,y = 7, = 18.85W. Noting that g,, = I /v, and once more making
use of (9.44)

=18.85W

Ic = 0*CiCavrreg = (23 GHz)?(1.1258 pF)?(25 mV)(18.85W) = 212.2 uA

In the case of the —G,, oscillator there is no capacitor ratio to consider.
The parallel resistance of the inductor is:

R, = LQ = 23 GHz)S nH(5) = 471.2W

Therefore 7, 7, =471.2W. Noting again that g, = I /vt

neg —

2 2vr _2025mV)
©TR,  4712W

=106.1 A

Thus, we can see from this example that a —-G,,, oscillator can start with half
as much collector current in each transistor as a Colpitts oscillator under the same
loading conditions.

9.8 Comments on Oscillator Analysis

It has been shown that closed-loop analysis agrees exactly with the open-loop anal-
ysis. It can also be shown that analysis by negative resistance produces identical
results. This analysis can be extended. For example, in a negative resistance oscilla-
tor, it is possible to determine if oscillations will be stable as shown by Kurokawa
[1], with detailed analysis shown by [2]. However, what does it mean to have an
exact analysis? Does this allow one to predict the frequency exactly? The answer is
no. Even if one could take into account RF model complexities including parasit-
ics, temperature, process, and voltage variations, the nonlinearities of an oscillator
would still change the frequency. These nonlinearities are required to limit the am-
plitude of oscillation, so they are a built-in part of an oscillator. Fortunately, for a
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Figure 9.19  Circuit for oscillator simulations.

well-designed oscillator, the predicted results will give a reasonable estimate of the
performance. Then to refine the design, it is necessary to simulate the circuit.

Example 9.5: Oscillator Frequency Shifts and Open-Loop Gain

Explore the predicted frequency with the actual frequency of oscillation by doing
open-loop and closed-loop simulation of an oscillator. Compare the results to the
simple formula. This example can also be used to explore the amplitude of oscilla-
tion and its relationship to the open-loop gain.

Solution:
For this example, the previously found capacitor and inductor values are used in the
circuit shown in Figure 9.19.

Loop gain can be changed by adjusting g,,, or the tank resistance R,,. Both will
also affect frequency somewhat. R, will affect @, through Q; and g, will affect o,
indirectly, since 7, = 1/g,,,. In this case, we varied both R,and g,,. Results are plotted
in Figure 9.20.

It can be seen from Figure 9.20(a) that the open-loop simulations consistently
predict higher oscillating frequencies than the closed-loop simulations. Thus, non-
linear behavior results in the frequency being decreased. We note that the initial
frequency estimate using the inductor and capacitor values and adding an estimate
for the parasitic capacitance results in a good estimate of final closed-loop oscillat-
ing frequency. In fact, this estimate of frequency is better than the open-loop small-
signal prediction of frequency. It can also be seen from Figure 9.20(b) that output
signal amplitude is related to the open-loop gain, and as expected, as gain drops to
1, or less, the oscillations stop.

So how does one decide on the oscillator small-signal loop gain? In a typical RF
integrated oscillator, a typical starting point is to choose a small-signal loop (volt-
age) gain of about 1.4 to 2 (or 3 to 6 dB), then the current is swept to determine the
minimum phase noise. Alternatively, one might design for optimal output power;
however, typically output buffers are used to obtain the desired output power and
most oscillators are designed for best phase noise performance. In traditional nega-
tive resistance oscillators, analysis has shown that small-signal open-loop voltage
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Figure 9.20 Plot of oscillator performance versus tank resistor: (a) open-loop and closed-loop fre-
quency, and (b) loop gain and oscillation amplitude.

gain of 3 is optimal for output power [2]. Fortunately, this is close to the optimum
value for phase noise performance.

9.9 Basic Differential Oscillator Topologies

9.10

The three main oscillators discussed so far can be made into differential circuits.
The basic idea is to take two single-ended oscillators and place them back to
back. The nodes in the single-ended circuits, which were previously connected to
ground, in the differential circuit are tied together forming an axis of symmetry
down the center of the circuit. The basic circuits with biasing are shown in Fig-
ure 9.21. Note that in the conversion from single-ended to differential, the fre-
quency is changed unless total inductance and capacitance I and C are either kept
as L and C or converted to 2L and C/2.

A Modified Common-Collector Colpitts Oscillator with Buffering

One problem with oscillators is that they must be buffered in order to drive a low
impedance. Any load that is a significant fraction of the R, of the oscillator would
lower the output swing and increase the phase noise of the oscillator. It is common
to buffer oscillators with a stage such as an emitter follower or emitter-coupled pair.
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Figure 9.21 Basic differential oscillator: (a) Colpitts common-gate, (b) Colpitts common-drain,
(c) - G, oscillator, NMOS only, (d) - G,,, oscillator, PMOS only, and (e) - G,,, oscillator, complementary.
These stages add complexity and require current. One design that gets around this
problem is shown in Figure 9.22. Here, the common-collector oscillator is modified
slightly by the addition of resistors placed in the collector [3, 4]. The output is then
taken from the collector. Since this is a high impedance node, the oscillator’s reso-
nator is isolated from the load without using any additional transistors or current.
However, the addition of these resistors will also reduce the headroom available to
the oscillator.
9.11 Several Refinements to the - G,, Topology Using Bipolar

Transistors

Several refinements can be made to the —G,,, oscillator to improve its performance.
In the version already presented in Figure 9.21(c), the transistors’ gates and drains
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Figure 9.22 Modified Colpitts common-collector oscillator with self-buffering.

are at the same dc voltage. If this circuit is made with bipolar transistors, the maxi-
mum voltage swing that can be obtained is about 0.8V. That is to say, the voltage
on one side of the resonator drops about 0.4V, while the voltage on the other side
of the oscillator rises by about 0.4V. This means that the collector would be about
0.8V below the base and the transistor goes into saturation. In order to get larger
swings out of this topology, we must decouple the base from the collector. One
common way to do this is with capacitors. This improved oscillator is shown in
Figure 9.23. The bases have to be biased separately now, of course. Typically, this
is done by placing resistors in the bias line. These resistors have to be made large
to prevent loss of signal at the base. However, these resistors can be a substantial
source of noise.

Figure 9.23 - G, oscillator with capacitive decoupling of the bases.
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Figure 9.24 - G,, oscillator with inductive decoupling of the bases.

Another variation on this topology is to use a transformer instead of capacitors
to decouple the collectors from the bases, as shown in Figure 9.24 [5]. Since the bias
can be applied through the center tap of the transformer, there is no longer a need
for the RF blocking resistors in the bias line. Also, if a turns ratio of greater than
unity is chosen, there is the added advantage that the swing on the base can be much
smaller than the swing on the collector, helping to prevent transistor saturation.

Another modification that can be made to the —G,, oscillator is to replace the
high-impedance current source connected to the emitters of Q; and O, in Fig-
ure 9.24 with a resistor. Since the resistor is not a high-impedance source, the bias
current will vary dynamically over the cycle of the oscillation. In fact, the current
will be highest when the oscillator voltage is at its peaks and lowest during the zero
crossings of the waveform. Since the oscillator is most sensitive to phase noise dur-
ing the zero crossings, this version of the oscillator can often give very good phase
noise performance. This oscillator is shown in Figure 9.25(a).

A brief circuit description will now be provided. The circuit must be dc-biased
at some low current. As the oscillation begins, the voltage rises on one side of the
resonator and one transistor starts to turn off while the other starts to turn on
harder and draw more current. As the transistor draws more current, more current
flows through R,,;;, and thus the voltage across this resistor starts to rise. This acts
to reduce the vpy of the transistor which acts as feedback to limit the current at
the top and bottom of the swing. The collector waveforms are shown conceptually
in Figure 9.26. Since the current is varying dynamically over a cycle, and since the
resistor R,;; does not require as much headroom as a current source, this allows a
larger oscillation amplitude for a given power supply.

An alternative to the resistor R, is to use a noise filter in the tail as shown in
Figure 9.25(b) [6]. Note this filter may also benefit CMOS implementations. While
the use of the inductor does require more chip area, its use can lead to a very low-
noise bias, leading to low-phase-noise designs. Another advantage to using this
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Figure 9.25 - G,, oscillator with (a) resistive tail current source or (b) current source noise filter.

noise filter is that before startup, the transistor Q3 can be biased in saturation, be-
cause during startup the second harmonic will cause a dc bias shift at the collector
of O3, pulling it out of saturation and into the active region. Also, since the second
harmonic cannot pass through the inductor L,,;, there is no “ringing” at the collec-
tor of O3, further reducing its headroom requirement.

The Effect of Parasitics on the Frequency of Oscillation

The first task in designing an oscillator is to set the frequency of oscillation and
hence set the value of the total inductance and capacitance in the circuit. To increase

4 Amplitude

i(t) ii.(1)

Figure 9.26 - G, oscillator with resistive tail collector currents.
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9.13

output swing, it is usually desirable to make the inductance as large as possible
(this will also make the oscillator less sensitive to parasitic resistance). However, it
should be noted that large monolithic inductors suffer from limited Q. In addition,
as the capacitors become smaller, their value will be more sensitive to parasitics.
The frequency of oscillation, for the Colpitts common base oscillator as shown in
Figure 9.9(a), taking into account transistor parasitics, is given by

1
. (9.48)
\/LaEClCZ +CiCr , o 6

Wosc »

gc,+c+C, Mo

For the Colpitts common-collector oscillator, as shown in Figure 9.9(b), the
frequency is given by
1
O 1 CC = (9.49)
+
p &2 Tabn C“S
€Ci+C+C, B

Wosc >

For the —G,,, oscillator, the frequency is given by

1
Cr , O
\/L?Cu + )

(9.50)

Wosc »

Note that in the case of the —G,,, oscillator, the parasitics tend to reduce the fre-
quency of oscillation a bit more than with the Colpitts oscillator. For CMOS the
results would be identical except that C, would be replaced with C,s and C,, would
be replaced with C,,.

Large-Signal Nonlinearity in the Transistor

So far, the discussion of oscillators has assumed that the small-signal equivalent
model for the transistor is valid. If this were true, then the oscillation amplitude
would grow indefinitely, which is not the case. As the signal grows, nonlinearity
will serve to reduce the negative resistance of the oscillator until it just cancels out
the losses and the oscillation reaches some steady-state amplitude. The source of the
nonlinearity is typically the transistor itself.

Usually the transistor is biased somewhere in the active region for bipolar or
the saturation region for CMOS. At this operating point, the transistor will have a
particular g,,. However, as the voltage swing starts to increase during startup, the
instantaneous g,, will start to change over a complete cycle. The transistor may
even start to enter the saturation region for bipolar or the triode region for CMOS
at one end of the swing and the cutoff region at the other end of the voltage swing.
Which of these effects starts to happen first depends on the biasing of the transistor.
Ultimately, a combination of all effects may be present. Eventually, with increasing
signal amplitude, the effective g,, will decrease to the point where it just compen-
sates for the losses in the circuit and the amplitude of the oscillator will stabilize.
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Figure 9.27 Waveforms for a common-collector oscillator that is heavily voltage-limited.

The saturation/triode and cutoff linearity constraint will also put a practical
limit on the maximum power that can be obtained from an oscillator. After reach-
ing this limit, increasing the bias current will have very little effect on the output
swing. Although increasing the current causes the small-signal g,, to rise, this just
tends to “square up” the signal rather than to increase its amplitude.

Looking at the common-base or common-collector Colpitts oscillators as shown
in Figure 9.9, it can be seen how this effect works on the circuit waveforms in Fig-
ure 9.27 and Figure 9.28. In the case of the common-base circuit, when v, is at the
bottom of its swing, v, tends to be very small, causing the base collector junction
to be forward-biased. This also tends to make v, quite large. These two conditions
together cause the transistor to go into saturation. When v, reaches the top of its
swing, v, gets very small and this drives the oscillator into cutoff. A similar argu-
ment can be made for the common-collector circuit, except that it enters cutoff at
the bottom of its swing and saturation at the top of its swing.

Bias Shifting During Startup

Once the oscillator starts to experience nonlinearity, harmonics start to appear. The
even-ordered harmonics, if present, can cause shifts in bias conditions since they are

Amplitude
A

Ve <0.2V (saturation) _Ye

Figure 9.28 Waveforms for a common-base oscillator that is heavily voltage-limited.
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not symmetric. They have no negative-going swing so they can change the average
voltage or current at a node. Thus, they tend to raise the voltage at any node with
signal swing on it, and after startup, bias conditions may shift significantly from
what would be predicted by a purely dc analysis. For instance, the voltage at the
emitter of the common-base or common-collector Colpitts oscillators will tend to
rise. Another very good example of this is the —G,, oscillator with resistive tail as
shown in Figure 9.25. The node connected to R, is a virtual ground at the funda-
mental frequency; however, there is strong second-harmonic content on this node
that tends to raise the average voltage level and the current through the oscillator
after startup.

Colpitts Oscillator Amplitude

If the oscillator satisfies the conditions for oscillation, then oscillations will continue
to grow until the transistor nonlinearities reduce the gain making the losses and the
negative resistance of equal value.

For a quantitative analysis of oscillation amplitude, we first start with a transis-
tor being driven by a large sinusoidal voltage, as shown in Figure 9.29. Note that
in a real oscillator, a sinusoid driving the base is a good approximation, provided
the resonator has a reasonable Q. This results in all other frequency components
being filtered out and the voltage (although not the current) is sinusoidal even in the
presence of strong nonlinearity.

It is assumed that the transistor is being driven by a large voltage, so it will only
be on for a very small part of the cycle, during which time it produces a large pulse
of current. However, regardless of what the current waveform looks like, its average
value over a cycle must still equal the bias current. Therefore,

_ 1 T
ic =*ﬁc(t)dt =Ibias (951)
Ty

The part of the current at the fundamental frequency of interest can be ex-
tracted by multiplying by a cosin