
Chapter 10
BCH and LDPC Error Correction Codes
for NAND Flash Memories

Alessia Marelli and Rino Micheloni

Nowadays NAND Flash memories are part of our lives in many ways. The storage
world is a completely new world thanks to NAND. As a matter of fact, it wouldn’t
be possible to have a smartphone without the use of NAND memories as the storage
media. After USB keys and digital cameras, Solid State Drives (SSDs) are now the
new disruptive application for Flash. Consumer-class ultra-light and ultra-thin
laptops require NAND storage, but it is really in the cloud and in enterprise servers
that the use of NAND can be a paradigm shift.

Because NAND devices can’t be manufactured without defects, the use of Error
Correction Codes (ECCs) has always been a common practice. While BCH
(Bose-Chaudhuri-Hocquenghem) is a de facto standard for consumer applications,
LDPC (Low-Density-Parity-Check) codes are a typical choice in the enterprise
world. This is especially true when looking at planar (2D) ultra-scaled (e.g. 15 nm)
NAND. Generally speaking, LDPC offers higher correction capabilities, but BCH
remains a good solution when bandwidth requirements are very stringent.

As discussed in previous chapters, 3D NAND is becoming a reality in the
market. In terms of noise models, 2D and 3D have some commonalities: they are
both very complex and they change during the NAND’s lifetime!

We do expect 3D NAND to bring new failure models into the game; all the
scientists working on ECCs for non-volatile memories will have to put their best
effort for getting as close as possible to the Shannon limit.

To set the stage, in this chapter we cover both BCH and LDPC codes. After a
brief introduction, we will see the implementation issues when coupling these codes
with a “real” NAND communication channel; practical workarounds will also be
discussed.
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10.1 Introduction

During life, multiple sources can corrupt the data stored in NAND cells. The most
popular way for data recovery, sometimes used in conjunction with other tech-
niques (e.g. signal processing), is the adoption of an error correction code.

ECCs add redundant terms to the message, such that, on the receiver side, it is
possible to detect the errors and to recover the message that was “most probably”
transmitted. The set of “encoded” data, i.e. data with the added redundant terms, is
usually called codeword.

In other words, ECC can decrease the native Raw Bit Error Rate (RBER) of
NAND. Given a RBER as defined in Eq. (10.1)

RBER ¼ Number of bit errors
Total number of bits

ð10:1Þ

and an ECC able to recover t errors, the codeword error rate, sometimes called
Frame Error Rate (FER) is computed as in Eq. (10.2)

FER ¼ 1� ð1� RBERÞA þ A

1

� �
RBERð1� RBERÞA�1

�

þ � � � þ A

t

� �
RBERtð1� RBERÞA�t

� ð10:2Þ

where A is the codeword size.
Figure 10.1 shows the FER for a 1 kB codeword with an ECC able to correct 1,

10, 50 or 100 errors.

Fig. 10.1 Graph of the frame error probability for a 1 kB codeword with an ECC able to correct
1, 10, 50 and 100 errors
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Another quantity used to measure the impact of ECC is the Uncorrectable Bit
Error Rate (UBER). This is defined as in Eq. (10.3)

UBER ¼ FER
A

ð10:3Þ

A fundamental quantity used to decide which ECC to apply is the Code Rate.
The Code Rate is defined as the ratio between the number of protected bits and the
total number of transmitted bits (codeword size). If the Code Rate is high, we have
few ECC parity bits, i.e. the error correction capability is low. On the other hand,
we do not need too much extra space to store them. If the Code Rate is low, we
have a higher number of parity bits to protect the data, and the error correction
capability is high. In this case, we need more additional space to store the parity
bits, and in some cases this is not possible. Even when this is possible, it costs
money.

The trade-off between Code Rate and cost ($) is shown in Fig. 10.2. ECC
correctability (i.e. the number of correctable bits per codeword) is a function of the
Code Rate, as shown in Fig. 10.3. A lower code rate is less efficient in terms of
silicon area, but it can recover more errors.

Error correction capability is also influenced by the codeword size (Fig. 10.4).
Given the same code rate, the longer the codeword is, the higher the error correction
capability is. On the other hand, the longer the codeword is, the more complex the
ECC hardware is; a longer latency time to recover the corrupted data is another
downside.

In communication theory, Signal-to-Noise Ratio (SNR) is usually adopted
instead of RBER. Signal-to-noise ratio is a measure that compares the level of a
desired signal to the level of the background noise. It is defined as the ratio of the

Fig. 10.2 Trade-off between code rate and cost
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signal power to the noise power, and it is often expressed in decibels. A ratio higher
than 1 (i.e. greater than 0 dB) indicates more signal than noise.

Error correction codes belong to the information theory, whose “father” is
Shannon; he demonstrated a fundamental theorem known as Shannon Limit [1].
This theorem establishes a limit in terms of achievable signal to noise ratio
(SNR) for an error-free communication in a coded system with Code Rate R. The
power of Shannon limit is the following: if we can guarantee that SNR does not
exceed this limit, then we are sure of the existence of a coded system (with rate R)
able to achieve error-free communication. Unfortunately, there isn’t any

Fig. 10.3 Trade-off between code rate and correctability t for a codeword size of 1024 bytes

Fig. 10.4 FER versus BER for an ECC with code rate of 0.9 and different codeword sizes
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constructive way for building such a coded system; this is why there is an intense
research activity for finding codes that get as close as possible to the Shannon limit.
The limit can be computed assuming an AWGN (Additive White Gaussian Noise)
channel and a BPSK (Binary Phase Shift Keying) modulation (Fig. 10.5).

The achievable SNR can be translated in achievable BER. The Shannon limit is
used to evaluate different coded systems: the best code is the one closest to the limit
[2, 3].

ECCs can be split in hard decision codes and soft decision codes. This dis-
tinction is not based on the structure of the code itself, but on the way the infor-
mation is treated by the code. A binary hard decision code treats all the data in a
digital way, i.e. “0” or “1”; in other words, the analog information is converted into
digital format by using one fixed reference level. On the contrary, a soft decision
code uses reliability information to take decisions: for example, a “0” is read with a
90 % reliability and a “1” is read with a 10 % reliability. In the following sections,
we will see how the soft information applies to NAND Flash, and a comparison
between hard and soft codes [3].

Basically, a Code C is the set of codewords obtained by associating the qk

messages of length k of the space A to qk words of length n of the space B in a
univocal way. A code is defined as linear if, given two codewords, their sum is a
codeword. When a code is linear, encoding and decoding can be described with
matrix operations.

We define the generator matrix of a code C as G. It follows that all the code-
words can be obtained as a combination of the rows of G. Therefore, encoding a
data message m is equivalent to multiply the message m by the code generator
matrix G, according to Eq. (10.4).

Fig. 10.5 Shannon limit for different code rates
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c ¼ m � G ð10:4Þ

G is called in standard form or in systematic form if G = (Ik, P), where Ik is the
identity matrix k × k, and P is a matrix k × (n − k). If G is in standard form, then
the first k symbols of a codeword are called information symbols.

From the matrix G in systematic form, it is straightforward to derive the parity
matrix H = (−PT, In−k) where PT is the transpose of P and it is a matrix
(n − k) × k, and In−k is the identity matrix (n − k) × (n − k) [4, 5].

Systematic codes have the advantage that the data message can clearly be
identified in the codeword and, therefore, it can be read before decoding. For codes
in non-systematic form the message is no more recognizable in the encoded
sequence and it is necessary to have the inverse encoding function to recognize the
data sequence.

If C is a linear code with parity matrix H, then x � HT is called syndrome of x. It
follows that all the codewords have a syndrome equal to 0.

The syndrome is the key player of decoding. Once a message r is received (i.e.
read from the memory), it is necessary to understand if it has been corrupted by
calculating:

s ¼ x � HT ð10:5Þ

There are two possibilities:

• s = 0 ⟹ the message r is recognized as correct;
• s ≠ 0 ⟹ the received message contains some errors.

In the latter case a decoding procedure starts.
In order to understand how many errors a code is able to correct and detect we

need a metric. In the coding theory, it is called minimum distance or Hamming
distance d of a code, and it corresponds to the minimum number of different
symbols between any two codewords.

A code has detection capability v if it is able to recognize all the messages,
containing v errors at the most, as corrupted.

The detection capability is related to the minimum distance as described in
Eq. (10.6).

v ¼ d � 1 ð10:6Þ

A code has correction capability t if it is able to correct each combination of a
number of errors equal to t at the most. The correction capability is calculated from
the minimum distance d with Eq. (10.7):

t ¼ d � 1
2

� �
ð10:7Þ

where the square brackets mean the floor function.
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Codes can be manipulated or combined depending on applications. The possible
operation to increase the minimum distance of a code is the extension: a code C[n,
k] is extended to a code C′[n + 1, k] by adding one more parity symbol. Generally
speaking, for binary codes, the additional parity bit is the total parity of the mes-
sage. This is calculated as sum modulo 2 (XOR) of all the bits of the message.

When the “natural” length of the code does not fit the application constraints
(e.g. the NAND Flash page), it is possible to change it with the shortening oper-
ation: a C[n, k] is shortened into a code C′[n − j, k − j] by erasing j columns of the
parity matrix. Please note that the columns deleted are the ones corresponding to the
user data. With this operation, the Code Rate is decreased.

A similar operation, but with a very different outcome, is the puncturing oper-
ation. Puncturing is the process of removing some of the parity bits after encoding.
This has the same effect of encoding with an error correction code with a higher
rate. The good things is that the same decoder can be used regardless of how many
bits have been punctured; therefore, puncturing considerably increases the flexi-
bility of the system without significantly increasing its complexity [6].

10.2 BCH Codes

BCH codes belong to the most important class of cyclic algebraic codes. They were
found through independent researches by Hocquenghem in 1959 and by Bose and
Ray-Chauduri in 1960 [7, 8].

For BCH codes the minimum distance can be ensured during construction. The
definition of the code itself is based on the distance concept and on the Galois field
[9, 10].

Let β be an element of the Galois Field GF(qm). Let b be a non-negative integer.
A BCH code with “designed” distance d is generated by the polynomial g(x) of
minimal degree that has d − 1 consecutive powers of β: βb, βb+1,…, βb+d−2 as roots.
Given wi the minimal polynomial of βb+i for 0 ≤ i < d − 1, g(x) is computed as:

g xð Þ ¼ LCM w0 xð Þ;w1 xð Þ; . . .;wd�2 xð Þf g ð10:8Þ

and the protected data size is k = n − deg(g(x)).
It is possible to show that the designed d is at least 2t + 1, hence the code is able

to correct t errors.
If we assume b = 1, and β a primitive element of GF(qm), then the code becomes

a narrow-sense and primitive BCH code of length qm − 1 able to correct t errors.
We shall now consider narrow-sense primitive BCH codes.

In general, decoding of a BCH code is at least 10 times more complicated than
encoding. In this chapter we deal with binary BCH codes only, whose structure is
presented in Fig. 10.6.
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10.2.1 BCH Encoding

Let’s assume a BCH code [n, k] with generator polynomial g(x) and a message
m(x) to be encoded, which is written as a polynomial of degree k − 1.

First of all, the message m(x) is multiplied by xn−k and subsequently divided by
g(x), thus obtaining a quotient q(x) and a remainder r(x) in accordance with
Eqs. (10.9) and (10.10).

mðxÞ � xn�k

gðxÞ ¼ qðxÞþ rðxÞ
gðxÞ ð10:9Þ

mðxÞ � xn�k þ rðxÞ ¼ qðxÞ � gðxÞ ð10:10Þ

The multiplication of the message m(x) by xn−k produces, as a result, a poly-
nomial of degree n − 1 where the first n − k coefficients, now null, will then be
occupied by parity bits.

Therefore, the encoded word c(x) is calculated as:

cðxÞ ¼ mðxÞ � xn�k þ rðxÞ ð10:11Þ

Practical implementation of Eq. (10.11) is depicted in Fig. 10.7. Please note that,
since we are considering binary BCH codes, the sum is actually a XOR, while the
product is an AND.

The “natural” structure of BCH encoding is sequential; this is not great in
high-speed implementations, because it slowly proceeds by byte, word or double
word. Figure 10.7b shows the unrolled implementation, assuming a processing of 1
byte at a time [4]. In the figure it is possible to see that the content of each register
does not depend on a single input anymore but on a whole byte.
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Fig. 10.6 General structure of a binary BCH code
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10.2.2 BCH Decoding

The decoding operation follows three fundamental steps, as shown in Fig. 10.6:

• calculation of the syndromes;
• calculation of the coefficients of the error locator polynomial (usually done with

Berlekamp-Massey algorithm [4, 5]);
• calculation of the roots of the error locator polynomial (usually done with Chien

algorithm [4, 11]).

During transmission (reading) of the encoded message some errors may occur.
Errors can be represented by a polynomial that has coefficient “1” at every error’s
position:

E xð Þ ¼ E0 þE1xþ � � � þEn�1x
n�1 ð10:12Þ

If ECC can correct t errors, then t non-null coefficients are allowed in
Eq. (10.12) at most.

DXOR D FlipFlop

D D D D D

D D D D D

1·x75 1·x74 0·x73 1·x72 0·x71 1·x0

...,m(n·8-2),m(n·8-1)

…,m(n·8-2),m(n·8-1)

a74

c74

b0

b1

b7
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c73

a72

c72

a71

c71

a0

c0

c74 c73 c72 c71 c0

Sequential implementation

Unrolled implementation

...

...

...g   = + + + + +

…,m((n-1)·8-2),m((n-1)·8-1)

…,m((n-2)·8-2),m((n-2)·8-1)

Fig. 10.7 Description of the sequential implementation of the BCH divider: it can be unrolled for
a parallel implementation [4]
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Therefore, the transmitted (read) vector R(x) is:

R xð Þ ¼ c xð ÞþE xð Þ ð10:13Þ

The first decoding step consists in calculating the 2t syndromes for the read
message:

RðxÞ
wiðxÞ

¼ QiðxÞþ Si xð Þ
wiðxÞ

with 1� i� 2t ð10:14Þ

Si xð Þ ¼ QiðxÞ � wiðxÞþRðxÞ with 1� i� 2t ð10:15Þ

In accordance with Eqs. (10.14) and (10.15), the received vector is divided by
each minimal polynomial wi forming the generator polynomial, thus getting a
quotient Qi(x) and a remainder Si(x) called syndrome.

At this point the 2t syndromes must be evaluated into the elements β, β2, β3,…,
β2t, whose wi are the minimal polynomials. According to Eq (10.16), this evalua-
tion is the evaluation of the message received in β, β2, β3,…, β2t, since wi(β

i) = 0
(for 1 ≤ i ≤ 2t) because of the definition of minimal polynomial.

Si b
i� � ¼ Si ¼ Qi b

i� � � wi b
i� �þR bi

� � ¼ R bi
� � ð10:16Þ

Consequently, the ith syndrome can be calculated either as a remainder of the
division between the received message and the minimal polynomial wi, then
evaluated in βi, or as the evaluation in βi of the received message.

In case there aren’t any errors, the received polynomial is a codeword: therefore,
the remainder of the division of Eq. (10.14) is null and all the syndromes are
identically null. Verifying if the syndromes are identically null is a necessary and
sufficient condition to understand if the read message is a codeword (or if some
errors occurred).

For binary codes we use the following property:

S2i ¼ S2i ð10:17Þ

such that we can calculate only t syndromes.
Since the syndromes are computed as the remainder of the division between two

polynomials in the Galois field, it is straightforward to understand that the imple-
mentation is similar to the one of the encoder.

The Error Locator Polynomial Λ(x) is defined as the polynomial whose roots are
the inverse of the error positions.

K xð Þ ¼
Yv
i¼1

1� xXið Þ ð10:18Þ
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The degree of the error locator polynomial gives the number of errors that
occurred. As the degree of Λ(x) is t at most, in case of more than t errors, Λ(x) could
erroneously indicate t or less errors.

Coefficients of the error locator polynomial are linked to the syndromes by the
following equations

Svþ 1

Svþ 2

Svþ 3

..

.

S2v�1

0
BBBBB@

1
CCCCCA

¼

S1 S2 S3 � � � Sm
S2 S3 S4 � � � Smþ 1

S3 S4 � � � � � � Smþ 2

..

. ..
. ..

. ..
.

Sv Svþ 1 Svþ 2 � � � S2v�1

0
BBBBB@

1
CCCCCA

�

Km

Km�1

Km�2

..

.

K1

0
BBBBB@

1
CCCCCA

ð10:19Þ

Generally speaking, the method to compute the coefficients of the error locator
polynomial is the Berlekamp-Massey algorithm [4, 12].

The philosophy of the Berlekamp algorithm consists in solving the set of
Eq. (10.19) in an iterative way by consecutive approximations.

After 2t iterations, Λ(x) is the error locator polynomial; in the binary case it is
possible to perform the Berlekamp algorithm in t iterations. In the following we
describe the flow diagram for the inversion-less binary Berlekamp Massey algo-
rithm (Fig. 10.8) [13].

First of all, we define the syndrome polynomial as

1þ S ¼ 1þ S1zþ S2z
2 þ � � � þ S2t�1z

2t�1 ð10:20Þ

The initial conditions are given as follows:

m 0ð Þ ¼ 1 k 0ð Þ ¼ 1 and d 2ið Þ ¼ 1 if i\0 ð10:21Þ

We define d(2i) as the coefficient of z2i+1 in the product (1 + S(z))ν(2i)(z).

• If S2i+1 is unknown the algorithm is finished;
• otherwise

m 2iþ 2ð ÞðzÞ ¼ d 2i�2ð Þm 2ið ÞðzÞþ d 2ið Þk 2ið ÞðzÞ � z ð10:22Þ

k 2iþ 2ð ÞðzÞ ¼ z2k 2ið Þðz) if d 2ið Þ ¼ 0 or if deg m 2ið ÞðzÞ[ i
zm 2ið Þðz) if d 2ið Þ 6¼ 0 or if deg m 2ið ÞðzÞ� i

�
ð10:23Þ

d 2ið Þ ¼ d 2i�2ð Þ if d 2ið Þ ¼ 0 or if deg m 2ið ÞðzÞ[ i
d 2ið Þ if d 2ið Þ 6¼ 0 or if deg m 2ið ÞðzÞ� i

�
ð10:24Þ

The roots of ν(2t)(z) coincide with those of Λ(2t)(z).
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Even if the algorithm is very complex, it usually does not require a parallel
implementation, since the size of the memory buffer and the execution latency are
acceptable in most of the cases.

The last step of the decoding process consists in searching for the roots of the
error locator polynomial, as per Eq. (10.25). If the roots are not coincident and they
belong to the Galois field, then it is enough to calculate their inverse to have the
error positions. If they are coincident, or they do not belong to the correct field, it

Initialize
ν(z)=1

δ=1, k=1, i=0

ν(z)=δν(z)+dkz

d=0 or
Deg ν(z)>i? k(z)=zν(z)

k(z)=z2k(z)

i=i+1

i<t? Deg v(z)>t?

NO

YES

NO

YES

v(z) is the 
error locator 
polynomial

NO

FAILURE

δ=d

Fig. 10.8 Flow diagram for the inversion-less Berlekamp algorithm
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means that the received message has a distance from a codeword greater than t. In
this case an uncorrectable error pattern occurred and the decoding process fails.

K xð Þ ¼ 1þK1xþ � � � þKtx
t ð10:25Þ

To determine the roots of the polynomial, the Chien machine neatly evaluates
Λ(x) in all the elements of the field α0, α1, α2, α3,… αN. For each element i of the field
such that the polynomial is null, the corresponding position (2m – 1 − i) is an error
position. A possible implementation of the Chien machine is represented in Fig. 10.9.

10.2.3 Multi-channel BCH

When BCH is used in a NAND-based system such as a Solid State Drive, it is
necessary to find out a balance between area and bandwidth. In fact, SSDs run
several NAND devices in parallel in order to achieve their target performances of
bandwidth and IOPS. Usually, NANDs are split in groups called “Flash Channels”:
channels work in parallel and read/write/erase operations can be interleaved within
the same channel (Fig. 10.10). In this multi-channel scenario, multiple encoding
and decoding machines are necessary, considering that, especially with ultra-scaled
geometries and multi-level storage (Chap. 3), correction is required all the time
(because of the high RBER).

In order to keep up with the bandwidth requirements, the most straightforward
solution would be one encoder and one decoder per channel. However, this
approach is extremely area consuming, especially because of the decoder.

As far as the encoding is concerned, it is very important that the data coming
from the host (CPU or Operating System) are dispatched to the various channels
without latency. There are three possible approaches, starting from the less area
consuming:

• single encoder shared among all Flash channels [14];
• a pool of encoders;
• one encoder per channel.

Fig. 10.9 Chien machine for a 5-error BCH: sequential implementation [4]
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As mentioned, the right hardware choice comes from the tradeoff between sil-
icon area and latency.

Let’s now move to the decoding phase. The overall structure is shown in Fig. 10.11.
In this scenario, number of hardware machines to execute syndrome computation,
Berlekamp-Massey algorithm and Chien computation can be different.

Syndrome computation can be treated in the same way as the encoder, since all
the read messages require this computation. Execution of the Berlekamp–Massey
algorithm is pretty fast because it requires t iterations only.

As described in the previous section, the Chien machine searches for the roots,
one at a time. Such operation, carried out for all the bits of the message, results to be
very time consuming. Solution is, of course, a parallel architecture. Unlike the
parity and the syndromes computation machines, which have to operate with a
parallelism equal to the input data parallelism, the Chien machine does not have
particular limits other than complexity, area and power consumption. In this parallel

Fig. 10.10 Flash channel inside a solid state drive

Fig. 10.11 ECC decoding structure for handling multiple channels
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implementation, more error positions are contemporarily evaluated at each com-
putation cycle.

The execution time of the Chien algorithm is usually seen by the system as an
additional latency time. If the probability to have one or more errors becomes
considerable, this latency can significantly impact the system performance. The
downside of the Chien parallelism is the impact on silicon area, as sketched in
Fig. 10.12.

1 10 20
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Simultaneously tested elements

X
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R
 g
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es

2÷5 errors Chien machine

1 error Chien machine

Fig. 10.12 Area impact of the Chien parallelism

Fig. 10.13 Probability of correction for a 2112-byte page: single error versus 2 ÷ 5 errors

10 BCH and LDPC Error Correction Codes for NAND Flash Memories 295



Figure 10.13 shows, for a 2112-Byte page, the probability of correcting only one
error and the probability of correcting 2 ÷ 5 errors. Assuming a BER of 10−6, we
have that the probability of a single error is equal to 1.7 × 10−2 and the probability
of 2 ÷ 5 errors is equal to 1.5 × 10−4, respectively. The probability of a single error
is definitely more significant and since the Berlekamp algorithm exactly indicates
the number of errors to correct, it may be useful to exploit this information.

The resulting system is, therefore, composed of a couple of Chien machines with
different parallelisms, one for the correction of the single error and the second for
the correction of 2 ÷ 5 errors (Fig. 10.14).

This solution can be multiplied by any number of machines, especially if the
error correction capability t of the BCH we are dealing with is high. In this case, we
can compute the frequency of errors t′ that is more likely to occur, given the
estimated raw bit error rate, and have multiple Chien machine searching for t′ roots
with a high parallelism. On the contrary, the number of hardware machines to locate
the roots of t* > t′ errors can be smaller, and with a smaller parallelism [3, 4].

Of course, the numbers mentioned above are just an example; they might sig-
nificantly change depending on the NAND technology node and on the number of
bits stored within the same physical cell (e.g. MLC or TLC).

10.2.4 Multi-code Rate BCH

As discussed in the introduction of this chapter, it is typical for NAND to deal with
noise sources that vary during its lifetime. When NAND is fresh (i.e. few
Program/Erase cycles, Chap. 2) and there is no retention, RBER can be pretty low;
the situation is totally different at the end of life, i.e. when the device has been
read/erased/written multiple times. It follows that it is desirable to have an ECC able
to change its correction capability during life.

There are codes for which it is easy to change the code rate, while in other cases
it is not that straightforward: BCH is one of them because of its construction. In this
section, we present a way for building a multi-code rate BCH with a minimum area
overhead.

Encoder is the main issue. As discussed above, parity bits are computed as the
remainder of the division between the user data and the generator polynomial,
where the latter one is computed as the multiplication among the minimum poly-
nomial of t elements. If we want to adapt a BCH code able to correct t error to
correct t′ errors, where t′ < t, the easiest way is to have a second encoder which
computes the remainder of the division between the user data and the generator
polynomial, where the latter one is computed as the multiplication among the
minimum polynomial of t′ elements. This approach has a big area overhead,
because the encoding area is doubled.

A smarter and a less area consuming way is to derive the parity bits of the t′-code
from the parity bits of the t-code. Indeed, for the generator polynomials the equality
Eq. (10.26) holds true.

296 A. Marelli and R. Micheloni



P
ar

ity

R
eg

In
pu

t

S
yn

d
1

R
eg

s 1
(α

1 )

uC
B

us

B
C

H
P

ar
ity

B
lo

ck

N
A

N
D

M
em

or
y

C
or

e

S
yn

d
2

R
eg

s 2
(α

3 )

S
yn

d
3

R
eg

s 3
(α

5 )

S
yn

d
4

R
eg

s 4
(α

7 )

S
yn

d
5

R
eg

s 5
(α

9 )

B
C

H
S

in
dr

om
e

B
lo

ck

C
om

m
an

d
In

te
rf

ac
e

F
S

M

M
ic

ro
C

on
tr

ol
le

r

R
O

M
R

ea
d,

pr
og

ra
m

,e
ra

se
al

go
.

B
C

H
B

er
le

ka
m

p
al

go
.

G
F

(2
15

)
M

ul
tip

lie
r

B
C

H
C

hi
en

2-
5

E
rr

or
B

lo
ck

B
C

H
C

hi
en

S
in

gl
e

E
rr

or
B

lo
ck

O
ut

pu
t

R
eg

xα
(5

,1
0 ,

15
,2

0)

R
eg

xα
(4

,8
,1

2,
16

)

R
eg

xα
(3

,6
,9

,1
2)

R
eg

xα
(2

,4
,6

,8
)

R
eg

xα
(1

,2
,3

,4
)

R
eg

xα
(1

,..
.,1

6)

C
hi

en
F

S
M &

E
rr

or
P

os
iti

on

F
ig
.
10

.1
4

E
xa
m
pl
e
of

B
C
H

en
gi
ne

in
cl
ud

in
g
2
pa
ra
lle
l
C
hi
en

ha
rd
w
ar
e
m
ac
hi
ne
s
[4
]

10 BCH and LDPC Error Correction Codes for NAND Flash Memories 297



gðt; xÞ ¼ gðt0; xÞ � hðxÞ ð10:26Þ

Parity bits r(x) are computed as remainder of the division between user data
c(x) and generator polynomial g(t, x). From the definition of remainder we can write

c xð Þ ¼ qðxÞ � gðt; xÞþ rðxÞ ð10:27Þ

where q(x) is the quotient of the division and deg(r(x)) < deg(g(t, x)).
The division of r(x) by g(t′, x) leads to

r xð Þ ¼ q1ðxÞ � gðt0; xÞþ r0ðxÞ ð10:28Þ

where q1(x) is the quotient of the division and deg(r′(x)) < deg(g(t′, x)). By sub-
stituting Eqs. (10.26) and (10.28) in Eq. (10.27) we obtain

cðxÞ ¼ qðxÞ � gðt0; xÞ � hðxÞþ q1ðxÞ � gðt0; xÞþ r0ðxÞ
¼ qðxÞ � hðxÞþ q1ðxÞ½ � � gðt0; xÞþ r0ðxÞ ð10:29Þ

It is clear that r′(x) is the remainder of the division between c(x) and g(t′, x). The
circuit for a multi-code rate BCH encoder is shown in Fig. 10.15.

The overhead for this implementation is a programmable LSFR, which divides
the remainder of the first division by a factor of g(x). Of course, we can have more
than 2 encoders and multiple programmable LSFRs. Thanks to the LSFR pro-
grammability, when NAND is fresh, we can select a BCH code with a small error
correction capability, and user data are encoded with two subsequent divisions.
When the NAND gets older, we can execute a single division, as the subsequent
division is not required anymore.

Decoding is much easier. The syndromes are computed as different divisions by
all the factors of g(t, x). If we want to compute the syndromes by using the factors
of g(t′, x), where g(t′, x) is a factor of g(t, x), it is enough to disable the circuits that
compute the last t − t′ syndromes.

Fig. 10.15 Example of multi-code rate BCH encoder with two different generator polynomials
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Berlekamp-Massey algorithm is not impacted by the multi-code rate: it com-
pletes in fewer iterations at the beginning of life, with coefficients t′ instead of t.

Chien algorithm is not impacted at all. Again, it will stop after finding t′ roots
instead of t. However, in order to keep up with the SSD’s bandwidth, a multi-Chien
machine approach (Sect. 10.2.3) is likely to be implemented in a multi-code rate
environment.

10.2.5 BCH Detection Properties

BCH codes are not perfect codes: for this reason it is difficult that a codeword with
more than t errors moves in the correction sphere of another codeword. The
codewords of BCH codes are well separated, and only a number of errors much
bigger than t could partially overlap their correction spheres [3]. It follows that the
erroneous corrections are made only when the received message is located in a
correction sphere different from the original codeword.

Given a binary linear code C able to correct t errors, the probability of mis-
correction PME is defined as the probability that an ideal bounded distance decoder
executes erroneous corrections. The weighted probability PE(w) is the probability of
executing erroneous corrections when w errors occur.

Please note that the probability PME depends on the code C and on the trans-
mission channel.

Theorem 10.2.1 The weighted probability PE(w) is computed as:

PEðwÞ ¼ Dw

n
w

� � ð10:30Þ

where Dw is the number of decodable words and w is in the range [t + 1, n].
The number of decodable words can be computed as

Dw ¼
Xn
i¼0

ai
Xt

s¼0

Nði;w; sÞ ð10:31Þ

where N(i, w; s) is the number of words with weight w and distance s from a word
of weight i. This is computed by Eq. (10.32)

N i;w; sð Þ ¼
n� i
sþw�i

2

� �
i

s�wþ 1
2

� �
if w� ij j � s

0 if w� ij j[ s

8<
: ð10:32Þ
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By substituting Eq. (10.31) in Eq. (10.30) we have:

PEðwÞ ¼
Pn

i¼0 ai
Pt

s¼0 Nði;w; sÞ
n
w

� � ð10:33Þ

PME is computed based on PE(w) as described in Eq. (10.34)

PME ¼
Xn

w¼tþ 1

PEðwÞ/ðwÞ ð10:34Þ

where /ðwÞ is the probability that a word has weight w.
For a Binary Symmetric Channel BSC

PME ¼
Xn

w¼tþ 1

Dwp
w 1� pð Þn�w ð10:35Þ

where p is the bit error probability.
Dw can be computed according to Eq. (10.31). Unfortunately, the weights ai are

unknown for BCH codes and must be estimated.
There are a number of different theorems that can help estimating these weights

for a BCH code.

Theorem 10.2.2 Peterson Estimation The weight aiof a primitive BCH code of
length n and error correction capability t can be approximated as

ai ffi
n
i

� �

nþ 1ð Þt ð10:36Þ

In order to have upper bounds, different correction terms are added to
Eq. (10.36).

Figures 10.16 and 10.17 shows PE and PME for BCH[16383, 15851, 77], based
on the Peterson estimation. Both PE and PME exhibit a monotonic behavior.

It follows that the real PE and PME behaviour should be increasingly monotonic
with a long floor in the middle [11].

When both the code length and the Code Rate are high, this floor can be
approximated with

Q ¼ 2� n�kð Þ Xt

s¼0

n
s

� �
ð10:37Þ
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To sum up, we can state that the BCH code has a very good detection properties
for a long codeword; this feature is well suited for NAND-based systems such as
SSDs. In fact, when a catastrophic error occurs or when the error correction
capability of the code is overcome, in the vast majority of the cases, BCH signals a
decoding failure without attempting erroneous corrections.

Of course, this behaviour becomes really key when BCH is concatenated with
another code.

Fig. 10.16 PE behavior for
BCH[16383, 15851, 77]
based on the Peterson
estimation

Fig. 10.17 PME for BCH
[16383, 15851, 77] based on
the Peterson estimation
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10.3 Low-Density Parity-Check (LDPC) Codes

Since its re-discovery in late 1990s, LDPC code has received a tremendous amount
of attentions because of the excellent error-correction capability and experienced a
widespread use in many real-life data communication and storage applications. In
1960s Dr. Gallager invented LDPC codes [15], in which two innovative ideas were
exploited: iterative decoding and constrained random code construction.

LDPC codes are known as “capacity approaching codes”; in other words, they
are a category of codes able to reach a Frame Error Rate very close to the Shannon
limit. The main reason is the powerful soft decoding, as shown in Figs. 10.18 and
10.19. Figure 10.18 shows the Shannon limit for 2 BCH codes and 2 hard decoded
LDPC codes. In this case, LDPC doesn’t show any significant advantage, mainly
because of two reasons: the use of hard instead of soft, and the adopted decoding
algorithm (i.e. bit-flipping) [5]. LDPC is the clear winner in Fig. 10.19, thanks to
the soft decoding. To be fair, the truth is that soft decoding pushes away the
Shannon limit; a careful review of the graph reveals that soft LDPC is very close to
the Hard Shannon limit, but still far from the Soft Shannon limit.

LDPC are block linear codes defined with a very sparse parity check matrix
H. Each matrix can be translated into its corresponding Tanner graph, where there is
a number of parity checks equal to the number of the matrix rows called “check
nodes”; there is also a number of variable nodes equal to the number of matrix
columns. A check node is connected to a variable node if there is a “1” in the
corresponding position in the matrix H.

ð10:38Þ

Figure 10.20 displays the Tanner graph of the matrix described in Eq. (10.38).
Tanner Graph can have cycles; in other words, we can start from a variable node

and come back to it by following different paths. The size of the smallest cycle is
called girth of the LDPC matrix. In Fig. 10.18 the matrix has girth 4 and the cycle
is shown with the bold red path; the corresponding 1s in Eq. (10.38) are highlighted
with a red circle, and they are the vertices of a rectangle.

Cycles are very dangerous in LDPC decoding because it is there where the
decoder can be “trapped”, being unable to find a solution.

While, conceptually, the encoder is a multiplication between the transmitted data
and the generator matrix G, LDPC codes can be effectively decoded by the iterative
Belief Propagation (BP) algorithm (also known as Sum-Product or SPA). BP
decoding matches the underlying code bipartite graph: decoding message is com-
puted on each variable node and check node, and iteratively exchanged through the
edges between neighboring nodes (Fig. 10.21). At the end of every iteration an
estimated codeword is produced; by multiplying this temporary codeword with H,
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Fig. 10.19 Soft LDPC versus BCH code, and soft Shannon limit

Fig. 10.20 Tanner graph of
matrix H of Eq. (10.38)

Fig. 10.18 Hard LDPC versus BCH, and hard Shannon limit
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we can check if it is a correct one. If this is the case, then decoding stops, otherwise
a new iteration starts. It is well known that BP decoding algorithm works well if the
underlying code bipartite graph does not contain too many short cycles. Thus, it is
typically required that the graph is 4-cycle free, which is relatively easy to achieve.
The construction of graphs with higher order cycle free is definitely not trivial.

There a lot of different LDPC families. The LDPC code is called (j, k)-regular if
each variable node has a degree of j and each check node has a degree of k. There
are also irregular codes. To be useful for Flash memories, LDPC codes must not
only achieve very low decoding error rate with high Code Rates, but also be
suitable for high-speed VLSI implementation, with minimal silicon and energy cost.
It has been well demonstrated that Quasi-Cyclic (QC) LDPC codes are one family
of such implementation-oriented LDPC codes. The parity check matrix of a
QC-LDPC code consists of arrays of circulants. A circulant is a square matrix in
which each row is the cyclic shift of the row above it, and the first row is the cyclic
shift of the last row. The parity check matrix H of a QC-LDPC code can be written
as

H ¼
H1;1 H1;2 � � � H1;n

H2;1 H2;2 � � � H2;n

..

. ..
. . .

. ..
.

Hm;1 Hm;2 � � � Hm;n

2
6664

3
7775 ð10:39Þ

where each sub-matrix Hi,j is a binary circulant. Data storage systems such as Flash
demand very high Code Rates (e.g. 8/9 and higher). It has been proved that LDPCs
with best performances are the irregular ones [16–18]. However, with high Code
Rates, regular QC-LDPC codes are typically used, because they are easier to
implement in hardware. In this case, all the rows have the same number of 1s, all
the columns have the same number of 1s, and all the sub-matrices Hi,j have the
same column weight of 1 or 2. Since LDPC codes are subject to error floor, the code
parity check matrix column weight is typically 4, or even higher, in order to ensure

Fig. 10.21 Iterative LDPC
decoding
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a sufficiently low error floor (e.g., error floor only occurs below the decoding failure
rate of 10−12) [5]. The regular and cyclic structure of QC-LDPC code parity check
matrix can be leveraged to largely improve its encoder and decoder implementation
efficiency as described below.

10.3.1 LDPC Codes and NAND Flash Memories

Planar TLC NAND has recently pushed for LDPC codes adoption, mainly because
of the very high NAND raw BER. The complexity for tuning LDPC codes to the
NAND characteristics is definitely high. The good thing is that the industry already
paid the price (in terms of R&D) and today LDPC can be leveraged to foster the 3D
evolution (shrink) even more.

A Read operation in the NAND environment is of a hard type by its nature.
Sense Amplifiers translate cells threshold voltages into digital values, “0” or “1”
(Chap. 3). This is the reason why it is not easy to extract a soft information.

In Fig. 10.22, the two VTH distributions represent the two possible cell states:
“0” and “1” (assuming SLC NAND). When distributions overlap, errors pop
up. A hard decision decoder reads all the positive values as 0 and the negative ones
as 1, so that the overlap area in the figure represents the NAND raw BER. However,
A and B are very different errors, because A is a little positive, while B is far away
from 0. It’s like saying that B is much more likely to be an error than A. By
exploiting the exact value of A and B, the decoder can have a better starting point.
This is the so called soft information and it is measured by the Log Likelihood Ratio
(LLR).

The LLR for a particular value x is the logarithmic ratio between the probability
that the bit x was a 0 given the read value y, and the probability that the bit x was a 1
given the read value y. Given this definition, LLR can be written as:

LðuiÞ ¼ log
Pðui ¼ 0jyÞ
Pðui ¼ 1jyÞ

� �
ð10:40Þ

With NAND it’s not possible to know the exact value of the threshold voltage
VTH. As an approximation, each overlap area is split in a number of slices, by
moving the reference voltages. Figure 10.23 shows a MLC NAND where each
overlap area is split in 4 slices, so that each bit (LSB and MSB) is read with 3 soft
bits. The higher the number of soft bits, the more accurate the information is. This
technique has a cost because each bit has to be read 3 times (in this example).
Basically, soft information is asking for read oversampling.

In order to maximize the return on soft information, it is necessary to carefully
understand how to move each read reference voltage, and how many times, since
each additional read increases the latency.

The interaction between LDPC and NAND Flash is illustrated in Fig. 10.24.
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Fig. 10.22 Threshold voltage distributions in SLC NAND flash

Fig. 10.23 Soft reads in MLC NAND flash

306 A. Marelli and R. Micheloni



10.3.2 LDPC Code Encoding

In the context of LDPC encoder design, the most straightforward approach is to
multiply the information bits with the dense generator matrix derived from the
sparse parity check matrix. The density of the generator matrix together with a large
code length make the parallel implementation of generator matrix-vector multipli-
cation impractical due to very high implementation complexity [19]. Hence, a
partially parallel encoder implementation is a must. However, for general non-QC
LDPC codes randomly constructed, their dense generator matrices may not have
any structural regularity that can be used to develop efficient partially parallel
encoder architecture. For QC-LDPC codes, partially parallel encoder design
becomes much more affordable. Let’s assume that the QC-LDPC code parity check
matrix is a m × n array of circulants, and each circulant is p × p. In the simplest
scenario, the matrix has a full rank of m � p. We assume that code parity check
matrix can be column-wise permuted so that the following sub-array has a full rank
of m � p:

Fig. 10.24 Soft LDPC in the NAND context
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H1;n�mþ 1 H1;n�mþ 2 � � � H1;n

H2;n�mþ 1 H2;n�mþ 2 � � � H2;n

..

. ..
. . .

. ..
.

Hm;n�mþ 1 Hm;n�mþ 2 � � � Hm;n

2
6664

3
7775 ð10:41Þ

Let’s also consider a systematic encoding, i.e. the first (n – m) � p bits in each
codeword are the information bits, and the first (n − m) � p columns of the parity
check matrix correspond to the (n − m) � p information bits. Hence, the corre-
sponding generator matrix has the following form:

G ¼
I O � � � O G1;1 G1;2 � � � G1;m

O I � � � O G2;1 G2;2 � � � G2;m

..

. ..
. . .

. ..
. ..

. ..
. . .

. ..
.

O O � � � I Gn�m;1 Gn�m;2 � � � Gn�m;m

2
6664

3
7775 ð10:42Þ

where I and O represent identity p × p matrix and zero p × p matrix. Being G the
generator matrix, it must satisfies H � GT = 0, which clearly suggests that each Gi,j

should also be a p × p circulant.
The generator matrix-vector multiplication for QC-LDPC encoding can be

carried out in a partially parallel manner by leveraging the inherent cyclic structure
of the generator matrix (Fig. 10.25).

If the matrix H is not full rank, the code is semi-systematic. In other words, the
matrix G is shown in Eq. (10.43),

Fig. 10.25 LDPC encoding
with a full-rank matrix
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G ¼

I G1;1 � � � G1;z

I G2;1 � � � G2;z

. .
. ..

. ..
.

I Gn�z;1 � � � Gn�z;z

0 0 � � � 0 Q1;1 � � � Q1;z

..

. ..
. ..

. ..
.

0 0 � � � 0 Qz;1 � � � Qz;z

2
66666666664

3
77777777775

ð10:43Þ

where the part represented by Q is neither systematic nor regular (in size).
The hardware structure is represented in Fig. 10.26. The systematic part is

equivalent to the one of the full-rank H matrix. The grey part is non-systematic and
is not regular since the size of the Qs circulants is not fixed. In addition to that, it is
not easy to make it parallel due to its irregularity.

During read, once decoding stops, it is necessary to multiply the non-systematic
part by Q−1, in order to recover the original data [20].

As discussed, a semi-systematic implementation is much more complex than a
systematic one. When H is not full-rank, a possible workaround is to fix the parity
section. Parity-check matrix H on the parity section is composed by a specific
circulants. Those circulants can be all-zeros circulants so that matrix H won’t be
regular anymore. For more detailed discussions on QC-LDPC code encoder design,
readers can refer to [19, 21, 22].

Fig. 10.26 LDPC encoding without a full-rank matrix
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10.3.3 LDPC Code Decoding

To understand LDPC decoding, one of the key concepts is the extrinsic informa-
tion. Here it is explained through an example [5].

We have a troop of 6 soldiers and each soldier wants to know the total number of
soldiers in the troop. In Fig. 10.27 we have a linear troop. In this case, each soldier
takes the number provided by the neighbour behind, he adds 1, and he transmits the
result to the neighbour in front of him. Soldiers at the edges receive a 0 from the
side without neighbour. For each soldier, the sum of received and transmitted
numbers is equal to the total number of soldiers.

The second troop (Fig. 10.28) is a little more complex, and it requires different
rules to pass the information. Each soldier takes all the numbers from his neigh-
bours, he adds 1, and he subtracts the number passed by the neighbour he wants to
send the message to. For example, the yellow soldier sends 2 + 3 + 2 + 1 − 2 = 6
to the green soldier. Soldiers at the edges receive a 0 from the side without
neighbour. The sum of the number that a soldier receives from anyone of his
neighbours plus the one the soldier passes to that neighbour is equal to the total
number of soldiers. This introduces the concept of extrinsic information. The idea is
that a soldier does not pass to a neighbouring soldier any information that the

Fig. 10.27 Linear troop

Fig. 10.28 Extrinsic
information
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neighbouring soldier already has; in other words only extrinsic information is
passed.

The last troop (Fig. 10.29) contains a cycle. The situation is unsolvable: no
matter what counting rule one may devise, the cycle represents a type of positive
feedback, both in clockwise and counter-clockwise direction, so that the messages
passed within the cycle will increase without bound. This shows that the message
passing on a graph cannot be claimed to be optimal if the graph contains one or
more cycles. However, while most practical codes contain cycles, it is well known
that message-passing decoding performs very well, assuming properly designed
codes.

The key innovation behind LDPC codes is the low-density nature of the parity
check matrix, which facilitates iterative decoding. Message-passing decoding refers
to a collection of low-complexity decoders working in a distributed fashion to
decode a received codeword, in a concatenated coded scheme. We can better
understand this sentence by using the crossword-puzzle analogy (Fig. 10.30).

Solving a crossword-puzzle proceeds as follows:

• start with all the horizontal words we know → red circles;
• proceed with all the vertical words we know → blue circles;
• re-start to see if we are able to complete more horizontal words given the

addition of the vertical words of the previous step → green circles;
• re-start to see if we are able to complete more vertical words → magenta

circles;
• keep looping until the crossword-puzzle is completed (or a codeword is found)

and stop when either we are not able to solve it (we fell in error floor) or we are
too tired (we reached the maximum number of iterations).

Belief Propagation algorithm is the best iterative decoding methods for LDPC.
In order to understand it, it might be useful to consider the Tanner Graph of the
parity check matrix (Fig. 10.31).

Fig. 10.29 Soldier formation
containing a cycle
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Fig. 10.30 Crossword-puzzle

Fig. 10.31 Tanner graph of a
LDPC parity check matrix

Fig. 10.32 Check node
processing of LDPC BP
decoding
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During the check node processing phase (Fig. 10.32), each check node has to
compute the values m it has to send to variable nodes it is connected to. Values are
computed according to Eq. (10.44).

mi
j ¼

Y
k2N jð Þnfig

sign r jk
� � � / X

k2N jð Þnfig
/ jr jk j
� �0

@
1
A ð10:44Þ

/ xð Þ ¼ � log tanh
x
2

	 
	 

ð10:45Þ

Remembering the soldier example, please note that only the extrinsic informa-
tion is taken into account: in fact, the value mi is computed by using all the values
sent by the variable nodes connected to that specific check node, except variable
node i.

The same idea applies to variable node processing (Fig. 10.33), where value rj is
computed by using all the values sent by the check nodes connected to the variable
node, except check node j. Equation (10.46) is used

r ji ¼ wi þ
X

k2N ið Þnfjg
mi

k ð10:46Þ

where w are the input LLRs.
Values r represent the estimated codeword. At the end of each iteration this word

is multiplied by the transpose of H to check if it is a real codeword. If the result is
null, then r is a codeword and the decoding is finished, otherwise a new iteration
starts.

The formula used for check node processing is a very complex one and it
involves the function tanh, which is sketched in Fig. 10.34.

BP can be approximated with the so-called min-sum decoding algorithm: the
computational complexity can be largely reduced by paying a small decoding

Fig. 10.33 Variable node
processing of LDPC BP
decoding
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performance degradation. The main difference between BP and min-sum lies in the
check node: Eq. (10.44) applies to BP, while the check node processing for
min-sum is described by Eq. (10.47).

mi
j ¼

Y
k2NðjÞnfig

sign r jk
� � � min

k2NðjÞnfig
r jk
�� �� ð10:47Þ

Therefore, the function Φ(x) (i.e. tanh), which is typically implemented as LUT,
is eliminated in the min-sum decoding algorithm. Min-sum can be further opti-
mized, as described below.

Figure 10.35a shows the comparison between values computed via sum-product
(SPA) and values computed via min-sum. Dots on the bisector would mean that
min-sum is a great approximation of sum-product, but this is not the case; even the
average has a different slope. By introducing an attenuation factor α, the approxi-
mation can be much better, as shown in Fig. 10.35b.

In other words, Eq. (10.47) can be computed as

mi
j ¼ a �

Y
k2NðjÞnfig

sign r jk
� � � min

k2NðjÞnfig
r jk
�� �� ð10:48Þ

The attenuation factors could change at each iteration and they must be properly
studied.

Fig. 10.34 Tanh function
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Fig. 10.35 a Comparison
between check node variables
computed with SPA and
min-sum. b Comparison
between check node variables
computed with SPA and
normalized min-sum [25]

Fig. 10.36 LDPC layered
decoding
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Regardless of the specific decoding algorithm, the hardware implementation can
be parallelized by splitting the circulants processing (for both variable and check
nodes), as sketched in Fig. 10.36. This solution is known as “layered decoding”.

Taking again the crossword-puzzle analogy, in the min-sum case we first work
on all horizontal words (check nodes) and only then we switch to the vertical words
(variable nodes). In the layered case, once we have enough information on the
horizontal words (check nodes of one circulant row), we immediately switch to the
vertical words (variable nodes). In this way, the computation on the check nodes of
the second layer (second circulant row) has a much cleaner input (because it doesn’t
use the initial variable node value but the one already computed by the first layer).
Indeed, layered decoding requires much less iterations than standard min-sum.

10.3.4 QC-LDPC Applied to NAND Flash Memories

For Enterprise SSDs, target UBER is 10−16 (Eq. 10.3). Unfortunately, it is not
possible to evaluate LDPC performances without simulations, since there aren’t any
closed formulas like in the BCH case.

In addition to that, LDPC decoding algorithm, because of its iterative nature, has
a big drawback known as error floor [23, 24, 27].

Figure 10.37 shows how the error floor manifests itself: it is basically a change
of the slope at low BER. With BCH it is possible to exactly predict at which BER
the resulting UBER will be 10−16; with LDPC we don’t know at which BER the
error floor will appear and its slope. The only certainty is that it will appear.

Fig. 10.37 Error floor
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It is still a mystery why error floor pops up. Nowadays, mathematicians think
that it is due to trapping sets. Once the decoder is trapped in a trapping set, values
of the variable nodes corresponding to some of the wrong bits become bigger and
bigger as decoding proceeds; in other words, at some point, it becomes almost
impossible for the decoder to revert its decision. The decoding will reach the
maximum number of allowed iterations without finding a codeword.

Because there are 3 different types of trapping sets (Fig. 10.38), the output of the
decoder might be:

• a codeword containing few constant errors;
• a codeword containing a random number of errors;
• a codeword that contains a periodical number of errors.

The last one is very dangerous because a codeword with 6 errors can have 200
errors after decoding!

Going back to the simulation topic, software simulations are not a viable solution
to reach a UBER of 10−16; hardware co-simulations are a must. A single FPGA can
run few hundred million codewords per day, and this acceptable only if the target
FER is in the range of 10−6.

On the other hand, because of error floor, it is not possible to approximate the
graph below FER of 10−6 with a simple straight line. Bottom line, enterprise
applications ask for simulations of not less than 1013 codewords. One FPGA would

Fig. 10.38 Different kind of trapping sets [26]
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need 100,000 days of simulations! This is why networks of FPGAs are the only
practical solution to this problem [24].

It is worth highlighting that it is important to run the “correct” simulations. In
fact, each parameter change requires a different simulation. For example, it is not
possible to extract the soft error floor from the hard error floor. For the same reason,
the min-sum decoding error floor can’t be used to deduce the floor for the nor-
malized min-sum.

Figure 10.39 shows a comparison between LDPC and BCH on AWGN channel.
NAND VTH distributions are modeled as two symmetric Gaussian distributions,
whose mean values are VTH = −1 and VTH = +1, respectively. In this model the
NAND raw BER is represented by the variance σ of the distributions.

In order to understand the actual performances of a specific LDPC code, it is
fundamental to make simulations based on data extracted from silicon.

Data read from NAND Flash memories are always either a 0 or a 1, as already
explained in Sect. 10.3.2. Therefore, the starting point is always hard decoding; if it
fails, soft decoding takes over and we need to:

• Re-Read in order to get reliability info for each single bit;
• Map each bit to a LLR value;
• run soft simulations.

Re-Read strategy is described in Sect. 10.3.2: basically, the read reference
voltage is shifted, and one or more additional Read operations are performed to
understand where bits are located within the voltage distribution.

Fig. 10.39 QC-LDPC versus
BCH for 2-bit/cell NAND
flash memory [12]

Table 10.1 Example of LLR
values for soft decoding

Value read from NAND flash

1st read 2nd read (re-read) LLR

0 0 +7

0 1 +1

1 0 −1

1 1 −7
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Each Re-Read operation returns a sequence of 0s and 1s, which can be coupled
to the sequence of the previous Read, as shown in Table 10.1.

The LLR sign indicates whether the bit of the 1st Read is more likely to be a 0 or
a 1; the magnitude indicates the confidence level associated to the 1st Read. Let’s
look at a couple of examples: “+1” indicates that we have read a 0 but we are not
that confident, while “+7” indicates that we have read a 0 and we are pretty sure
about this bit to be correct.

Once each bit of the transmitted message has been mapped to an LLR value, this
value is the input for soft decoding simulations, which are used to build curves like
the one shown in Fig. 10.19.

To sum up, despite all the challenges related to error floor and soft information,
LDPC can successfully be utilized to boost ECC performances, and it is definitely
the most promising solution for 3D NAND Flash memories, especially when
looking at TLC and QLC storage.
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Chapter 11
Advanced Algebraic and Graph-Based
ECC Schemes for Modern NVMs

Frederic Sala, Clayton Schoeny and Lara Dolecek

In this chapter, we discuss advanced error-correcting code techniques. In particular,
we focus on two complementary strategies, asymmetric algebraic codes and
non-binary low-density parity-check (LDPC) codes. Both of these techniques are
inspired by traditional coding theory; however, in both cases, we depart from
classical approaches and develop new concepts specifically designed to take
advantage of inherent channel characteristics that describe non-volatile memories.

We focus, in particular, on modern flash devices, including multi-level and 3D
flash technology. Flash is a phenomenally popular technology; the attention it has
received has led to numerous process innovations. As a result, current implemen-
tations of flash, such as 3D flash, contain vast numbers of tightly-packed transistors.
Flash cells suffer from a variety of physical issues, including interference/crosstalk
(stronger in certain dimensions compared to others due to the packing design
parameters in 3D flash), read and write disturbs, charge leakage, and many others.
These complex effects are poorly modeled by traditional channels and the resulting
errors are not well handled by traditional coding schemes; we must look towards
novel approaches. We select two distinct, opposite points of attack. The first is
improving on classical algebraic codes, which offer known, efficient encoding and
decoding algorithms and are suitable for inexpensive, efficient devices with mild
error tolerance requirements. The second is improving on cutting-edge non-binary
LDPC codes, which have among the very best error-correcting ability of all known
coding schemes, at the cost of more complex encoding and decoding circuitry.
Additionally, new algebraic codes are particularly suitable for hard-read channels
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whereas LDPC codes are most beneficial for soft-read channels. The two coding
approaches thus target the opposite ends of the flash quality/cost tradeoff curve.

In the case of algebraic codes, we discuss a set of code constructions which rely
on traditional symmetric codes, such as BCH codes, as building blocks. The final
result is a family of codes specifically tailored towards asymmetric channels, such
as the triple-level cell (TLC) flash data storage channel, which can be deployed in
both 2D and 3D flash. We introduce a variation of these codes which can handle a
type of very specific flash errors, along with codes suitable for the dynamic
thresholding scheme, which is effective for non-volatile memories. For a subset of
our techniques, we quantify the offered improvements on data sets measured from
real flash devices.

In the case of LDPC codes, we present design and optimization techniques that
result in non-binary LDPC codes with lowered error floors. The error floor is an
effect which reduces the improvement in the output error rate of iteratively-decoded
LDPC codes as the input SNR increases; this effect occurs for high SNRs, limiting
the applicability of LDPC codes for high-reliability applications, such as flash. In
order to resolve this problem, we identify certain subgraph objects, called absorbing
sets, which occur in the Tanner graph structure of the LDPC code and contribute to
the error floor. We characterize these objects for the non-binary LDPC case and
present an algorithm to remove the smallest absorbing sets. Here too, the resulting
code construction is tailored for an asymmetric channel. The power of the technique
is illustrated for a series of non-binary LDPC codes, including the practical
quasi-cyclic (QC-LPDC) codes.

11.1 Asymmetric Algebraic ECCs

One of the most interesting features of real-life memory channels is their asym-
metry; that is, the fact that not all errors in such channels occur with equal prob-
ability. For example, the channel induced by a multiple-level flash storage device
has a vastly higher chance of inducing an error between the erased state and a
non-erased state compared to that of errors between two non-erased states.

Traditional coding theory largely does not concern itself with these asymmetries.
The binary symmetric (BSC) and binary erasure (BEC) channels are the most
frequently studied discrete channels while the additive white Gaussian noise
(AWGN) channel is the most used continuous channel. None of these channels
model asymmetries beyond the particular channel parameters. As a result, in order
to apply tools from traditional coding theory to real-life situations, a symmetric
channel is selected based on the worst-case error. This conservative approach
allows for a safe margin.

On the other hand, such approaches are also wasteful for asymmetric channels,
since a large amount of the strength of the code is then applied towards correcting
errors which are rare. This unneeded strength results in a lower-than-necessary code
rate, wasting energy or storage capacity. Conversely, if the code rate is kept
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constant, it would be more effective to place the code’s power into correcting
frequent errors, thus improving the overall error probability of the system. This
concept of coding for asymmetries is illustrated in Fig. 11.1.

In the remainder of this section, we discuss asymmetric error-correcting codes.
We formalize the intuition presented in the previous discussion. As described
earlier, we focus especially on the case of data storage in flash. In fact, data sets
collected from production flash devices are available. Since encoders and decoders
for algebraic codes are easy to specify and implement, we can test our proposed
codes directly on the real data (rather than perform simulations using synthetic
data).

11.1.1 Graded-Bit-Error Correcting Codes

We begin by considering the TLC (triple-level cell) flash channel, which, until very
recently, was the most advanced and dense flash technology. Despite the name
given to these devices, each cell has eight possible charge levels and thus represents
three bits of information. The organization of flash devices places each of these
three bits on a different page; pages are themselves collected as blocks, which are
further organized into planes [1].

This organization allows us to model the TLC flash channel in two natural ways.
First, looking at each cell separately, we may view the cell as an 8-ary channel, as
each cell has eight possible states. Secondly, we may view each bit separately, since
these bits are placed on different pages. In this case, the cell can be modeled as three
independent binary channels.

Fig. 11.1 The left diagram represents a packing of traditional Hamming spheres that are agnostic
to the error distribution. The right diagram represents a packing of spheres that are designed with
the error asymmetry in mind. The black dot at the center of each sphere represents the codeword,
and the red dots represent the most likely erroneously received words. By targeting the specific
error distribution, we can pack more asymmetric spheres than symmetric spheres, which translates
into a higher code rate. Note that this is a simplified illustration of n-dimensional spheres
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In the case of the 8-ary channel, we may apply non-binary codes. We can use the
statistics of the 8-ary channel to estimate the number of errors expected in a block
of cells. Using this information and a target error rate, we can select an appropriate
code, such, as for example, a code from the 8-ary BCH code family. Similarly, if we
view the cell as three independent binary channels, we can select three binary
codes, such as three binary BCH codes, based on the error probability of each
channel.

It turns out, however, that neither of these approaches is suitable. An [n,k,t]8
BCH code (t-error-correcting 8-ary code of length n and dimension k, e.g., con-
taining 8k codewords) corrects any t 8-ary errors. For example, an error between
states 2 and 6 (a 2 → 6 error) can be corrected just as well as a 1 → 2 error.
However, our channel produces vastly more 1 → 2 errors. In particular, most errors
are only in one bit of the three-bit binary representation of each 8-ary state.

To illustrate this idea, we present the most frequent errors that occurred on a
TLC flash chip over 5000 program/erase (P/E) cycles of operation. Comparing the
programmed and errored state for the most frequent errors indeed confirms that
most errors occur only in a single bit of the three-bit triplet (Table 11.1).

Table 11.1 Most frequent
errors measured in a TLC
flash device (3-bit cells)

Programmed state Errored state Fraction of errors

000 010 0.2467

000 001 0.2444

111 101 0.0820

111 110 0.0807

000 100 0.0669

011 001 0.0556

100 110 0.0550

011 010 0.0547

100 101 0.0540

111 011 0.0217

The left column gives the intended, programmed state of the cell;
the middle column shows the result, which contains an error. The
right column gives the fraction of total errors caused. Note that
each of these 10 most popular errors contain only one bit in error

Fig. 11.2 Distributions for different voltage levels in a TLC (3-bit/8-state) cell. The 3-bit
representations rely on a Gray code
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The reason for this is explained by Fig. 11.2: the 3-bit binary representation of
the levels is based on a Gray code, so that going from one consecutive state to the
next only changes a single bit. We conclude that the ability to correct many 2 → 6
errors is an inefficiency in the code.

In the binary case, there is a similar problem. As can be predicted from the fact that
the three binary channels are really all operating in a single cell, the channels are not
independent. In this case, assuming independence underestimates the number of errors
where more than one of the bits is in error. That is, errors such as e = (1,1,0) and
e′ = (1,0,1) (here each non-zero value in a triplet represents an error in one of the three
bits) are under-represented. In fact, in our TLC device, we measured that the fraction of
errors that have 2 bits in error is 0.0314 and the fraction with 3 bits in error is 0.0069.
These quantities are far too large to have been produced if the probability of error
among each of the pages was independent. Nevertheless, the separate binary code
approach is a more accurate model compared to the 8-ary channel.

How can we design a code tailored to specifically deal with such error patterns?
First, as shown in the table above, we can profile the channel to discover how many
errors are typically single-bit errors and how many are multiple-bit errors. We then seek
to introduce a code which corrects errors with precisely these ratios. We detail this
notion in the following.

Definition 1 Let t,v > 0. Then, a vector e = (e1, e2, …, en) over (GF(2)
m)n is called

a [t;v]-bit error vector if it satisfies the following two properties:

1. wt(e) = |{i : ei ≠ 0}| ≤ t, and
2. for all i, wt(ei) ≤ v.

Definition 2 Let 0 < v1 < v2 ≤ m and t1, t2 > 0. A vector e = (e1, e2, …, en) over
(GF(2)m)n is a [t1, t2; v1, v2]-graded bit error vector if it satisfies the following
properties:

1. wt(e) = |{i : ei ≠ 0}| ≤ t1 + t2,
2. for all i, wt(ei) ≤ v2, and
3. |{i : wt(ei) > v1}| ≤ t2.

In the previous definitions, wt() refers to the Hamming weight of the vector (the
number of nonzero components in this vector). The basic idea is to introduce a more
refined version of the usual definition of error vectors. Rather than simply counting
the number of nonzero components, we classify them according to how many bits
are in error as well. The first definition is particularly suitable for the case where all
errors involve only a small number of bits. The second definition is more flexible: it
enables us to profile errors as involving some number of errors in few bits and a
(normally smaller) quantity of errors in a larger number of bits. Next, we define
codes which are capable of correcting such error patterns:

Definition 3 Let v, t > 0. Then, a code C is a [t;v]-bit error correcting code if it is
capable of correcting every [t;v]-graded bit error vector.
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Definition 4 Let 0 < v1 < v2 ≤ m and t1, t2 > 0. Then, a code C is a [t1, t2; v1, v2]-
graded-bit error correcting code if it is capable of correcting every [t1, t2; v1, v2]-
graded bit error vector.

To see how these definitions work (and how they apply to our asymmetric TLC
flash channel), consider the following example. We store vectors of length n, where
each element is a 3-bit vector. For the sake of this example, we take n = 7. Say we
store the vector

x ¼ 000 110 010 101 000 111 000ð Þ:

After some time, we read back the stored data as

y ¼ 111 110 110 101 010 111 010ð Þ:

We can conclude that the error vector was

e ¼ 111 000 100 000 010 000 010ð Þ:

We can classify this error vector as a [3,1; 1,3]-graded-bit-error vector. There are
a total of 3 + 1 = 4 cells in error (4 triplets that are not all 0). Of these four, three
have only one bit in error, while the remaining has three bits in error. Based on this,
we can take v1 = 1, v2 = 3, and t1 = 3, t2 = 1.

Observe how this classification differs from the much more coarse error defi-
nition used by BCH codes. In the case of an 8-ary BCH code, we would simply
record that there were 4 errors, not distinguishing between the single-bit and
multiple-bit errors.

Next, our goal is to introduce graded bit error-correcting code constructions. As
we will see, an operation from linear algebra known as the tensor product is a
crucial ingredient in these constructions. The tensor product is an operation on
matrices defined as follows. Let us say that A is a matrix in Rm×n and B is a matrix
in Rp×q. Then, the tensor product A ⊗ B is defined as

A� B ¼
a11B � � � a1nB
..
. . .

. ..
.

am1B � � � amnB

2
64

3
75:

In other words, A ⊗ B is an mp × nq block matrix where each of the elements
of A is (scalar) multiplied by the matrix B. This operation has many important
properties in mathematics and physics. In coding theory, it was first used by Wolf to
produce a construction of [t;v]-bit error correcting codes [2]:

Construction 1 Let CA be a code with a parity check matrix given by
HA = H2 ⊗ H1, where H1 is the parity-check matrix of a binary [m,k1,v]2 code C1,
and H2 is the parity-check matrix for a [n,k2,t]d code C2, where d = 2m−k1. Then,
CA is a [t;v]-bit error correcting code.
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We can provide a simple example of such a code construction. For C1, we use
the Hamming code [3,1,1]2, which has parity check matrix

H1 ¼ 1 0 1
0 1 1

� �
:

In other words, we will use as one of our two constituent codes the binary 3-bit
repetition code with codewords {000,111}. Next, we can select a different code for
C2. Note that this code, in our case, must be over GF(4), since our final output must
be over GF(8), according to our requirements for TLC flash cells. Since we require
a code over GF(4), we let α be a primitive element over this finite field. Then, we
can take C2 to be a [4,2,1]4 code, which also corrects one error:

H2 ¼ 1 0 1 1
0 1 1 a

� �
:

Then, it is not hard to see that the resulting matrix is

HA ¼ 1 a a2 0 0 0 1 a a2 1 a a2

0 0 0 1 a a2 1 a a2 a a2 1

� �
:

Of course, it is possible to take the binary image of this GF(4) matrix:

HA ¼
1 0 1 0 0 0 1 0 1 1 0 1
0 1 1 0 0 0 0 1 1 0 1 1
0 0 1 1 0 1 1 0 1 0 1 1
0 0 1 0 1 1 0 1 1 1 1 0

2
664

3
775:

Since H1 and H2 are parity-check matrices for single-error correcting codes with
the desired properties, we expect CA (with parity-check matrix HA) to be a [1;1]-bit
error-correcting code. This is indeed the case: we observe that the columns of HA

are all distinct, so that therefore, an error vector with a single bit in error can be
corrected. Moreover, if we group the 12-bit long codewords in CA into 4 groups of
3 bits each, we regain the GF(8) interpretation of the code.

More recently, a construction for the more refined graded-bit-error correcting
codes was introduced [3]. This construction relies on the tensor product operation
as well; however, the construction is somewhat more sophisticated:

Construction 2 Let CB be a code with a parity check matrix given by

HB ¼ H2 � H3

H4 � H5

� �
:

Here, we have C1 a [m,k,v2]2 binary code with parity-check matrix H1. Let
r = m − k. We take H1 to be such that the top r3 rows of H1 are a parity-check
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matrix for an [m,m − r3,v1]2 code for some r3 < r. This code will be called C3 (with
parity-check matrix H3). We let H5 be the submatrix of H1 including the bottom
r5 = r − r3 rows of H1. Finally, we let H2 be the parity-check matrix for a 2r3-ary [n,
k2,t1 + t2]d code C2 (d = 2r3) and H4 to be the parity-check matrix for a 2r5-ary [n,
k4,t2]f code C4 (f = 2r5).

Then, CB is a [t1,t2;v1,v2]-graded bit error correcting code of length n.
Let us see how the decoding works for this type of code. For the code CB, we

introduce the decoder DB which takes as an input a vector y = c + e, with c a
codeword in CB and e a [t1,t2; v1,v2]2

m-bit error vector. The output here is an
estimate e′ of the error vector e (note that we use a slightly abnormal convention
where the output is the error estimate rather than an estimate of the transmitted
codeword. The codeword estimate can be computed as c′ = y − e′). Then, the
decoder DB operates in the following way. Each of the other Di are the decoders for
the corresponding codes Ci.

1. Form the vectors (s1
0,…,sn

0) from the decoder D2(H2 � (H1′ � y1T,…, H1′ � ynT)T).
2. Set the error e* to be (D1′(s1

0),…,D1′(sn
0)).

3. Set the codeword y′ to be y + e*.
4. Compute (s1′,…,sn′) from D2(H2 � (H1′ � y1′T,…,H1′ � yn′T)T).
5. Set (s1″,…,sn″) to be D3(H3 � (H1″ � y1′T,…,H1″ � yn′T)T).
6. Set I to be {i : (si′,si″) ≠ (0,0)}.
7. Let y″ satisfy yi″ = yi if i is in I and yi″ = yi′ if i is not in I.
8. Set (s1

1,…,sn
1) to be D3(H3 � (H1″ � y1″T, …, H1″ � yn″T)T).

9. e = (e1,…,en) where ei = ei* if i is not in I and otherwise ei = D1(si
0,si

1).

The basic idea here is to first correct the errors with fewer bits in error. Of
course, some errors have too many bits in error, so they will be miscorrected (but
only to at most weight v1 + v2). Next, we detect which errors are the miscorrected
ones, and correct them as well.

We also note that all of the non-trivial operations in the decoding procedure are uses
of the decoding functions D1, D2, D3. Moreover, each of these operations is performed
at most twice. Therefore, the overall decoding complexity is a small constant factor
times the complexity of the worst (in terms of complexity) constituent code. So, for
example, if we use BCH codes as our constituent codes, our overall decoding algorithm
has complexity roughly twice as large as the largest constituent BCH code.

As mentioned, we can test the proposed graded-bit error-correcting codes on
actual data collected from TLC flash devices. The data was collected in the fol-
lowing way: random data patterns are written to the device, filling each block. This
procedure is repeated for 5000 program/erase (P/E) cycles; each 100 cycles, the
data is read back for errors [1].

The comparisons were performed against other BCH codes with the same rate
and length. In the three plots in Fig. 11.3, codes had lengths of 4096, 8192, and
16,384, respectively. The purple curve in the bottom figure, for example, indicates a
graded bit error correcting code with parameters [t1,t2; v1,v2] = [242,8; 1,3]. The
red curves represent 8-ary BCH codes. The blue curves represent (identical) binary
BCH codes used to protect each of the 3 bits in the cell separately. The black curves

328 F. Sala et al.



represent three binary BCH codes (with different parameters) selected to optimize
the error rate on each bit separately. For our graded bit error-correcting code
constructions, we also selected BCH codes as our underlying constituent codes, so
that the final parity check matrix HB is produced by stacking the tensor products of
parity check matrices of BCH codes.

Fig. 11.3 Page error rates
(PERs) for codes of with
approximately the same
length (4096, 8192, and
16,384 bits, respectively) and
rate tested using data
collected from TLC flash
devices after varying numbers
of program/erase cycles. The
red, blue, and black curves
use BCH codes (non-binary,
identical binary over the
separate pages, and differing
binary codes over the separate
pages, respectively.) The
purple curves show our
graded-bit error-correcting
code construction. As can be
seen, our asymmetric
construction results in no
errors (perfect operation) until
much later in the device
lifetime compared to
traditional codes
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As can be seen, using graded bit error-correcting codes allows for no errors at all
on the measured data until late in the device lifetime (past 3000 P/E cycles). After
this point, these codes perform as well or better than the separate binary BCH
codes. Meanwhile, the 8-ary symmetric scheme has by far the worst performance.

We must point out that this is not the limit of what can be accomplished by the
use of asymmetric codes tailored to handle specific error patterns. We have
observed several other types of errors as well [4]. In the case of TLC flash, a careful
study of the error patterns indicates that cells can be broadly divided into reliable
and unreliable cells, where the unreliable cells are vastly more likely to be in error.
In the case of the data set we examined, we noted that a specific set of roughly
65,000 cells (forming approximately 0.05 % of the total number of cells) resulted in
more than 50 errors each across the 5000 P/E cycles from the test. In other words,
about 10−4 of the cells account for more than 10 % of the errors.

What is the behavior of these unreliable cells? We observed that the cells produce
these errors specifically when they are programmed to a higher voltage level. TLC cells
have 8 possible voltage levels; frequent errors occurred when the unreliable cells were
programmed to levels 4–7 (but not levels 0–3). Therefore, it is desirable to introduce a
code that has the same features as the graded-bit-error-correcting codes previously
discussed while also avoiding programming the unreliable cells to dangerously high
levels.

Fortunately, this turns out to be possible. We restrict ourselves to the specific
case of TLC flash, which means that we wish to create a code in GF(8), or,
equivalently, a binary code of length 3n. Of course, a similar construction can be
created for more general cases as well.

Before we proceed, let us introduce an auxiliary code construction, known as
“stuck-at” error-correcting codes. First, let the operation ◦: GF(2)m × GF(3)m to GF
(2)m be defined so that b = a ◦ s, where bi = si if si < 2 and bi = ai, otherwise. Pj is
defined as the set of all vectors s = (s1, …, sm) in Pj so that |{i : si < 2}| ≤ j. Then,
stuck-at error-correcting codes are defined in the following way:

Definition 5 For positive integers m,k,t,j, a [m,k,t,j]2 binary code C is a linear code
of length m and dimension k over GF(2) with encoding and decoding maps EC and
DC such that

1. For all s in Pj and any message h, EC(h,s) ◦ s = EC(h,s), and
2. For any error vector e in GF(2)m with wt(e) ≤ t, DC(EC(h,s) + e) = h.

The idea behind Definition 5 is that even if a particular subset of cells is stuck
(the subset has size at most j), the stuck-at error-correcting code C can still recover
from errors. As we will see, we can use these types of codes as a building block for
our construction; we adapt the stuck-at-error behavior to limit the levels of our
target cells.

Next, we introduce our goal codes:

Definition 6 Let n,k,t1,t2,j be positive integers where j,t1,t2 < n. Then, a [3n,k,t1,t2,
j] dynamic bit-error-correcting code C is a binary linear code of length 3n and
dimension k that is capable of correcting any [t1,t2]-bit-error vector. There is an
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additional constraint: if we write a codeword in C as c = (c1,c2, …, cn), where each
ci is an element in GF(8), then, given a set I of size at most j, ci ≤ 3 for all i in I and
all codewords c in C.

Definition 6 matches Definition 4 from our previous discussion, but adds the
requirement that a particular subset of cells is programmed to low levels only.
Therefore, we introduce a construction that builds on Construction 2 and adds a
corresponding constraint. Let us also use a simple map from elements in GF(4) to
binary vectors of length 2 (again, α is a primitive element in GF(4)):

CðaÞ ¼ 0;1ð ÞT; C a2
� � ¼ 1;1ð ÞT; C a3

� � ¼ 1;0ð ÞT; and Cð0Þ ¼ 0;0ð ÞT:

Construction 3 Let H1 = (α α2 α3) and H2 = (1 1 1), where H1 is a matrix in GF
(4)1×3 and H2 is a matrix in GF(2)1×3. Let H3 be a parity check matrix for a [n,k3,
t1 + t2]4 code C3. Also, let H4 be a parity check matrix for a [n,k4,t2,j]2 stuck-at-error
correcting code (as introduced in Definition 5). Then, a parity check matrix for a
[3n,2k3 + k4,t1,t2,j]2 dynamic bit-error-correcting code of length 3n is given by

H ¼ CðH3 � H1Þ
H4 � H2

� �
:

The basic idea here is to slightly modify our previous graded-bit error-correcting
construction (Construction 2) by forcing the use of a stuck-at error-correcting code
construction. Rather than use it to specifically correct stuck-at errors, we do almost
the reverse. The construction allows for mapping a message to one of several
possible codewords, in order to deal with the stuck-at behavior. We take advantage
of this by selecting the codeword where our unreliable cells are at lower levels.

For the case of our dynamic bit-error correcting codes, too, we can perform
simulations to show the advantages of such codes. We perform the comparison
against graded bit-error correcting codes (which lack the specific constraint of
avoiding high levels in unreliable cells) and other previously mentioned codes,
including various BCH codes.

In Fig. 11.4, the page error rates (PERs) are shown for codes of lengths 4096,
8192, and 16,384, respectively. As before, the lengths and rates of the codes
compared against are the approximately equal. The same code constructions are
shown as before; the green curve shows the new dynamic-bit-error code con-
struction. Exactly 2 unreliable cells were forced to lower levels in the top two plots,
while 4 unreliable cells were used in bottom plot. The purple curve shows the
graded-bit error-correcting codes. The other curves are the same types of codes used
for comparison in the previous sections.

Note that the dynamic-bit error-correcting codes have the best overall PER,
while still not exhibiting any errors until very far in the lifetime of the device. The
additional asymmetry of these codes (compared to the graded-bit error-correcting
codes) has granted us an additional half an order of magnitude in PER performance.
Therefore, we have the best of both worlds: codes with very good PERs, which do
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not allow for any errors at all until late in the operative lifetime of the flash devices.
We have successfully taken advantage of asymmetry to produce codes which are a
dramatic improvement over traditional, symmetric codes.

Fig. 11.4 Page error rates
(PERs) for codes of with
approximately the same
length and rate tested with
data collected from TLC flash
devices after varying numbers
of program/erase cycles. As
before, the red, blue, and
black lines show varying
BCH-based code
constructions. The purple
curve shows the graded
bit-error correcting code
construction. The green
curves are the new
dynamic-bit error-correcting
codes, which continue to
show no errors until late in the
device lifetime, but also offer
an additional half-magnitude
improvement in overall PER
over the graded construction
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11.1.2 Dynamic Thresholds

Another particularly interesting feature of the flash channel is the fact that it is
time-varying. The longer the period of time between data write and data access
operations, the higher the probability of read error. This property is due to certain
physical effects acting on flash transistors. For example, over time, the electrons
trapped on the floating gates of flash cells will leak out, escaping these gates. The
errors caused by such effects are therefore inherently asymmetric.

In addition to these asymmetries, the time-varying character of the channel is
also not considered or exploited by traditional coding techniques. Recall that flash
devices work in the following way: the amount of charge on the floating gate is
measured and compared to a set of thresholds. The result of this comparison
determines the discrete value read out from the device. The thresholds used are
traditionally fixed and permanent, ignoring the degradation of the channel over
time. Although these fixed thresholds may be suitable for the channel at a particular
period of operation, they often prove to be inefficient for differing retention periods.

One solution to this problem is to introduce dynamic thresholds, which can be
changed over time. Although there are many ways to accomplish this task, there is a
particularly simple approach. We set the thresholds in such a way that the distri-
bution of the values in a block of cells is identical when being read as it was upon
write [5, 6]. In other words, we use this distribution of values as side information.

Let us formalize this idea. Say that we have a block x = (x1,x2,…, xn) of n cells
that can take on any of the q values (0,1,…, q − 1) each. In TLC flash, as in our
previous discussion, q = 8. Now, some time passes and the written values have
become the real values v = (v1,v2,…, vn). We have the thresholds t = (t1,…, tq−1),
which we use to read v in the following way: the output y = t(v) is given by

yi ¼ a; if ta � vi � taþ 1;

where we take t0 to be negative infinity and tq to be positive infinity.
Now, let us denote by k = (k0,…,kq−1) the distribution of values in x. That is,

ka = |{i | xi = a, 1 ≤ i ≤ n}|. Thus, for example, x = (1,0,0,3,1,1,1,2) has k
(x) = (2,4,1,1), since x has 2 values of 0, 4 values of 1, and so on.

Then, we can define dynamic thresholds in the following way:

Definition 7 A threshold vector t is a dynamic threshold if

k yð Þ ¼ k t vð Þð Þ ¼ k xð Þ:
For example, say that the vector x above was written, and the real charge values

are given by

v ¼ 1:2;0:2;0:6;2:3;1:1;1:0;1:3;2:2ð Þ:
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Then, if we use the fixed threshold t1 = (0.5,1.5,2.5), we would read the output

y1 ¼ t1 vð Þ ¼ 1;0;1;2;1;1;1;2ð Þ;

with errors in the third and fourth positions. However, t1 is not a dynamic threshold:
the distribution of y1 is k(y1) = (1,5,2,0), which is not equal to k(x) = (2,4,1,1). Let
us instead select a dynamic threshold td = (0.7,2,2.25). Then, we correctly read

yd ¼ td vð Þ ¼ 1;0;0;3;1;1;1;2ð Þ:

Of course, dynamic thresholds do not guarantee that the read sequence is
error-free. However, they reduce error rates, since to yield an error, two components
(with differing initial values) must have their values switched relative to each other.
For example, if we have xi < xj, we must have vi > vj to cause an error. This event
occurs with lower probability in comparison to simply requiring xi < txi, which is
sufficient for an error in the fixed threshold case.

An illustration of this claim is in Fig. 11.5, where we simulated the degradation
of the channel with the passage of time by modeling flash cells as Gaussians with
increasing standard deviation over time. We then simulated a block of 105 cells by
writing random values and reading back for errors using dynamic thresholds versus
fixed thresholds. As the standard deviation of the Gaussians modeling the flash
channel increases, the dynamic threshold scheme yields a much slower growth in
error probability.

This type of simulation offers experimental support to the suggestion that
dynamic thresholds outperform fixed thresholds. However, we add a theoretical
comparison as well. Let us say that that N(x,y) is the Hamming distance between
vectors x and y. If y is generated by reading x, that is, y = t(v(x)) is the value read
from v (itself formed by the written values x) using the threshold t, then, we write N
(x,y) as N(t). Let us say also that t* is the optimal threshold in the sense that
t* = mint N(x,y) for some fixed x,y.

Fig. 11.5 Bit error rates
(BERs) in a simple
experiment modeling
multi-level flash cells as
Gaussians with increasing
standard deviations over time.
Blocks contain 105 cells.
Dynamic thresholds and fixed
thresholds were compared; as
can be seen, dynamic
thresholds offer improved
performance versus traditional
fixed thresholds
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We also make the assumption that the maximum possible error magnitude is
given by r, for some r in {0,…, q − 1}. This is a reasonable assumption for flash:
we expect most errors to be of small magnitude, possibly at most 1. With this, we
can say that any dynamic threshold td is quite close to the optimal threshold t*:

N td
� � ( rþ 1ð ÞN t�ð Þ:

In other words, any dynamic threshold is at most a constant factor (depending on
the maximum error magnitude) from the optimal threshold. Of course, this optimal
threshold requires knowledge of x itself to compute. This knowledge is not
available when reading: a reliable estimate of x is the goal of the read operation. In
other words, the dynamic threshold offers a practical solution that is quite close to
an unobtainable optimum.

So far we have not discussed how to generate a set of thresholds. This is, of
course, an important practical concern. There are two possible approaches (and a
variety of combinations of the two) available [6]. The first is to use the distributions
of values in blocks as side information.

This side information is then stored elsewhere. For example, we can store these
values in very robust, highly-reliable cells, protected by powerful codes, which can
then be read with fixed thresholds with low risk of error.

Another approach is to store data in constant-weight codewords. These codewords
have a fixed distribution of values. Since the distribution is fixed, it can be hardcoded
into the system from production, bypassing the need to communicate side informa-
tion at all. The tradeoff here, of course, is the fact that constant-weight codes eliminate
certain codewords from being used, yielding a potentially smaller overall rate.

With either approach, we must further protect our system with error-correcting
codes. Dynamic thresholds by themselves will not sufficiently reduce the system’s
error rate to the target rate. This leaves us with the question of what choice of code
to select. We could, of course, use an existing, off-the-shelf code, such as BCH
codes. However, these schemes ignore the fact that dynamic thresholds yield
asymmetric errors, in the same way that asymmetry in 3-bit TLC error vectors are
ignored (leading to our improved tensor product-based constructions.) For example,
a single component error in a vector cannot occur, since this would change the read
codeword distribution, which is not possible with dynamic thresholds by definition.
However, traditional codes cannot take advantage of this idea.

Instead, we can propose specialized asymmetric codes that operate specifically
on dynamic thresholds.

Definition 8 Let a vector x be stored in a system with dynamic thresholds. An error
e that x can experience under dynamic thresholding is called a [t,v]-DT error if
e has at most t non-zero components and if each component has magnitude at most
v. A code capable of correcting any [t,v]-DT error is called a [t,v]-dynamic
threshold error correcting (DTEC) code.

Note that not all [t,v]-error vectors are [t,v]-DT error vectors. For example
(1,0,0,0) is a [1,1]-error vector of length 1, but not a DT error vector, since with
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dynamic thresholds, errors require at least two positions to be non-zero in order to
preserve the distribution of values between x and x + e. In other words, there are
fewer DT-error vectors than there are error vectors in general. Although a con-
ventional error-correcting code can correct DT errors, it also corrects error vectors
which cannot occur with DT errors, which reduces the overall performance of the
code by sacrificing rate for unused error-correction strength.

We introduce a type of asymmetric construction that specifically corrects 2 DT
errors of any magnitude, thus providing an example of a [2,q − 1]-DTEC code
construction:

Construction 4 Let C be a [n,n − 2]q linear block code (of length n and dimension
n − 2) over a field Fq with parity-check matrix given by

H ¼ a1 a2 . . . an
a21 a22 . . . a2n

� �
;

where S = {a1, a2, …, an} is a subset of distinct elements of Fq. Then, C is a [2,
q − 1]-DTEC code if S is a Sidon set (a set with the property that for any four
distinct elements a,b,c,d in S, a + b ≠ c + d).

Note that such a code corrects any 2 errors in dynamic thresholding, while a general
2-error correcting code requires a much larger redundancy. This is the advantage of
custom, asymmetric error-correcting codes. It is possible to modify the previous
construction to yield codes for other values of limited magnitude r smaller than q − 1.

With, this, we have seen a further example of how to take advantage of
asymmetries in order to introduce superior algebraic error-correcting codes.

11.2 Non-binary LDPC Codes

Next, we switch our focus from algebraic codes to graph-based codes. Graph-based
codes have a nice advantage over algebraic codes, since it is possible to decode using
soft information. In other words, graph-based code decoders can take as inputs
fractional (rather than integer) values. Algebraic codes, however, lack this ability.
The use of soft information is particularly important for storage devices such as flash,
since we can perform multiple reads of the data in order to retrieve more accurate
decoder inputs. Soft information thus yields excellent error-correcting performance.
We provide more detail on this concept later on in this chapter.

We are particularly interested in one of the most important class of graph-based
codes, non-binary low-density parity-check (NB-LDPC) codes. LDPC codes were
first introduced in Gallager’s seminal doctoral thesis in the 1960s and rediscovered
during the 90s. Binary LDPC codes have been extensively studied and have found
use in numerous applications.

Non-binary LDPC codes, however, have remained somewhat less well-
understood. An early work by Davey and MacKay [7] showed that non-binary

336 F. Sala et al.



LDPC codes offer better performance compared to their binary counterparts. This
performance scales up with the field size parameter. However, this performance
gain comes at the cost of decoder complexity. The initial implantation of the LDPC
belief-propagation decoder for non-binary codes had a complexity of O(q2) for a
field size of q. However, this complexity can be reduced to a more manageable
Oðq log qÞ by an FFT-based decoder implementation. Other techniques for
low-complexity decoding have been proposed, including ones based on linear
programming.

In addition to improved decoder complexity, a large number of constructions for
non-binary LDPC codes have been proposed over the last ten years. The approaches
taken for such constructions vary widely; for example, constructions include
quasi-cyclic codes (some based on geometric approaches), protograph-based codes,
quantum LDPC codes, and many others [8–10]. The proliferation of such improved
works in the non-binary LDPC area of study suggests that such codes are
approaching common, practical application. In general, increasing the code length
of an LDPC code improves its performance; however, there are diminishing returns.
For example, doubling the code length from 1000 bits to 2000 bits typically has a
much greater positive effect on performance than doubling the code length from
100,000 bits to 200,000 bits.

However, before common application of non-binary LDPC codes can become
reality, there is an additional roadblock to handle. This is the so-called LDPC “error
floor”. The terminology reflects the appearance of the bit-error or frame-error rate
versus SNR for LDPC codes. Initially, as the SNR increases, the BERs/FERs
correspondingly improve dramatically; this is the “waterfall regime.” However,
after a certain point, these curves become increasingly flat, entering the error-floor
region. This error floor is a particularly important problem, since many applications
for LDPC codes, such as data storage devices, operate at very high SNRs. For
example, for Flash memory, the desired output FER often exceeds 10−15; this point
lies squarely in the error floor region for many LDPC codes. An illustration of an
error floor is shown in Fig. 11.6.

What causes the error floor behavior? This is an important question that has been
closely studied in the context of binary LDPC codes [11, 12]. We thus focus our
attention on higher performance, non-binary LDPC codes. We begin by explaining
the operation of practical LDPC decoders. In the case of storage devices, for
example, a small number of probes of the underlying device are allowed. If there is
only such probe permitted, we refer to the system as hard-decision. With more than
one read, the system is soft-decision, as shown in the bottom of Fig. 11.7. However,
only a small number of probes are allowed, due to latency issues. Note that an
important problem is setting the reference thresholds (VR1,VR2,VR3 for the
single-read case and VR1,…,VR6 for the two-read case.) A method based on
mutual-information optimization was presented in [13].

As a result of the small number of reads, the continuous channel of the storage
device has been transformed into a discrete channel. Similarly, in a digital system,
the messages are quantized to finite-precision variables. As a result, in practical
systems, decoder behavior ends up resembling that of decoders operating over
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Fig. 11.6 Illustration of the
“error floor” behavior of
LDPC codes. Initially, as the
SNR increases, there is a
sharp downward slope as the
frame error rate
(FER) decreases. However,
this slope eventually levels
off, leading to much smaller
improvement in FER for high
SNRs

Fig. 11.7 Example of reads
in a MLC (4-level) flash
device. Hard decision allows
only one read, and thus only
one output state. For this
reason, there is a single
distinct threshold separating
each state. Soft decision
allows for multiple reads; 2
reads are shown on the bottom
figure. There are many
strategies for where to place
the thresholds VRi

much simpler channels, such as discrete memoryless channels. LDPC codes over
such channels are very well studied.

The majority of this existing research examines the error floors of binary codes.
The error floor is in fact intimately connected to certain objects in the graph
structure of the LDPC code. This graph structure is the Tanner graph; the Tanner
graph of an LDPC code is a bipartite graph where the two classes of nodes are
variable nodes (corresponding to components in LDPC codeword vectors) and
check nodes (corresponding to the parity-check equations.) There is an edge
between a check node and a variable node if the corresponding component is
involved in the corresponding check equation, respectively. An example of a
Tanner graph for a Hamming [7,4] binary code is shown below (Fig. 11.8). Of
course, this code is not low-density; however, the simple parity-check matrix helps
illustrate the idea behind the definition of the Tanner graph.

Since belief-propagation decoders operate on this graph structure, it is not sur-
prising that certain configurations of nodes cause decoding problems. Trapping sets
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and absorbing sets are examples of subgraph objects that, when found in the Tanner
graph of a particular code, are known to cause errors. These objects have been
extensively studied in the case of binary LDPC codes. Many papers have proposed
design algorithms for LDPC codes in order to avoid trapping and absorbing sets and
thus to remove the error floor behavior [14, 15].

However, this problem is more challenging in the non-binary LDPC case. In this
part of the chapter, we explore how to identify, enumerate, and remove absorbing
sets for non-binary LDPC codes. We begin with a summary of absorbing sets in the
traditional, binary LDPC case.

11.2.1 Binary Trapping/Absorbing Sets

We start with a subgraph of the Tanner graph for a binary LDPC code. The
subgraph contains the variable node set V with |V| = a. The variable nodes in V are
set to 1 while all other variable nodes are set to 0. The check nodes connected to the
vertices in V are divided into sets E and O, where E contains check nodes with an
even number of edges to vertices in V, and O has check nodes with an odd number
of such edges. Of course, in this configuration, E contains satisfied check nodes
while O contains unsatisfied check nodes. Now we can introduce trapping and
absorbing sets:

Definition 9 V is an (a,b) trapping set if |O| = b.

Definition 10 V is an (a,b) absorbing set if |O| = b and if each variable node in V
has (strictly) more neighbors in E than it does in O.

Definition 11 An elementary absorbing set/trapping set is an absorbing
set/trapping set with the added condition that each of the neighboring satisfied
check nodes has two edges connected to the set, while each of the neighboring
unsatisfied check nodes has exactly one edge connected to the set.

Fig. 11.8 Example of a Tanner graph for the (non-LDPC) Hamming [4, 7] binary code. The
circles represent the 7 variable nodes corresponding to each bit in the codeword. The squares
represent the three check equations from the code’s parity-check matrix. There is an edge between
a check node and a variable node if the corresponding bit is used in the parity-check equation

11 Advanced Algebraic and Graph-Based ECC Schemes for Modern NVMs 339



We show an illustration of such a set in Fig. 11.9.
We see that the configuration shown produces a (4,4) absorbing set. We have 4

variable nodes that are connected to 4 unsatisfied check nodes. The unsatisfied
check nodes are gray squares, while the satisfied check nodes are white. Note that in
addition, this is an elementary (4,4) absorbing set, since each of the unsatisfied
check nodes has exactly one edge connecting it to the 4 variable nodes, while each
of the satisfied check nodes has exactly two edges to the variable nodes.

Notice the basic idea of the absorbing set: it is a configuration of variable nodes
where a majority-logic bit-flipping decoder will make an error (here, we assume
that the all zero-codeword was sent) but will be unable to recover from this error.
This behavior occurs precisely because of the fact that the majority of the neigh-
boring check nodes are satisfied.

We will also require a few additional graph theory concepts. We can define a
vector space on the set of all cycles of an undirected graph. For such a graph G with
G = (V,E), the power set of E, 2E, is a vector space when taking symmetric set
difference as the addition operation, the identity function as the negation operation,
and the empty set as the additive identity element. Then, the cycle space of the
graph G is the subspace of 2E which has the cycles of G as its elements. Now we
apply basic principles from linear algebra:

Definition 12 A set of cycles F in G = (V,E) is the cycle span of G if it forms a
basis for the cycle space. Cycles in a cycle span are called fundamental cycles.

We can also introduce a related graph structure, called a variable node
(VN) graph. This graph is defined based on the bipartite graph of an elementary
absorbing set. The variable node graph contains only variable nodes; these nodes
are connected by an edge if they share a degree-two check node as a neighbor.

Fig. 11.9 Illustration of a (4,4) binary absorbing set. The white circles represent the four variable
nodes in the absorbing set. The white squares are satisfied check nodes while the gray squares are
unsatisfied check nodes. Since each of the unsatisfied check nodes has exactly one edge to the
variable node set, this is an elementary (4,4) absorbing set
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11.2.2 Non-binary Absorbing Sets

We are now ready to tackle the matter of non-binary absorbing sets. Since we are
working in the non-binary regime, the Tanner graph of a code has weights placed
on the edges connecting variable and check nodes. This weight is equal to the
corresponding non-zero value in the non-binary parity-check matrix of the LDPC
code. This adds an additional aspect to the graph structure: there is a topological
structure (just as is the case with binary codes), but also we now have a weight
structure. As a result, non-binary absorbing sets must also satisfy weight conditions.

As before, we seek a configuration where each variable node has more satisfied
neighboring check nodes compared to unsatisfied nodes; however, for
satisfied/unsatisfied part to be the case, we will require certain relationships between
the weights. We show an example of such an absorbing set in Fig. 11.10.

Note that here the edge weights are taken to be nonzero elements from the code’s
finite field GF(q). This absorbing set has the same topological structure as the
previous binary absorbing set example.

In the general case, however, in order for the degree-two check nodes to be
satisfied, we need the following relationships to hold over GF(q). Note that the
weights are labeled on the earlier diagram.

v1 w1 ¼ v2 w2; v2 w3 ¼ v4 w4; v4 w5 ¼ v3 w6;

v3 w7 ¼ v1 w8; v2 w11 ¼ v3 w12; v1 w9 ¼ v4 w10:

Fig. 11.10 Illustration of a non-binary (4,4) absorbing set. As before, this is an elementary
absorbing set. Note that each edge now has a weight; these weights must satisfy certain conditions
for the subgraph to form an absorbing set. However, the unlabeled version of the graph forms a
binary absorbing set
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Each of these equations comes directly from the definition of the Tanner graph.
For example, the check node between v1 and v2 is only satisfied if (recall that all
variable nodes except for v1,…,v4 are set to 0, while v1,…,v4 are set to 1) if the
corresponding check equation is 0: v1w1 + v2w2 = 0.

If our field size is a power of 2, so that q = 2p, we can eliminate the variable
nodes in these equations in order to write a series of conditions exclusively for the
weights:

w1 w7 w11 ¼ w2 w8 w12; w3 w5 w12 ¼ w4 w6 w11; w2 w4 w9 ¼ w1 w3 w10;

where, as before, the equations are taken over GF(2p).
The basic idea can be written in a general form to define non-binary absorbing

sets:

Definition 13 A set V is an (a,b) absorbing set over GF(q) if there exists an (l − b)
x a submatrix B of rank rB given by elements bj,i for 1 ≤ j ≤ l − b, 1 ≤ i ≤ a in
matrix A satisfying the conditions:

1. If N(B) is the null space of B and di, 1 ≤ i ≤ b is the ith row of D where D is
given by excluding the matrix B from A, then, there exists x = [x1 x2 … xa]

T in
N(B) such that for xi is non-zero for all i in {1,…,a} and there is no i such that di
x = 0.

2. If D contains the elements dj,i for 1 ≤ j ≤ b, 1 ≤ i ≤ a, then, for all i in {1,2,…
a}, then

Xl�b

j¼1

S bj;i
� �

[
Xb
j¼1

S dj;i
� �

Here the function S is an indicator function such that S(x) = 1 for x nonzero and
0 for x = 0.

We observe that a similar type of adaptation to the non-binary case is possible
for trapping sets as well.

We can define non-binary elementary absorbing sets by adding the same con-
dition as we did for the binary absorbing set to elementary binary absorbing set
case. In this elementary absorbing set case, we can further manipulate the condi-
tions above to have the following form, which resembles that as shown in our
example. Let Cp be a cycle that contains p distinct variable nodes and p distinct
check nodes in a graph induced by an (a,b) non-binary absorbing set. Let Cp = c1–
v1–c2–v2–���–cp–vp–c1. The weight w2i−1 is the label on the edge connecting ci and
vi. Similarly, w2i is the label on the edge connecting vi and ci+1. Then, we have the
following.

Lemma 1 If the field size parameter q = 2p, then, every cycle Cp satisfies the
following relationship:
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Yp
k¼1

w2k�1 ¼
Yp
k¼1

w2k:

In the case of elementary non-binary absorbing sets, we now have a simple
breakdown of the definition: the (unweighted) topological structure must be a binary
absorbing set, and, in addition, the weights must satisfy the equation given in Lemma 1.

Now that we have set up our definitions and identified just what a non-binary
absorbing set is, we are ready to examine how to improve the performance of our
non-binary codes.

11.2.3 Performance Analysis and Implications

We begin by identifying how frequently the weight conditions can be satisfied. This
is an important question, since if the conditions are not met, we do not have an
absorbing set. This concept is described in the following theorem.

Theorem 1 We have an (a,b) unlabeled (binary) elementary absorbing set with e
satisfied check nodes. Then,

1. A fraction of (q − 1)a−e−1 of edge weight assignments (taken over GF(q))
produce non-binary elementary absorbing sets.

2. A fraction of e(q − 1)a−e−1(q − 2) of edge weight assignments (again taken over
GF(q)) produce (a,b + 1) non-binary trapping sets.

The proof of the theorem relies on simple counting arguments based on the
graph-theoretic ideas already introduced.

The theorem implies that there is a larger number (by a factor of e(q − 2))
non-binary trapping sets compared to non-binary absorbing sets, assuming that the
code and its weights are generated randomly. In practice, however, simulation
results show that error profiles do not involve any errors from trapping sets. On the
other hand, error profiles do show errors that are a result of absorbing sets. What
explains this behavior? The idea is that quantization used in decoding algorithms
results in these belief propagations acting in a way similar to majority-logic bit
flipping decoders. Such decoders do not struggle with the more general trapping set
errors, but, as we see from the definition of absorbing sets, these decoders will
produce errors when faced with absorbing sets.

For this reason, it is more desirable to find a way to remove or reduce absorbing
sets from the Tanner graphs of non-binary LDPC codes. First, we note that we must
target certain absorbing set parameters over others. In the error-floor regime, which
is at high SNR, errors typically only include a small number of variable nodes.
Therefore, we look at small absorbing sets. In fact, the performance of the LDPC
decoder will be dominated by the smallest absorbing set, which is also typically an
elementary absorbing set. The goal thus becomes to maximize the size of the
smallest absorbing set.
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We are now ready to introduce an algorithm that eliminates problematic absorbing
sets from non-binary LDPC code Tanner graphs. As described, the key idea is to
manipulate the edge weights in such a way that the subgraphs involved are no longer
absorbing sets. The algorithm is given below.We use one additional term: an absorbing
set A is a child of an absorbing set B if A is a subgraph of B. We call B a parent of A.
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The basic concepts in Algorithm 1 follow. First, we select the elementary
absorbing sets that we wish to eliminate. These sets must be determined according
to the code parameters (for example, column weight, girth, etc.). Next, among this
group of sets, we examine the smallest absorbing set. We look for binary versions
of this set in the unlabeled (that is, the binary version of the) Tanner graph. If the
fundamental cycles of these absorbing sets satisfy the formula in Lemma 1, we
modify the weight of one of the edges to some other non-zero element in GF(q). We
make this choice in such a way that the previously removed absorbing sets are not
brought back. The process continues once the current absorbing set has been
removed.

Let us see an error profile (giving errors due to various absorbing sets) for a
particular choice of code. We show the effects of the previous algorithm on these
errors (Table 11.2).

Each of the error types refers to an (a,b) absorbing set which causes the error.
The algorithm removes all of these absorbing sets (up to the (8,2) set), which
dramatically reduces the number of errors. Here, the code is a non-binary LDPC
code over GF(4). The length was 2904 bits, the SNR was 5.1 dB, the code rate was
0.878, and the column weight was 4.

Next, in Fig. 11.11, we show a performance plot showing the effect of using the
algorithm (which is labeled A-method). We also compare with several other
algorithms which also attempt to resolve error floors through absorbing/trapping set
modification. In particular, we compare against the approach presented in [17],
which we refer to as the ‘P-method’. This approach attempts to cancel all cycles of
length l in the Tanner graph, where l is between the girth g and a lmax parameter.
This cancellation has the effect of removing certain absorbing sets as well (in
particular very small ones.) Another method we compare against, which we refer to
as the ‘N-method’, was proposed in [18].

Here, the figure shows frame error rate (FER) versus SNR for the original codes
and the three methods discussed. Note that the previously introduced algorithm
produces the best overall improvement in the FER. The code length was approx-
imately 2930 bits, the rate was 0.88, the column weight was 4, and the QSPA-FFT
decoder was used for decoding.

In the case of non-binary quasi-cyclic (NB-QC LDPC) codes, which are a very
practical class of non-binary LDPC codes, we have the results shown in Fig. 11.12.
Here the length is approximately 1400, the rate approximately 0.81, the column
weight 4, and, again, the QSPA-FFT decoder was used.

Table 11.2 Error profile for non-binary LDPC code over GF(4)

Error type (4,4) (5,0) (5,2) (6,2) (6,4) (6,6) (7,4) (8,2) others

Original 35 7 9 11 17 21 8 10 10

After Alg. 0 0 0 0 0 0 0 0 9

Code length is 2904 bits and code rate is 0.878. The code has column weight 4 and the SNR is
5.1 dB. Shown are the error profiles due to various absorbing sets before and after the absorbing
set removal algorithm
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Fig. 11.11 SNR versus frame error rate (FER) for binary and non-binary LDPC codes over
several fields. The codes had approximate length 2930 bits, rate 0.88, and column weight 4. The
curves include the original, unmodified codes along with codes resulting from several methods
aimed at improving non-binary LDPC codes. The method described in Algorithm 1 is labeled
A-method; this method yields the most significant improvement in FER

Fig. 11.12 SNR versus FER plot for non-binary QC-LPDC with different field sizes. We compare
the original code to the codes improved by using the A-method from Algorithm 1. Note that the
improvement is strongest in smaller field sizes
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We note the fact that the improvement over the baseline diminishes as the field
size q grows. The reason for this is the fact that since there are many more choices
of edge weights for larger field sizes, absorbing sets naturally occur with smaller
probability, so that there are fewer of them to remove through any of the possible
algorithms.

11.3 Summary

In this chapter, two classes of non-standard codes were studied. The first class is
composed of algebraic codes, which rely only on hard information and are suitable
for applications where simple and efficient decoding is necessary, but error toler-
ance is more relaxed, such as inexpensive data storage devices. The second class is
made up of LDPC codes, which have more complex decoding, but offer extremely
good performance. LDPC codes are thus suitable for applications that require
extreme reliability. Flash devices occupy the entire spectrum between these two
endpoints. Both of the classes of advanced codes we study offer significant
improvements over their traditional counterparts, but, at the same time, present
more challenges in terms of constructions, design choices, and analyses.

First, we examined asymmetric algebraic codes. We motivated this study by
looking at asymmetric channels modeling the physical channels of data storage
devices. It was shown that using conventional symmetric codes was wasteful, either
in terms of code rate or error-correcting ability. Two types of asymmetric codes
were discussed: graded-bit error-correcting codes based on the tensor-product
operation, and dynamic threshold-based codes relying on the dynamic thresholding
side-information technique.

Afterwards, we looked at non-binary LDPC codes, which offer better perfor-
mance compared to the frequently-studied binary LPDC codes. We examined the
error-floor problem in the non-binary case and defined the underlying non-binary
absorbing set objects that result in the error floor. We introduced an algorithm that
can efficiently remove the problematic small absorbing sets from the Tanner graph
of a non-binary LDPC code. Simulation results showed significant improvement
over baseline non-binary LDPC codes.
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Chapter 12
System-Level Considerations on Design
of 3D NAND Flash Memories

Chao Sun and Ken Takeuchi

Abstract This chapter introduces the design of three-dimensional (3D) NAND
flash memory with the implications from the system side. For conventional
two-dimensional (2D) scaling, it is facing various limitations such as lithography
cost and cell-to-cell coupling interference. To sustain the trend of bit-cost reduction
beyond 10 nm technology node, 3D NAND flash memory is considered as the next
generation technique. Further, emerging memories called storage-class memories
(SCMs) such as resistive RAM (ReRAM), phase change RAM (PRAM) and
magnetoresistive RAM (MRAM) will revolutionize the storage system design. By
introducing SCM into the solid-state drive (SSD), hybrid SCM/3D-NAND flash
SSD and all SCM SSD achieve much higher write performance than all 3D-NAND
flash SSD due to SCM’s fast speed. In addition, the performance of the SSD is
workload dependent. Thus, it is meaningful to obtain the design guidelines of 3D
NAND flash for both all 3D-NAND flash SSD and hybrid SCM/3D-NAND flash
SSD with representative real-world workloads.

Keywords NAND flash memory � Storage-class memory (SCM) � Solid-state
drive � Flash translation layer � Garbage collection

12.1 Introduction

There is a growing demand for NAND flash memory due to its fast speed, low
power, and high reliability. NAND flash memory based storage systems are being
widely used from consumer electronic products like SD cards to enterprise appli-
cations like solid-state drives (SSDs) in servers and data centers. SSDs designed for
enterprise applications are discussed in this chapter. As described in Sect. 12.2, the
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bottleneck of NAND flash based SSDs lies in the write performance rather than the
read performance due to the inherent characteristics of the NAND flash. Hence, the
write performance of the SSD should be improved to meet the increasing
requirement for high performance storage in this big data era.

On the other hand, storage class memories (SCMs) such as the resistive RAM
(ReRAM), phase change RAM (PRAM) and magnetoresistive RAM (MRAM) are
attracting more and more attention due to their faster speed, higher endurance and
lower power consumption than the NAND flash memory. SCMs bridge the
bandgap between the DRAM and NAND flash memory. According to the speed
and capacity, SCM devices are divided into two categories: DRAM-like and
NAND-like. DRAM-like SCMs are called memory-type SCM (M-SCM) such as
the MRAM while NAND-like SCMs are named storage-type SCM (S-SCM) such
as the ReRAM and PRAM. The hybrid M-SCM/3D NAND flash SSD and all
S-SCM SSD have been proposed as the next generation SSDs.

In this chapter, techniques to improve the write performance of the SSD are
introduced. Three SSDs including all 3D-NAND flash SSD, hybrid
M-SCM/3D-NAND flash SSD and all S-SCM SSDs are discussed. Evaluated with
representative real-world workloads, it is found that the write performance of the
3D-NAND flash-based SSDs is workload dependent. According to the system-level
evaluation results, the design guidelines of the 3D-NAND flash for the SSDs are
obtained.

12.2 Background of Solid-State Drive

Figure 12.1 shows the memory hierarchy of the computer system. Top layer’s
memories have a faster speed but smaller capacity (high bit cost). In contract,
bottom layer’s memories have a slower speed but larger capacity (low bit cost).
SCMs, NAND flash and hard disk drive (HDD) are non-volatile. In the memory

CPU Register

SRAM
(Cache)

DRAM
( Main memory)

M-SCM (MRAM)

S-SCM (ReRAM, PRAM)

2D/3D-NAND flash (SSD)

HDD

Fast

SlowLow cost

High cost

Capacity

Fig. 12.1 Memory hierarchy
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hierarchy, NAND flash memory lies between the SCM and HDD. Since the bit cost
of the NAND flash memory is continuously reducing by scaling and multi-bit
technology, SSD becomes cost-effective as an alternative of HDD.

Figure 12.2 illustrates the organization of the NAND flash memory [1]. The
memory cells connected with the same word-line consists of a page, which is the
read and write unit of the NAND flash. A block is the erase unit. There are typical
128–256 pages in a block for the multi-cell level (MLC) NAND flash.

The architecture of the all 3D-NAND flash SSD, hybrid M-SCM/3D-NAND flash
SSD and all S-SCM SSD are described in Fig. 12.3. The key component of the SSD
is the SSD controller that integrates the flash translation layer (FTL) enabling SSD to
work as a block device. As shown in Fig. 12.4, the basic but very critical function in
the FTL is the logical-to-physical address translation, required due to the prohibited
in-place overwrite characteristics of the NAND flash memory. According to the
mapping granularity, the address translation can be classified into the page-level
mapping, block-level mapping and hybrid mapping. When a page data overwrite

Bitline
(BL)

Read and
Write unit: page

Erase
unit: block

Wordline
(WL)

Source 
line

Fig. 12.2 NAND flash organization [1]
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Fig. 12.3 SSD architectures of a all 3D-NAND flash SSD, b hybrid M-SCM/3D-NAND flash
SSD and c all S-SCM SSD

12 System-Level Considerations on Design of 3D NAND Flash Memories 351



happens, the old data is read from the old page, merged with the new data, and
written to a new page. After that, the old page is invalidated. Hence, there are three
page statuses in the SSD: free page, page with the valid data and page with the
invalid data. Frequently accessed data (hot data) will create massive number of
invalid pages. When the SSD free space reduces to below a threshold (a few free
blocks in a plane), an operation, garbage collection (GC), in FTL, is triggered
on-demand or in the backend to reclaim one or more old blocks. Before erasing an
old block, all the valid pages in the block have to be copied to the free spaces in
another block, as shown in Fig. 12.5 [2]. Thus, the latency of the GC increases with
the number of valid pages in the recycling block. When such page-copy overhead is
large, the GC would become the bottleneck of the SSD write performance.
Furthermore, the wear leveling in the FTL guarantees the NAND flash blocks are
worn out evenly to maximize the lifetime of the SSD. According to whether the static
data in NAND flash blocks are periodically moved around or not, wear leveling can
be classified to static and dynamic wear leveling. Other functions like the error
correction code (ECC) and bad block management (BBM) are also essential.
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Garbage
Collection
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Correction Code
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mapping
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Fig. 12.4 Essential functions in the flash translation layer (FTL)
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12.3 SSD Performance Improvement Techniques

This chapter introduces three techniques to improve the write performance of
3D-NAND flash-based SSD: storage engine assisted SSD (SEA-SSD), logical
block address (LBA) scrambled SSD and hybrid M-SCM/3D-NAND flash SSD.
The first two techniques are based on the SSD controller and middleware co-design.
The last technique introduces the M-SCM into the SSD system. Finally, the design
of the all S-SCM SSD, as the long-term solution, is presented as well.

12.3.1 Storage Engine Assisted SSD (SEA-SSD)

Database is one of the most widely used applications in enterprise servers. The
middleware, storage engine of the database, controls when and where the data
should be stored in the storage. Therefore, the first technique, storage engine
assisted SSD (SEA-SSD), co-designs the storage engine with the SSD controller to
improve the SSD write performance for the database. It is based on the idea that the
upper layer of the storage stack holds much richer information than the lower layer.
For the current SSD, it only receives the information from the block device layer of
the operation system (OS), which includes the data, data size and data address. The
information is quite limited.

Figure 12.6 shows the comparisons between the conventional computer system
and proposed computer system with SEA-SSD [3]. Due to reasons (i) the storage
layers like the file system, block layer etc. are optimized for the conventional HDD
but not for SSD, conventional OS is inefficient for SSD storage [4–8], (ii) great
engineering effort is required if the hint messages have to go through all the layers in
the OS, the OS is simply bypassed in the proposed SEA-SSD. Hints are passed from
the SE (Storage Engine) to the SSD controller in order to store data more efficiently.
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Fig. 12.6 SEA-SSD concept [3]
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Figure 12.7 presents the architecture of the SEA-SSD [3]. Each 3D-NAND flash
chip is divided into two logical segments. Seg-Hot for the hot data (frequently
accessed data) and Seg-Cold for the cold data (seldom accessed data). By aggregating
data with similar activities in the same block, the GC overhead can be reduced. To
determine the size of each segment, the first kind of hint is sent to the SSD controller,
which is based on the strong correlation between the SE settings and hot data size. For
the Innodb storage engine, the settings include the buffer pool and redo log sizes. The
buffer pool caches the frequently accessed data (hot data) while redo log is used for
crash recovery that guarantees the durability of the Innodb storage engine. The
second hint is for data preliminary classification with a dynamic data model. If the
data is judged as hot by the storage engine when it is flushed, logical “1” is sent to the
SSD controller indicating that the data is hot and thus stored in the Seg-Hot, as shown
in Fig. 12.8 [3]. Otherwise, it is simply stored in Seg-Cold. As the activities of the
data stored in the 3D-NAND flash memory change with time, the data is predicted
again with the third hint when the GC is triggered in the SSD. The third hint is the
logical address of the page data that enters the flush list for the first time, since the data
will be flushed to the SSD soon. As shown in Fig. 12.8 [3], such data should be stored
in the Seg-Hot while other data are stored in Seg-Cold after the GC.

To evaluate the SEA-SSD, a database and SSD coupled simulator has been
developed, which is over 20-times faster than the virtual platform, based on the
Synopsys Platform Architect [9]. From the evaluation results, the write performance
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is improved by 24 % at maximum. Moreover, maximum 16 % energy consumption
and 19 % lifetime enhancement are achieved.

12.3.2 Logical Block Address (LBA) Scrambled SSD

SEA-SSD is a design specially optimized for the database application. As a general
solution to improve the write performance of the all 3D-NAND flash SSD for all
applications, the logical block address (LBA) scrambled SSD is proposed [10].
A middleware LBA scrambler based on the address remapping technology is added
to the existed SSD system.

The concept of the LBA scrambler is to reduce the page-copy overhead of the
GC actively, as explained in Fig. 12.9 [10]. There are three kinds of pages in the
SSD: valid pages, free pages and invalid pages. Among the valid pages, pages that
still own free space are called fragmented pages. As mentioned in Sect. 12.2, all the
valid pages in the next erase block have to be copied to the free space of another
block, which leads to the degradation of the SSD write performance. Thus, LBA
scrambler is proposed to write small data to the remaining free space of the frag-
mented pages in the next erase block actively. Due to the overwrite, all these
fragmented pages in the next erase block become invalid and the data in the SSD
become less fragmented.

Figure 12.10 illustrates the LBA scrambled SSD based computer system [10]. To
achieve the address remapping, the LBA scrambler introduced another logical
address called scrambled LBA (SLBA). After LBA scrambling, the data address
SLBA is sent to the SSD controller. SSD controller writes data to a physical
3D-NAND flash page by the logical-to-physical table in the FTL (SSD controller).
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LBA scrambler actively writes data to the free space of 
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Fig. 12.9 Concept of the LBA scrambler [10]
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To inform the LBA scrambler about the fragmented page addresses, the scrambled
logical page address (SLPA) of the fragmented page in the next erase block is sent to
the LBA scrambler by the SSD controller. To record the address remapping between
the LBA and SLBA, the LBA_to_SLBA table and unused_SLBA table are main-
tained in DRAM. As shown in Fig. 12.10, the LBA scrambler can locate in either the
SSD or host [10]. When it locates in the SSD, a large DRAM capacity will be
required for the SSD, but no interface modification is necessary. In contrast, a small
DRAM capacity is required if LBA scrambler locates in the host. However, due to
the communication between the LBA scrambler and the SSD controller, the interface
of the SSD has to be upgraded. The algorithm flowchart of the LBA scrambler is
shown in Fig. 12.11. For every N write requests, the hint (overwrite_preferred list) is
updated with information transferred from the FTL to the LBA scrambler [10]. By
referring to the overwrite_preferred list, the new write requests are generated for
writing the fragmented pages in the next erase block actively. Moreover, the una-
ligned writes will create fragmented pages and additional overwrites as shown in
Fig. 12.12. With the LBA scrambler’s address remapping, the problem of unaligned
writes for NAND flash memory can be eliminated.

From the evaluation results, maximum 394 % write performance improvement,
56 % energy consumption reduction and 55 % endurance enhancement are achieved
with the LBA scrambler, compared with the SSD system without the LBA scrambler.
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12.3.3 Hybrid M-SCM/3D-NAND Flash SSD

Both the SEA-SSD and LBA scrambled SSD adopts a middleware and SSD con-
troller co-design methodology to improve the write performance of all 3D-NAND
flash SSD by reducing SSD GC overhead. However, the write performance
improvement of the SSD is limited by the read and write performance of the
3D-NAND flash memory.

On the other hand, SCM is much faster, more energy-efficient and endurable
than 3D-NAND flash memory. It is non-volatile and supports in-place overwrite.
Thus, both memory and storage systems are under a revolution due to SCM, as
shown in Fig. 12.13 [11]. M-SCM is used in both memory and storage systems. In

Receive new write 
requests from host

Get recommended
pages from FTL

Generate new 
requests to write fragmented 
pages in the next erase block 

in priority 

Send write requests to FTL

count == N ?
Y N

count =
count + 1count = 0

update hint 
every N writes

Fig. 12.11 LBA scrambled algorithm flowchart [10]

Aligned boundary 

LBA0
1): Aligned

NAND page size 
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Fig. 12.12 Aligned and unaligned writes for the NAND flash memory
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addition, S-SCM is used only in the storage system. By introducing SCM into the
SSD system, the hybrid M-SCM/3D-NAND flash SSD is proposed to improve the
write performance of the all 3D-NAND flash memory [12]. From the measurement
results of the SCM (ReRAM) device, the verify cycles for write success vary with
the write/erase (W/E) cycle. Thus, NAND-like interface with ready/busy status is
adopted for the SCM. As shown in Fig. 12.3, M-SCM is used as a storage device
for the SSD rather than a simple cache [13]. The data fragmentation suppression
algorithm [12] and cold data eviction algorithm [13] are developed for the hybrid
M-SCM/3D-NAND flash SSD considering both the data activity and data size. In
the SSD controller, a least recently used (LRU) table is used to record the page
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I/O controller
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Fig. 12.13 Main memory and storage systems revolution due to SCM [11]
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data’s access history. As shown in Fig. 12.14, when the logical page address
(LPA) of the page data hits the LRU, the page data is considered as hot (frequently
accessed). Otherwise, the page data is judged as cold (seldom accessed). In addi-
tion, according to page utilization (data size divided by the page size), the page data
are divided into two kinds: random (fragmented) and sequential (un-fragmented).
When the page data size is over a threshold (θ), it is considered as the sequential
data. The data storage policy of the hybrid SSD is to store hot data or random data
in the M-SCM while cold and sequential data in the 3D-NAND flash. Hot data can
update in-place and random data can accumulate and become sequential in
M-SCM. The algorithm flowchart of the data management algorithm of the hybrid
M-SCM/3D-NAND flash SSD is described in Fig. 12.15 [13]. When M-SCM
becomes almost full, cold and less fragmented M-SCM data are evicted to the
3D-NAND flash. For the eviction procedure, the threshold to judge the data is
sequential or random is a dynamic value, increasing/decreasing according to the
data storage status in M-SCM. When it is hard to find the eviction candidates with
the current threshold, the threshold is reduced to relax the restriction.

For the hybrid M-SCM/3D-NAND flash SSD, there are two important design
considerations. Firstly, understand the M-SCM capacity and latency requirement
for representative applications. Secondly, understand the effect of the 3D-NAND
organization on the SSD write performance. Before the analyses, the SSD work-
loads are classified into four categories: hot and random, hot and sequential, cold
and random, cold and sequential, as shown in Fig. 12.16 [14]. A large value of the
average overwrite, defined as the total write data size divided by the user data size,
indicates the workload is hot since it contains many hot data. In addition, the
percentage of the random write request determines whether the workload is random
or sequential. Here, half of the NAND flash page size is used as the threshold to
judge the page is random or sequential.

From the evaluation results, increasing M-SCM capacity is more efficient to
boost the write performance of the SSD than increasing the 3D-NAND flash
overprovisioning (additional capacity over the user data size) with hot and random
workload. Both increasing M-SCM capacity and 3D-NAND flash overprovisioning
is capable of improving the SSD write performance. However, neither increasing

Host write
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M-SCM
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3D-NAND

M-SCM is 
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Evict cold and 
less sequential 
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Fig. 12.15 Data
management algorithm of the
hybrid M-SCM/NAND flash
SSD [13]
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M-SCM capacity nor 3D-NAND flash overprovisioning is very effective for the
write performance boost of the cold and sequential workload. Therefore, intro-
ducing M-SCM to the SSD is most suitable for the hot and random workload but
not cost-efficient for the cold and sequential workload. Generally, less than 10 %
M-SCM/3D-NAND flash capacity ratio is enough for the representative workloads
with a fixed M-SCM latency of 100 ns/sector. On the other hand, a faster speed can
be achieved by increasing the chip area for memory chip design. For example, write
speed can be increased by enlarging the internal write unit and read speed can be
improved by adding select devices for the reduction of bit line capacitance. When
the speed of M-SCM is increased, the maximum throughput of the hybrid
M-SCM/3D-NAND flash SSD is improved. As shown in Fig. 12.17, the write
performance of the hybrid SSD saturates when the capacity of the M-SCM is over a
threshold for a proxy server application (prxy_0), which is a hot and random
intensive [11]. For other workloads such as Financial1, which is from a financial
server, there is no trend of saturating when increasing the M-SCM/3D-NAND flash
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capacity ratio. From the evaluation results of various workloads, the write perfor-
mance of the hybrid M-SCM/3D-NAND flash SSD is workload/application
dependent. Moreover, less M-SCM capacity is required for a faster speed M-SCM
to reach the target application throughput. From the system point of view, there is a
tradeoff between the M-SCM capacity requirement and M-SCM speed. Thus, there
would be a cost-effective M-SCM chip design for a certain application, which is
discussed in [11] by establishing optimistic and pessimistic SCM area cost models.

The minimum M-SCM capacity for the hybrid SSD is shown in Fig. 12.18 by
analyzing the SSD workload. It illustrates the relationship between the accumulated
sector write frequency and the address range of the write user data. For example,
25 % access frequency at 20 % user data address range means 25 % of the accesses
occur at the top 20 % address of the user data. The turning point of the curve
indicates the end of the frequently accessed data, usually random data, which
requires high input output per second (IOPS). High slope value of the curve shows
the most critical data, determining the minimum M-SCM capacity for the hybrid
SSD. For Financial1 workload, M-SCM capacity should be over 40 % of the user
data size to cover 75 % of the sector accesses. However, due to the temporal and
spatial localities, the actual required SCM capacity as a write cache buffer is much
smaller than 40 %. The rising trend of the curve is consistent with the results in
Fig. 12.17. Increasing M-SCM capacity is effective to improve the hybrid SSD
throughput for Financial1 workload. Further, as the slope value of the “Financial1”
curve is smaller than that of prxy_0 and prxy_1, increasing SCM capacity is more
effective for boosting the performance of the proxy server applications (prxy_0 and
prxy_1). From Fig. 12.18, M-SCM capacity of less than 20 % of the user data size
is enough for the proxy server application.

Since the conventional planar scaling of the NAND flash memory is facing
various limitations making it harder and harder to reduce the fabrication cost and
guarantee the memory reliability, 3D technology becomes a viable way to continue
the trend of bit cost reduction for the NAND flash memory. Several 3D-NAND
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flash architectures have been proposed. For example, terabit cell array transistor
(TCAT) [15], Pipe-Shaped bit-cost scalable (P-BiCS) [16], vertical stacked array
transistor (VSAT) [17], and dual control gate surrounding floating gate (DC-SF)
[18]. There are two types of the 3D array: vertical channel and vertical gate. The
current flows vertically and horizontally for the vertical channel type array and
vertical gate array, respectively. 3D-NAND increases the bit density in the vertical
direction (Z-dimension) in additional to the XY-dimensions. In case of the PiBCS
3D-NAND flash memory, the capacity of the 3D-NAND flash is increased by
stacking more layers, which also compensates the problem of the reduced cell
density in the XY-dimensions due to the non-scalable BiCS hole’s diameter [19].

For design of the 3D-NAND flash memory, the NAND organization is critically
important to the performance and cost of the circuits. A group of NAND flash
memory cells is connected in series as a NAND flash string. Multiple NAND flash
strings sharing the same substrate consists a NAND flash block as the erase unit. By
asserting a high voltage on the substrate to eject the electrons from the floating gate
of the memory cells in the block, the erase operation is executed. In the block, the
memory cells connected with the same word-line is a page. It is the read/write unit.
With the scaling, there is an increasing trend for the page and block sizes of the
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NAND flash memory, as shown in Fig. 12.19 [1, 20–23]. The typical size of the
NAND flash page size is 8 kB and block size is 2 MB (256 pages in a block). With
the advent of 3D-NAND flash memory, larger page and block sizes can be easily
adopted. Take P-BiCS 3D-NAND for example, the block size of the NAND flash is
doubled by doubling the stack layers. On the other hand, as shown in Fig. 12.20,
adopting a large page size design reduces the word-line decoder area overhead of
the NAND flash memory chip compared to the design of adopting a small page size
[24]. However, it is not true that larger page or block size is better for the per-
formance of the real-world applications.

Figure 12.21 shows the evaluation results of the block size sensitivity analysis
for the all 3D-NAND flash memory [24]. The page size is fixed to 16 kB. Take
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prxy_0, a firewall/web proxy server workload for example, there is a maximum
value for the write performance of the all 3D-NAND flash SSD with a certain
capacity. Too small or too large block size decreases the write performance. Large
block size may induce long GC latency while small block size will reduce the erase
throughput. Assuming 10 % write performance is tolerable for the all 3D-NAND
flash SSD, the acceptable block sizes for the all 3D-NAND flash memory with 25,
50 and 100 % over-provisioning are 2, 4 and 8 MB, respectively. Higher all
3D-NAND flash SSD capacity accepts a larger block size. Moreover, for the proj_2,
a project directories sever workload (cold and sequential), the write performance
saturates when the block size is over a threshold. Even the block size is as large as
16 MB, there is no write performance degradation, which is great for the appli-
cation of 3D-NAND flash. It is because such workload seldom leads to the trig-
gering of the GC. The cold and sequential data just fill in the block.

The analyses of page size sensitivity of the all 3D-NAND flash SSD are pre-
sented in Fig. 12.22 [24]. The block size is fixed to 4 MB. Similar to the block size
sensitivity, over large page size or small page size degrades the write performance
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of the all 3D-NAND flash SSD. Large page size is good for the sequential write
throughput but the page overwrite count would be large (more page overwrite
overhead). In addition, fewer pages exist in the case of larger page size. Thus, the
GC will be triggered more frequently. In contrast, small page size induces less page
overwrite overhead but it is not good for sequential writes. Further, more pages may
need to be copied during GC. From the experimental results, for workloads like
Financial1 a financial online transaction processing (OLTP) sever workload, the
acceptable page sizes are the same at 25, 50 and 100 % SSD capacity overprovi-
sioning cases. Only for proj_2 that is cold and sequential, larger page size is
acceptable for a larger SSD capacity over-provisioning.

Moreover, larger block and page sizes are acceptable for the M-SCM/3D-NAND
flash hybrid SSD, as shown in Figs. 12.23 and 12.24 [24]. Fix the page size as 16 kB
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and 3D-NAND flash over-provisioning as 25 % for the prxy_0 workload. The
acceptable block size is 2 MB in the case of the all 3D-NAND flash SSD, which is the
same size of the current typical NAND flash block size [25]. In the case of the hybrid
M-SCM/3D-NAND flash SSD, the M-SCM/3D-NAND flash capacity ratio is set as
8.5 %. Assuming the bottom line of the design of the hybrid SSD is its write per-
formance should be larger than that of the all 3D-NAND flash SSD, the acceptable
block size of the hybrid SSD is 4 MB, which is 2 times that of the 3D-NAND flash
acceptable block size. It indicates that with M-SCM, the stacking layers of the
3D-NAND flash could be doubled for the prxy_0 workload. As shown in Fig. 12.24,
the typical page size of the NAND flash product is 8 kB [25]. The acceptable page
sizes for the all 3D-NAND flash SSD and hybrid M-SCM/3D-NAND flash SSD are
128 and 512 kB, respectively, with the tpcc-mysql (a relational database workload).

The comparison results of the 3D-NAND flash design for the all 3D-NAND
flash SSD and hybrid M-SCM/3D-NAND flash SSD are summarized in Fig. 12.25
[24]. With M-SCM, the acceptable block and page sizes are enlarged by 4 times and
64 times, respectively. The 3D-NAND flash stacking layers could be quadruple for
the hybrid SSD compared with the all 3D-NAND flash SSD, without any write
performance degradation.
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12.3.4 All S-SCM SSD

When the SCM technology matures and the cost is reduced to be competitive to that
of the NAND flash memory, the all S-SCM SSD becomes a viable solution to
replace the current NAND flash-based SSD. In this section, we present the wear
leveling, S-SCM I/O data toggle rate, S-SCM latency design for the all S-SCM SSD.

For S-SCM candidates like ReRAM, the device endurance is limited (107 for
50 nm HfO2 ReRAM [26]), although it is high compared with the NAND flash
memory. Therefore, wear leveling is required for S-SCM. A simple wear leveling
algorithm is shown in Fig. 12.26, which is operated in a page-level. Thus, a wear
leveling triggering threshold δ is maintained for each page of the S-SCM. Further,
to monitor the endurance of each sector (512 Byte), that is the minimum access unit
in the block device, the write/erase (W/E) cycle for each sector is maintained. When
the maximum W/E cycle of the sectors in the page i is smaller than δpage(i), in-place
page overwrite is executed. Otherwise, the wear leveling is triggered. During the
wear leveling, the data in the old page i is read out, merged with the new data and
written to a new page j. After that, the wear leveling triggering threshold of page i is
updated with a constant window threshold σ, to raise the bar of the wear leveling
triggering. Actually, there are many hot spots (some addresses are frequently

δpage(i): Wear leveling triggering threshold for page i
σ: weal leveling window threshold 
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Fig. 12.26 Wear leveling
algorithm flowchart for all
S-SCM SSD [27]
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written) in the workload, the endurance of the all S-SCM SSD can be greatly
enhanced with the wear leveling. For instance, with σ = 5, the maximum W/E cycle
of the sector in the S-SCM without the wear leveling is over 3000 times higher than
that of the all S-SCM SSD with wear leveling procedure.

By adjusting the value of σ, the wear leveling triggering interval can be con-
trolled. A small σ triggers the wear leveling easily to make all pages wear out
evenly. However, such configuration would degrade the all S-SCM SSD perfor-
mance due to the additional page-copy operations. Therefore, σ could be adjusted to
balance the SSD performance and endurance [27].

Figure 12.27 shows the all S-SCM SSD write performance dependency on the
I/O data toggle rate, S-SCM latency (assuming the some read and write latency) and
applications [27]. M-SCM latency is set as 100 ns/sector. Different from the
3D-NAND flash based SSD, there is little write performance dependency on the
applications. The trend is the same. The slight difference is due to the S-SCM wear
leveling and total write data size. When S-SCM speed is faster, a higher data toggle
rate should be adopted to fully exploit the write performance of the all S-SCM SSD.
By keeping S-SCM latency as 1 μs, the speeds of the all S-SCM SSD and hybrid
M-SCM/3D-NAND flash SSD are compared in Fig. 12.28a, which illustrates the
breakpoint of the I/O data toggle rate at 25 % fixed M-SCM/3D-NAND flash ratio
[27]. Take tpcc-mysql workload for example, over 500 MHz I/O data toggle rate
makes the all S-SCM SSD faster than the hybrid M-SCM/3D-NAND flash SSD. On
the other hand, at a fixed I/O data toggle rate of 1066 MHz, the breakpoint of the
S-SCM latency can be analyzed, as shown in Fig. 12.28b [27]. Faster S-SCM
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device creates a faster all S-SCM SSD. In the case of the Financial1 workload, the
hybrid M-SCM/3D-NAND flash SSD owns a faster speed than the all S-SCM SSD
if the S-SCM latency is over 5 μs.

Moreover, the cost of each SSD can be compared easily according to the
capacity configurations of the memories inside the SSD, by assuming the bit cost of
each memory device.

It is interesting to know how speedy storage system can be achieved by SCM,
compared with the NAND flash. Expression (12.1) shows the calculation of the
latency of a page write operation TNAND, where TCMD·N is the latency of issuing the
program command and programming addresses, TIO·N is the time of loading the
data into the data register of the NAND flash memory, TMEM·N is the time of storing
the data from the data register to the memory array (array programming time).

TNAND ¼ TCMD�N þ TIO�N þ TMEM�N ð12:1Þ

TCMD·N is only a few clocks long. Compared with TIO·N and TMEM·N, it is
negligible small. TIO·N is inversely proportional to the data toggle rate PToggle·N,
defined by the NAND flash interface, as shown in formula (12.2), where LNAND is
the NAND flash page size and WDAT·N is the width of the data bus.
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TIO�N ¼ LNAND
WDAT�N

	 1
PToggle�N

ð12:2Þ

When the data toggle rate PToggle·N is high, TIO·N is reduced. Usually, TIO·N
should be much smaller than TMEM·N. If TIO·N is comparable or even higher than
TMEM·N, the interface becomes the memory device performance bottleneck. On the
other hand, a page cache program may be supported by the NAND flash memory,
which uses the internal cache register to improve the NAND flash program
throughput, as shown in Fig. 12.29. During the 1st program data storing from the
data register to the memory array, the 2nd program data can be input to the page
cache. By the page cache, the TCMD·N and TIO·N are hidden. As a result, the latency
of writing N NAND flash pages TN can be calculated by (12.3) and (12.4).

TN ¼ TCMD�N þ TIO�N þN 	 TMEM�N ð12:3Þ

TN ¼ TCMD�N þ TIO�N þ LDAT
LNAND

� 
	 TMEM�N ð12:4Þ

Note that (12.4) is true only when the TMEM·N is much longer than the TCMD·N

and TIO·N. When the TIO·N is large, the page cache cannot completed be hidden.
Moreover, the page cache does not work in the random write case. Without page
cache effect, the sequential write latency of the NAND flash memory is expressed
by (12.5):

TN ¼ LDAT
LNAND

� 
	 ðTCMD�N þ TIO�N þ TMEM�NÞ ð12:5Þ

Additionally, the sequential write throughput ratio of the SCM device is
expressed by (12.6), where the write unit of SCM is LSCM. TCMD·S is the latency of

TCMD⋅N TIO⋅N TMEM⋅N

1st page program

2nd page program

Write w/o page cache

TCMD⋅N TIO⋅N TMEM⋅N

1st page program

2nd page program

Write w/ page cache

TIO⋅N TMEM⋅N

TIO⋅N TMEM⋅NTCMD⋅N

TCMD⋅N

Fig. 12.29 Page cache operation of the NAND flash memory
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issuing the program command and programming addresses, TIO·S is the time of
loading the data into the data register of the SCM, TMEM·S is the time of storing the
data from the data register to the memory array (array programming time).
Since SCM is fast, page cache is not designed.

TS ¼ LDAT
LSCM

� 
	 ðTCMD�S þ TIO�S þ TMEM�SÞ ð12:6Þ

According to formulas (12.2), (12.4) and (12.6), the SCM and NAND flash
device write performance ratio RS/N can be estimated by expression (12.7) without
the considerations of the GC and overwrites in NAND flash only SSD and wear
leveling in All SCM SSD. WDAT·S is the memory bus width of SCM. PToggle·S is the
data toggle rate of the SCM.

RS=N ¼
TCMD�N þ TIO�N þ LDAT

LNAND

l m
	 TMEM�N

LDAT
LSCM

l m
	 ðTCMD�S þ TIO�S þ TMEM�SÞ



LNAND
WDAT�N

	 1
PToggle�N

þ LDAT
LNAND

l m
	 TMEM�N

LDAT
LSCM

l m
	 ð LSCM

WDAT�S
	 1

PToggle�S
þ TMEM�SÞ

ð12:7Þ

Assuming TMEM·N = 1.6 ms, LNAND = 16,384 Bytes (32 sectors), LSCM = 512
Bytes (1 sector), PToggle·N = 400 Mbps/pin, PToggle·S = 1066 Mbps/pin,
WDAT·N = 1 Byte and WDAT·S = 1 Byte. The relationship of RS/N and TMEM·S is
shown in Fig. 12.30. From Fig. 12.30, it can be found that single SCM chip can
achieve over 1000-times performance gain than the single NAND flash chip if SCM
write latency is below 1 μs. For randomwrites (LDAT < LNAND), RS/N is equivalent to
the IOPS ratio of the SCMover theNANDflashmemory. IOPS is used as themetric of
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Fig. 12.30 S-SCM and 3D-NAND flash memory throughput ratio
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the randomwrite performance. If SCMhas a latency of 100 μs,RS/N is less than 100 at
anyLDAT.Furthermore,RS/N becomes less than1when theLDAT > LNAND.Thus, such
a long latency SCM device is not cost-efficient. The curves almost overlap in
Fig. 12.30 at the condition of LDAT > LNAND (sequential write), which shows the
lowest RS/N that the SCM can achieve. Below 50 μs, the SCM still has a higher
performance than the NAND flash memory. However, the SCM is slower than the
NAND flash memory if its latency is over 50 μs. It indicates that the NAND flash is
good for the sequential write, thanks to the low write energy of the memory cell. In
other words, achieving over 1000-times sequential write performance boost
(>1 NAND flash page size) for SCM device is extremely difficult.

A recent ReRAM device [28] and MLC NAND flash memory [29] presented in
ISSCC 2014 have the program latencies 10 μs/2048 Bytes and 1185 μs/16 kB,
respectively. Comparing the SSDs made of these two devices, the performance gain
of the all ReRAM SSD with 512 B random data pattern can be over 100-times
(over 50-times at 4 kB random data pattern). To improve the system performance
gain, the SCM chip latency should be further reduced or the device program current
has to be reduced for increasing the number of parallel program cells (corre-
sponding to LSCM).

For the enterprise applications, the random data access is the bottleneck. Since
the real workload is the mixture of random and sequential data, MB/s is still used as
the overall performance metric throughout the chapter. The average IOPS IOPSAvg
can be calculated by formula (12.8):

IOPSAVG ¼ ThroughputAVG 	 1024
RSAVG

ð12:8Þ

where RSAVG is the average request size (kB) and ThroughputAVG is the average
SSD performance (MB/s). If the SSD average write performance is 20 MB/s with
the 512 Byte random write data pattern, the average IOPS is equal to 40,960. When
the SSD is tested with 4 kB random data, the average SSD IOPS is 5120.

12.4 Summary and Conclusion

Three techniques are presented in this chapter to improve the write performance of
the 3D-NAND flash-based SSD. Table 12.1 summarizes the pros and cons of the
techniques in this chapter. The SEA-SSD and LBA scrambled SSD are short-term
solutions, which co-design the middleware and SSD controller. To overcome the
hurdle of limited write performance of the NAND flash memory, hybrid
M-SCM/3D-NAND flash memory SSD is the mid solution which is able to improve
the conventional all 3D-NAND flash SSD write performance by over 10 times. In
the long run, all S-SCM SSD is promising. With the system proposals like the
SEA-SSD and LBA scrambler, the latency design parameters for the 3D-NAND
flash memory are relieved. On the other hand, a larger page size and block size can
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be accepted for the NAND flash memory by introducing M-SCM into the SSD,
which is good for the design of the 3D-NAND flash memory. Due to the write
performance dependency on the application, custom 3D-NAND flash design
enables the performance optimization for each application.

Table 12.1 3D-NAND flash design with system-level considerations

Solution Pros Cons Implications for 3D-NAND
flash design

SEA-SSD [3]
(short-term)

• Low cost
• Use upper
layer
information

• Low data
management
complexity

• Only for
database
application

• Relaxed latency and
endurance design
constraints for 3D-NAND
flash based SSD by
integrating these
techniques

• Larger page and block
sizes are acceptable for
hybrid
M-SCM/3D-NAND flash
SSD, compared with the
all 3D-NAND flash SSD

• Customized 3D-NAND
flash design enables write
performance optimization
for each application

LBA scrambler [10]
(short-term)

• Low cost
• Eliminate page
fragmentation
due to
unaligned
writes

• Enhance write
speed for all
representative
SSD
workloads

• More DRAM
capacity is
required for
tables

• Interface may
need to be
modified

Hybrid
M-SCM/3D-NAND
flash hybrid SSD
[13] (mid-term)

• Cost-effective
(compared to
all M-SCM
SSD)

• Improve SSD
write speed,
power and
reliability
greatly

• Complicated
tiered
storage/cache
algorithm is
required

All S-SCM SSD
[27] (long-term)

• Little write
performance
dependency on
application

• In-place
overwrite

• No garbage
collection is
required

• >100 times
SSD write
speed boost is
possible

• High cost
(currently)

• S-SCMs like
ReRAM are
still in early
development
stage
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