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PREFACE

The ln{ _^Ga^ As^ -y/lnP heterostructure system is potentially useful for
optoelectronic, high-speed digital, and high-frequency microwave device
applications. Even though the basic In, _^Ga^As^P, _y/InP heterostructure
concept is understood at this time, some practical device parameters in this
system have been hampered by a lack of definite knowledge of many ma-
terial parameters.

The purpose of this book is twofold: (1) to discuss key properties of InP,
ln{_xGaxA^yPi,y quaternary, and In0^Ga^yAs ternary; and (2) to pre-
sent various material parameters and constants of these semiconductors for
a variety of basic research and device applications. A set of the material
properties and parameters of these semiconductors are considered in this
book. The host of effects associated with the presence of specific impurities
and defects is, however, omitted from the coverage. The model used in
some cases is based on an interpolation scheme and, therefore, necessitates
known values of the material parameters for the related binaries InP, In As,
GaAs, and GaP. Emphasis is, therefore, also placed on tnaterial properties
not only of InP but also of In As, GaAs, and GaP binaries.

It is hoped that the book will be useful to both beginning and advanced
specialists as well as to workers in related fields, thus contributing to the
further development of III-V semiconductor devices.

Gunma, Japan
May 1992

SADAO ADACHI
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1
INTRODUCTION

The progress made in physics and technology of semiconductors depends
mainly on two families of materials: the group IV elements and the III-V
compounds. The first report of the formation of III-V compounds was pub-
lished in 1910 by Thiel and Koelsch.1 They synthesized a compound of
indium and phosphorus and reached the conclusion that its formula is very
probably InP. The fact that one of the III-V compounds, InSb, is a semi-
conductor akin to Ge and a-Sn, was reported in 1950 by Blum, et al.2

In, _/ja^ASyPt -y/lnP double-heterostructure lasers emitting in the 1.3-
1.7 /xm-wavelength region has become a promising candidate for the light
source of an optical fiber communication system because of the recent de-
velopment of low-loss, low-dispersion optical fibers in this spectral re-
gion.3'4 The In! _xGaxAsyPl _y/InP system is also necessary for the effi-
cient operation of a number of optoelectronic and transport devices, such
as photodetectors, light-emitting diodes, Gunn diodes, and high-speed het-
erojunction transistors.5"7 Even though the basic In^^Ga^As^P! _^/InP
heterostructure concepts are understood at this time, the determination of
some practical device parameters in this system has been hampered by a
lack of definite knowledge of many material parameters.

This book provides numeric and graphical information about many of
the semiconducting and material properties of InP, In! .^Ga^As^Pi _y, and
Ino 53Gao.47As that are useful for a variety of research works and device
applications. The model used in some cases is based on an interpolation
scheme and, therefore, necessitates known values of the material parame-
ters for the related binaries, InP, InAs, GaAs, and GaP. Therefore, the
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2 INTRODUCTION

emphasis is also placed on material properties of these end-binary com-
pounds.

The material and semiconducting properties reviewed in this book can
be classified into 10 groups: (1) structural properties; (2) mechanical, elas-
tic, and lattice vibrational properties; (3) thermal properties; (4) collective
effects and some response characteristics; (5) electronic energy-band-struc-
ture consequences; (6) electronic deformation potentials; (7) optical prop-
erties; (8) elastooptic and electrooptic properties; (9) carrier transport prop-
erties; and (10) the strain problem in InGaAs(P)-based heterostructures.
The host of effects associated with the presence of specific impurities and
defects is, however, omitted from this coverage. The physical quantities
and properties considered here are (1) lattice constant; (2) molecular and
crystal densities; (3) ordering in InGaAsP alloys; (4) Knoop hardness num-
ber; (5) second- and third-order elastic constants and their pressure deriv-
atives; (6) Young's and bulk moduli, Poisson's ratio, and similar; (7) bulk
sound velocities and mode Griineisen parameters; (8) surface acoustic
waves; (9) optical phonon frequencies and mode Griineisen parameters;
(10) phonon deformation potentials; (11) specific heat and Debye temper-
ature; (12) thermal expansion coefficient; (13) lattice thermal conductivity;
(14) static and high-frequency dielectric constants; (15) piezoelectric stress
and strain constants; (16) electromechanical coupling constant; (17) Froh-
lich coupling constant; (18) band-gap energies (lowest-direct, lowest-in-
direct, and higher-lying band gaps); (19) electron and hole effective masses
(electron, light-hole, heavy-hole, spin-orbit-splitoff-band, density-of-states,
and conductivity effective masses); (20) conduction- and valence-band off-
sets; (21) temperature and pressure derivatives of the electronic energy-
band parameters; (22) electron and hole deformation potentials; (23) opti-
cal constants (refractive index, absorption coefficient, etc.); (24) exciton
parameters (Rydberg constant and Bohr radius); (25) photoelastic con-
stants; (26) linear and quadratic electrooptic constants; (27) low-field mo-
bilities; (28) alloy scattering potentials; (29) carrier saturation velocities at
high electric fields; (30) minority-carrier transport properties; and (31) crit-
ical layer thickness for coherency heteroepitaxial growth.

Of particular interest is the deviation of material constants from linearity
with respect to the alloy composition y for In! .^Ga^As^ _ r Some ma-
terial parameters, such as the lattice constant, second-order elastic con-
stant, and dielectric constant, obey Vegard's rule well or exhibit very weak
nonlinearity on the alloy composition y. However, some kinds of the ma-
terial parameters, such as the lattice thermal conductivity, show very strong
nonlinearity with respect to y, which arises from the effects of alloy dis-
order. A chapter on structural properties (Chapter 2) also discusses cleav-
age properties and ordered alloys (spontaneous long-range ordering). Long-
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wavelength optical phonon behavior in Inj.^Ga^As^P^^ alloys is pre-
sented in a chapter on mechanical, elastic, and lattice vibrational properties
(Chapter 3). Optical dispersion relations in the reststrahlen and interband
transition regions are discussed in detail in a chapter on optical properties
(Chapter 8). Free-carrier and intervalence-band optical absorptions are also
discussed in that chapter. Majority- and minority-carrier transport proper-
ties at low- and high-electric fields in InP, InAs, GaAs, GaP, and
In ̂ jGa^ASy P!-.^ alloy are presented in a chapter on carrier-transport
properties (Chapter 10). Effects of in-plane biaxial strain generated in
InGaAs(P)-based, strained-layer heteroepitaxial wafers on their structural
and physical properties are discussed in a chapter on the strain problem in
InGaAs(P)-based heterostructures (Chapter 11). The material constants and
properties derived here are used with wide success to make clear general
properties of these semiconductors. Key properties of the material param-
eters for a variety of Inj.^Ga^As^P^^/InP device applications are also
discussed in detail in this book.
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2
STRUCTURAL PROPERTIES

2.1 CRYSTAL STRUCTURE AND LATTICE CONSTANT

Some of the III-V compounds, and in particular InP, In! -xGax As^Pj _r

and In! _xGaxAs, form crystals with the zinc-blende_arrangement. The zinc-
blende structure is based on the cubic space group F43m in which the lattice
atoms are tetrahedrally bound in network arrangements related to those of
the group IV (diamond-type) semiconductors. The III-V compounds crys-
tallizing in the cubic zinc-blende structure are the simplest crystals lacking
a center of symmetry and, hence, capable of exhibiting piezoelectric and
related effects depending on polar symmetry.

The lattice constant aQ is known to obey Vegard's law well, that is, to
vary linearly with alloy composition,1 and such is the case for InGaAs and
InGaAsP alloys.2'3 The cubic lattice parameter of InP at 300 K is reduced
to a0 = 5.8688 A (5.86875 A)4. Using this law, the lattice-matching re-
lation between the composition fractions x and y for ln{ .^Ga^As^ _y to
InP can be written as

0.4176 -

In obtaining this expression, we also used the following binary constants:5

a0 = 6.0584 A for InAs, a0 = 5.4512 A for GaP, and a0 = 5.6533 A
for GaAs. Equation (2.1) gives the end-point compositions x = 0.0, y =
0.0 for InP and x = 0.468, y = 1 .0 for Ino^Gao 468As. The lattice-match-
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2.1 CRYSTAL STRUCTURE AND LATTICE CONSTANT

ing relation is also given in approximated form by

x = OAly (0 < y < 1.0) (2.2)

In Fig. 2.1 we show the three-dimensional representation of the lattice
constant a0 for In] _JCGa^As>,P1 _y over the entire range of compositions (0
< x < 1.0, 0 < y < 1.0). The bold line is the locus of a0 for compositions
lattice-matched to InP. Figure 2.2 shows x-y plots for several
In^^Ga^ASyP, _y samples nearly lattice-matched to InP as measured by
Nahory et al.3 The solid and dashed lines represent, respectively, the re-
sults of Eqs. (2.1) and (2.2).

The lattice constant of a semiconductor can expand or contract when
impurity atoms are incorporated. A well-known example is the dilation, or
expansion, of the GaAs lattice induced by tellurium.6'7 Increase in the GaAs
lattice constant of - 0.01 % has been reported at Te concentrations of -1019

cm"3.7 Kelbert et al.8 have also measured the change in lattice constant for
InP as a function of Te dopant concentration. A dilation of -0.15% was
obtained in the InP lattice constant at a Te concentration of —1020 cm"3.
These measurements were compared to predictions from Vegard's law. The

Q0(A)

5.6533

GaAs

GaP

Figure 2.1 Three-dimensional representation of the lattice constant a0 for
In^^Ga^ASyP!^ over the entire range of compositions (0 ^ jc ^ 1.0, 0 ^ y ^ 1.0).
The bold line is the locus of aQ for compositions lattice-matched to InP.



6 STRUCTURAL PROPERTIES

1.0

0.1 0.2 0.3 0.4 0.5

Figure 2.2 Plots of x versus y for In! ̂ Ga^ASyP,.^ nearly lattice-matched to InP as
measured by Nahory et al.3 The solid and dashed lines show the results of Eqs. (2.1) and
(2.2), respectively.

effect of the impurity doping on the InP lattice constant has also been stud-
ied in Refs. 9, and 10.

For InP each In(P) has four nearest neighbors of P(In) at a distance of
v3 tf0/4 (= 2.54 A) at the corners of a regular tetrahedron. The spacing
between the near-neighbor In-In (or P-P) atoms is equal to (l/V2)a0

(= 4.15 A). It would be anticipated that for alloys the interatomic bond
length of each constituent would remain constant with composition. Un-
fortunately, however, standard X-ray diffraction techniques give informa-
tion only on the lattice structure that is averaged over an area larger than
the scale of lattice constant. The interatomic structure of these alloys was,
therefore, not well understood until recently. In 1982, Mikkelsen and
Boyce11 studied the interatomic structure of an InGaAs alloy by using an
extended X-ray-absorption fine-structure method (EXAFS). They found that
the Ga-As and In-As near-neighbor distances change by only 0.04 A as
the In composition varies from 1 to 99 mol % despite the fact that this alloy
accurately follows Vegard's law with a change in average near-neighbor
spacing of 0.17 A. This result is shown in Fig. 2.3 along with the theo-
retical estimation based on a valence-force-field calculation.12 Mikkelsen
and Boyce11 also found that the cation (In,Ga) sublattice approaches a vir-
tual crystal (i.e., an average face-centered cubic lattice) with a broadened
single distribution of second-neighbor distances, whereas the anion sublat-
tice exhibits a bimodal anion-anion second-neighbor distribution. Similar
EXAFS work on In! .^Ga^As^P, _y quaternary has been done by Oyanagi
et al. ' They also found that the cation-anion distances in the quaternary
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\VIRTUAL
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Figure 2.3 Near-neighbor distances d (Ga-As) and d(In-As) versus In As mole fraction x
in the In^Ga^As ternary alloy measured by EXAFS.11 The solid circles represent the
calculated results based on a valence-force-field approach. The dashed line represents the
average cation-anion spacing (Vegard's law). (From Fukui12).

alloy deviate from the average interatomic distance, but are rather close to
the bond lengths in pure parent crystals. In Fig. 2.4 we plot their cation-
anion distance as a function of the ̂ -composition proportion (see also Table
2.1). Detailed theoretical consideration of these results has also been car-
ried out by Ichimura and Sasaki [5] from a thermodynamic analysis.

The lattice constant a0 is dependent on both the temperature and pres-
sure. The temperature dependence of a0 is explained by the linear thermal
expansion coefficient o?th (see Section 4.2). The constant a0 is related to the
pressure/? by Murnaghan's equation (see Section 3.2.2). The pressure ef-
fect on the structural properties of InP has been studied using resistivity16

and X-ray measurements.17'18 These measurements showed that InP under-
goes a phase transition at about 11 GPa. The new phase is metallic,16 and
its crystallographic structure has been identified as the rocksalt struc-
ture.17'18 At about 19 GPa another phase is detected that has been identified
as body-centered tetragonal.18 Patel et al.19 also found changes in the crys-
tal structure and electrical properties for InP and InGaAs after a complete
release of pressure from above the semiconductor-to-metal transition.
X-ray diffraction data on InP showed differences with respect to the cubic,
zinc-blende structure. They considered that these changes might be due to
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Figure 2.4 Near-neighbor distances d(In-As), d(Ga-As), and d(Ga-P) versus InP mole
fraction y in the Inj .^Ga^As^P, _y quaternary alloy measured by EXAFS.13 The dashed
line represents the average cation-anion spacing (Vegard's law).

the presence of defects induced after the pressure was released. In contrast,
InP quenched from pressures below the semiconductor-to-metal transition
did not show any changes in its electronic transport properties and X-ray
structure. They also found that the carrier concentration decreased by three
orders of magnitude and the electron mobility decreased to a value char-
acteristic of the X-conduction-band minima. Their photoconductivity data
are possibly consistent with the X minima being lower than the direct min-
imum, but the data were not conclusive. Details of the pressure effect on
the electronic energy-band structure are discussed in Section 6.4.

2.2 BINDING AND CLEAVAGE PROPERTIES

The cleavage properties of a crystal are related to the atomic arrangement
and corresponding electron density map. Group Illb atoms have three elec-
trons with an s2pl configuration outside a core of closed shells, and group
Vb atoms have five electrons in a s2p3 configuration. The Illb and Vb
atoms have, therefore, an average of four valence electrons per atom avail-
able for binding. We might then expect that the covalent bonds are formed
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between tetrahedral 5>1/?3-hybrid orbitals; for example, for InP

In(5s25pl)

For such a covalent bonding each V atom donates an electron to a III atom,
so that V4" and III" ions are formed, each with four valence electrons.

An ionic bond is due to Coulomb attraction between the excess positive
and negative charges on ions formed by transfer of electrons from the me-
tallic to the nonmetallic atom:

+3In(4dl°5s25pl) + P(2p63s23p3) -> In(4d10)

The bonds in most III-V compounds are not adequately described by any
of these extreme types, but have characteristics intermediate between those
usually associated with the terms covalent and ionic.

We show in Fig. 2.5 schematic views of the atomic arrangement in the
direction along the (111), (110), and (100) planes of InP. This arrangement
is the same as for the diamond form except that the two different kinds of
atom (III and V) occupy alternate positions in the lattice. For ductile ma-
terials, the rate of dislocation formation and propagation away from the

(a) (111) cleavage (b) (110) cleavage (c) (100) cleavage

(111) (110) (100)

• In
O P

Figure 2.5 Schematic views of the atomic arrangement in the direction along the (111),
(110), and (100) planes of InP. Note that this arrangement is the same as for the diamond
form except that the two different kinds of atom (In, P) occupy alternate positions in the
lattice. The principal cleavage in the diamond-type crystals is in a plane parallel to (111),
and that in the zinc-blend crystals is in a plane parallel to (110).
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crack tip determines the cleavage and fracture properties. In contrast, for
brittle solids, such as tetrahedrally bonded semiconductors, the cleavage
energy is dominated by the breaking of bonds across the cleavage surface
and the resulting creation of a new surface. In diamond-type crystals,
cleavage occurs along (111) surface planes. This is because the (111) sur-
face atoms are only singly bonded to the opposite surface, but the (100)
surface atoms are doubly bonded to the opposite surface (Fig. 2.5). The
(110) surface atoms are also singly bonded to the opposite surface, but the
plane spacing is shorter than that of the (111) planes. It is more difficult to
separate the planes of shorter spacing. In fact, it was found experimentally
that for Si the cleavage energy (Ey) for the (110) surface is considerably
larger than that for the (111) surface [Ey = 1.9 J/m2 for the (110) sur-
face,20 Ey = 1.24 ~ 1.14 J/m2 for the (111) surface].20'22 Note that the
cleavage energy Ey is the energy per unit surface area necessary to separate
a crystal along a given plane.

In the case of zinc-blende crystals, we must take into account the effects
of surface polarity and electron density distribution.23 The III-V com-
pounds have two types of (111) surface polarities—namely, (111)/! and
(111)5—and hence there will be an electrostatic attraction between these
different planes. Such an attractive force will make it difficult to separate
along the (111) planes. However, the (110) surfaces are composed of equal
numbers of III and V atoms, so there will be no overall electrostatic force
between the planes. Wolff and Broder24 have investigated the cleavage
properties of III-V compounds. The principal cleavage in the zinc-blende
crystals InP, InAs, GaAs, and GaP is found to be in a plane parallel to
(110). Microcleavage is the observation of light figure patterns from cleav-
age pits produced by grinding or abrading the surface. They also found
microcleavages in InP, InAs, and GaAs in (hhk) planes (h > k).24

Although the surface energy of a solid is one of its fundamental prop-
erties, there is a dearth of experimental values for it. Messmer and Bilello20

have measured the surface energy Ey for the {110} planes of GaAs and
GaP. The measured values are 0.86 J/m2 for GaAs and 1.9 J/m2 for GaP.
Herding et al.25 have recently presented a method for the calculation of the
surface and cleavage energies for the (100), (110), and (111) surfaces of
some semiconductors (Si, GaAs, CdTe, and HgTe). Their calculated re-
sults give an ordering ofEy(Si) > £7(GaAs) > £7(CdTe) > E7(HgTe) for
the experimentally observed cleavage faces; that is, for the cleavage on
(111) in Si and (110) in GaAs, CdTe, and HgTe. This ordering is what one
would expect on the basis of simple bond-length and bond-density argu-
ments. A simple estimation of the cleavage energy can be made by multi-
plying the number of bonds broken per unit area on the cleavage surface
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times the energy per bond. Thus, although—for a given bond length—the
bond density on the (110) surface (on which GaAs cleaves) is higher than
on the (111) surface (on which Si cleaves), the shorter bond length and the
larger bond strength of Si compared to GaAs combine to produce a larger
cleavage energy in Si. In turn, both the shorter bond length and the greater
bond strength of GaAs compared to HgTe and CdTe result in a larger cleav-
age energy in GaAs. Finally, the weaker HgTe bond, compared to CdTe,
and their nearly equal bond lengths predict a smaller cleavage energy in
HgTe.

2.3 MOLECULAR AND CRYSTAL DENSITIES

The crystal density g is one of the simplest and most important material
parameters. There are four molecules in a unit cell of the zinc-blende lat-
tice. If an accurate lattice constant is available, the calculation of g gives
in principle a good, reliable value. The lattice parameters mentioned in
Section 2.1 carry connotations for molecular and crystal densities as pre-
sented in Table 2.1. The calculated crystal density for stoichiometric InP
is 4.791 g/cm2. The values for In As, GaAs, and GaP are, respectively,
5.668, 5.317, and 4.129 g/cm3. The quaternary parameter (Q) can, thus,
be derived from these binary parameters (B values) by using the interpo-

TABLE 2.1 Crystal Structure, Lattice Constant, Near-Neighbor Distance, and
Crystal Density for Stoichiometric InP, Inj^Ga^ASyP,^, and Ino^Ga^As (300 K)

Parameter InP

Space (point) group F43m(T2
d)

Lattice constant aQ ( A ) 5 . 8688
d(cation-anion) (A) 2.54

In^Ga^P,.,

F43m(T2
d)

5.8688
J(In-As) = 2.59

(y = 0.58)
rf(In-As) = 2.60

(y = 0.89, 1.0)

J(Ga-As) = 2.47
(y = 0.58,0.89, 1.0)

J(Ga-P) = 2.40
(y = 0.58)

Ino.53Gao.47As

F43m (T2
d)

5.8688
d(In-As) = 2.61

J(Ga-As) = 2.47

</(cation-cation) (A)
Molecular density

(cm"3)
Crystal density g

(g/cm3)

4.15
1.979 X 1022

4.791

1.979 x 1022

4.791 + 0.575y + 0.138/

1.979 x 1022

5.504
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lation scheme

- y)BlnP + xyBGaAs

- y)BGaP (2.3)

Introducing Eq. (2.1) into Eq. (2.3), we obtain g as a function of y for
In! ./ja^As^P, _r As shown in Fig. 2.6, the calculated g values (solid line)
vary almost quadratically with composition y. We find that the following
expression gives a good representation for g(y) of this alloy system:

= 4.791 + 0.515y g/cm3 (2.4)

Nahory et al.3 also measured the lattice parameters 00 values for four
binary end members of InGaAsP. Their obtained values are 5.8696 A
(InP), 6.0590 A (InAsX 5.6536 A (GaAs), and 5.4512 A (GaP) with an
accuracy of ±0.0001 A. These lattice data provide g(InP) = 4.789 g/cm3

Figure 2.6 Crystal density g as a function of y for Inj .^Ga^As^P, _y lattice-matched to
InP (solid line). The dashed line is linearly interpolated between the InP and Ino 53Gao.47 As
end-point values.
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g(InAs) = 5.666 g/cm3, g(GaAs) = 5.317 g/cm3, and g(GaP) = 4.129
g/cm3. The difference from our results is negligibly small.

2.4 ORDERED ALLOYS

In recent years, spontaneous long-range ordering into the CuAul-, CuPt-,
chalcopyrite-, famatinite-, and luzonite-type structures have been observed
in several normally disordered isovalent III-V alloy semiconductors26"33

(InGaAs,29'31 InGaAsP).31'33 These ordered compounds have the stoi-
chiometric compositions expressed by AwB4_nC4 (or A4BwC4_ /?) (n = 1,
2, or 3). At intermediate compositions, one can expect to find ordered- and
disordered-phase coexistence regions; the variation probably depends on
the temperature and growth condition. In Fig. 2.7 we show the unit cell of
(a) disordered In05Ga0.5As (zinc-blende lattice), (b) perfectly ordered
InGa3As4 (famatinite), and (c) layered tetragonal In2Ga2As4 alloys. A ther-
modynamic calculation based on a first-principle theory predicts that an
ordered phase with a large lattice-constant mismatch is more stable than
the corresponding random phase.34'35 Some experimental data, on the other
hand, show that the kinetics of crystal growth plays an important role in
the formation of an ordered structure.27 Kondow et al.27 have recently
shown that this breaking of face-centered cubic symmetry observed in

(b) famatinite (c) layered tetragonal

(a) disordered

In
Ga
As

Figure 2.7 Crystal structures of (a) disordered Ino.sGao.sAs (zinc-blend), (b) ordered
InGa3As4 (famatinite), and (c) layered tetragonal In2Ga2As4 alloys.
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Ga2In2P4 is not a consequence of thermodynamic stability. Bernard et al.36

have also discussed the physical origins of stable and metastable ordering
in bulk and epitaxial semiconductor alloys and super-lattices based on a
thermodynamic first-principle theory of stability.

If the ordered phase is the true equilibrium phase, the physics of semi-
conducting alloys will be completely changed. This is because it has been
assumed that the physics is thoroughly based on a random atomic arrange-
ment of the crystal lattice. One of the most commonly used models for
alloys is the virtual-crystal approximation (VGA).37 In this model not only
are all the atoms located randomly on ideal lattice sites of the average unit
cell but also the substituted sublattice assumes an average value of bond
length, bond ionicity, atomic potential, and so on. The VGA has been
widely used up to the present and has given considerable success, such as
in the electronic-energy-band structures of semiconductor alloys.38 How-
ever, it is natural to think that many material properties of an ordered ter-
nary compound alloy differ from those of the disordered alloy of the same
composition. In fact, preliminary experimental results indicate noticeable
changes in the fundamental band gaps for the material of interest here, for
InGaAs (layered tetragonal InGaAs2),

39 and for other III-V ternary al-
loys.26 Either perfect or partial ordering lowers the structural symmetry
from the face-centered cubic symmetry space group F43m to that of its
body-centered tetragonal symmetry subgroup 742m (famatinite) or I42d
(chalcopyrite), simple tetragonal symmetry subgroup P4m2 (layered te-
tragonal), simple cubic symmetry subgroup P43m (luzonite), or rhombo-
hedral symmetry subgroup R3m (layered trigonal). The energy gaps of or-
dered alloys are, then, usually smaller than the band gaps of fully random
alloys. Detailed theoretical consideration on this subject has been carried
out by Wei and Zunger,26'40 Mascarenhas et al. ,28 Koiller et al. ,41 and Mas-
carenhas and Olson.42
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3
MECHANICAL, ELASTIC, AND
LATTICE VIBRATIONAL
PROPERTIES

3.1 KNOOP HARDNESS

The hardness test has been used for a long time as a simple means of char-
acterizing the mechanical behavior of solids.1 The interest in the hardness
of III-V compounds stems principally from their use in optoelectronic and
electron-device applications. There are many indications that dislocations
induced during the fabrication of these devices subsequently have a very
damaging effect on their operational performance and degradation behav-
ior.2

The Knoop hardness anisotropy is a well-known phenomenon3 and has
been measured for InP4'7 Ini-xGaxAsyPi-y9 and Ify 53Gao.47As lattice-
matched to InP.7 The Knoop hardness number (KHN) not only varies with
both the plane and direction of indentation but also depends on the type of
dopant. For InP,6'7 S-doped crystal is the hardest among S-, Se-, and Zn-
doped crystals. These crystals are all harder than undoped InP. On the other
hand, the addition of Sn apparently softens the lattice.

In Fig. 3.1 the Knoop hardness anisotropy of undoped InP, and nomi-
nally undoped Ino.ssGao^As and In! .^Ga^As^ _ y (y = 0.745) alloys lat-
tice-matched to InP7 are plotted. The ternary and quaternary hardness an-
isotropy curves share a general shape, fundamentally different from that of
InP, having two maxima and one minimum instead of one maximum and

17
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Figure 3.1 Knoop hardness anisotropy on the (100) plane of undoped InP, and nominally
undoped Ino.53030,47 As and In, ^^Ga^As^P, _y (y = 0.745) alloys. (From Watts and Wil-
loughby.7)

two minima. The major slip system in the diamond and zinc-blende struc-
tures is known tobe|<110>{lll}.8 Dislocations generated by plastic de-
formation, therefore, lie on {111} planes with |<110> Burgers vectors.
The radically different shape of the anisotropy curves observed may suggest
significant differences between the deformation behavior of the alloys and
InP, which might be associated with different dislocation dynamics and
even, perhaps, a primary slip system different from the < 110>, {111} sys-
tem.

In Fig. 3.2 we plot the KHNs measured on the (100) plane along the
<110> direction as a function of y for the undoped or the nominally un-
doped In, .^Ga^As^P! _^ quaternary (y = 0.0, 0.745, and l.O).7 The mi-
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Figure 3.2 Knoop hardness numbers (KHNs) measured on the (100) plane along the < 110>
direction as a function of y for the undoped or the nominally undoped In, ^^Ga^As^Pj __>,
quaternary (y = 0.0, 0.745, l.O).7

crohardness as a function of composition for the InAs^Pj _y alloy has also
been reported by Vigdorovich and Nashel'skii.9 They found that a micro-
hardness-composition curve does not show a maximum, as is usually found
in ordinary metallic alloy systems. However, after taking account of crack-
ing near the indentations, they proposed that the curve would contain a
maximum near the harder material, specifically, InP (y ~ 0.1). The data
of Watts and Willoughby7 indicate that the KHNs for the alloys (y = 0.745,
1.0) are about 40% higher than the value for InP. It is, however, difficult
to recognize a peak in the curve of hardness versus composition (see Fig.
3.2), since their data did not cover the whole quaternary range of compo-
sition.

Microhardness investigations on both doped and undoped InP wafers
have been carried out by Arivuoli et al.10 using a Vickers pyramidal inden-
tor. Their results suggested that the addition of dopants (Zn, S, Sn, or
Cd/S) has two main effects on the crystal lattice: (1) pure solution hard-
ening and (2) a reduction of the dislocation density. It was noted, however,
that the two effects do not seem to be related to each other, as proved by
the fact that low dislocation densities are associated with softer crystals and
vice versa.
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3.2 ELASTIC PROPERTIES AND SOUND VELOCITIES

3.2.1 Elastic Stiffness and Compliance Constants

The quaternary InGaAsP and the related binaries crystallize into the zinc-
blende structure, and so the elastic stiffness tensor [C] takes in the form11

[C] =

"c,,
C12

CI2

0

0

_ 0

C,2

c,,
C,2

0

0

0

C,2

C,2

C,,

0

0

0

0

0

0

CM

0

0

0

0

0

0

Cd4

0

0 ~

0

0

0

0

Cr(4_

(3.1)

The macroscopic theory of the elastic properties of solids is described in
detail in tensor notation by Nye.n The elastic compliance tensor [5], which
has the same form as Eq. (3.1), is connected reciprocally with the tensor
[C] through Hooke's relation. Explicit equations for the component Sy in
terms of C# can be given by

+ C;12

(C,, - CI2)(C,, + 2C12)

-CI2

(C,, - CI2)(CM + 2C12)

1

C»4

(3.2a)

(3.2b)

(3.2c)

Theoretical work on elastic moduli for semiconductors has been reported
by many authors. Keyes12 showed that the dimensionless reduced bulk
modulus and shear moduli (i.e., the elastic constants multiplied by the
fourth power of the nearest-neighbor distance) exhibited smaller variations
for different compounds of the same structure (diamond, zinc-blende, or
wurtzite) than did the original constants. Adachi13 used a linear relation
between the elastic moduli and lattice constants of the III-V compounds to
predict values for AlAs, which have no experimental data. Other calcula-
tions of the elastic constants for AlAs have also been reported by Kagaya
and Soma14 and Chetty et al.,15 who used an empirical pseudopotential
method of the Ashcroft and variations of the local Heine-Abarenkov form14
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and an ab initio pseudopotential method.15 Schilfgaarde and Sher16 have
estimated a complete set of the elastic constants of tetrahedral semicon-
ductors as a vehicle to test several aspects of Harrison's tight-binding the-
ory. Theoretical prediction of the elastic moduli of some mixed material
systems (KCl-KBr, CaF2-SrF2, and GaP-GaAs) have also been carried out
by Giri and Mitra17 on the basis of a classical valence-force approach.

Although the elastic stiffness constants C» of the III-V binaries have
been extensively measured, little is known about semiconductor alloys. A
set of the Ctj values for InP have been determined by Hickernell and
Gayton18 and Nichols et al.19 by measuring ultrasonic wave velocities. The
values they obtained are (at room temperature; in 1011 dyn/cm2) Cu =
10.22, C12 = 5.76, and CM = 4.6018 and Cn = 10.11, C12 = 5.61, and
€44 = 4.56.19 To our knowledge, however, only one has been reported to
date for the semiconductor alloy (Al^Gaj _^As).13 The elastic constant can
be attributed to the long-range Coulomb forces in solids. Thus, it seems
that the C(j value is a linear variation of alloy composition. In fact, the data
for Al/ja! _ ,<As,13 which were estimated indirectly from experimental in-
formation on the surface acoustic wave properties, are successfully inter-
preted by a linear interpolation scheme. A theoretical estimate for the
GaAs^Pi _y alloy17 also showed a linear variation of Ctj with respect to the
mole fraction y.

The elastic stiffness and compliance constants as a function of y for
In, _xGax\syPi _y lattice-matched to InP are shown in Figs. 3.3 and 3.4,
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Figure 3.3 Elastic stiffness constants, C,,, C,2, and
In j .^Ga^As^P, _ y lattice-matched to InP.

as a function of y for
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Figure 3.4 Elastic compliance constants, S\i, 5|2, and 544, as a function of y for
In, ~xGax AsyP\ _ y lattice-matched to InP.

respectively. By using the interpolation scheme, these plots were obtained
from the following binary data: for InP, from Ref. 19; for In As, from Ref.
20; for GaAs, from Ref. 21; and for GaP, from Ref. 22. All the curves
exhibit a very weak nonlinear dependence on the ^-composition fraction
and can, therefore, be successfully approximated by a linear relationship
(see Table 3.1). The effect of the variation of composition on the elastic
properties of an alkali-halide solid solution has been studied by Slagle and
McKinstry,23 who investigated the KCl-KBr solid solution over the com-
plete range of composition. The stiffness moduli exhibited a weak quadratic
variation, as in the present case.

The elastic moduli are dependent on both the temperature and pressure.
Nichols et al.19 studied the hydrostatic-pressure dependence of Ctj for InP
up to 4 kbar. They found that the stiffness moduli vary linearly with pres-
sure up to the highest value reached (- 4 kbar). Their results are also sum-
marized in Table 3.1 along with the linearly interpolated quaternary
(In! _^Ga^As^?! _y) and ternary (In0 53Gao.47As) values.

Third-order elastic constants play an important role in solid-state phys-
ics. For the cubic point groups, 0, OH, and Td9 the third-order elastic-
constant tensor has six independent components: Cln (= C222 = £333),
^112 (= C223 = Q33 = Q13 = C\22 = ^233^ ^123' ^144 (= Qs5 = ^366),

C166 (= C155 = C244 = C344 = C266 = C355), and C456.
24 Elastic constant-

hydrostatic-pressure data allow the determination of the third-order elastic
stiffness constants. Nichols et al.19 have determined these values for InP
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(300 K)

3.2 ELASTIC PROPERTIES AND SOUND VELOCITIES 23

Elastic Parameters for InP, Ini -xGax\syP{ _y9 and Ino.53Ga0 47As

Parameter

Elastic stiffness constant Q
(xlO 1 1 dyn/cm2)

c,,
C\2

44

Elastic compliance constant Stj

(Xl0~1 3cm 2 /dyn)
s\\
S\2

S44

Pressure derivation dC^/dp
dCu/dp
dCn/dp
dC^/dp

Third-order elastic constant Cijk

( X l O 1 2 dyn/cm2)
cm
Cm
^123

c!44
C166

Q56

Young's modulus Y
(x lO 1 1 dyn/cm2)
{100} plane

<001> direction
<011> direction

{110} plane
<001> direction
< 1 1 1 > direction

{111} plane
Poisson's ratio P

{100} plane
m = <010>, n =<00_1>
m = <011>, n = <011>

{110} plane
m = <001>,n = < U O >
m = < 1 1 1 > , n = < 1 1 2 >

{111} plane
Bulk modulus Bu

(xlO 1 1 dyn/cm2)
Isotropy factor A
Compressibility C0

(Xl0~ 1 2cm 2 /dyn)
Born ratio B0

Cauchy ratio Ca

InP

10.11
5.61
4.56

16.38
-5.84
21.93

4.17
4.80
0.36

-8.6
-1.85
-5.1
-6.5
+ 1.6
-0.042

6.106
9.303

6.106
11.27
9.303

0.357
0.020

0.357
0.236
0.369

7.110
0.493

1.406
1.101
1.230

In^Ga.As

10.11 - 0.12?
5.61 - 0.68?
4.56,+ 0.33?

16.38 - 1.54?
-5.84 + 0.94?
21.93 - 1.43?

4.17 + 0.28?
4.80 - 0.12?
0.36 + 0.38?

6.106 + 0.976?
9.303 + 1.037?

6.106 + 0.976?
11.27 + 0.95? -
9.303 + 1.037?

0.357 - 0.033?
0.020 - 0.006?

0.357 - 0.033?
0.236 - 0.044?
0.369 - 0.052?

7.110 - 0.516?
0.493 + 0.035?

1.406 + 0.102?
1.101 - 0.014?
1.230 - 0.306?

yP\-y

- 0.344?2

- 0.426?2

- 0.344?2

0.46?2

- 0.426?2

+ 0.006?2

+ 0.006?2

+ 0.012?2

+ 0.012?2

+ 0.020?2

- 0.010?2

+ 0.004?2

+ 0.004?2

+ 0.084?2

Ino.53Gao.47As

9.99
4.93
4.89

14.84
-4.90
20.50

4.45
4.68
0.74

6.738
9.914

6.738
11.76
9.914

0.330
0.014

0.330
0.204
0.329

6.614
0.518

1.512
1.091
1.008
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from their measured pressure dependence of the elastic constants (see Table
3.1).

3.2.2 Young's Modulus, Poisson's Ratio, and Similar

There is considerable interest in the effect of mechanical stresses resulting
from crystal growth and device processing on the behavior and reliability
of semiconductor devices. Precise computation of such stresses requires
knowledge of Young's modulus and Poisson's ratio, in particular for spe-
cific orientations within the crystallographic plane defining the surface of
the semiconductor. Young's modulus Y is not isotropic in cubic zinc-blende-
type crystals.25 The modulus Y for an arbitrary crystallographic direction
m can now be given by

= 5U - 2(5n - 512 - \Su)(m\m\ + m\m\ + m\m\) (3.3)

where the Sy values are the elastic compliance constants and the m{ values
are the direction cosines for m. Poisson's ratio P also varies with orienta-
tion. If a longitudinal stress in the direction m and the transverse strain
along the orthogonal direction n are under consideration, then the ratio P
can be given by

5I2 + (5,, - S!2 - {SM)(m]n\ + m\n\ + m\n\)p -. -- 1 - (34)
5,, - 2(5, , - 512 - \S^)(m\m\ + m\m\

The modulus Y for the direction of the cube axes « 100» is readily given
by Y = l/5n. The ratio P, in this case, is written as P = -512/5n. We
plot in Fig. 3.5 the < 100) -direction Y and P values as a function of y for
lnl^xGaxAsyPl _y lattice-matched to InP. The variations of Y and P for
directions within the important crystallographic planes {100}, {110}, and
{111} are also listed in Table 3.1. It should be noted that the Y and P are
invariant within the {111} plane.26

The bulk modulus flu and isotropy factor A for zinc-blende-type crystals
are given by

Bu = C"+
3

2C'2 (3.5)

A = -^ (3.6)
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7.2, 0.36

0.30
1.0

Figure 3.5 The < 100>-axis Young's modulus Y and Poisson's ratio P as a function of y
for In, _ A Ga v As v P| _ v lattice-matched to InP.

The compressibility C0 is also given by

2C12 (3.7)

The Cauchy (Ca) and Born ratios (B0) are written as

C =
Cj2

C$4

(Cn -f C12)
2

Cn(Cu - 044)

(3.8)

(3.9)

Numerical values of these parameters are also listed in Table 3.1.
Bulk moduli of semiconductors are of physical interest and also of prac-

tical importance in the interpretation of high-pressure experimental results.
In semiconductor heterostructures, different bulk moduli in the different
layers give rise in hydrostatic pressure experiments to large axial strains
that can have a considerable effect on the result of experiments. Con-
versely, observation of such effects can provide an accurate method of mea-
suring the relative bulk moduli of the layers. Menoni and Spain27 have
carried out X-ray diffraction experiments on InP at room temperature up to
hydrostatic pressures of 190 kbar. From these measurements they deter-
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mined the bulk modulus of InP to be Bu = (7.6 ± 0.4) x 10n dyn/cm2.
Prins and Dunstan28'29 have also determined the bulk moduli of an
In^/ja^ASyPi.y lattice-matched to InP from high-hydrostatic-pressure
photoluminescence measurements up to 100 kbar. Int _ ̂ Ga^As^Pi _ y qua-
ternary was found to be the same as InP to within 1 % , while the value for
In0.53Gao.47As ternary was 5% lower [Bu = (7.25 ± 0.08) X 10n dyn/cm2

fory = 0.51; (7.25 ± 0.35) x 1011 dyn/cm2 fory = 0.89; and (6.90 ±
0.08) x 1011 dyn/cm2 for l^53GaOA1As]. These values are slightly larger
than those estimated from the linear interpolation scheme. Kushwaha30 cal-
culated the compressibility values B0 for some III-V and II-VI compounds
based on an eight-parameter bond-bending force model. Our result for InP
is comparable to that of Kushwara (B0 = 1.46 x 10~12 cm2/dyn). He also
calculated the mean-square displacements for such compounds and used
them to check the validity of the Lindemann's melting criteria.

The compression is now related to the pressure p with Murnaghan's
equation31

where B^ is the pressure derivative of the bulk modulus [/?„ = | (dC{ { /dp)
+ I (dCn/dp) = 4.59], and aQ(0) and aQ(p) are the lattice constants at
pressures/? = 0 andp =£ 0, respectively. We show in Fig. 3.6 the pressure
dependence of the lattice constant for InP as calculated from Eq. (3.10).
This calculation indicates that the pressure-induced change in a0 at 50 kbar
is about -2.0%.

3.2.3 Sound Velocities and Mode Griineisen Parameters

A perfectly isotropic material is one for which A (isotropy factor) = 1.0.
As seen in Table 3.1, InP and InGaAsP quaternary are not perfectly iso-
tropic in their elastic properties. Sound velocities in these materials are,
thus, strongly dependent on the propagation directions. If the crystal den-
sity g and the stiffness constant Cy of a solid are known, one can calculate
the bulk sound velocity v (long-wavelength, nondispersive) from the fol-
lowing general relation:

/C<A"2

' ' (7) (3'U)
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Figure 3.6 Pressure dependence of the lattice constant a0 for InP; a0(0) and aQ(p) are,
respectively, the lattice constants at pressures/? = 0 and/? ± 0, and Aa0 = aQ(p) - aQ(Q).

If we neglect nonlinear terms in the equation of motion, pure longitu-
dinal sound waves may propagate in the [100], [110], and [111] directions.
Pure transverse waves may propagate not only in these three directions, but
also in the crystallographic directions [hkl] (h = k\ I arbitrary) and [hkO]
(h and k arbitrary). We can see in Table III of Ref. 32 definition of sound
velocity expressed in terms of these constants along the high-symmetry
directions [100], [110], and [111] in cubic, zinc-blende crystals (GaAs,
InP, etc.). In Fig. 3.7 we show the calculated sound velocities along the
[110] direction in In, .^.Ga^As^Pj _y lattice-matched to InP; ULA corre-
sponds to the longitudinal mode, and vTA1 and vTA2 correspond to the trans-
verse modes (polarizations along the [001] and [110] directions, respec-
tively). The numeric values for g used in the calculations are taken from
Table 2.1; and for the Q values, from Table 3.1. Table 3.2 lists expres-
sions in terms of the ^-composition fraction for longitudinal and transverse
wave velocities along the [100], [110], and [111] directions in InP,
In! .^Ga^As^?! _y and Ino 53Gao.47As lattice-matched to InP.

If we include the nonlinear term, we find that pure transverse modes do
not exist. The transverse waves are always accompanied by a longitudinal
wave. On the other hand, pure longitudinal modes continue to exist for all
three principal directions [100], [110], and [111]. For these directions, the
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Figure 3.7 Variation of the sound velocities propagating in the [110] direction in
In, -xGax AsyP, _ y lattice-matched to InP.

33nonlinear wave equation can be reduced to the form

32u 1 d2u ( du \
— 5- = -- 5 ( M 2 + M3 -- 1- higher-order terms (3. 12)
dt g dx \ dx /

where u is the displacement velocity. The constants M2 and M3 can be
written in terms of the second- and third-order elastic coefficients K2 and

TABLE 3.2 Sound Velocities for Major Directions in the Cubic, Zinc-Blend Lattice
of InP, In^j.Gaj.ASjrPi-j,, and Ino.saGao.47As, as Controlled by the Second-Order
Elastic Constants Ctj (300 K)

Propagation
Direction

[100]

[110]

[HI]

Direction or Plane
of Polarization

[100]*
(100)*
[llOf
[001]*
[110]*
[111]0

(111)*

InP

4.594
3.085
5.092
3.085
2.167
5.247
2.511

Sound Velocity (x 105 cm/s)

I n j _ j G

4.594
3.085
5.092
3.085
2.167
5.247
2.511

\n A 0 P
\aXf\SylT 1 _ y

- 0.334?
-0.104?
- 0.355?
- 0.104?
- 0.023?
- 0.362?
- 0.056?

Ino.5sGao.47As

4.260
2.981
4.737
2.981
2.144
4.885
2.455

"Longitudinal acoustic waves.
^Transverse acoustic waves.
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M2 = K2, M3 = K3 + 2K2 (3.13)

The coefficients K2 and K3 are, in turn, related to the more familiar Ctj and
Cijk and are given by

K2 = Cu, #3 = Cm (3.14)

for the [100] direction,

K2 = i(Cn + C12 + 2C44)

*3 = |(Cm + 3C1I2 + 12CI66) (3.15)

foi the [110] direction, and

K2 = i(Cn + 2C12 + 4C44)

^3 = £(C.n + 6CII2 + 12C.44 + 24C166 + 2CI23 + 16C456) (3.16)

for the [1 1 1] direction. The nonlinearity parameter 0 is also defined by33

0 = -^-^3 (3 1?)
A2

The amplitude of the generated second harmonic is proportional to this
parameter.

The mode Griineisen parameter represents the strain derivative of the
lattice vibrational frequencies and is an important quantity in describing the
anharmonic properties of solids.34 We present in Table 3.3 the mode
Griineisen parameters for long-wavelength (q -» 0) acoustic phonons in the
[100], [110], and [111] directions of InP. Theoretical values of these pa-
rameters as calculated by Soma and Kagaya35 are also listed in the table in
parentheses.

3.2.4 Surface Acoustic Waves

A surface acoustic wave (SAW) is a mode of propagation of elastic energy
along the free boundary of an infinite half space. The amplitude of the



30 MECHANICAL, ELASTIC, AND LATTICE VIBRATIONAL PROPERTIES

TABLE 3.3 Mode Gruneisen Parameters for Long-Wavelength (q -» 0) Acoustic
Phonons in Three Major Directions [100], [110], and [111] of InP (300 K)fl

Propagation
Direction

[100]
[100]
[110]
[110]
[110]
[HI]
[HI]

Direction or Plane
of Polarization

[100]
(100)
[HO]
[001]
[110]
[111]
(111)

Phonon Mode

LA
TA
LA
TA
TA
LA
TA

Gruneisen Parameter

1.30(1.07-1.33)
0.11 (0.08-0.28)
1.22(1.08-1.27)
0.11 (0.08-0.28)

-0.67 (-0.99 to -0.64)
1.20(1.08-1.27)

-0.27 (-0.45 to -0.18)

"Theoretical values as calculated by Soma and Kagaya35 are also presented in parentheses.

displacement undergoes an exponential decay with depth below the free
surface and vanishes within a distance of the order of two wavelengths.36

The velocities of the surface wave values #sw in a zinc-blende-type crystal
are given by13

r \ / c r2 x2
v^U \ / \~>n ^ 12_j_ __

8 I \ 8 C,,

(3.18a)

2 2C44 + C12 "f Cnsw

(3.18b)

Equations (3.18a) and (3.18b), which are of third degree in vlw, refer to
the [100] and [110] propagation directions, respectively. In Fig. 3.8 we
plot the calculated ^sw as a function of y for propagation on a (100) plane
of Int -xGax As^Pi _y quaternary. One easily finds that the curve exhibits a
weak nonlinear dependence on the ̂ -composition fraction for both the [100]
and [110] propagation directions. The v sw variations versus y plotted in Fig.
3.8 can now be expressed as (in units of 105 cm/s)

v^ = 2.465 - 0.040y - 0.028;y2 (3.19)

for the [100] direction and

vsw = 2.628 - 0.060;y - 0.028y2 (3.20)

for the [110] direction.
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Figure 3.8 Surface-acoustic-wave velocity versus composition y propagating in the [100]
and [110] directions in In, ^Ga^As^P, _ y lattice-matched to InP.

To our knowledge, no experimental work has been published to date on
the SAW properties of the In^/ja^As^F^ alloy. We can see experi-
mental results relating to these properties only on the A\xG*i _* As ter-
nary.37'38 Sapriel et al.37 have measured the velocity of SAWs for
A\xGa{ _^As as a function of x using a Brillouin scattering technique. They
found a lack of agreement with the theoretical prediction at higher Al con-
centrations and attributed this to "softening" of the elastic constants due
to substitution of Ga by Al. Steel et al.38 have more recently studied SAW
properties (such as SAW velocities, SAW attenuation, and piezoelectric
coupling coefficients) on Al/ja, .^As with x = 0.2 and 0.4. The measured
SAW velocities are found to be substantially higher than those for GaAs,
in agreement with the theoretical predictions of Adachi.13

3.3 LATTICE VIBRATIONAL PROPERTIES

3.3.1 Dispersion Curves and Phonon Density of States

Research on the crystal dynamics of perfect lattices has aroused consider-
able interest in compounds having a zinc-blende structure. This develop-
ment is the outcome of many experimental results, particularly inelastic
neutron-scattering data for phonon dispersion curves. Borcherds et al.39

made thermal neutron scattering measurements on InP. The application of
a force model was used to describe this experimental result correctly.40"42
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Figure 3.9 Phonon dispersion curve of InP. The solid circles show the neutron scattering
data taken from Ref. 39, and the solid lines indicate calculated results of Ref. 42. The open
circles show the values of the zone-center LO and TO phonon frequencies obtained from
Raman scattering data.43 The dashed lines near q -* 0, v -> 0 represent the initial slopes
of the acoustic modes as calculated from the sound velocities listed in Table 3.2.

We reproduce in Fig. 3.9 the phonon frequency (v) versus reduced wave
vector (q) results for q along the principal symmetry directions [100], [110],
and [111] of InP at room temperature, as obtained from these studies. The
solid circles are the neutron scattering data,39 and the solid lines are cal-
culated results of Ref. 42. Also shown in Fig. 3.9 (open cirlces) are the
values of the zone-center LO and TO phonon frequencies obtained from
Raman scattering data.43 The dashed lines near q -> 0, v ~> 0 represent the
initial slopes of the acoustic modes as calculated from the sound velcoities
listed in Table 3.2. It is recognized that the dispersion curves of InP exhibit
major features similar to those of other zinc-blende crystals, such as GaAs,44

GaP,45 InSb,46 GaSb,47 CdTe,48 ZnTe,49 and ZnSe.50

The properties of critical points and their consequences for the phonon
dispersion curves in crystals have first been discussed by Van Hove51 by
making use of topologic considerations. The phonon density of states g(v)
increases greatly when Vq(v) -> 0 (critical points) for one of the various
branches, and this happens predominantly when q for that branch reaches
a zone boundary.32 A calculation of the phonon density of states g(v) (one
phonon) for InP has been made by Kushwaha and Kushwaha40 using an
eight-parameter bond-bending force model. Their result is reproduced in
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Figure 3.10 Phonon density of states g(v) for InP. (From Kushwaha and Kushwaha.40)

Fig. 3.10. The frequency interval they used was AP = j>LO(r)/100. The
g(v) curve shows a first maximum near 1.5 THz associated with TA modes.
Shorter-wavelength LA modes give rise to a relatively smaller peak near 5
THz, and the massive concentration of optical phonons near 8 (and 10)
THz also produces notable peak(s).

There has been no detailed experimental study on the phonon dispersion
relations in the In! .^Ga^. AS^P! -y alloy except the long-wavelength optical
phonon behavior, as will be discussed in the next subsection. Theoretical
work on the lattice dynamics of mixed IH-V crystals has been done by
several authors.52'54 O'Hara et al.52 have evaluated the spectral density of
phonon states for one-dimensional mass-disordered quaternary alloys using
a negative eigenvalue theorem. Similar work, but on ternary alloys, has
been performed by Myles53 using a generalized embedded-cluster method
and by Sinai et al.54 using a modified local Green's function method.

3.3.2 Phonon Spectra and Mode Griineisen Parameters

First-order Raman scattering (RS) measurements give information only
about phonon states with q = 0. This severe limitation can be overcome
by using second-order Raman spectra; two phonons with qv + q2 ~ 0 are
then produced, and the complete phonon spectrum may become accessible.
Infrared optical measurements can also give information about phonon
states both with q = 0 and q & 0.
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The first- and second-order Raman spectra of InP was first measured
with an Nd: YAG laser at the wavelength 1.064 /mi by Alfrey and Bor-
cherds.43 Koteles and Datars55 have measured the two-phonon infrared ab-
sorption in InP at low temperature (approximately 20 K). We tabulate in
Table 3.4 these results together with the neutron scattering data.39 Agree-
ment between the infrared and neutron scattering data is found to be very
good if the effect of temperature is taken into account.

Sinyukov et al.56 have made of resonant first- and second-order RS by
phonons in InP for photon energies from 1 .75 to 3.05 eV. The behavior of
all observed resonances was explained well by effects due to the E0 + A0

and EI band gaps. They also made assignments for multiphonon structures
that appeared in the 210-270- and 600-700-cm~1 regions.

The effects of temperature on the phonon energies measured by RS are
due primarily to the thermal expansion of the crystal lattice. The depen-
dence of phonon energy co(#, T) with temperature T can be written as

co(9, T) - co0(9) l - T (3.21)

where co0(?) is the phonon dispersion of the harmonic linear chain, aQ is
the lattice constant, ctL is the coefficient of linear expansion (see Section
4.2), KL is the compressibility of the linear chain, kB is the Boltzmann's
constant, and q is the phonon wave vector. This expression predicts a linear
decrease in phonon energy with an increase of T. Shealy and Wicks57 found
that this is nearly the case for the LO phonons in GaAs, AlxGal _^As, and
Inj _^Ga^ As alloys. However, to our knowledge, detailed experimental data
have not yet been reported for InP and Inj _ xGaxAsyP{ _y quaternary.

The mode Griineisen parameter 7, is defined as

d In c^ 5U dco,
7' ~ al^F ~ ̂  ~dp (3'22)

where co, is the phonon energy of mode i, V is the volume, 5U is the bulk
modulus, andp is the pressure. In a zinc-blende semiconductor the Bora's
transverse effective charge is related to the splitting of the long-wavelength
LO and TO phonon modes by

42 = ("o ~ " (3-23)

where €» is the high-frequency dielectric constant and M is the reduced
mass of the two atoms (M~l = M^1 + Mp !).
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TABLE 3.4 One- and Two-Phonon Raman and Infrared Peak Frequencies Together
with Neutron Scattering Data for InPa

~ . . . Phonon Frequency (cm l) . .fritirfll M J v ' Assioi

Point Raman* Infraredc

T 346.4 ± 0.3 351
304.5 ± 0.3

620
653

X 315 ±2 328.5
282 ± 2 326.5
125 ± 1 190.5
67 ± 1 67.5

135
163
189

214
251

382
438
596
630

L 331 ± 2 340.5
246 ± 2 315.5

82 ± 1 167.5
54 ± 1 53.5

85
135
163

189
251
281
382
412
490
573

Neutron*' (Attrit

LO
307 ± 7 TO

2TO
LO +

332 ± 3 LO
324 ± 7 TO
193 ± 10 LA
68 ± 3 TA

2TA
TO -
LO -
LA +
TO -
LO -
2LA
LO +
LO +
LO +
2LO

340 ± 10 LO
317 ± 5 TO
167 ± 3 LA
55.0 ± 0.7 TA

LO -
LA +
2LA
TO -
TO -
LO -
LO -
LO +
LO +
2TO
LO +

nment
mtion)

TO

LA
LA
TA
TA
TA

TA
LA
TO

TO
TA

LA
TA
LA
TA
TA
LA

TO
aAssignment in terms of critical point phonon frequencies is also given.
*G. F. Alfrey and P. H. Borcherds, J. Phys. C5, L275 (1972) (300 K).
CE. S. Koteles and W. R. Datars, Solid State Commun. 19, 221 (1976) (20 K).
dP. H. Borcherds et al., J. Phys. C 8, 2022 (1975) (300 K).



36 MECHANICAL, ELASTIC, AND LATTICE VIBRATIONAL PROPERTIES

The dependence of first- and second-order Raman spectra on pressure in
InP has been studied by Trommer et al.58 in a diamond anvil cell at pres-
sures up to 100 kbar. The phonon frequencies decreased almost linearly
with an increase of relative lattice compression - A<20/a0- They determined
the Griineisen parameters of the LO and TO phonons at F, and also those
of several optical and acoustic phonons corresponding to critical points at
the edge of the zone. The effects of uniaxial stress on the long-wavelength
optical phonons (LO and TO) in InP have been studied by Anastassakis
et al.59 using Raman and far-infrared spectroscopic techniques. They also
determined the mode Griineisen parameters of these phonon modes. We
summarize these results in Table 3.5.

Trommer et al.58 have found a nonlinear decrease of e* with decreasing
lattice constant. This decrease in e* is characteristic of most zinc-blende-
type semiconductors measured for GaP, GaAs, ZnSe, and similar.58 The
dynamic charge obtained from this splitting also decreased with decreasing
lattice constant, a fact that reflects an increase in covalency on compres-
sion.

TABLE 3.5 Mode Griineisen Parameters y for a
Number of Critical Points and Horn's Transverse
Effective Charge *?? of InP (300 K)

Mode Griineisen Parameter y

LO(F) 1.24 ±0.02*
1.19 ± 0.04*
0.82 ± 0.05C

TO(O 1.44 ±0.02*
1.48 ± 0.04*
0.96 ± 0.05C

LO - TO (F) 0.20 ± 0.05*
TO(L) 1.42 ±0.1*
TO(X) 1.42 ±0.1*
TA(X) -2.08 ± 0.1*
TA(L) -2.00 ±0.1*
e% (at 1 Pa) 2.54*

-2.1*
aR. Trommer et al., Phys. Rev. B 21, 4869 (1980).
^Obtained from infrared-laser Raman scattering [E. Anastassakis
et al., Phys. Rev. B 38, 7702 (1988)].
cObtained from far-infrared reflectivity [E. Anastassakis et al.,
Phys. Rev. B 38, 7702 (1988)].
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3.3.3 Long-Wavelength Optical Phonons in InGaAsP

There are many theoretical approaches to understand the long-wavelength
optical phonon behaviors in multinary semiconductor alloys.60'66 Long-
wavelength optical phonons in III-V ternary compounds exhibit either a
"one-mode" or a "two-mode" behavior (or more rigorously, three differ-
ent types of mode behavior, viz., "one-," "two-," and "one-two-mode"
behaviors).67'69 In a one-mode system, such as most I-VII alloys, a single
set of long-wavelength optical phonons appears. The phonon spectrum is
approximately constant in strength but varies in energy as the alloy com-
position is varied from one end member to the other. The two-mode sys-
tems, common for III-V alloys, exhibit two distinct sets of optical modes
with frequencies characteristic of each end member and strengths roughly
proportional to the respective concentration. The one-two-mode system
exhibits a single mode over only a part of the composition range, with two
modes observed over the remaining range of composition.

InGaP ternary is the only alloy for which one-mode behavior is currently
assumed.70'72 However, Jusserand and Slempkes73 have concluded from
RS study that the alloy shows a somewhat modified two-mode behavior.
The results of the studies reported in Refs. 70-72 were obtained on poly-
crystalline samples while the authors of Ref. 73 used monocrystalline lay-
ers grown on InP. Abdelouhab et al.74 have recently studied optical phonon
modes in monocrystalline InGaP grown on GaAs substrates. They con-
cluded that the presence of internal stress in epitaxial layers could induce
a switchover from one- to two-mode behavior. Galtier et al.75 have also
studied the hydrostatic-pressure dependence of phonon-mode behavior in
not only InGaP but also GaAsP alloys (polycrystalline and epitaxially grown
samples) by means of Raman spectroscopy. This comparative study showed
that the concept of a one-mode system is not appropriate for describing the
physics of this kind of alloy.

Long-wavelength optical phonon behaviors in In! _/ja^ASyPj _y quater-
nary lattice-matched to InP have been studied by many workers using Ra-
man or far-infrared spectroscopy.68'73'76'80 Pinczuk et al.76 have reported
Raman spectra and identified two sets of modes, one InP-like that extrap-
olated to a local mode for y = 1.0 and the other InGaAs-like. Similar
results from RS measurements were found by Portal et al.,77 but these au-
thors identified independent GaAs- and InAs-like modes in the y = 1.0
case, and InP- and InAs-like modes in the y = 0.23 composition. The four-
mode behavior of In! -xGax AsyPl _y has also been confirmed by Jusserand
and Slempkes,73 Pickering,79 and Soni et al.80 In Figs. 3.11 and 3.12, re-
spectively, we plot the LO and TO phonon frequencies as a function of y
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Figure 3.11 Longitudinal optical (LO) phonon frequency o>LO versus composition y for
li\i^xGaxAsyPl ..y lattice-matched to InP. The experimental data are taken from Ref. 80.
The impurity modes of Ga and As in InP (crosses) are also taken from Refs. 70 and 81,
respectively. The dashed lines mark a possible explanation of the experimental findings.
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Figure 3.12 Transverse optical (TO) phonon frequency COTO versus composition y for
In, _^GaxAsyP, ,y lattice-matched to InP. The experimental data are taken from Refs. 76
(solid circles) and 79 (open circles). The impurity modes of Ga and As in InP (crosses) are
also taken from Refs. 70 and 81, respectively. The dashed lines mark a possible explanation
of the experimental findings.
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for In! _xGaxAsyP} _y. The data are taken for the LO mode from Ref. 80
and for the TO mode from Refs. 76 and 79. The impurity modes of Ga and
As in InP are also taken from Refs. 70 and 81, respectively. It can be seen
that the data fall into four separate bands, that is, a four-mode category,
except for the GaP mode at y > 0.7 and for the GaAs mode at y < 0.1.

The long-wavelength lattice dynamics has also been studied for other
III-V quaternary systems, such as InGaAsP lattice-matched to GaAs,82

InGaAsSb lattice-matched to In As and GaSb,83 and InAlGaAs lattice-
matched to InP.84 The InGaAsSb system showed three-phonon modes with
GaAs, InSb, and mixed InAs/GaSb characteristics. Pickering83 considered
that the behavior of this system may be termed "three-mode" because of
the degeneracy of the GaSb- and InAs-like modes. A similar type of be-
havior has also been found in AlGaAsP system due to the degeneracy of
the A1P and GaP modes.85 The InAlGaAs system showed the three-mode
behavior as expected (InAs-, AlAs-, and GaAs-like modes).84

3.3.4 Phonon Deformation Potentials

As we can easily recognize from Ref. 58, phonon frequency is a strong
function of hydrostatic pressure. This quantity is also strongly influenced
by uniaxial stress. Such stress-induced frequency shifts of phonons can be
essentially explained by the phonon deformation potentials (PDPs). The
PDPs are important anharmonicity parameters useful in a number of phys-
ical and technological applications. Detailed expressions of PDPs and their
consequences for the first-order Raman shifts in semiconductors were first
presented by Cerdeira et al.86

The PDPs are components of a fourth-rank tensor K^ in suppressed no-
tation [see Eq. (3.1) as the same tensor form]. For a zinc-blende crystal
there are only three independent components of the PDP tensor:

Ku = K22 = #33 = Mp (3.24a)

KU = K23 = KU = Mq (3.24b)

KM = K55 = K66 = Mr (3.24c)

where M is the reduced mass of the two atoms. According to Cerdeira et
al.,86 the long-wavelength optical phonon frequencies in the presence of
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strain (e) obey the following secular equation:

= 0

2reyz pe^ + q(exx + eyy) - X

(3.25)

where X = Q2 — oo2 and Q ~ co,- + X/2co, is the strain-dependent phonon
frequency (co, = phonon frequency without strain).

The strain (e) and stress (X) relation is now given by

eg = S SijklXkl (3.26)
kl

where Sijkl is the elastic compliance component. This relation yields the
nonzero strain components

*« = eyy = *« = (Sn + 2S12) f (3.27a)
J

for the hydrostatic pressure,

— C* \^ — x» _ o vr /'j OTI^X

for the [100] uniaxial stress, and

X X
e*x = e^ = e^ = (5,, -h 25I2) ~, ^ = ̂  = *?ZJC = ^44 - (3.27c)

for the [111] uniaxial stress.
Introducing Eq. (3.27) into Eq. (3.25), we obtain a shift of the phonon

frequency.86 For the hydrostatic stress, the shift of the phonon frequency
is given by

X
AfiH = T- (P + 20)(Su + 2512) (3.28)

oco/

For the [100] and [111] uniaxial stresses, the threefold degeneracy of the
q = 0 optical phonons is split into a singlet (fis) with an eigenvector parallel
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to the stress and a doublet (fld) with eigenvectors perpendicular to the stress,
where fis and Qd are given by

2
Qs = co,. + A«H + T A« (3.29a)

Bd = co, + AQH - | Afi (3.29b)

The splitting energy (AQ = Jis - fid) is written as

= ns - orf =

X
— (p- <?)(Sn - S12) for [100] stress (3.30a)
2co,-

for [1 1 1] stress (3.30b)

The PDPs could then be determined experimentally by measuring either a
shift of the phonon frequency for each mode (AQS = co, — I2S or AQd =
co, - Qd) or the splitting energy AQ. It is noted that the hydrostatic-pressure
component —(p + 2^)/6co,(= 7,) corresponds to the mode Griineisen pa-
rameter (Section 3.3.2).

Under (100) coplanar stress X (i.e., biaxial stress along the [010] and
[001] directions is assumed), the nonzero strain components in the layer
are

€„ = 2S{2X, €„ = €„ = (Sn + S12)X (3.31)

The energy shift AcoLO for the allowed LO phonon mode is then written as

AcoLO = coLO(X = 0) - coLO(X * 0) = 2AfiH - | AQ (3.32)

where AS2H and Afl are given by Eqs. (3.28) and (3.30a). Typically, for
light scattering from a (100) surface (zinc-blend-type crystals), only the
LO mode is allowed and the TO mode is forbidden in the backscattering
configuration. This coplanar strain configuration is just the case where a
large residual strain is usually induced in lattice-mismatched (strained) su-
perlattices and heterostructures grown on (100) substrates (see Chapter 11).

There have been many reports on the effects of uniaxial stress on the q
- 0 optical phonon frequencies and their degeneracies in semiconduc-
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tors.59'86"94 The information obtained from such studies concerns primarily
the PDPs. Anastassakis et al.59 have studied the effects of uniaxial stress
on the q = 0 optical phonons of InP using Raman and far-infrared spectro-
scopic techniques. They determined the dimensionless PDPs, Ku =
p/co?, K12 = <?/W, and K^ = r/o>?, for both the LO and TO phonons.
If the stress dependence of the LO-TO splitting is significantly large, as in
the case of InP (see Ref. 58), we must consider two different sets of values
forp, q, and r ( K l { , K12, and £44), one for the LO phonons and the other
for the TO phonons.86 In Table 3.6 we list the determined PDPs for InP
together with those for InAs, GaAs, and GaP reported by many workers.
It is noted that the data of GaAs cover a large range of POP values by
different authors. Anastassakis and Cardona94 have also investigated the
effect of a uniaxial stress on the LO and TO phonon frequencies of In-
hardened GaAs. They found that for a stress along [111] the singlet-doub-
let phonon frequency splittings are smaller than those in pure GaAs. They
considered that a possible explanation of this effect may lie in a hardening
of the internal stress parameter due, at least in part, to the increase in the
lattice constant.

The PDP parameters have not yet been determined for InGaAsP quater-
nary. Experimentally, the relatively well-known quantity is the mode
Griineisen parameter7, = —(p + 2^)/(6o;?)[= — (Ku + 2Ku)/f>]. Since
all known 7, values of III-V and II-VI compounds are close to 1.0 (and
especially for InP; see Table 3.5), we can take the same value for InGaAsP
quaternary. The shear deformation parameter (p-#)/(2co?) has not yet been
measured for the InGaAsP quaternary. A general theoretical argument86

indicates that this parameter should be smaller than 1.0, and increase as a
function of ionicity. Phillips's ionicity /j,95 however, does not vary much
for III-V materials. Hence we can use InP values for InGaAsP quaternary.
Of course, we can also use some sort of an interpolation scheme based on
the experimentally determined PDP values for the InGaAsP-related binary
end members listed in Table 3.6.

Once the PDP values are known, a straightforward determination of
strain in semiconductors is possible by measuring the strain-induced shifts
in the q = 0 optical phonon frequencies. Indeed, this type of study has
been extensively done on bulk or epitaxial films of Si, II-VI, and III-V
materials in conjunction with surface treatment,96'97 laser annealing,98 in-
ternal bond stress (in alloys),99 and misfit strain (in strained-layer mate-
rials).74'100'108 Shen and Pollak96 and Hang et al.97 studied the polish-in-
duced strain in InP and GaAs using RS from the LO phonon modes. They
obtained the magnitude and sign of the surface strain as well as the strain
skin depth and strain inhomogeneity for various polishing conditions.
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TABLE 3.6 Phonon Deformation Potentials (PDPs) for InP, InAs, GaAs, and GaP

POP

Ku (LO)

Ku (TO)

#12 (LO)

#12 (TO)

#44 (LO)

#44 (TO)

#ti-#i2 (LO)

#11 -#12 (TO)

InP

-1.6 ± 0.1°
-1.0 ± 0.1*

-2.5 ± 0.1°
-1.6 ±0.1*

-2.8 ±0.1 f l

-1.9 ±0.1*

-3.2 ± 0.1°
-2.1 ±0.1*

-0.18 ±0.02°
-0.18 ± 0.04*

-0.47 ± 0.02°
-0.38 ± 0.04*

1.20 ± 0.02°
0.90 ± 0.04*

0.69 ± 0.02°
0.42 ± 0.04*

InAs GaAs GaP

-2.0 ± 0.1*
-1.0 ± 0.2*
-1.1 ± 0.27

-2.4 ± 0.2*
-1.4 ± 0.2*

-2.7 ±0.1*
-1.5 ±0.2*

-1.6 ± 0.2/

-3.0 ± 0.1*
-1.6 ±0.2*
-1.9 ± 0.1'
-0.60 ±0.16* -0.50 ±0.10'
-0.60 ± 0.20*
-0.54 ±0.12*
-0.50 ±0.10'
-0.53 ± 0.03*

-0.76 ± 0.15C -0.20 ± 0.20C -0.58 ± 0.10'

-0.80 ± 0.40*
-0.80 ± 0.40*
-0.80 ± 0.12*
-0.70 ± 0.10'
-0.88 ± 0.03*

0.70 ± 0.16* 1.06 ± 0.10'
0.45 ±0.12*
0.50 ±0.10/

0.70 ± 0.03*
1.14 ± 0.24C 0.20 ± 0.20C 0.60 ± 0.10'

0.60 ± 0.30*
0.24 ± 0.14*
0.16 ± 0.06'
0.30 ± 0.03*

aObtained from infrared-laser Raman scattering [E. Anastassakis et al., Phys. Rev. B38, 7702 (1988)].
^Obtained from far-infrared reflectivity [E. Anastassakis et al., Phys. Rev. B 38, 7702 (1988)].
CF. Cerdeira et al., Phys. Rev. B 5, 580 (1972).
^E. Anastassakis, J. Phys. C 16, 3329 (1983).
eA. K. Sood et al., Phys. Status Solidi B 129, 505 (1985).
7M. Hunermann et al., Phys. Rev. B 34, 5381 (1986).
*B. A. Weinstein and M. Cardona, Phys. Rev. B 5, 3120 (1972).
^P. Wickboldt et al., Phys. Rev. B 35, 1362 (1987).
i. Balslev, Phys. Status Solidi B 61, 207 (1974).
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4
THERMAL PROPERTIES

4.1 SPECIFIC HEAT AND DEBYE TEMPERATURE

Investigation of the thermal properties in solids is an old topic that arises
in connection with the fundamental physical properties of the solids. A
major step forward in our knowledge concerns the thermal energy content
of a solid. This leads us to one of the most essential thermal parameters,
the specific heat or heat capacity of a solid.1'3 In Fig. 4.1 the specific heat
at constant pressure Cp versus temperature for InP is shown. The data are
taken from a calorimetric investigation by Piesbergen.4 He reported both
Cp and Cv (at constant volume) for several III-V semiconductors and Ge
in the temperature range 12-273.2 K. The measured Cp for InP is nearly
the same as Cv at temperatures below 70 K, but exceeds Cv above 70 K as
a result of thermal expansion of the crystal lattice. Unfortunately, there has
been no detailed report on the specific heat of alloys. Since alloying pro-
duced no significant effect on its lattice dynamic properties (see Chapter
3), it seems that for semiconductor alloys the linear interpolation method
would give generally acceptable specific-heat values. Table 4.1 presents
the interpolated Cp value at 300 K for Inj .^Ga^As^P, ,y quaternary together
with those of the end binary members (InP,4 InAs,5 GaAs,6 and GaP1).

The Debye temperature 0D is a useful parameter in solid-state problems
because of its inherent relationship to lattice vibration. The parameter 0D

can be used in characterizing the excitation of phonons and to describe
various lattice thermal phenomena. The Debye temperatures of many ma-

48
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Figure 4.1 Specific heat at constant pressure Cp versus temperature for InP taken from a
calorimetric investigation. (From Piesbergenl.4)

TABLE 4.1 Specific Heat Cp (at 300 K), Debye Temperature 0D (at 300 K), and 0D(0)
(at 0 K) for InP, In As, GaAs, GaP, In, _ ̂ Ga^As^P, ,y, and In0.53Ga0.47As

Material

InP
InAs
GaAs
GaP
In ,_ x Ga v As v P,_ v

f l

In0.53Gao.47Asa

Cp[J/(g ' K)]

0.322
0.352
0.327
0.313

0.322 + 0.026? - 0.008?2

0.340

0D(K)

422
2806

370
495

422 - 100?
322

0D(0)(K)

320.5
262
344
446

320.5 - 2.0? - 18.0?2

300.5

"Linearly interpolated value using Eq. (2.3).
*At 273 K.
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terials are known very precisely from low-temperature measurements of
specific heat.

The Debye model for lattice vibrational energy yields in the relation6

(4.1)

where F is the Debye function defined by

- J

3*V

oyV-
(4.2)

Figure 4.2 plots the temperature dependence of the effective "calori-
metric" Debye variable 0cal, which results from inverting Eq. (4.1) and
using the values of Piesbergen (Fig. 4.1);4 6ca{ has a constant value (= 0D)
from higher Tto T =* 180 K and decreases gradually, showing a minimum
at T ~ 20 K, and then increases with further decrease of T.

Marcus and Kennedy7 have investigated the relation between the elastic
constant and the Debye temperature at 0 K ["elastic" Debye temperature
0D(0)] in the Debye approximation. Using the Marcus-Kennedy formula,

450

400

350

0>S 300

250

200

InP

100 200

T (K )

300

Figure 4.2 Temperature dependence of the effective "calorimetric" Debye variable 0cal,
which results from inverting Eq. (4.1).4 The open circle is the zero-temperature asymptotic
limit value as deduced by Steigmeier.8
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Steigmeier8 has shown that it would be possible to estimate unknown De-
bye temperatures using simple parameters such as the atomic mass or the
lattice constant. This consideration is based on the observation of Keyes,9

who estimated the unknown elastic constant (see Section 3.2.1). Steigmeier
determined the Debye temperatures 0D(0) of the compounds In As, InP,
AlAs, A1P, and GaP from their lattice constants. The open circle in Fig.
4.2 is the value obtained by him [0D(0) = 320.5 K] (see also Table 4.1).

4.2 THERMAL EXPANSION COEFFICIENT

If the temperature of a crystal is changed, the resulting deformation may
be specified by the strain tensor [e]. The thermal expansion coefficient is a
second-rank symmetric tensor relating the temperature T (scalar quantity)
and the second-rank strain tensor [e] by10

[e] = MT (4.3)

The thermal expansion tensor [a] in zinc-blende-type crystal has the form

ath 0 0

0 ath 0

0 0 ath

(4.4)

The linear expansion coefficient ath [= (l/a0)(3a0/3r)p] is known to be
proportional to the specific heat Cv (Griineisen's rule):

(4.5)

where 7 is the average Griineisen parameter, C0 is the compressibility (see
Chapter 3), and V is the volume of the crystal. The expansion coefficients
depend markedly on the temperature and are positive for most crystals.

The coefficient ath is usually determined by measuring the temperature
dependence of the lattice constant. Experimental evaluations of ath for InP
have been done below room temperature by Sirota et al.11'12 and Deus et
al.13 and above room temperature by Bernstein and Beals,14 Kudman and
Paff,15 Bisaro et al.,16 and Pietsch et al.17 We plot in Fig. 4.3 the linear
expansion coefficient ath as a function of temperature for InP. The data are
derived from Refs. 11 and 12 (solid circles), 13 (open circles), 15 (open
square), and 16 (open triangle). It can be seen in the figure that ath de-
creases from its positive value on cooling, passing through zero for T =
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Figure 4.3 Linear thermal expansion coefficient ath as a function of temperature for InP.
The experimental data are taken from Refs. 11 and 12 (solid circles), 13 (open circles), 15
(open square), and 16 (open triangle). The solid line is the calculated result of Kagaya and
Soma21.

100 K (solid circles). Deus et al.I3 also found the negative character of ath

at temperatures below 64 K (open circles). They, however, reported no
detailed information below 40 K because of the lower limit of the temper-
ature interval in this region.

It is well known that not only zinc-blende materials but also diamond-
type semiconductors show an unusual negative thermal expansion below
~100 K.18"20 For InP Kagaya and Soma21 have predicted theoretically a
negative thermal expansion below 75 K using lattice dynamic and homo-
geneous deformation methods. The expansion parameter ath was given by
means of Eq. (4.5). They calculated the temperature-dependent average
Griineisen parameter 7 by summing the phonon modes over the irreducible
4^th part of the Brillouin zone. The obtained ath showed negative values at
low temperatures. Their result is also reproduced in Fig. 4.3 by the solid
line. Similar theoretical consideration, but based on density- functional-
theory calculations of thermodynamical potentials (total energies and en-
tropies) have been performed by Biernacki and Scheffler.22 Their result
showed excellent agreement with published experimental data of Si, and
they concluded that the origin of the negative expansion effect is traced
back to the entropy contribution of the Gibbs free energy.

The In^^Ga^As^Pj^/InP quaternary system is a promising material
system for high-speed transistors and optoelectronic device applications.
The efficiency and performance of such devices depend on the defect level
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present in the material and how likely those defects are to be mobile under
device operating conditions. A difference in the thermal expansion coeffi-
cient usually exists between the two different heterojunction materials, and
thus the lattice can be strained and dislocations may be produced. The dif-
ference in the thermal expansion can also produce a driving force that moves
the defects in heterojunctions.

The composition dependence of the expansion coefficient ath has been
measured for many semiconducting alloys^ including InGaP,23 GaAsP24'25

AlGaP,26 and InGaAsP alloys.16'17'27'28 In Table 4.2 and Fig. 4.4 we pre-
sent the expansion coefficient difference Aath between Ini^xGaxAsyPl^y

and InP versus composition parameter y. Bert et al.27 have measured the
difference in ath in the In^^Ga^As^Pj.^/InP heterostructure system at
temperatures from 23 to 600°C. These results are shown in Fig. 4.4 by the
open circles. Biksaro et al.16 have also determined ath values of
In^GajASyP^y lattice-matched to InP (y = 0.0, 0.6, and 1.0) in the
temperature range 25-400°C. The values they obtained are 4.56 ± 0.10
for InP (y = 0.0), 5.42 ± 0.10 for y = 0.60, and 5.66 ± 0.10 for
Ino.53Gao.47As (y = 1.0) (all in 10~6/°C). Their results are also indicated
in the figure by the solid circles. It is clear from the figure that Aath in-
creases with increasing y. The solid line is obtained from the linear inter-
polation scheme of Eq. (2.3). The binary data used are as follows: 4.56 x
10~6/°C for InP, 5.16 X 10-6/°C forlnAs, 6.40 x 10"6/°C for GaAs,
and 5.91 x 10~6/°C for GaP. As clearly seen in Fig. 4.4, the values
estimated from the interpolation scheme are in very good agreement with
Bert's experimental data. The calculated Aath, as a function of y, is almost

TABLE 4.2 Thermal Expansion Difference Aalh =
Oth (In^GajASjP,.^) - o^InF) as a Function of
Composition Parameter y (-300 K) (o^ for InP
Assumed to be 4.56 x 10~6/°C)

Acx th(xl(T6/0C)

0 0.0
0.39 0.46a

0.50 0.63fl

0.60 0.73*
0.60 0.86*
0.74 0.85°
0.84 0.95°
1.00 1.08°
1.00 1.10*

flN. A. Bert et al., Sov. Phys. Tech. Phys. 26, 610 (1981).
*R. Bisaro et al., Appl. Phys. Lett. 34, 100 (1979).
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Figure 4.4 Thermal expansion difference Aath = ath (ln\ _^Ga^As^Pi ,y) - ath(InP) ver-
sus composition y (-300 K). The solid and open circles are taken from Refs. 16 and 27,
respectively. The solid line is obtained from the linear interpolation scheme of Eq. (2.3).

a linear relationship given by (in 10 6/°C)

Acxth()0 = 1.18y (4.6)

Pietsch29 has studied theoretically the thermal expansion coefficients of
alloys by means of a perturbation treatment with the use of a Keating-like
approach for the strain energy of binary members. He found that the cal-
culated bowing parameters for ath coincide with the published experimental
findings. The athin a strained material system, GaAs films on Si(OOl) sub-
strates, has been studied by Lucas et al.30 between 20 and 450°C. They
observed that the measured c*th of GaAs in the direction parallel to the film
plane follows the thermal expansion of the Si substrate and is therefore
smaller than in bulk GaAs. The ath values for GaAs films on Si(OOl) sub-
strates in the direction parallel and perpendicular to the film plane were
3.46 x 10"6 and 8.91 x KT6/°C, respectively. Pietsch and Marlow28

have also discussed the effects of a thermally created elastic strain on ath

in tetragonally strained epitaxial layers of In^/ja^As^!.^ on InP(OOl)
substrates. They demonstrated that the thermally created strain is higher
than expected for a cubic "relaxed" material. The anisotropy of ath in



4.3 LATTICE THERMAL CONDUCTIVITY 55

Ino.53Gao 47As/InP thin multilayers has also been determined by measuring
the temperature dependence of the lattice mismatch with respect to the sub-
strate.31 This study suggested that the influence of the elastic interaction
through the interfaces on ath is not noticeable.

4.3 LATTICE THERMAL CONDUCTIVITY

Lattice thermal conductivity (1 /W), or thermal resistivity (W), results es-
sentially from interactions between phonons and from the scattering of pho-
nons by crystalline imperfections. Knowledge of the thermal conductivity
of semiconductors plays an important role in the design of power-dissipat-
ing devices (e.g., Peltier devices). A useful description of the theoretical
and the practical aspects of thermal conductivity in semiconductors is given
by Steigmeier and Kudman,32 Holland,33 Maycock,34 and Bhandari and
Rowe,35 who review some of the work done on III-V compounds, includ-
ing some of the ternary and quaternary alloys.

An exact calculation of the lattice thermal conductivity for the III-V
binaries is possible, in principle, but lack of knowledge of various param-
eters (e.g., anharmonic forces and lattice vibration spectra) and the diffi-
culty of obtaining exact solution of phonon-phonon interactions are for-
midable barriers. In Fig. 4.5 we show the temperature dependence of the
thermal conductivity l / W f o r InP, InAs, GaAs, and GaP. These data are
taken for InP from Ref. 36, for InAs from Refs. 37 and 38, for GaAs from
Refs. 39 and 40, and for GaP from Ref. 32. In most III-V semiconductors33

we observe experimentally that the thermal conductivity of a pure single
crystal is zero at 0 K and rises approximately exponentially to a maximum
near 10 K, falls somewhat faster than 1/T, and then varies approximately
as 1 IT to the melting point.

In the case of alloy compounds, an additional contribution, which is the
result of a random distribution of constituent atoms in sublattice sites,
should be taken into consideration. A phenomenologic model of the ther-
mal conductivity for ternary alloys was first proposed by Abeles.41 He has
done calculations using an analysis of the lattice thermal conductivity that
was reasonably successful for semiconducting alloys. His theory is based
on the model developed by Klemens42 and Callaway,43 and starts from three
kinds of relaxation times: r^1 = B\u2 (three-phonon normal process),
TV\- #2^2 (three-phonon Umklapp process), and r^1 = /IFco2 (strain and
mass point defect), where co is the phonon frequency, Bl9 B2, and A are
constants independent of co, and F is the disorder parameter and is a func-
tion of the masses and radii of the constituent atoms. The thermal resistivity
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Figure 4.5 Temperature dependence of the thermal conductivity 1 / W for InP, InAs, GaAs,
and GaP. The experimental data are taken for InP from Ref. 36, for InAs from Refs. 37
and 38, for GaAs from Refs. 39 and 40, and for GaP from Ref. 32.

W(x) obtained by Abeles is written as

n~l UWW . 5
= ( ! + - «

U

[1 - (tan"' U/U)]2

[(1 + a)/5a]U4 - (1/3)C/2 - (tan"1 U/U) +

with

t/(;c)2 = U0(x)2 (1 +

f/0(jc)2 = ^^

(4.7)

(4.8a)

(4.8b)
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In Eqs. (4.7) and (4.8), Wp(x) is the thermal resistivity of the crystal in
which the disorder lattice is replaced by an ordered virtual crystal, a is a
normal-process : Umklapp-process scattering ratio (i.e., a = B}/B2), and
/4, is nearly constant within a family of the III-V compounds. Then T(JC)
can be expressed by

*••>
where AM = MA - MB, A6 = 6A - 5B, M(x) = JtMA 4- (1 - ;c)AfB, and
5(*) = *6A -f (1 — x)8E [Mt and 6, (i = A, B) are the masses and radii of
the constituent atoms and e is regarded as a phenomenologic, adjustable
parameter]. The first and second terms in the curly bracket of Eq. (4.9)
correspond to the contributions from the mass-defect and strain scatterings,
respectively.

Abeles's model has been successfully used for many III-V ternaries by
Adachi,44 Nakwaski,45 and Szmulowicz et al.46 Adachi44 has shown that
the simple expression

W(x) = xWAC + (1 - X)WBC + CA_BJC(! - x) (4.10)

is essentially the same as that of Abeles's result [i.e., Eq. (4.7)], where
W^c and WBC are the values for the binary members and CA_B is a contri-
bution arising from the lattice disorder generated in the ternary AXB1 _^C
system by the random distribution of A and B atoms in one of the two
sublattice sites. In an AI .^B^C^D, _^ quaternary system, not only should
the A-B disorder due to the random distribution of the A and B atoms in
the cationic sublattice and the C-D disorder due to the random distribution
of the C and D atoms in the anionic sublattice be taken into consideration,
but also the fact that both the cationic and anionic sublattices are disordered
as well.45

Various experimental data on the III-V ternaries have led to an increased
understanding of the thermal conductivity phenomena in these materials. It
is important to point out that when large numbers of foreign atoms are
added to a host lattice as in alloying, the thermal conductivity may decrease
significantly. In fact, the published experimental data on the III-V terna-
ries, AlGaAs,47 InGaAs,34'48'50 InGaP,51 InAsP,34'52 and GaAsP,34'53 ex-
hibited strong nonlinearity with respect to alloy composition. Such com-
positional variations can be successfully explained by the quadratic func-
tion of Eq. (4.10).

Figure 4.6 shows a schematic drawing of the room-temperature thermal
resistivity of the four ternary alloy boundaries.44 The bowing parameters
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Figure 4.6 Three-dimensional representation of the room-temperature thermal resistivity
W for lnl.xGaxAsyPl .y quaternary alloy over the entire range of compositions. (From
Adachi.44)

used are as follows: CIn_Ga = 72 (deg • cm)/W for In, ^Ga^As and
In, -xGaxP and CAs_P = 25 (deg • cm)/W for InAsyP, _y and GaAs^P, _ r

The bold line in the figure is the locus of W(x, y) for compositions of
In, ^^Ga^As^P, _ r lattice-matched to InP.

Yet despite the fundamental importance of the In, ^Ga^-As^P, _y quater-
nary system to semiconductor laser applications, little has been reported
concerning thermal-conductivity properties of the system.44'46'51'54 Both et
al.54 have reported the thermal resistivity for In, _xGaxAsyPl _ y alloys of
target compositions y = 0.0-1.0 in steps of 0.2 measured by a ther-
mal-transient method. The samples were grown by liquid phase epitaxy
(2-3.5-fim thick). Their measured InP value is somewhat larger than that
reported by Maykock,34 but the Ino 53Gao 47As value agrees well with that
of Abrahams et al.48 (see Table 4.3).

We plot in Fig. 4.7 the room-temperature thermal resistivity W as a
function of y for Inj -xGax As^P, _y lattice-matched to InP. The solid circles
are the experimental data taken from Both et al.54 The solid and dashed
lines are, respectively, the calculated results of Adachi's44 and Nakwaski's45

models. It is clear that both the models explain the experimental findings
well. The theoretical curve (solid line) shows that W increases markedly
with alloying and exhibits a maximum of about 24 (deg • cm)/W at an
alloying composition of y » 0.75. Both the theory and the experiment
indicate that the thermal resistivity of the Ini-xGaxAsyPi-y alloy in the
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TABLE 4.3 Room-Temperature Thermal Resistivity
W of In, ,XG*X\syPl .y Lattice-Matched to InP

W [(deg • cm)/W]

y
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.82
0.9
1.0

Measured

1.14,° 1.47*

12.3-16.6*

18.0-30.3°

20.4-26.5"

20.5-25.0°

16.4-23.4,° 20.4C

Calculated""

1.47
7.05

11.84
15.83
19.02
21.40
22.96
23.71
23.63

22.71
20.95

°W. Both et al., Cryst. Res. Technol 21, K85 (1986).
bP. D. Maycock, Solid-State Electron. 10, 161 (1967).
CM. S. Abrahams et al., J. Phys. Chem. Solids 10, 204 (1959).
rfS. Adachi, J. Appl Phys. 54, 1844 (1983).

composition range of fiber optical-communication (y ~ 0.6 for 1.3-/>tm
wavelength and y = 0.9 for 1.55-ftm wavelength) is about 20 times higher
than that of InP.

We limited our discussion to room temperature. The available data sug-
gested that for any sample at higher temperatures, a law l/W = AT~" is
followed. The factors n obtained at 300 K from Fig. 4.5 are 1.55 for InP,
1.20 for InAs, 1.25 forGaAs, and 1.30 for GaP (i.e., 1.20 ̂  n ^ 1.55).
These are stronger temperature dependences than is predicted for the three-
phonon processes, and probably indicate the presence of higher-order pro-
cesses. If we take n = 1.375 for Int ./Ja^As^ _y quaternary, the maxi-
mum error introduced in the temperature range 150-600 K is 13% which
is less than the other uncertainties. The value of A is known to be dependent
on the doping level. One should note that the binary data used in the
calculations44'45 were for undoped materials. Very heavily doped samples
could have significantly lower thermal conductivities (i.e., smaller A val-
ues).39'40

Regarding the thermal time constant of the laser-diode chip itself,
Fujita55 described a method of investigation. It relies on current-modulated
injection as the source of modulated heating. He made use of the fact that
the output light power depends on the injected current and junction tem-
perature. The thermal time constant r can be related to the thermal resis-
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Figure 4.7 Room-temperature thermal resistivity W versus composition y for
In, ,xGaxAsyPl _ y lattice-matched to InP. The solid circles are the experimental data taken
from Ref. 54. The solid and dashed lines are the calculated results of Adachi's44 and
Nakwaski's45 models, respectively.

tivity W by L2CVW, where L is a characteristic length (from source-to-
sensor) and Cv is the specific heat. He reported a value of r = 11.7 x
10~6 s for an In, _^Ga^AsyP, ,y laser of 1.3-jun lasing wavelength. The
thermal conductivity of heterostructure laser devices can be calculated using
a model of Joyce and Dixon56 in which two-dimensional heat flow is as-
sumed to proceed from a uniformly excited stripe to a constant-temperature
heat sink on one face.
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5
COLLECTIVE EFFECTS AND SOME
RESPONSE CHARACTERISTICS

5.1 STATIC AND HIGH-FREQUENCY DIELECTRIC
CONSTANTS

The concept of the dielectric behavior of solid is an old one that is impor-
tant for several electron-device properties.1 Below the reststrahlen range in
optical spectra (see Section 8.2), the real part of the dielectric constant
asymptotically approaches the static or low-frequency dielectric constant
es. The optical constant connecting the reststrahlen-near-infrared range is
called the high-frequency (or optical) dielectric constant 600. The dielectric
constants are second-rank tensors having the following form in the zinc-
blende crystal:2

[e] =

e 0 0

0 e 0

0 0 e

(5.1)

The dielectric constant es can be written as

(5.2)

where M is the reduced mass of the crystal, N is the number of unit cells
per unit volume, and eT is the effective charge. The dielectric constants es
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and €«, are also related to the long-wavelength optical phonon frequencies
by the Lyddane-Sachs-Teller relationship:

.
foo WTO/

The static dielectric constant es of InP has been reported by several au-
thors. Neidert et al.3 measured microwave resonant frequencies in semiin-
sulating InP at 5-18 GHz and obtained an average value of es = 12.55 at
300 K. Meiners4 also found a value of es = 12.56 ± 0.2 (at 300 K) from
low-frequency capacitance measurements. Seeger5 has recently applied a
microwave transmission interference method developed by Howell6 for the
determination of es of semiinsulating InP at temperatures of 77 and 300 K.
He obtained es = 12.2 at 77 K and 12.5 at 300 K.

The term €«, is the dielectric constant for frequencies well above COLO CO
and below the electronic absorption edge. Pikhtin and Yas'kov7 reported
€« of InP to be 9.3 at 77 K and 9.5 at 298 K. Newman8 also determined
the values es = 15 and €«, = 10.6 for InP from the reflectance spectrum in
the reststrahlen range. These values are, however, considerably larger than
those widely used (e.g., €«, = 9.55,9 9.61, 10 and 9.7911). The calculated
values from the Lyddane-Sachs-Teller relationship of Eq. (5.3) with o>LO

= 346.4 cm"1, COTO = 304.5 cm"1 (see Table 3.4), and es = 12.5 is e^
= 9.66.

Some data on the temperature dependence of the dielectric constants at
atmospheric pressure have been reported. These include results on InP in
the temperature range 100-300 K,4 on GaAs in the ranges 100-300 K12'13

and 4.2-350 K,14 and values of es at a few temperatures for GaP.15'16 These
data showed that the values of es decrease with decreasing temperature. For
InP4 a value of 12.56 ± 0.2 was obtained at 300 K and an extrapolated
value of 11.93 ± 0.2 was obtained at 77 K. Below about -220 K it can
be expressed by the relationship cs = 11.76 + 2.66 x 10~3 T.

Samara14 has studied the hydrostatic-pressure effects on es for GaAs and
GaP for pressures up to 0.7 GPa. He reported the values of es and its log-
arithmic pressure derivatives for these materials. Anastassakis et al.10 also
reported the volume coefficient d In e^/d In V(= 0.9 ± 0.3) of the high-
frequency dielectric constant for InP. This value for GaAs is reported to
be 0.7 (de^/dp = -0.09 GPa"1).17 It is known that the dominant contri-
bution to the decrease of €« in covalent semiconductors under pressure
arises from the change in the microscopic polarizability, which is a de-
creasing function of volume.

Adachi has studied in Ref. 9 the general properties of es and e^ for a
specific family of compounds, namely, III-V and II- VI compounds, and
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concluded that the constants could be deduced by the use of the linear
interpolation method. The simplest linear interpolation method is the use
of Eq. (2.3). The relative permittivity e of a medium containing a mixture
of dipoles of /th type having polarizability at and occurring with a density
NI per unit volume, is given by the Clausius-Mosotti relation

(5.4)

From this relation18'19 we can obtain e(x, y) for Int .
nary

_y quater-

efcc, y) + 2 J e(InAs) + 2

e(GaAs) - 1
e(GaAs) + 2

- V)y) e(InP) + 2

€(GaP) - 1
e(GaP) + 2

(5.5)

In Fig. 5.1 we show the interpolated es and e^ as a function of y for
In, -.xGaxAs^P, .^quaternary. The solid and dashed lines are, respectively,
calculated from Eqs. (2.3) and (5.5). It is clear from the figure that these
methods give nearly the same interpolated values. In Table 5.1 we sum-
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Figure 5.1 Static and high-frequency dielectric constants, es and «„, as a function of y for
In^Ga^ASyPi-j, lattice-matched to InP. The solid and dashed lines are, respectively,
calculated from Eqs. (2.3) and (5.5).
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TABLE 5.1 Dielectric Constants es and €«, at 300 K
(Atmospheric Pressure) for InP, InAs, GaAs, GaP,

, and hio

Material

InP
InAs
GaAs
GaP
In^Ga^As^P,../
Ino.53Gao.47Asfl

es

12.50
14.60
13.18
11.11

12.50 + 1.44y
13.94

Coo

9.66
12.25
10.89
9.11

9.66 + \.95y
11.61

"Linearly interpolated value using Eq. (2.3).

marize the values of es and 600 for InP, InAs, GaAs, GaP,
In! .^Ga^ASy?! _y , and Ino 53Gao.47As.

5.2 PIEZOELECTRICITY

5.2.1 Piezoelectric Stress and Strain Constants

Piezoelectricity is the generation of electronic polarization by application
of stress to a crystal lacking a center of symmetry. An important aspect of
the zinc-blende structure is the absence of a center of symmetry or inver-
sion. The III-V compounds crystallizing in the zinc-blende structure are
the simplest crystals lacking a center of symmetry and, hence, capable of
exhibiting piezoelectric and related effects. The piezoelectric tensor in zinc-
blende crystals has the form

W =

0 0 0 el4 0 0

0 0 0 0 e,4 0

0 0 0 0 0 e{4

(5.6)

that is, it has only one tensor component el4.
In Table 5.2 we list the experimental and calculated values of e}4 for

InP. Arlt and Quadflieg20 have determined piezoelectric constants for a
variety of semiconductors by piezoelectric Hall-effect measurements and
have proposed the macroscopic origins of piezoelectricity as being due to
such as ionic polarization, strain-dependent ionicity, and electronic polar-
ization. They did not, however, carry out measurements on InP. Boyle and
Sladek21 have measured the attenuation of ultrasonic longitudinal waves
(30, 90, and 150 MHz) traveling in the [110] direction in Cr-doped, n-type
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TABLE 5.2 Piezoelectric Constant eu (C/m2) of InP

Measured Calculated

|0.040 + 0.002|fl |0.29|*
-0.035C

-0.1 \5d

-0.093*
+0.056/

flW. F. Boyle and R. J. Sladek, Solid State Commun. 16, 323
(1975).
*F. S. Hickernell, IEEE Trans. Sonics Ultrasonics SU-13, 73
(1966).
CJ. C. Phillips and J. A. Van Vechten, Phys. Rev. Lett. 23, 1115
(1969).
rfK. Hubner, Phys. Status Solidi B 57, 627 (1973).
'M. Miura et al., J. Phys. Chem. Solids 42, 931 (1981).
7S. D. Gironcoli et al., Phys. Rev. Lett. 62, 2853 (1989).

InP, and determined the piezoelectric constant \el4\ to be 0.040 ± 0.002
C/m2 at atmospheric pressure. Nichols and Sladek22 also subjected InP
samples up to 2 kbar of hydrostatic pressure and found that the pressure
did not change the piezoelectric constant significantly (\el4\ = 0.042 C/m2

at 2 kbar).
We shall discuss the piezoelectric constants of specific families of binary

compounds—namely, the III-V and II-VI compounds—from a simplified
point of view. The plots of e[4 versus Phillips's ionicity f{ for some of the
III-V and II-VI compounds are shown in Fig. 5.2. Many theoretical
works20'23"30 have been performed to understand piezoelectric properties of
crystals. It is clear from the figure that e{4 passes through zero at/- ^ 0.5
while undergoing a reversal in sign (i.e., smaller f{ values of the III-V
compounds possess negative e{4 values and larger f{ values of the II-VI
compounds possess positive ones). Theoretical calculations of the piezo-
electric constant el4 of InP have yielded widely different values ranging
from |0.29| to +0.056 C/m2 (see Table 5.2). Phillips and Van Vechten23

showed the reversal in sign of e{4 on going from A f = l , 2 t o J V = 3 i n
tetrahedrally-coordinated ANB*~N crystals based on the lattice-dynamic
treatment with the addition of the concept of their ionicity scale. Hiibner25

also predicted £14 values for a number of the III-V, II-VI, and I-VH com-
pounds and found them to be in good numeric agreement with experimental
data including sign. He gave the value of el4 = -0.115 C/m2 for InP.
Similar consideration has been made by Miura et al.,26 who obtained el4

= -0.093 C/m2 for this material.
More recently, Gironcoli et al.30 have presented an ab initio approach

to piezoelectricity in semiconductors. The piezoelectric tensor was given
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Figure 5.2 Plots of el4 versus Phillips's ionicity f{ for some of the III-V and II-VI bi-
naries. The values for InP (solid circles) are taken from Table 5.2.

in their model by the stress induced by a homogeneous electric field, and
the perturbation was treated self-consistently by linear response, thus
avoiding both supercells and numeric differentiation. They calculated el4

of nine III-V binary semiconductors (Al, Ga, In)(P, As, Sb) and found
that, contrary to common belief, two III-V semiconductors A1P and InP
have positive el4 values (the value of el4 for InP they obtained is +0.056
C/m2). This result is, thus, in direct contrast to those obtained by Hiibner25

and Miura et al.26 Unfortunately, however, no experimental determination
of the el4 sign of InP has been reported to date.

The piezoelectric effects are significant especially for the study of trans-
port properties in semiconductors. The piezoelectric scattering of electrons
in semiconductors is usually not of major practical importance, except in
high-quality crystals, because of impurity scattering. At low temperatures
(^50 K), however, lattice scattering of electrons is known to be dominated
by the piezoelectric interaction, which causes elastic scattering due to rel-
atively low-energy acoustic phonons. Rode31 has used the value of \el4\ =
0.035 C/m2 to analyze electron-transport properties of InP. This value
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corresponds to that predicted by Phillips and Van Vechten.23 The piezo-
electric constant e{4 of In, .^Ga^As^ ,y quaternary is thought to be suc-
cessfully estimated by the linear interpolation scheme, because the Phil-
lips 's ionicity does not vary much for the end binaries.32 In Fig. 5.3 we
show the interpolated \el4\ as a function of y for In, ^Ga^As^P, _ y lattice-
matched to InP. The experimental data of the end binaries used in the cal-
culation are 0.040 (InP21), 0.045 (InAs20), 0.16 (GaAs20), and 0.10 (GaP33)
(all in C/m2). The interpolated values show a weak nonlinearity with re-
spect to the composition y (see Table 5.3).

The piezoelectric strain constant dktij9 which has the same tensor form
as Eq. (5.6), is connected reciprocally with the piezoelectric stress com-
ponent ek^mn through

dktij = S Sijmnektfi (5.7)

where Sijmn is the elastic compliance constant discussed in Section 3.2. In
the case of zinc-blende crystals, the tensor [d] can be expressed only by
the component d14:

— £44^4 (5.8)

Like el4, the calculated dl4 of In! _xGaxAsyP{ _y quaternary shows a weak
nonlinearity with respect to the composition y (see Fig. 5.3).
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Figure 5.3 Piezoelectric stress (|e|4|) and strain constants (\dl4\) as a function of y for
In, _,Ga,As,,P| _, lattice-matched to InP.
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TABLE 5.3 Piezoelectric Constants, |e,4| and |</14|, and Electromechanical
Coupling Constant A^110] for InP, InAs, GaAs, GaP, Inj _xGaxAs^Pj _ v , and

Material

InP
InAs
GaAs
GaP
III] _^Ga^AsyPi_y

Ino.5aGao.47As

kwl (C/m2)

0.040
0.045
0.16
0.10

0.040 + 0.033);
+0.026/

0.099

M 1 4 | (x lO- 1 2 m/V)

0.88
1.14
2.69
1.42

0.88 + 0.69y
+0.46/

2.03

in3*'21U A . J I I O J

0.32
0.40
3.69
1.44

0.32 + 0.30?
+ 1.00/

1.62

5.2.2 Electromechanical Coupling Constant

It is known34 that injected ultrasonic waves can be amplified in piezoelec-
tric semiconductors by the application of a sufficiently high electric field
because of the strong interaction with mobile electrons. Domains of intense
acoustic flux, showing a broad band of frequencies in the low-GHz range,
can also be produced in piezoelectric semiconductors, such as GaAs35 and
GaSb,36 by acoustoelectric amplification of phonons from the thermal equi-
librium spectrum. The gain of such acoustoelectric interactions can be ex-
plained in terms of the material parameter A'2, called the electromechanical
(piezoelectric) coupling constant?1^ Carrier mobilities in semiconductors
are also strongly affected by this parameter. The parameter value is also
necessary in calculating figures of merit for piezoelectric (acoustoelectric)
transducer devices.39

The coupling constant K2 is a crystal-direction-dependent quantity. The
maximum coupling of transverse acoustic waves is along the [110] direc-
tion for zinc-blende crystals, which is the reason why the majority of ex-
periments have been carried out with crystals cut in this direction.34'36 In
this case, the coupling constant can be written as

(5.9)
44

where e{4 is the piezoelectric stress constant (see Table 5.3), e0 is the di-
electric permittivity of free space, es is the static dielectric constant (Table
5.1), and C44 is the elastic stiffness constant (Table 3.1). The calculated
value of #[no] for In, ^Ga^-As^P, _ y quarternary, as a function of y, is
given by a quadratic form:

= (0-32 -I- 0.30^ + l.OOy2) x 10"3 (5.10)
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5.3 FROHLICH COUPLING CONSTANT

The coupling between the electrons and longitudinal optical (LO) phonons
cannot be neglected in the studies of transport and optical properties in
polar semiconductors. A measure of the interaction between the electron
and LO phonons can be represented by the well-known Frohlich coupling
constant:40

. _ (5.U)
2 "ULO

where e is the electronic charge and m" is the effective electron mass (i.e.,
the conductivity effective mass) as will be discussed in Section 6.2. This
constant depends strongly on the ionic polarization of the crystal, which is
related to the dielectric constants es and e«,. The high-frequency dielectric
constant e^ is determined by measuring the wavelength dependence of the
refractive index. The Debye temperature of the LO phonon frequency is an
important parameter in the study of the polaron mobility at finite temper-
atures. This temperature is defined by

(5.12)

where kB is the Boltzmann constant. The last parameter we need in order
to consider the coupling constant aF is the electron effective mass m". This
mass corresponds to the conductivity effective band mass. [Note that the
conductivity effective mass in the F minimum is equal to the density-of-
states effective mass (see Section 6.2).]

Because of the lack of experimental data, we have to restrict ourselves
in obtaining CXF of In! .^Ga^As^ __x quaternary by the interpolation
scheme. Figure 5.4 presents the results of this calculation. The end-binary
data used are listed in Table 5.4. As seen in the figure, the composition
dependence of ap shows a relatively remarkable nonlinearity. To obtain
accurate values of aF in the alloy system, we must take into account the
effects of multiple LO phonons present (see Section 3.3.3). The case of
ternary alloys where two LO phonon modes exist has been considered by
Nicholas et al.,41 who defined a value of ap for each LO phonon. Nash et
al.42 have also discussed the Frohlich electron-phonon interaction and the
Lyddane-Sachs-Teller splittings [see Eq. (5.3)] of optical phonon modes
in alloys with two-mode behavior. They found that the electron-phonon
coupling in 1% 53Gao 47As is much weaker for the InAs-like modes than for
the GaAs-like modes. The primary reason for this effect was considered to
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Figure 5.4 Frohlich coupling constant aF as a function of y for Ini .^
matched to InP.

i _., lattice-

TABLE 5.4 Frohlich Coupling Constant aF of InP,
In As, GaAs, GaP, In^^Ca^s^-.^, and

Material

InP"
InAsa

GaAs*
GaPfl

In^Ga^As^P,^
Ino.53Gao.47As

«F

0.113
0.052
0.068
0.201

0.113 - 0.022y -
0.059

0.032/

°3. T. Devreese, Polarons in Ionic Crystals and Polar Semicon-
ductors, North-Holland, Amsterdam, 1972.

be coupling of the LO distortions of the alloy by the macroscopic electric
field.
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6
ELECTRONIC ENERGY-BAND
STRUCTURE

6.1 FUNDAMENTAL ABSORPTION EDGE AND OPTICAL
TRANSITION ENERGIES

The In, _ ̂ Ga^ASyP, _y/InP heterojunction system offers, for device appli-
cations, the unique feature that the energy band gap can be varied by vary-
ing its alloy composition. Experimental data on the variation of the fun-
damental absorption edge, higher-energy direct gaps, conduction- and
valence-band effective masses, and band-gap discontinuities are now avail-
able for this alloy system. Such band-structure related material parameters
are basic to the description of radiative and non-radiative (Auger) recom-
binations, carrier mobility, impact ionization, carrier confinement effi-
ciency, and other parameters.

The electronic energy-band structure of In, _^Ga^ As^Pj ,y alloy has been
studied experimentally in detail by a number of groups.1"16 A wide variety
of band-structure calculations have given fundamental understanding of the
subject.17'22 Some interpolation schemes based on a general principle of
simplicity have also been proposed to predict the band-gap variations of
this alloy system.23"32

In Fig. 6.1 we produce the energy-band structure of InP as calculated
by an empirical nonlocal pseudopotential method by Chelikowsky and
Cohen.33 The fundamental absorption edge of InP corresponds to direct
transitions from the highest valence band to the lowest conduction at the T
point in the Brillouin zone (BZ) [i.e., r\s -» H; single-group notation].
The spin-orbit interaction splits the T\5 valence band into Tg and r? (dou-
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Figure 6.1 Electronic energy-band structure of InP along several lines of high-symmetry
direction. (From Chelikowsky and Cohen.33)

ble-group notation; splitting energy A0), and the F^5 conduction band into
F7 and r£ (splitting energy AQ). The corresponding optical transitions at
or near k = 0 (F) are, respectively, labeled EQ [TI(TV

15) -> F^(F^)], EQ +

FC
7(F^5); dipole-forbidden], E0 + A^F^F^) -* r|(T?5)], and E'Q +

A£ + A0[r}(F1[5) -> rS(T?5)]. A further E^ transition, found in the cal-
culation,33 is located along [100] (A) about 20% of the way to X[£o(A);
A 5 -> A §]. The spin-orbit interaction also splits the £3 (A 3) valence band
into L\ (s(A4 f 5) and Ll(Al). The corresponding transitions are, respec-
tively, labeled £,[LJfS(L5) -> LC

6(L
C

{) or A^ 5(A5) «* A|(A?)] and £, +
A t [LJ(L5) ^ L^(L^) or A£(A3) -* Ag(A?)]. The E2 transitions are ex-
pected to take place along the [110] (E) or near X9 and occur in InP for
energies close to the EQ and £Q + AQ critical points (CPs). The E\ tran-
sitions take place near the L point [L\t5(LD -» L\(L\)}. The lowest indi-
rect absorption edges correspond to transitions from the highest valence
band at the F point to the lowest conduction band at the L(X) point [i.e.,
Et<Tl ^ LC

6) and E*(Tl -* X$)].
We list in Table 6.1 the energies of CP's in InP measured at a few

temperatures by several authors. We also list in Table 6.2 the energy ei-
genvalues at the F, X, and L points for the valence bands and first few
conduction bands for InP as calculated by Chelikowsky and Cohen.33 Fig-
ure 6.2 shows the calculated electronic density of states (DOS) for InP.33

The dashed line is the experimentally obtained DOS for the valence bands
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TABLE 6.1 Energies of CPs in InP at a Few Temperatures (in eV)

Temperature (K)

2

4.2
5

h,Q /SQ ~\" AQ E\ E\ ~\~ A]

.4241*

.4182*

.4183C

.4185°

.41 85*

.4243"

.423/ 1.531'

.4182* 1.5263s 3.24' 3.38'

J7' IT
^0 ^2

Range Range

4.78' 5.10'

1.4205'1
5.77'

"J. U. Fischbach et al., Solid State Commun. 11, 721 (1972).
*A. M. White et al., J. Phys. C 5, 1727 (1972).
CF. Evangelist! et al., Phys. Rev. B 9, 1516 (1974).
dW. Ruble and W. Klingenstein, Phys. Rev. B 18, 7011 (1978).
'M. A. Abdullaev et al., Sov. Phys. Semicond. 23, 724 (1989).
'P. Rochon and E. Fortin, Phys. Rev. B 12, 5803 (1975).
*J. Camassel et al., Phys. Rev. B 22, 2020 (1980).
*W. J. Turner et al., Phys. Rev. B 136, A1467 (1964).
'C. V. de Alvarez et al., Phys. Rev. B 6, 1412 (1972).
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Figure 6.2 Calculated electronic density of states (DOS) for InP. The dashed line is the
experimental result for the valence bands obtained by X-ray photoemission spectroscopy.34

(From Chelikowsky and Cohen,33)
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by Ley et al. (X-ray photoemission data).34 The DOS curve in the valence
band shows a maximum near 2 eV associated with the L4 5, L6, X6, and X1

valence bands (see Table 6.2). The strong peak near 6.0 eV is due to the
X6 and L6 valence bands. Chelikowsky and Cohen33 pointed out that the
overall agreement between the nonlocal result (solid curve) and experiment
(dashed curve) are a considerable improvement over the local pseudopo-
tential result.

A lot of work has been done to study the conduction-band structure of
InP,35~37 but the location of the subsidiary minima is controversial even
today. Zollner et al.38 have recently performed an ab initio linear muffin-
tin-orbital band-structure calculation to obtain the valence bands with a
high degree of accuracy. They then combined the calculated valence-band
energies with published optical data and confirmed the interconduction-
band separation energies A£rL = 0.86 ± 0.02 eV (Fc - Lc) and AErx

TABLE 6.2 Energy Eigenvalues at the F, X, and L
Points for the Valence and First Few Conduction
Bands of InP at 0 K (in eV)

Point Level Eigenvalue0

T FJ -11.42 (-11.48)
H -0.21
rj 0.00 (0.00)
TC

6 1.50(1.51)

TC
7 4.64 (3.39)

F8 4.92
X XI -8.91 (-9.30)

XI -6.01 (-5.10)
XI -2.09
Xv-} -2.06 (-2.17)

XC
6 2.44 (2.70)

XC
7 2.97 (4.58)

L LI -9.67 (-10.15)
£5 -5.84 (-4.50)
LI -1.09
L;S -0.94 (-1.17)
LC

6 2.19(1.57)
L$ 5.58 (6.45)
Z4,5 5.70

°J. R. Chelikowsky and M. L. Cohen, P/rys. Rev. B 14, 556 (1976)
(an empirical nonlocal pseudopotential calculation). Results of S.
N. Sahu et al. [Phys. Status Solidi B 122, 661 (1984)] are also
shown in parentheses.
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= 0.96 ± 0.02 eV (Tc - X c ) . Knowledge of such values is required for
calculations of the velocity-electric field curve for electrons and for anal-
yses of high-field transistor operations (see Chapter 10).

The only detailed theoretical studies of the electronic properties of
semiconducting alloys have been coherent potential approximation (CPA)
calculations for In t -^Ga^ As^ _ y lattice-matched to InP. These have been
carried out for the valence bands by Chen and Sher,17 and for both the
valence and conduction bands by Gera et al.21 and Ekpenuma et al.22

Cheng et al.39 studied experimentally the valence band of In0 53Ga0.47As
by ultraviolet photoemission using photon energies of 11.7, 16.8, and 21.2
eV. The large density of states associated with the valence band at L3 was
clearly visible in their spectra about 1.4 eV below the valence band edge.
They concluded that the valence band of this material has a well-defined
structure similar to that of III-V binary compounds.

A great deal of attention has been paid to the electronic energy-band-
gap energies, especially the EQ gap energy, of In^^Ga^As^P! _y lattice-
matched to InP by reasons of optoelectronic device applications. In the
following subsections, we summarize the composition dependence of each
CP (critical point) energy and indirect band-gap energies of this quaternary
system.

6.1.1 E0 and E0 + A0 Gaps

The EQ and £"0 + AO transitions take part in the center of the BZ and are of
three-dimensional M0 CPs. Much effort has been made to evaluate the bow-
ing parameter of these gaps. The expression of Eq. (2.2) suggests that most
of the material parameter values (? for the In, .^Ga^As^ _>t quaternary
can be written in good accuracy by the quadratic function with respect to
the alloy composition y as

GC*, y) = Q(y) = a + by + cy2 (6.1)

where a and b are determined by the end-point materials of the alloy series,
and c, the so-called bowing parameter, measures the deviation from line-
arity. In general,40 the bowing coefficient c composes of a periodic com-
ponent q (intrinsic term), which is related to the change in bond length,
and an aperiodic component ce (extrinsic term) which is the root-mean-
square (RMS) fluctuation in the potential from its periodic amplitude. Since
the lattice constant in the In! _^Ga^-As^P, _y quaternary system can be kept
fixed as the composition is varied, the periodic term q is zero for the alloys
lattice-matched to InP.29'30

Figure 6.3 compares the values of £"0 for In^^Ga^-As^Pj _y lattice-
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Figure 6.3 Values of the EQ gap energy for In, _xGa^AsyP| _ y lattice-matched to InP,
obtained from CPA (coherent potential approximation) calculations (solid line21 and dashed
line22) along with the electroreflectance data taken from Refs. 12 (crosses) and 15 (open
circles) and the photoluminescence data taken from Ref. 5 (solid circles).

matched to InP, obtained from CPA calculations (Ref. 21, solid line; Ref.
22, dashed line), with the electroreflectance data of Laufer et al.12 and
Lahtinen and Tuomi15 and the photoluminescence data of Nakajima et al.5

There is good agreement between the CPA calculations and experiments.
In Table 6.3 we also list the expressions for the E0 gap energy of
In! -xGaxAsyP{ _y lattice-matched to InP. They are obtained from the pho-
toluminescence measurements,1'5 electroreflectance measurements,10'13'15

and calculated by using some interpolation schemes based on a general
principle of simplicity.28"30 Only the data of Nakajima et al.5 showed a
linear dependence on y. Pearsall29'30 plotted the measured £"0 data versus y
obtained from several sources1'4'5'8'10 and found that there is very little
scatter in these data. The measured data were also found to be in excellent
agreement with his quadratic relation. However, he reported different val-
ues of b in Refs. 29 (-0.778 eV) and 30 (-0.775 eV). This may merely
be a typographic error.

Moon et al.24 have calculated £0 versus composition by extrapolating
ternary data into the quaternary region. The expression they obtained is
given by (in electronvolts)

EO(*, y) = 1.35 + (0.758* + 0.642)jc + (O.lOly - 1.101)y

-(0.28* - 0.109;y + 0.159)ry (6.2)
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TABLE 6.3 Room-Temperature Values of the E9, #o + A0, and A0 Gap Energies for
In, -jGa,As,,?, .y Lattice-Matched to InP (in eV)

.35 -

.35 -

.35 -

.35 -

.337 -

.349 -

.343 -

.35 -

.35 -

£o

0.72? 4- (
1.3/
0.883? +
0.738? +

- 0.73? +
- 0.641? -

- 0.709? H
0.778? +

0.775? +

).12?2a

0.250?2c

0.138?^

0.13?2*
h 0.038?2/

h 0.1 1?2*
0.149?2*
0.149?2'

1.466
1.46 -
1.449
1.472

£O + AO
- 0.557? + 0
- 0.321?^
- 0.47? + 0.1
- 0.468? 4- 0.

129?2c

\y2e

092?2/

0.
0.
0.
0.

119
11 -
114
123

AO

+ 0.300? -
(- 0.417? -

+ 0.26? -
4- 0.173? H

-0.107?2c

0.1 38?^
0.02?2e

h 0.054?2/

°R. E. Nahory et al., Appl. Phys. Lett. 33, 659 (1978).
bK. Nakajima et al., J. Appl. Phys. 49, 5944 (1978).
CE. H. Perea et al., Appl. Phys. Lett. 36, 978 (1980).
d\. Yamazoe et al., Jpn. J. Appl. Phys. 19, 1473 (1980); 1EEEJ. Quantum Electron. QE-17, 139 (1981).
'P. M. Lauferet al., Solid State Commun. 36, 419 (1980).
fj. A. Lahtinen and T. Tuomi, Phys. Status Solidi B 130, 637 (1985).
8C. Papuzza et al., in Gallium Arsenide and Related Compounds, Institute of Physics, Bristol, UK, 1982, p.
275.
*T. P. Pearsall and C. Hermann, in Gallium Arsenide and Related Compounds, Institute of Physics, Bristol,
UK, 1982, p. 269.
'T. P. Pearsall, in GalnAsP Alloy Semiconductors, T. P. Pearsall, ed., Wiley, Chichester, UK, 1982, p. 295.

Hsieh7 has also reported emission wavelength (£"gx) versus composition in
the Inj _xGaxAsyPl __y/InP double-heterostructure lasers at 300 K and found
EgX to be (in electronvolts)

£-gX(y) = 1.307 - 0.60y + 0.03y2 (6.3)

It is well known that modulation spectroscopy,41 such as the electrore-
flectance and thermoreflectance, is very powerful for precise determination
of band-structure parameters of semiconductors. Table 6.3 lists the quad-
ratic expressions for the E0 + A0 and A0 gaps of 1̂  .^Ga^As^P! _y lattice-
matched to InP determined by electroreflectance measurements.

All data excepting Yamazoe et al.13 indicated a nonlinear dependence of
the E0 + A0 gap on y. In ternary alloys having the zinc-blende structure it
was found that the bowing for the spin-orbit splitting energy A0 is down-
ward, that is, with a positive value of c.42'43 However, the studies quoted
in Table 6.3 show negative values of c except that of Lahtinen and Tuomi
(c = +0.054 eV).15 Parayanthal and Pollak31 have discussed the compo-
sition dependence of the spin-orbit splitting energies A0 and A! in the
In^^Ga^As^P^^ quaternary based on a generalized Van Vechten-Be-
rolo-Woolley model.42'43 They showed that the model successfully ac-
counts for the upward bowing of A0 (negative c) for this alloy system.
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6.1.2 El and El + A! Gaps

The £, and £, + A, gaps in the In, ,xGaxAsyP{ _y system take place along
the A direction or at the L point in the BZ. These gaps are of the three-
dimensional M! type and give pronounced structures in optical spectra (see
Section 8.3). Figure 6.4 compares the values of El for Ini -xGaxAsyPl ,y
lattice-matched to InP, obtained from a CPA calculation21 (solid line), with
the electroreflectance data of Perea et al.,10 Laufer et al.,12 and Lahtinen
and Tuomi.15 It can be seen that the results obtained by Perea et al.10 are
consistently low. In Table 6.4 we summarize the quadratic expressions for
the Ei,E{ + A!, and A! gap energies of In! .^Ga,, As^P, _y lattice-matched
to InP. These results were obtained from electroreflectance10'12'15 and spec-
troscopic-ellipsometry measurements.14 All these results give a negative or
upward bowing for the At gap, as in the case for A0.

6.1.3 #i Triplet Region

The more pronounced structure found in optical spectra of the quaternary
in the region higher in energy than E{ and El + A} is labeled ££.14'44 The
EQ transitions in zinc-blende-type semiconductors are believed to take place

LU

Figure 6.4 Values of the E, gap energy of In, _xGaxAsyP, _ y lattice-matched to InP, ob-
tained from a CPA calculation21 (solid line) along with the electroreflectance data taken
from Refs. 10 (solid squares), 12 (crosses), and 15 (open circles).
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TABLE 6.4 Room-Temperature Values of the /?,, EI + A1? and A] Gap Energies for
In, -xGax As^Pi -y Lattice-Matched to InP (in eV)

El + A,

3.136 - 0.788); + Q.222y2a 3.281 - 0.615? + 0.158/fl 0.145 + 0.173? - 0.064/a

3.122 - 0.80? + 0.21?2" 3.256 - OAly + O.l3y2h 0.135 4- 0.33? - 0.20?2*
3.163 - 0.590? + 0.33?2c 3.296 - 0.466? + 0.26?2c 0.133 + 0.124? - 0.07?2c

3.181 - 0.787? + 0.184?2* 3.326 - 0.604? + 0.116?^ 0.146 -I- 0.183? - 0.067?2</

"E. H. Perea et al., AppL Phys. Lett. 36, 978 (1980).
*P. M. Laufer et al., Solid State Commun. 36, 419 (1980).
CS. M. Kelso et al., Phys. Rev. B 26, 6669 (1982).
dl. A. Lahtinen and T. Tuomi, Phys. Status Solidi B 130, 637 (1985).

at the F point or in the A direction near the F point in the BZ. As mentioned
before, the spin-orbit interaction splits thep-like conduction band into two
bands (splitting energy A0) and the /?-like valence band into two bands
(A0). The corresponding transitions are, respectively, labeled EQ, EQ +
AO, and EQ + AQ + A0. These are sometimes called the EQ triplet. Al-
though EQ 4- A0 transitions are also possible, they are dipole-forbidden.

The band-structure calculation of Chelikowski and Cohen33 for InP sug-
gests various CPs in the EQ triplet region. Three of them correspond to
transitions at the F point (i.e., EQ triplet). The EQ + AQ 4- A0 transitions
are thought to be too weak to be dominant in optical spectra. A further
transition, found in the calculation in Ref. 33, is located along [100] about
20% of the way to X [i.e., £o(A)].

The E2 transitions are also expected to take place along the [110] direc-
tion or near X, and occur in InP for energies close to the EQ and EQ + AQ
CPs. However, the strength of the E2 transitions in InP seems to be much
weaker than those of the £"o and EQ + AQ transitions. In an earlier work,45

the £o + AO transitions in InP were attributed to the E2 CP. However, from
theoretical considerations about the spin-orbit splitting of the conduction
band (Ao),14 the structure has more recently been assigned to the EQ +
AQ transitions.

Since the nature of the EQ triplet region is more complicated, it does not
correspond to a single, well-defined CP. A few authors reported CP ener-
gies in the £Q triplet region of In, ^Ga^ASy?!_,>, lattice-matched to InP
measured by the electroreflectance,8'9'12 and spectroscopic-ellipsometry
measurements.14 But such data were not presented in graphical or tabular
form. Only Kelso et al.14 have reported the EQ peak energy as a function
of the alloy composition y, which can be written as (in electronvolts):

£o(30 = 4.72(±0.01) - 0.31(±0.02)y - 0.01(±0.05)y2 (6.4)
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6.1.4 Lowest-Indirect Band Gaps

Even though the basic Ii^ .^Ga^As^ -y/Ir\P heterostructure concepts are
well understood at this time, practical device parameters in this system
have been hampered by a lack of definite knowledge of many material
parameters. To our knowledge, no detailed information is available about
the indirect-band-gap energy £gD in this alloy system. This necessitates the
use of some sort of an interpolation scheme.46 The indirect transitions play
an important part in the spectral dependence of optical constants, such as
e l 5 e2> and oi (absorption coefficient), as discussed in Section 8.3.

The quaternary alloy, In! .^Ga^ AsyP, _J, is thought to be constructed of
four ternary compounds: Inj.^Ga^P, In, .^Ga^As, GaAs^P,^, and
InAs^ _ r The material parameters in many ternary alloys can usually be
approximated by a quadratic function [see Eq. (6.1)]. If relationships for
the ternary (T) parameters are available, the quaternary parameter Q(x, y)
can be given by

{ _ x) y(1 _ )

y(\ - y)[xTtCD(y) + (1 - *)rBcD<y)]} (6.5)

In Table 6.5 we list the indirect-band-gap energies E* and E^ for the
binaries of interest (InP, In As, GaAs, and GaP) and the bowing parameters
of £g and E% for some ternaries of interest (In^^Ga^P, In^^Ga^As,
GaAs^P^^, and In Asy PI __, ,) . The quaternary indirect-band-gap energies
as a function of composition are obtained by numerically solving Eq. (6.5),
using the relation of Eq. (2.1) and the numeric values listed in Table 6.5.
In Fig. 6.5 we present the indirect-band-gap energies E* and EL

% as a func-
tion of y for In! .^Ga^As^Pi _y lattice-matched to InP. The variations with
composition of the f^,1 E{,

14 and EQ gaps14 are also plotted in the figure.
It is evident from the figure that the quaternary system has the direct band
gap EO as the fundamental absorption edge in a full range of the y compo-
sition (0 g y g 1 .0). It is also found that the E* and E% gaps lie in energies
between the EQ and EI gaps. The indirect-band-gap energy versus y plotted
in Fig. 6.5 can now be expressed as (in electronvolts)

£j(y) = 2.21 - 0.88j (6.6a)

EL
%(y) = 2.05 - 0.85y (6.6b)

The E* and EL
% gap transitions thus occur after the onset of the EQ transitions

but before the predominance of the El gap transitions. It is also worth not-
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TABLE 6.5 Indirect-Band-Gap Energies, E* and
E'K, for the Binaries of Interest (InP, InAs, GaAs, and
GaP) and the Bowing Parameters c for Some
Ternaries of Interest (In! _xGaxP, hij _^GaxAs,
GaAs^P, _ r and InAs^P, _^) (at 300 K; in eV)

Binary

InP
InAs
GaAs
GaP

Ternary

£$7

Ex

2.21
1.37.
1.91
2.26

Bowing

El

0.18°
1.40*
0.21C

0.28^

E*

2.05
1.07
1.73
2.63

Parameter c

EL

0.43*

0.42C

0.27^

flA.-B. Chen and A. Sher, Phys. Rev. B 23, 5360 (1981).
fcW. Porod and D. K. Ferry, Phys. Rev. B 27, 2587 (1983).
rH. J. Lee et ai., Phys. Rev. B 21, 659 (1980).
^Estimated [see S. Adachi, J. AppL Phys. 61, 4869 (1987)].
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Figure 6.5 Variation with composition y of E0 (Ref. 1), £, (Ref. 14), E'Q (Ref. 14), E*,
and £"g for In, _ J CGa tAsvP, _ v lattice-matched to InP.
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ing that the E* gap lies above the £g one. This leads to the assurance that
the F6-L6-X6 conduction-band order increases with energy holds for the
entire range of compositions of this alloy system.

6.1.5 Energy Gaps in In0.53Gao.47As

In053Ga047As lattice-matched to InP (y = 1.0) is a semiconductor with
important optoelectronic device applications. A wide variety of
calculations47"52 and experiments39'53"62 have given detailed information
about the electronic energy-band structure of In0 53Ga0.47As ternary. The
material is a direct-band-gap semiconductor whose room-temperature band-
gap energy is 0.75 eV.58 Because of its low.electron effective mass,
me/mo = 0.041,63 the material is also highly suited for high-speed tran-
sistor applications. The valence band of Ga0.53ln0 47As ternary has been
studied by Cheng et al.39 by means of ultraviolet photoemission. They used
the observed spectra to determine the interconduction-band separation en-
ergy AErL of 0.55 eV at 300 K. This value for GaAs is 0.33 ± 0.04 eV.64

6.2 ELECTRON AND HOLE EFFECTIVE MASSES

To analyze a number of important semiconducting properties, a quite de-
tailed knowledge of band-structure parameters at the principal band ex-
trema is required. The carrier effective mass, which is strongly connected
with the carrier mobility, is known to be one of the most important device
parameters.65 Effective masses can be measured by a variety of techniques,
such as the Shubnikov-de Haas effect, magnetophonon resonance, cyclo-
tron resonance, and interband magnetooptic effects.

6.2.1 Electron Effective Mass

The density-of-states (DOS) effective mass m" for electrons in the conduc-
tion-band minima a(= F, X, or L) is given by

(6.7)

where N is the number of equivalent a minima (N = I for the F minimum,
N = 3 for the X minima, and TV = 4 for the L minima) and mta,m,a are the
transverse and longitudinal masses of the minima (mta = mla for the F
minimum), respectively. The DOS effective mass can be used for DOS
calculations.

The conductivity effective mass m", which can be used for conductivity
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calculations, is also obtained from the equation

(6.8)
3 \wto mla/

Since mta = mlot at the F minimum (Fg), we have the relation ml = ra£ .
The A: • p method is a powerful procedure for evaluating the conduction-

band effective-mass parameters in the vicinity of certain important points
in k space.43'50'66"69 The simple five-level k • p theory of Hermann and
Weisbuch at k = 0 can be shown to lead to the electron effective-mass
ratio50:

•^-i^cr „ + ̂ c; „ i + c (6.9)
where m0 is the free electron mass, P is the momentum matrix element
connecting the /?-like valence band with the 5-like conduction band, P' is
the momentum matrix element connecting the 5-like conduction band with
next-higher-lying/?-like conduction bands, and C is a small correction for
all higher-lying bands. For all III-V compounds, P'2 is considerably smaller
than P2.50 [The energy denominators in Eq. (6.9) for the P'2 term are also
much larger than those for P2.] The effective mass is thus strongly con-
nected with the lowest direct gaps £"0 and ^o + A0(P2).

There are many investigations on the dependence on composition of the
electron effective mass in the III-V ternary systems. Figure 6.6 shows, as
an example, the nonlinear variation of the electron effective mass ml with
composition x(y) for In,_jGa^As, InAs^Sb, _y , and In^^Ga^Sb alloy
systems.43 As discussed in Section 6.1, the energy gaps in these alloy sys-
tems show a nonlinearity. The electron effective mass also shows a nonlin-
earity with respect to the alloy composition. [This is especially the case for
the InASySbj.y alloy (see Fig. 6.6).] Berolo et al.43 have analyzed the
effects of alloy-disorder-induced valence-conduction band mixing on the
effective mass. With a consistent set of assumptions for interband and in-
traband mixing and by using the standard k • p calculation in the virtual-
crystal approximation, they found that it is possible to account for the non-
linear variation of the electron effective mass in such alloys.

The dependence on composition of the electron effective mass in the
In! _^Ga^-As^P! _y/InP quaternary system has been studied experimentally
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Figure 6.6 Variation of the electron effective mass ml with composition x(y) for
Inj _^GaxAs, InAs^Sb! _y, and Inj _^Ga^Sb alloy systems. The solid line marks a possible
explanation of the experimental findings.

by many workers.70'77 The techniques used were the Shubnikov-de Haas
oscillation,70'72'74'75 magnetophonon resonance,71'72'76 cyclotron reso-
nance,71"73'76 and shallow donor Zeeman spectroscopy.77 These results are
plotted in Fig. 6.7.

It can be seen that there is very large scatter in these data. Because the
samples used for the Shubnikov-de Haas oscillations are heavily doped,
the Fermi level lies above the band edge. For carrier levels above 1017

cm"3, this effect becomes important, and the measured mass must be cor-
rected for the band nonparabolicity of the conduction band. Such a non-
parabolic-band correction can be given by78

».*
(6.10)

where w* is the measured effective mass, 0 =
0.8156(37r2tt)2/3(/z2/2Wc) is in joules, and n is the free-electron concen-
tration. The data plotted in Fig. 6.7 were corrected for this nonparabolicity.
The cyclotron effective masses are determined from the resonance magnetic
field B using m* = eB/w, where co is the measured electromagnetic (pho-
ton) frequency. Employing a wide range of photon frequencies, one can
establish the electron effective mass at various energies above the band
edge. In other words, in order to deduce the band edge mass from cyclotron
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Figure 6.7 Electron effective mass ml /m0 as a function of y for In, -x Ga^ As^Pj _ v lattice-
matched to InP. The experimental data are taken from Refs. 72 (solid circles), 73 (open
triangles), 74 (open circles), 75 (solid triangles), 76 (open squares), and 77 (solid squares).
The dashed line is the calculated result of Eq. (6.13). The solid line is the result of the
linear interpolation between the values of InP (ml/m0 = 0.079; see Ref. 82) and
Ino^Gao 47As (ml/mQ = 0.041; see Ref. 63). The dashed-dotted line is also the result of
Eq. (A.4) (in Appendix).

resonance measurements it is also necessary to correct for band nonpara-
bolicity. Brendecke et al.73 found an increase of ml — 15% from /ico =
5.96 to 17.54 meV in the In^^Ga^As^P^^, alloy of compositions x =
0.312 and y = 0.674.

It is also noted that the cyclotron resonance experiment gives the polaron
mass rather than the band mass. The electron-LO-phonon (Frohlich) cou-
pling is known to modify the electron effective mass. In order to deduce
the true "bare" mass from cyclotron resonance measurements it is thus
necessary to correct for such a polaron enhancement. This correction can
be written as79

- O.OOOSc^
- (cxp/6) + 0.0034c4

mP (6.11)

where ap is the Frohlich coupling constant (see Section 5.3) and m* is the
cyclotron mass. Typical values for this correction are 1-2% for
Inj^Ga^As^Pj-y lattice-matched to InP. These are less than the other
experimental uncertainties.
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TABLE 6.6 Values of the Electron Effective Mass
ml //n0 at the F£ Conduction Band for
In! -XG*X \syPl _y Lattice-Matched to InP

0.080 -
0.080 - 0.082); +
0.077 - O.OSOy 4- Q.Q\4y2e

0.079 - 0.038/
aj. C. Portal et al., in Gallium Arsenide and Related Compounds,
Institute of Physics, Bristol, UK, 1979, p. 829.
*R. J. Nicholas et al., Appl Phys. Lett. 34, 492 (1979).
CR. J. Nicholas et al., Appl Phys. Lett. 37, 178 (1980).
d H . Brendecke et al., Appl. Phys. Lett. 35, 772 (1979).
eE. H. Perea et al., J. Electron. Mater. 9, 459 (1980).
Obtained from Fig. 6.7.

We summarize in Table 6.6 the expressions for ml /m0 as a function y
for ln{ _xGaxAsyPi _y lattice-matched to InP obtained from various works.
The linear dependence of ml on alloy composition was suggested in Refs.
71, 72, 76, and 77, while Restorff et al.70 reported a value 20% lower for
one particular alloy composition y = 0.22. Brendecke et al.73 and Perea et
al.74 also reported significant deviations of ml from the linearly interpo-
lated values. Alavi et al.80 measured interband magnetooptic absorption for
y = 0.52 which gives ml/mQ = 0.061 obeying the linear dependence well.
It has also been shown72'73 that the linear interpolation of P2 and P'2 be-
tween the end members of the quaternary (InP and In0 53Ga0 47As) leads to
a slight bowing in the ml versus composition curve.

The value of ml/mQ for InP is believed to be 0.080.81 In a more recent
report by Rochon and Fortin82 interband-magnetooptic-transition results
have been reported that give ml/m0 = 0.079 ± 0.001. A value for the
band-edge mass of ml/mQ = 0.07927 has also been reported by Hopkins
et al.83 who utilized the cyclotron resonance over a wide range of energies
using the photoconductive detection technique. They also measured con-
duction-band nonparabolicity in InP and GaAs. The electron effective mass
in In, _^Ga^As ternary alloys has also been studied.43'50'63'84'86 A value of
ml/mo = 0.041 for In0 53Ga0.47As lattice-matched to InP was reported by
Pearsall et al.63 from the Shubnikov-de Haas oscillation, magnetoreso-
nance, and cyclotron resonance measurements.

Theoretical values for m^ are interpolated from the masses of related
end binaries.70 Starting with the effective masses of InP, In As, GaAs, and
GaP, we can obtain the effective mass for the ternary materials Int -xGax As,
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In, ^Ga^P, GaAs^ _X9 and InAs^P, _ x by the formula

m e (x) m \ A/Z 2

where m\ and m\ are the effective masses of the two end-point binaries.
Justification for this formula is suggested by effective-mass transformations
of conventional Schrodinger representations.87 This interpolation formula
leads to a mass variation with composition that is bowed downward with
respect to a linear interpolation.

The ternary interpolations can be combined to obtain an interpolation for
the quaternary. Restorff et al.70 obtainedm\(x, y) for the Int .^Ga^As^ __y

quaternary lattice-matched to InP by performing such a scheme:

™Q (*' y) = 0.08 - 0.116y + 0.026* - 0.059xy + (0.064 - O.Q2y)x2

m0

+ (0.06 + 0.032x)y2 (6.13)

The values of the binary masses used for this calculation are obtained from
Lawaetz.69 The dashed line in Fig. 6.7 represents the calculated result of
Eq. (6.13). Discrepancy between the calculation and experiments is rather
large.

The solid line is the result of the linear interpolation between the values
of InP (0.079)82 and In0.53Gao.47As (0.041):63

m* y = 0.079 - 0.038y (6.14)

We can recognize that this simple interpolation agrees with the experimen-
tally determined ml well.

6.2.2 Hole Effective Mass

The electron effective mass is rather accurately known from numerous ex-
periments, but valence-band masses must essentially be calculated from
band theory. This approach was made for InP by different au-
thors,66'69'88'89'90 but their results span a large range of effective mass ratios
(see Table 6.7).

The effective masses of the light (m,h) and heavy holes (mhh) in p-type
InP determined by Leotin et al.91 using a cyclotron resonance were mlh/m0
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TABLE 6.7 F-Point Light- and Heavy-Hole Masses, mlh and /whh, for
Int -xGax\SyPi -y Lattice-Matched to InP [Masses (m,h, mhh, mw, mj,
mX) Estimated in this Present Study Listed in Lower Part of Table]

y
0.0

0.33
0.34
0.52
0.60
0.61
0.84
1.0

y
0.0

0.52
1.0

Mass

m lh/m0
mhh/mO
MSO/MO
(mj/wo)7

(mj/mo)*

mlh/m0

Experimental

0.12 ± 0.01"
0.12 ± 0.01 (Oil))*
0.12 ± 0.01 «100»*

0.09 ± 0.01C

0.09 ± 0.01C

0.078*
0.072 ± 0.01C

0.072 ± 0.01C

0.062 ± 0.007C

0.051 ± 0.003C

0.050*

mhh/m0

Experimental

0.45 ± 0.05*
0.60 ± 0.02 « 111))*
0.56 ± 0.02«100»6

0.45*
0.47e

InP In C"i3 As P

0.120 0.120 - 0.099^ -f 0.030/
0.46 0.46
0.21 0.21 - 0.01); - 0.05/
0.50 0.50 - 0.03y
0.42 0.42 -h 0.03y

Calculated

0.1 I2f

0.086s

0.089*
0.1149C

0.13'
0.10'
0.0872C

0.0872C

0.07072C

0.07072C

0.0575C

0.0505C

Calculated

0.50*
0.85*
0.66'
0.52'

Ino.ssGao^As

0.051
0.46
0.15
0.47
0.45

°P. Rochon and E. Fortin, Phys. Rev. B 12, 5803 (1975).
bj. Leotin et al., Solid State Commun. 15, 693 (1974).
CC. Hermann and T. P. Pearsall, Appl. Phys. Lett. 38, 450 (1981).
dK. Alavi et al., J. Magnet. Mag. Mater. 11, 136 (1979).
eK. Alavi et al., Phys. Rev. B 21, 1311 (1980).
fR. Braunstein and E. O. Kane, J. Phys. Chem. Solids 23, 1423 (1962).
*M. Cardona, J. Phys. Chem. Solids 24, 1543 (1963).
hP. Lawaetz, Phys. Rev. B 4, 3460 (1971).
'M. Cardona et al., Phys. Rev. B 38, 1806 (1988).
'Conductivity effective mass at the valence-band maximum [see Eq. (10.18)].
*Density-of-states effective mass at the valence-band maximum [see Eq. (10.19)].
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= 0.12 ± 0.01, mhh/m0 = 0.60 ± 0.02 in the < 111 > direction and mlh/m0

= 0.12 ± 0.01, mhh/m0 = 0.56 ± 0.02 in the <100> direction. Rochon
and Fortin82 have made a study of interband magnetooptic transitions in
fl~type InP and obtained the following masses (m values) and the Lut-
tinger's valence-band parameters (y values): m,h/m0 = 0.12 ± 0.01;
"Wm0 = 0.45 ± 0.05; Tf = 5.15 ± 0.05; 7f = 0.94 ± 0.03; and <y£
= 1.62 ± 0.03.

Hermann and Pearsall92 have carried out determinations of the T-point
light-hole mass as a function of alloy composition for In^^Ga^As^P^^
lattice-matched to InP by means of a conduction-electron spin-polarized
photoluminescence analysis. They showed that the results are in good
agreement with masses calculated using the four-band approximation of
Kane's model (the k • p theory).93 Alavi et al.80 have determined mlh and
whh for y = 0.52 by the method of interband magnetooptic absorption.
They also determined several interband parameters, such as the band-gap
energy and Luttinger parameters, for In053Ga047As using the same
method.94 In Table 6.7 we list the experimental and calculated light- and
heavy-hole masses, mlh/m0 and whh/w0, versus composition y for
In, -jcGaxAs^Pj ,y lattice-matched to InP.

In Figs. 6.8 and 6.9 we also plot the experimentally determined masses

O.U
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Figure 6.8 Effective mass of the light holes mlh/m0 as a function of y for ln} -xGax As^Pj _ y

lattice-matched to InP. The experimental data are taken from Refs. 82 and 91 (open circle),
92 (solid circles), and 80 (open square). The dashed line is the calculated result of Hermann
and Pearsall using the k - p method.92 The solid line marks a possible explanation of the
experimental findings (see text).
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Figure 6.9 Effective mass of the heavy holes mhh/m0 as a function of y for
In, .jGajASyPj _ y lattice-matched to InP. The experimental data are taken from Refs. 82
(open circle), 91 (solid squares), 80 (open square), and 94 (solid circle). Note that the data
of Leotin et al.91 (solid squares) indicate an anisotropy in the heavy-hole masses between
the two principal directions <100> (0.56 ± 0.02) and <111) (0.60 ± 0.02). The dashed
line is the interpolated result of Eq. (2.3) using the binary masses of Lawaetz.69 Some
experimental data (i.e., the open circle, open square, and solid circle) suggest that the
heavy-hole mass is independent of the composition y. The solid line in the figure indicates
such a trend (i.e., mhh/m0 = 0.46).

wlh and whh, as a function of y, for In! ../ja^As^ _y lattice-matched to
InP. The dashed line in Fig. 6.8 is the calculated result of the effective
mass by Hermann and Pearsall92 using the k • p method. The solid curve
in Fig. 6.8 also marks a possible explanation of these experimental find-
ings; thus, the curve is calculated assuming a quadratic dependence on y:

= 0.120 - 0.030;y2 (6.15)

Leotin et al.91 found that for InP the anisotropy of mlh is zero within
experimental accuracy, while the heavy-hole mass mhh shows a 7% aniso-
tropy between the two principal directions <100> and <111> . In view of
the extreme anisotropy of the heavy-hole bands in InP, spherically aver-
aged bands and resulting effective masses, which can be calculated from
the Dresselhaus band parameters presented in Ref. 91, may be questiona-
ble. The dashed line in Fig. 6.9 is the interpolated result of Eq. (2.3) using
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the binary masses of Lawaetz [the averaged (DOS) masses].69 It is noted
that the interpolated values are considerably larger than the experimental
findings. The data of Refs. 82 (InP), 80 (y = 0.52), and 94 (y = 1.0)
suggest that the heavy-hole mass may be independent of the composition
y. The solid line in the figure indicates such a trend, specifically, mhh/m0

= 0.46.
To our knowledge, no experimental or theoretical value has been re-

ported for the composition dependence of the spin-orbit splitoff band ef-
fective mass mso in the In! .^Ga^As^Pj _y quaternary. There only exist re-
ports for InP66'69'82'88'89 that give mso/m0 = 0.21 ± 0.01 (the interband
magnetooptic absorption measurements),82 0.310,66 0.18,88 0.17,69 0.20
(the k • p calculations),89 and 0.18 (the linear muffin-tin-orbital-method
calculation).89

In Fig. 6.10 we plot the interpolated mso [Eq. (2.3)] as a function of y
for In^jGa^ASyPj-y lattice-matched to InP. The solid circle represents
the experimental data taken from Ref. 82 (InP). The dashed line is calcu-
lated from the binary masses of Lawaetz,69 while the solid line is obtained
from Eq. (2.3) using the experimentally determined binary masses: mso/m0

= 0.21 ± 0.01 for InP (interband magnetooptic transitions),82 0.14 ± 0.01

0.22

0.20 -

0.18-

0.16-

O.U-

0.12-

0.10

Figure 6.10 Effective mass of the spin-orbit splitoff band /wso/m0 as a function of y for
In, _^Ga^AsyPi _ y lattice-matched to InP. The experimental data are taken from Ref. 82
(solid circle). The dashed line is the interpolated result of Eq. (2.3) using the binary masses
of Lawaetz.69 The solid line is also the interpolated result of Eq. (2.3) using the experi-
mentally determined binary masses (see text).
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for InAs (interband magnetooptic transitions),95 0.154 ± 0.010 for GaAs
(interband magnetooptic transitions),96 and 0.34 for GaP (indirect interband
optical absorption).97 The dashed line indicates that the mass varies almost
linearly with composition y. The solid line, on the other hand, gives an
upward bowing of the mso variation with respect to the composition y:

= 0.21 - O.Oly - O.Q5y2 (6.16)

6.3 CONDUCTION- AND VALENCE-BAND OFFSETS

6.3.1 Ini _ xGax As^ _^/InP Heterojunction System

One of the most important parameters for the design and analysis of het-
erojunction and quantum-well electronic and optoelectronic devices is the
heterojunction band offset. There have been several reports on band offsets
in the In! .^Ga^As^Pt _^/InP heterojunction system.98'108

Chin et al.98'99 have determined the band-gap discontinuity between the
y = 0.37 quaternary and InP by measuring the photoluminescence spec-
trum of quantum- well layers. (Note that the y = 0.37 composition is a
corrected value, and refers to the "y = 0.29" samples of Refs. 98 and 99;
see Ref. 103.) They reported the valence-band offset to be AEV = 80 meV
and the conduction-band offset to be AEC = 2A£V. The valence- and con-
duction-band offsets are thus approximately Ev = 0.33AE0 and AEC =
0.67 A /?o» where AE0 is the band-gap difference in £0 between these het-
erojunction materials.

Brunemeier et al. 103 have measured photoluminescence spectra of single-
well, quantum-well In^^Ga^As^P, ,^/InP heterostructures (y = 0.25,
0.37, 0.39, 0.91). The A£v determination indicated that A£v = 0.35A£0

and A£c = 0.65A/?0 for all In! -^Ga^ As^ _ y compositions lattice-matched
to InP. Forrest et al.,102'104 on the other hand, found a conduction-band
offset of A£c = (0.39 ± 0.01)A£0 (A£v = 0.61 A£0) for several compo-
sitions of In^^Ga^As^Pj _y grown lattice-matched on InP using capaci-
tance-voltage techniques. Montie et al. 105 and Soucail et al. 107'108 also found
the ratio of the conduction- to valence-band discontinuities to be 35 : 65 and
43 : 57, respectively. There is thus a considerable disagreement in the band
offsets determined by these authors.

Results of the above-mentioned extensive measurements obtained at 77
K are summarized in Fig. 6.11. The solid line is a recent proposal of Lan-
ger et al.,109 who used a fact that transition-metal impurity levels in semi-
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Figure 6.11 Valence-band offsets A£v in In, .^Ga^As^P, _v/InP heterojunction at 77 K.
The experimental data are taken from Refs. 102 (open circles) and 103 (crosses). The solid
circles are the Fe acceptor-level energies in In, .^Ga^As^P,.^ relative to InP (see Ref.
109). The solid line is the calculated result of Eq. (6.17a).

conductors may serve as a reference in band-gap alignment in semiconduc-
tor heterojunctions. *10 We find that their result can be written approximately
as (in millielectronvolts)

= 502y - I52y2 (6.17a)

The corresponding AEC can now be written, with the use of the 77-K EQ(y)
- y data in Ref. 111, as (in millielectronvolts)

(6.17b)

Equation (6.17b) suggests that the conduction-band discontinuity AEC var-
ies almost linearly with respect to the alloy composition y. It is reasonable
to consider that the ratio of the conduction- to valence-band discontinuities
is not dependent on temperature. It is also noted that the energy difference
A/SO is almost independent of temperature in the range between 4 and 300
K. These arguments support the belief that the discontinuities derived from
Eq. (6.17) are valid not only at 77 K but also, at least, in the range
4-300 K.
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6.3.2 In0.53Ga0.47As/InP and In0t53Gao.47As/Ino.52Al0.48As
Heterojunction Systems

The band offsets in the Ino^Gao^As/InP heterojunction system have been
reported by many authors.106'112'127 In Table 6.8 we show the band offsets,
A£c and A£v, for this heterojunction system obtained by different au-
thors.106'112'115'117'119'124 The ratios of the A£c to A£v spread from
36:64,106'12440:60,U5'12742:58,117 45:55, 118 to 100:0.116 Further study
is, therefore, needed.

Like In0 53Ga0.47As, In0 52Alo.48As can be grown lattice-matched on InP.
The band-gap discontinuity A£'0(= A£"c -f A/?v) between IIIQ 53Gao.47As
(Eg = 0.75 eV) and In0.52Alo.48As (£g = 1.47 eV) is about 0.72 eV. This
large band-gap discontinuity makes the heterojunction system
Ino 53Ga0.47/In0 52Alo.48As/InP attractive for possible fabrications of op-
toelectronic and hot-electron-injection devices. The A£c between

TABLE 6.8 Conduction- and Valence-Band Discontinuities, A£c and
AEV, in Heterojunction System between In0.53Ga0.47As and InP (IV =
Current-Voltage Measurements; CV = Capacitance-Voltage
Measurements; PR = Photoresponse Characteristics; PL =
Photoluminescence Measurements; AS = Admittance Spectroscopy;
OA = Optical Absorption Measurements)

A£c (meV)

220 ± 20°
230*
250 ± 10C

235 ± 2Qd

220*
210 ± 20/

203 ± 15*
219*
217 ± 5'
185 ± 5j

A£v (meV)

380*
346 ± 10C

380 ± 30^

390*

Technique

IV, CV, PR
PL, PR

AS
OA
CV
AS
PR
PR
CV
AS

"S. R. Forrest and O. K. Kim, J. Appl. Phys. 52, 5838 (1981).
*M. S. Skolnick et al., Semicond. Sci. TechnoL 1, 29 (1986).
<D. V. Lang et al., Appl. Phys. Lett. 50, 736 (1987); J. Vacuum Sci. TechnoL B 5,
1215(1987).
rfM. S. Skolnick et al., Appl. Phys. Lett. 51, 24 (1987).
'L. Y. Leu and S. R. Forrest, J. Appl. Phys. 64, 5030 (1988).
fR. E. Cavicchi et al., Appl. Phys. Lett. 54, 739 (1989).
*M. A. Haase et al., Appl. Phys. Lett. 54, 1457 (1989).
*M. Zachau et al., Superlatt. Microstruci. 5, 19 (1989).
'M. T. Furtado et al., Superlatt. Microstruct. 5, 507 (1989).
'A. W. Higgs et al., Semicond. Sci. Technol. 5, 581 (1990).
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TABLE 6.9 Conduction-Band Discontinuity, A£c, in
Heterojunction System between In0 s^Ga^ 47As and
Ino.52AIo.4gAs (IV = Current-Voltage Measurements;
PL = Photoluminescence Measurements)

AEC (eV) Technique

0.52fl IV
0.50 ± 0.05* IV
0.52C PL
0.51 + 0.04rf IV
0.553 ± 0.020' IV
0.51 ± 0.02/ PL

aD. V. Morgan et al., Phys. Status Solidi 72, 251 (1982).
6R. People et al., Appl Phys. Lett. 43, 118 (1983).
CD. F. Welch et al., J. Appl Phys. 55, 3176 (1984).
dC. K. Peng et al., J. Appl. Phys. 60, 1709 (1986).
*Y. Sugiyama et al., Jpn. J. Appl. Phys. 25, L648 (1986).
7A. Sandhu et al., Jpn. J. Appl. Phys. 26, 1709 (1987).

In053Gao47As and Ino.siAlo^gAs have been reported by several au-
thors.128'133 These results are summarized in Table 6.9.

The Ino.52Alo.48Al/InP interface is the least well characterized.125'134'135

The staggered alignment is generally agreed on.125 Two experiments pro-
vide values for the offsets: low-temperature luminescence from a series of
superlattices with varying period implied the range of values A£"v = 0.255
- 0.325 eV and AEC = 0.345 - 0.415 eV;134 photoemission gave A£v

= 0.16 - 0.05 eV.135

6.3.3 Lattice-Mismatched Heterojunctions Based on In! -.XG*X As

Some lattice-mismatched heterojunction systems like In^^G
are important material systems for high-speed and optoelectronic device
applications. The band offset depends not only on the heterojunction semi-
conductors involved but also on the amount of mismatch strain at the in-
terface. The strain field in the strained-heterojunction wells and bar-
riers can, therefore, lead to several plausible configurations of the
quantizing superpotentials.136 The large tetragonal elastic strains in the
strained layers can produce marked effects on the electronic properties
through the deformation-potential interactions. The hydrostatic compo-
nent of the strain causes shifts in the bulk energy levels of the layers,
and the shear component causes splittings of certain degenerate valence-
band levels. The energy levels of the layers are therefore determined in-
cluding the strain modification of the layer structure. There are reports
of the band-offset values in the In{ -xGax As-based, strained-heterojunction
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systems, such as In^Ga^As/GaAs,137-'54 In, ^Ga^As/InP,155'156 and
In, ./Ja.As/Al.Ga, _x As.149'157-162

6.4 EXTERNAL PERTURBATION EFFECTS ON BAND
PARAMETERS

6.4.1 Effects of Temperature

The temperature-induced change in the band-gap energy E% can be com-
monly given in terms of the a and (3 coefficients of the Varshni equation163

aT2

Eg(T) = £g(0) ~J-^J (6.18)

where £g(0) is the band-gap energy at 0 K, a is in electronvolts per degree
kelvin, and /3 is proportional to the Debye temperature (in kelvins).

Besides the changes of band structure induced by thermal expansion of
the lattice, the temperature dependence of £g is mainly due to the electron-
phonon interactions [Debye-Waller term (two-phonon process and Fan term
(one-phonon process)].164 Lautenschlager et al.44 have, thus, recently pro-
posed a temperature dependence with an equation containing the Bose-
Einstein occupation factor for phonons:

Eg(T) = EB - aB I 1 + -^ (6.19)
\ e - i/

where the parameter 6 describes the mean frequency of the phonons in-
volved and aB is the strength of the interaction.

O'Donnell and Chen165 have also advocated the three-parameter fit equa-
tion

E,(T) = £g(0) - £</»«> [coth (^} - ll
L \Z£ B / / J

(6.20)

as a direct replacement of the Varshni equation, where 5 is a dimensionless
coupling constant and <#co> is an average phonon energy. It is noted that
the term within the brackets in Eq. (6.19) readily reduces to coth (0/27)
so that Eq. (6.19) can be written in a form similar to Eq. (6.20). The
expression Eq. (6.20) has shown to be compatible with reasonable as-
sumptions about the influence of phonons on the band-gap energy. They
also used Eq. (6.20) to derive expressions for the thermodynamic func-
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tions, such as the Gibbs energy, enthalpy, and entropy of formation of
electron-hole pairs in semiconductors.

Figure 6.12 shows the temperature variation of E0 and EQ + A0 for InP.
The data below 30 K (solid circles) are taken from a tabulation in Ref. 44.
Using spectroscopic ellipsometry, Lautenschlager et al.44 measured the
energies of E0 and E0 + A0 from 30 to 420 K. They also measured the JB,,
£o, and EQ + AO gap variation from 30 to 750 K. The solid lines are the
results of their measurements [best fitted to Eq. (6.19)]. Hang et al.166 have
also measured the temperature variation of E0 and E0 + A0 from 77 K to
600 °C using photoreflectance modulation spectroscopy. The dashed lines
indicate least-squares-fitted results of Hang's measurements to Eq. (6.18).

The temperature dependence of the broadening function of interband
electronic transitions can also yield information about the electron-phonon
interactions, excitonic effects, and similar phenomena. The broadening
function F can be, in general, expressed by a sum of two different contri-
butions:44

- 1 (6.21)
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Figure 6.12 Temperature variation of the E0 and E0 + AO gaps for InP. The data below
30 K are taken from Ref. 44. The solid and dashed lines are the experimental results of
Lautenschlager et al.44 and Hang et al.,166 respectively.
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where F0 is independent of temperature, arising mainly from crystalline
imperfections, and T{ is a contribution through emission and absorption of
phonons of the average frequency 0. This expression ensures a relatively
constant F value from low T up to, in many cases, T =* 100 K, at which
point a component Tl becomes discernible, and then increases nearly lin-
early with Tfor high T. We show as an example, in Fig. 6.13, the tem-
perature dependence of the broadening parameter F for E0 of InP. The solid
circles are the experimental values estimated from photoreflectance mod-
ulation spectroscopy.166 The solid line is the least-squares fit to Eq. (6.21)
with F0 = 26 meV, F! = 33 meV, and 6 = 670 K. As pointed out in Ref.
44, the temperature 6 obtained when fitting the temperature dependence of
F is not necessarily the same as that for the shift of the corresponding
energy gap [i.e., Eq. 6.19)]. For the energy shift due to the electron-phonon
interaction, acoustic as well as optical phonons contribute (while for the
broadening parameter mainly optical phonons are responsible). The dashed
line in Fig. 6.12 for EQ represents a fit with 6 = 259 K.

The temperature coefficient of the band gap (dEg/dT) is known to be
almost linear for temperatures higher than 150 K, as in most semiconduc-
tors. Turner et al.167 have obtained a value for dEQ/dTin InP of -2.9 x
10~4 eV/K from optical absorption measurements. Spectroscopic-ellip-
sometry data of Lautenschlager et al.44 provide dEQ/dT = -3.3 x 10~4

eV/K, while from the data of Hang et al.166 we can calculate the coefficient
to be -4.0 x 10~4eV/K.

100

50

LU

InP

200 400 600

TEMPERATURE ( K )

800

Figure 6.13 Temperature variation of the broadening parameter T for E0 of InP. The solid
line is a least-squares fit to Eq. (6.21). (From Hang et al.166)
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Satzke et al.16 have determined the Varshni parameters a = -0.426
meV/K and |8 = 224 K for EQ of In! .^Ga^As^Pj _y from the temperature
dependence of electroabsorption spectra where the alloy used was tuned to
the emission of 1.33 /xm at room temperature (i.e., y = 0.6). These pa-
rameters provide dEQ/dT = -3.5 x 10~4 eV/K near 300 K. Madelon
and Dore168 ascertained that a = 0.75 meV/K, (3 = 611 K, and dE0/dT
= -3.87 x 10~4eV/K in the range 150-300 K for In! _JCGaJCAs3;P1 ,^/InP
with y = 0.59 from derivative transmission measurements. Temkin et al.169

also reported from photoluminescence measurements values for the Varshni
coefficients for ln{_xGaxAsyP} -y/lnP quaternary of a = 0.49 meV/K
and |S = 327 K, independent of composition. Yamazoe et al.13 found that
the temperature coefficient of E0 in In! _xGaxAsyPi _y/InP near 300 K is
about -0.4 meV/K over the whole composition range of this quaternary.

Pearsall170 estimated the temperature variation of E0 for In0 53Gao 47As
ternary as given by (in electronvolts)

£0(D = 0.812 - 3.26 x 10"4r + 3.31 x 10~7r2 (6.22)

that is, a linear temperature coefficient of -3.26 x 10 4 eV/K. Results
of these measurements are summarized in Fig. 6.14. The solid line is the
linearly interpolated result of Eq. (2.3) using the binary data listed in Table
6.10.
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Figure 6.14 Linear temperature coefficient —dEQldT as a function of y for
In, .jGa^ASyP, ,y lattice-matched to InP. The experimental data are taken from Refs. 44
(solid triangle), 166 (open square), 167 (open triangle), 13 (solid circles), 16 (cross), 168
(open circle), and 170 (solid square). The solid line is the interpolated result of Eq. (2.3)
using the binary data listed in Table 6.10.
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TABLE 6.10 Linear Temperature Coefficient dE^/dT and Pressure Coefficient of Direct-Gap
Energy EQ for InP, InAs, GaAs, GaP, In^jGajASyP,.^ and In0 53Gao.47 As

Material

InP
InAs
GaAs
GaP
In,_^Ga^As> ,P l_> ,
Ino.53Gao.47As

dEQ/dT(XlQ~4 eV/K]

-4.0a

-3.5*
-3.95C

-4.6"
-4.0 + 0.3y
-3.7'

EQ(p) = £0(0)

I a (xl(T2eV/GPa)

7.5 ± 0.2*
10.0/

10.8 ± 0.3*
9.7 ± 0.8*
7.5 + 2.9y'

10.4'

+ ap + £p2 (eV)

fc(xl(T4eV2/GPa2

-12 ± 5'

-14 + 2«
-35 ± 6h

)

"Z. Hang et al., So//d State Commun. 73, 15 (1990).
*F. Matossi and F. Stern, Phys. Rev. Ill, 472 (1958).
<M. Zvara, P/ry*. Stems SWMi 27, K157 (1968).
JR. Zallen and W. Paul, fViys. /tev. 134, A1628 (1964).
T. S. Menoni et al., Phys. Rev. B 33, 5896 (1986).
7R. Zallen and W. Paul, Phys. Rev. 155, 703 (1967).
*A. R. Goni et al., Phys. Rev. B 36, 1581 (1987).
*S. Ves et al., Solid State Commun. 55, 327 (1985).
'Linearly interpolated value using Eq. (2.3).

Paul et al.171 also proposed an empirical expression for both parameters
as a function of alloy composition jc and temperature for Inj -^Ga^ As ter-
nary. Their derived expression can be given by (in electronvolts)

= 0.42 + 0.625, - 10-7"*

<6-23'
The £g(0.47, T) values calculated from Eq. (6.23) give values larger at
low T and smaller at high T than those calculated from Eq. (6.22). This
difference, however, seemed to be less than other experimental uncertain-
ties.

The effective band masses are also known to be functions of tempera-
ture.172"175 Figure 6.15 shows the temperature dependence of the F-band
electron effective masses ml for InP, InAs, and GaAs. The data are taken
for InP from Ref. 174 and InAs and GaAs, from Ref. 175. Hamaguchi and
coworkers174 have determined the temperature dependence of the electron
effective masses in some III-V semiconductors (InP, GaAs, and InSb) from
the magnetophonon resonance experiments in the temperature range be-
tween 77 and 300 K. The effective masses in these semiconductors de-
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Figure 6.15 Temperature variation of the F-band electron effective mass w£/w0 for InP,
InAs, and GaAs. The experimental data are taken for InP from Ref. 174 and InAs and
GaAs, from Ref. 175.

creased with increasing temperature. Stradling and Wood175 have also stud-
ied the band-edge effective masses in n-type InAs, InSb, and GaAs over a
wide range of temperatures using the magnetophonon resonance effect.
They deduced the temperature dependence of the effective mass in each
semiconductor and compared their results with that predicted from the
changes of dilatational component in the band gap with temperature. It was
found that the agreement is excellent for InSb but, with InAs and GaAs,
the observed change is greater than that predicted although less than that
obtained by substitution of the change of the optical energy gap with tem-
perature. A similar comparison was also carried out in Ref. 174 and rea-
sonable agreement was achieved for GaAs, but the agreement was not as
good for InP and InSb. No detailed reports have been, however, reported
on the temperature dependence of the effective mass in the
In, _xGsixAsyPi -y/lnP alloy system at the present time.
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6.4.2 Effects of Pressure

The band-structure parameters, such as band gaps and effective masses,
are strongly dependent on pressure. The pressure effects on the band pa-
rameters have been studied for InP and In, ./ja^As^^ by many au-
thors.176"193 Increasing the hydrostatic pressure/? usually increases the band-
gap energy E% in the following manner:

Eg(p) = £g(0) + ap + bp2 (6.24)

The pressure dependence of the energy-band gaps for InP has been stud-
ied both theoretically177 and experimentally.176'178'182 Gorczyca et al.177

used self-consistent linear muffin-tin-orbital band-structure calculations to
investigate the optical and structural properties of InP under pressure. The
calculated linear and nonlinear coefficients, a and b, of the energy-band
gaps at high-symmetry critical points agreed with published experimental
data well. Their calculated pressure at the crossover from the direct to in-
direct gap is 10.4 ± 0.2 GPa (104 ± 2 kbar) in zinc-blende structure.
Miiller et al.178 studied the experimental hydrostatic pressure dependence
of the fundamental absorption edge of InP at 300 K. They obtained the
crossing of the F and X conduction-band minima at 10.4 ±0.1 GPa. This
value agrees with that estimated by Gorczyca et al.177 Similar measure-
ments, but at 20 K (photoluminescence), have been performed by Menoni
et al.180 Their results showed only the direct-band-gap transitions (H -
F^5) at pressures up to 12 GPa. Recent low-temperature photoluminescence
measurements of w-InP by Leroux182 also showed no evidence for the F -
X crossing up to the phase transition pressure (~ 10 GPa). On the other
hand, Kobayashi et al.181 have suggested the F — X crossing in InP for p
- 8 Gpa.

People et al.183 have studied the pressure dependence of £0 gap of
In0 53Gao.47As and found that the gap varies sublinearly with pressure forp
> 10 kbar, having an initial slope 12.44 meV/kbar. They also determined
the hydrostatic-pressure deformation potential for the F-band gap [ — (7.79
± 0.4) eV]. The pressure coefficient dE0/dp for In0.53Gao.47As has also
been measured192 by photoluminescence in a diamond anvil cell at room
temperature and at 80 K. The dEQ/dp was found to be independent of
temperature between 300 and 80 K (10.95 ± 0.1 meV/kbar).

The composition dependence of the pressure coefficient dEQ/dp for
Int ,xGaxAsyP} _y lattice-matched to InP has been studied184 by measuring
photoconductive band-edge shifts. Wiesenfeld185 has also determined the
pressure coefficient for the y = 0.66 quaternary (dE0/dp = 8.9 ± 1.3
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meV/kbar) from time-resolved transmission and reflection changes pho-
toexcited by subpicosecond optical pulses.

The experimental dE0/dp values for InP and Int ,XG*X As^P, _y are plot-
ted in Fig. 6.16. Table 6.10 also summarizes the dE^/dp for InP, InAs,
GaAs, GaP, In, ../ja^As^P, _y, and ln0^53GaOA7As. The solid line in Fig.
6.16 is obtained from the linear interpolation scheme [Eq. (2.3)] by using
the end-point binary data. This scheme provides nearly linear variation of
dE0/dp with composition y (see Table 6.10).

Increasing the pressure increases the effective band mass186"191 as in the
case for the energy-band gaps. The magnetophonon effects in n-type InP
and GaAs have been observed up to 15 kbar at 295 K by Pitt et al. 186 using
a nonmagnetic high-pressure apparatus. The pressure coefficient dml/dp
was determined as 0.62 and 0.70% /kbar for InP and GaAs, respectively.
The influence of the hydrostatic pressure on the conduction-band effective
mass ml in In^/Ja^As^F^ (y = 0.55, and 1.0) has been studied by
Shantharama et al.188 and Adams et al.189 using a magnetophonon reso-
nance. They found an anomalously large increase in ml , which is thought
to be due to a breakdown of the approximations used in k • p theory [Eq.
(6.9)] for alloys (E0 was determined in their work by photoconductive tech-
niques). The dml/dEQ values they found are (0.084 ± 0.005)m0 eV~! for
y = 0.55 and (0.074 + 0.005)w0 eV1 forjy = 1.0.

0.2 04 0.6
y

0.8 1.0

Figure 6.16 Pressure coefficient dEQ/dp as a function of y for In, .^Ga^As^P, _^ lattice-
matched to InP. The open circle represents the experimental data taken from Ref. 180. The
solid circles are taken from Ref. 184. The open square is taken from Ref. 185. The open
triangle is also taken from Ref. 192.
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Adams and Shantharama190 have also studied the pressure dependence
of hole mobility in InP, GaAs, and In^^Ga^As^P^^/InP (y = 0.65).
The mobility of holes in InP and GaAs was observed to increase with pres-
sure at 0.18 and 0.31%/kbar, respectively. By contrast, the mobility in
the quaternary was observed to decrease with pressure. They considered
that the result indicates the presence of alloy scattering in hole-scattering
mechanisms. They also estimated the logarithmic pressure coefficients of
the heavy-hole mass d In (m^/m^)/dp as + 8.0 x 10~4 kbar"1 for InP,
+ 19 x 10"4kbar~1 for the quaternary, and -1.0 x 10~4kbar~1 for GaAs.

The effective mass in Ino.saGao^vAs/InP heterojunction (two-dimen-
sional electron gas) under hydrostatic pressure up to 15 kbar was studied
by Gauthier et al.191 Cyclotron magnetophonon resonance measurements
were used to determine the coefficients of the effective masses in the sam-
ples. The pressure coefficient was found to be dependent on the carrier
concentration of the measured samples. A mass increase in the highest car-
rier concentration sample was 1 ± 0.1%/kbar (dml/dE0 = 0.044m0

eV"1). This value is two times smaller than that found experimentally in
InGaAs bulk material (dml/dE0 = 0.074m0 eV"1; see Refs. 188 and 189),
but is closer to the values found in binary III-V compounds [dml/dE0 -
0.049w0 eV1; see Ref. 189 (InP)].

The high doping concentration of semiconductors contributes carriers to
the conduction band in an rc-type crystal or to the valence band in a p-type
one. The shift of absorption edge due to band filling is called the Moss-
Burstein shift. Accurate knowledge of the shifts in conduction- and va-
lence-band edges due to heavy doping effects is crucial in modeling semi-
conductor device structures that utilize heavily doped layers. The shift of
the £"0

 and EO + AO gaps in InP has been studied by Lahtinen194 by means
of the electroreflectance method. The valence-band-edge shift due to dop-
ing in p+-GaAs has also been studied by Silberman et al.195 by means of
X-ray photoemission spectroscopy.

The band mass is also influenced by the doping concentration of impur-
ities. Usually, the lower the doping concentration, the smaller the effective
mass; for instance, w£/w0 = 0.040 in lightly doped (Wd = 2 x 1017 cm"3)
n-type Ino^Gao^As and 0.074 in degenerate sample (Afd = 6 x 1018

cm"3).63 Such a change in mf is due mainly to the nonparabolicity in the
conduction band.83'196 An increase in ml beyond the value expected from
the nonparabolicity of the conduction band in GaAs has also been ob-
served. 197 The electron mass at the conduction-band minimum changes from
0.0636m0 for pure GaAs to 0.73m0 for n = 8.0 x 1018 cm"1. This change
in ml is interpreted as a distortion of the conduction band produced by the
impurities. It has also been reported198 that the electron effective mass in
InP determined from Zeeman splitting of the donor level indicates a strong
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magnetic field dependence. This Zeeman effective mass is approximately
45 % smaller than the cyclotron mass at low magnetic fields. Such an anom-
aly is qualitatively explained on the basis of level mixing resulting from
random static electric fields present throughout the crystal due to ionized
impurity centers.

The effective mass of the two-dimensional electron gas at the
InGaAs(P)/InP interface is significantly larger than the electron effective
mass at the band edge in bulk material; for example, w£/w0 = 0.047 ±
0.001 in a ln053GaQA1As/lnP heterojunction.199'200 It is noted that the non-
parabolicity in the band mass strongly influences the electronic subband
structure of heterojunctions and quantum wells.201
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7
ELECTRON AND HOLE
DEFORMATION POTENTIALS

7.1 DEFORMATION POTENTIALS FOR HOLES
AT THE T POINT

The deformation potentials of the electronic states at the Brillouin zone
(BZ) center (k = 0) play an important role in many physical phenomena.
The lattice mobility of holes in III-V compounds is limited primarily by
acoustic and nonpolar optical phonon scattering. The strengths of these
scattering mechanisms are determined essentially by the valence-band de-
formation potentials [a, b, and d (Pikus-Bir notation)].1 Fundamental pi-
ezooptical properties, such as Raman and Brillouin scattering2'3 and pi-
ezobirefringence (see Section 9.1), are also strongly affected by these po-
tentials. A review of the importance of these quantities and their definition4

and methods of calculation5 was given by Blacha et al.6

The orbital-strain and stress-dependent spin-orbit interaction Hamilto-
nians //evl and Hev2 for the valence bands at k = 0 in the zinc-blende semi-
conductors can be written as1

- V3 d{[(LxLy + LyLx)exy + cp] (7. la)

#ev2 = ~a2(exx + eyy 4- eK)(L • s) - 3b2[(Lxsx - \L • $)€„ + cp]

- V3 d2[(Lxsy + LySx)exy + cp] (7
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where e^ denotes the components of the strain tensor, L is the angular
momentum operator, s is the Pauli matrix, a{ is hydrostatic deformation
potential, b, and d{ are shear deformation potentials (b\ and d{ describe
orbit-strain interaction, and b2 and d2 describe stress-dependent spin-orbit
interaction), and cp denotes cyclic permutations with respect to the rect-
angular coordinates jc, y, z.

The application of a uniaxial stress to a semiconductor produces a strain
that reduces the symmetry of the material and results in significant change
in the electronic energy bands. The uniaxial strain effect on the direct band
edge at k = 0 (F) for a zinc-blende-type semiconductor is shown sche-
matically in Fig. 7.1. The remarkable effect of the compressive or tensile
uniaxial strain (stress) on the electronic energy bands is to split the heavy
hole (J = 3/2, mjf = ±3/2 in spherical notation) and light hole (7 = 3/2,
nij = ±1/2) degeneracy at the F point. If we introduce the strain com-
ponents [Eq. (3.27)] into Eq. (7.1), we obtain the changes in the band-gap
energies to first order in stress7

A(£vl - £V2) = dE

A(£V2 - £V3) = A0 - 2

(7.2a)

(7.2b)

where 8E = 2b(Su - S12)X for the [100] stress (b = b{ + 2b2) and 8E =
(d/\l^}S^X for the [111] stress (d = d{ + 2d2)\ thus, the splitting energies
are proportional to the shear deformation potential b or d.

STRESS X

Figure 7.1 Band structure of InP for the lowest conduction band and the highest valence
band and its uniaxial compressive stress dependence. The \J = |, m, = ±|>, \J = \, mj =
±5), and \J - 2, rrij = ±^> states correspond to the light-hole, heavy-hole, and spin-orbit
splitoff valence bands, respectively. Optical polarization selection rules indicate the higher-
lying valence band being the light-hole band for an uniaxial compressive stress (see Refs.
7 and 25).
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TABLE 7.1 Calculated and Experimental Valence-Band Deformation Potentials,
a, 6, and d9 for InP, InAs, GaAs, and GaP (in eV)

InP

-5.1*
-0.4*

1.27C

~0.6e

-\.r

-3.3*
-1.8*
-2.11'
-1.0'

-2.0 ± 0.5'
-1.55m

-1.55"
-1.5 ± 1.5"

-l.\a

-4.7*
-2.5/J

-3.54'

-5.0 ± 0.5'
-4.2m

-4.4"
-2.8 ± 1.2°

InAs

-5.2a

-0.6*
1.00C

-1.0°
-1.55C

-3.2*
-1.7*
-2.33'
-1.1'

-1.8"

-5.8*
-3.10C

-4.4*
-2.4*
-3.83'

-3.6*

GaAs

a
-4.8°
-1.6*

1.166

\.\d

-0.7 + 1.0*
-1.0'

-2.2a

-1.90C

-3.9*
-2.3*
-2.79'
-1.3'
-1.43*
-1.75"
-1.7 ± 0.2°
-1.96 ± O.T
-2.0 + 0.2s

-1.66 ±0.1'
-2.00 ± 0.2*

d
-4.2a

-4.23C

-4.6*
-2.7*
-4.77'
-4.54*
-4.18*
-5.55"
-4.4 ± 0.6°
-5.4 ± 0.3r

-6.0 ± 0.45

-4.52 ± 0.25'
-4.43 ± 0.6*

GaP

-6.8a

-1.5*
1.70C

-0.1°

-4.1*
-2.3*
-2.79'
-1.4'

-1.5 ± 0.2"
-1.8 ± 0.3"
-1.8W

-6.5"

-4.7*
-2.7*
-4.75'

-4.6 ± 0.2"
-4.0 ± 0.5"
-4.3"

Comment

Calc.
Calc.
Calc.
Calc.
Exper.
Exper.

Calc.
Calc.
Calc.
Calc.
Calc.
Calc.
Calc.
Exper.
Exper.
Exper.
Exper.
Exper.
Exper.

Calc.
Calc.
Calc.
Calc.
Calc.
Calc.
Calc.
Exper.
Exper.
Exper.
Exper.
Exper.
Exper.

"Empirical pseudopotential calculation [A. Blacha et al., Phys. Status Solidi B 126, 11 (1984)].
^Linear muffin-tin-orbital method [M. Cardona and N. E. Christensen, Phys. Rev. B 35, 6182 (1987);
erratum, ibid. 36, 2906 (1987)].
cAb initio pseudopotential calculation [C. G. Van de Walle, Phys. Rev. B 39, 1871 (1989)].
dAb initio pseudopotential calculation [C. G. Van de Walle and R. M. Martin, Phys. Rev. Lett. 62,
2028(1989)].
''D. D. Nolle et al., Phys. Rev. Lett. 59, 501 (1987).
7W. Walukiewicz, J. Appl. Phys. 59, 3577 (1986).
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Although the shear deformation potentials b and d have been measured
for many materials, it is difficult to obtain values for the hydrostatic poten-
tial a [- a\ + a2 (Fg)] since most experiments measure changes in energy
gaps and their related effects rather than absolute shifts of the band edges.
Lawaetz (cited in Ref. 8) has, however, proposed a theoretical expression
based on the dielectric band theory of Phillips9'10 that allows a for various
semiconductors to be estimated with reasonable accuracy. His theory leads
to the following expression for a:

a = -0.4 ^ - 0.7 ̂  (7.3)
E-'\ f-s\j

In Eq. (7.3) a, EV9 Evh, and C are in electron volts. The parameter C is
Phillips's ionic energy gap, and Ev and £vh are functions of aQ (lattice con-
stant) and C (see Ref. 8). A similar calculation has also recently been made
by Blacha et al.6 on the basis of the empirical pseudopotential method
(EPM) and a linear combination of the atomic orbitals calculation (LCAO)
by Cardona and Christensen1! based on the linear muffin-tin-orbital method
(LMTO), and by Van de Walle12 and Van de Walle and Martin13 based on
the ab initio pseudopotential calculation (AIPC). These authors also cal-
culated the shear deformation potentials b and d for several semiconductors
(see Table 7.1). The shear potentials b and d were also calculated by Pries-

"Linear combination of atomic orbitals based on a simpler sp3 hybrid model [A. Blacha et al.,
Status Solidi B 126, 11 (1984)].
''Linear combination of atomic orbitals based on the so-called sp*s* hybrid model in which one excited
state j* per atom is added to the basis of the sp3 model [A. Blacha et al., Phys. Status Solidi B 126,
11 (1984)].
'Tight-binding approximation [C. Priester et al., Phys. Rev. B 37, 8519 (1988)].
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ter et al.14 by the method of the tight-binding approximation (TEA) and by
Christensen15 by the LMTO.

As mentioned previously, experimental determination of the hydrostatic
deformation potential a is quite difficult. Nolte et al.16 reported experimen-
tal values for the conduction- and valence-band-edge hydrostatic defor-
mation potentials of InP and GaAs based on the use of transition-metal
impurity levels as reference levels in band-structure lineups. They found
for the valence-band-edge deformation potential values of a = —0.6 eV
for InP and -0.7 ± 1.0 eV for GaAs from uniaxial-stress, deep-level tran-
sient spectroscopy on defect levels of Ti and V. Walukiewicz17 has also
determined a value of the deformation potential a — -1.0 eV for GaAs
from an analysis of the temperature-dependent hole mobilities in a p-type
modulation-doped GaAs/AlGaAs heterostructure.

There have been many experimental data for the shear deformation po-
tentials b and d for various semiconductors, including for InP,18'21 InAs,22

GaAs,20'23'26 and GaP.27"29 These data were obtained by means of optical
techniques, such as modulation spectroscopy (wavelength-modulated re-
flectivity,18 electroreflectance,7'25 piezoreflectance,20'23 wavelength-mod-
ulated absorption,29 and photoreflectance26), fundamental reflectivity,19

piezobirefringence,22'28 photoluminescence,24 and optical absorption,27 un-
der uniaxial stress conditions or estimated from Dixon-Cohen's elastooptic
method.21 In Table 7.1 we compare these experimental results with the
theoretical values. Experimentally the b values are close to — 2.0 eV and
d values generally lie in the range —4 to — 6 eV for these semiconductors.
Using these binary data18'22'25'27 and Eq. (2.3), we estimate the composi-
tion dependence of the shear deformation potentials for In, .^Ga^As^P] _ y

lattice-matched to InP (in electrovolts):

b(y) = -2.0 + Q.2y (7.4a)

d(y) = -5.0 + 0.5y (7.4b)

Let us now proceed to find some general trend of the shear deformation
potentials of semiconductors. In Fig. 7.2 we plot the values of r; =
rf/V3 b as a function of the Phillips ionicity f{ for measured covalent and
zinc-blende semiconductors. The quantity rj is the ratio of the splitting for
a shear strain along [111] to the splitting for a shear strain of the same
magnitude along [100]. The bold line in the figure is the locus for
In^/ja^As^P^ lattice-matched to InP obtained from Eq. (7.4). The
dashed line also represents a reasonable fit to the experimental findings.
We can recognize from the figure that ry increases with increasing/. Such
a trend may be interpreted by a point-ion model proposed by Gavini and
Cardona.20'30
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Figure 7.2 Plots of the measured r; =
d/\l3b versus Phillips's ionicity/ for tetra-
gonal semiconductors. The bold line is the lo-
cus for In, ^Ga^ASyPI _>, lattice-matched to
InP obtained from Eq. (7.4). The dashed line
represents an average of the experimental
findings.

The phonons that usually dominate in the scattering probability are the
long-wavelength optical phonons that produce a short-range potential in the
crystal that shifts the electronic band states. In polar semiconductors, like
InP, the phonons are also accompanied by a long-range macroscopic elec-
tric field that produces additional scattering. The shifts of the electronic
band states per unit ionic displacement associated with long-wavelength
optical phonons are called the optical-phonon deformation potential dQ.

The deformation potential d0 is defined by the splitting of the T15 state
produced, in the absence of spin-orbit interaction, by a phonon along [111]6

(7.5)

where dE is the shift of the singlet component of T15 polarized along [111],
UQ is the lattice constant, and u is the change of the bond length in the [111]
direction due to the displacement of the two sublattices. The deformation
potentials d and d0 are related linearly through the internal strain parameter

= d' - (7.6)
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A direct measurement of f is, however, rather difficult since it requires the
measurement of the intensity of an X-ray reflection forbidden in the un-
strained crystal.

The experimental deduction of d0 from either low-field transport31'32 or
Raman data33 is quite involved. Several theoretical calculations of d0 for
the covalent and zinc-blende semiconductors were carried out by the meth-
ods of the EPM,5'6 LCAO,5'6 SCBO (self-consistent Born-Oppenheimer
approximation),34 LMTO,15'35'36 and AIPC.37'38 In Table 7.2 we list the-
oretical and experimental results for d0 for InP, In As, GaAs, and GaP.

Lawaetz39 has determined an effective acoustic-mode deformation po-
tential, ECff, appropriate for low-field transport in/7-type materials with Ge-
like (zinc-blende) valence bands. This parameter is written as

2£r = a2 + £ (b2 + i^2) (7.7)
^t

where Cj and Ct are spherically averaged elastic coefficients given by

C, = i(3Cn + 2C12 + 4C44) (7.8a)

Ct = $(CU - C12 + 3C44) (7.8b)

The calculated composition dependence of Seff versus y for
In! .^Ga^As^P, ,y lattice-matched to InP can be written as (in electronvolts)

Heff(j) = 7.4 - 4.3y + 2.2y2 (7.9)

where the elastic constants used are taken from Table 3.1. This expression
gives 3eff(InP) = 7.4 eV, which compares very favorably with the value
6.6 eV reported in Ref. 16.

Although the deformation constant Seff is a somewhat phenomenologic
average over the longitudinal and transverse acoustic phonon modes, it is
widely used to model the performance of semiconductor devices and is
particularly useful for electrical engineers. The deformation constant Seff

is also related to the phenomenologic acoustic deformation potential, £ac,
proposed by Wiley and DiDomenico31'40 by the equation

(7.10)

where j8 = C,/Ct. We find that the calculated dependence of Eac on y for
In! .^Ga^ASyP! _y quaternary is also a linear relationship given by (in elec-
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TABLE 7.2 Calculated and Experimental Optical-Phonon Deformation Potentials
d0 for InP, InAs, GaAs, and GaP

Optical-Phonon Deformation Potential d0 (eV)

InP

35.6°
30.5*
16.3f

3l.ld

32.0'

14. lh

20. 1'

22. 6*
42'
35"'

InAs

33. 3"
29. 56

i6.r
28. 5*
31.0e

14. 3h

20.8'

25.3*
42'

GaAs

36.4fl

36.3*
20.9C

29. I*
37.0"
25.9f

16.5*
\7.5h

25.0'
34. V
37.1*
41'
41m

48"

GaP

28.9°
38.1*
21.5C

26. 5<
39.4"

24.3'
31.5'
33.1*
44'
47m

Comment

Calc.
Calc.
Calc.
Calc.
Calc.
Calc.

Calc.
Calc.
Calc.
Calc.

Calc.
Exper.
Exper.
Exper.

"Empirical pseudopotential calculation [A. Blacha et al. f Phys. Status Soiidi B 126, 11 (1984)].
^Linear combination of atomic orbitals based on a simpler sp3 hybrid model [A. Blacha et al., Phys.
Status Soiidi B 126, 11 (1984)].
'Linear combination of atomic orbitals based on the so-called sp3s* hybrid model in which one excited
state s* per atom is added to the basis of the sp* model [A. Blacha et al., Phys. Status Soiidi B 126,
11 (1984)].
^Empirical pseudopotential calculation [W. Potz and P. Vogl, Phys. Rev. B 24, 2025 (1981)].
'Linear combination of atomic orbitals calculation [W. Potz and P. Vogl, Phys. Rev. B 24, 2025
(1981)].
^elf-consistent Born-Oppenheimer approximation [A. J. Hernandez-Cabrera et al., J. Phys. C 16,
2251 (1983)].
^Linear muffin-tin-orbital method [N. E. Christensen, Phys. Rev. B 30, 5753 (1984)].
''Linear muffin-tin-orbital method [N. E. Christensen et al., Phys. Rev. B 36, 1032 (1987)].
'Linear muffin-tin-orbital method [L. Brey et al., Phys. Rev. B 36, 2638 (1987)].
jAb initio pseudopotential calculation [B.-S. Wang et al., Phys. Rev. B 39, 12789 (1989); see also
comment by M. Cardona and N. E. Christensen, ibid. 41, 5407 (1990)].
kAb initio pseudopotential calculation [Z.-Q. Gu et al., Phys. Rev. B 41, 8333 (1990)].
'J. D. Wiley, in Semiconductors and Semimetals, Vol. 10, R. K. Willardson and A. C. Beer, eds.,
Academic, New York, 1975, p. 91.
'"See, for instance, W. Potz and P. Vogl, Phys. Rev. B 24, 2025 (1981).
"M. H. Grimsditch et al., Phys. Rev. B 20, 1758 (1979).

tronvolts)

Eac(y) = 8.3 -5Ay + 2.Sy2 (7.11)

Wiley and DiDomenico reviewed40 the circumstances under which polar
mode scattering is important in the III-V compounds and concluded that it
is the dominant intrinsic scattering mechanism only in the w-type direct-
band-gap materials. For/Mype III-V materials, they found that the domi-
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nant hole-scattering mechanism is a combination of acoustic and nonpolar
optical mode scattering. Their analyses of the hole mobility data yielded
the values of £ac = 6.5 ± 1.5 eV for InP, Eac = 5.3 eV for GaAs, and
Eac = 5.7 eV for GaP. An estimate in Ref. 31 finds Eac = 4 eV for GaAs,
which was recently confirmed with ultrafast laser cooling experiments by
Ruhle et al (Eac = 4.8 ± 1.0 eV).41

7.2 DEFORMATION POTENTIALS FOR ELECTRONS

If one neglects stress-induced coupling between the s-like conduction band
TC

6 and the p-like valence band Tg(M7 = + £), the energy displacement of
the TC

6 minimum is linear in strain and its orbit-strain Hamiltonian may be
written as

where eti(i = *, y, or z) is the diagonal component of the strain tensor.
Let us now consider the case of the scattering of electrons due to the

strain caused by acoustic waves, that is, the intravalley (acoustic) defor-
mation potential scattering. If the strains involved are small as in the usual
case, the electronic energy shifts caused by them may be described ade-
quately with linear terms in the strain. By symmetry, for spherical constant
energy surfaces and acoustic-mode scattering, one may write for the shift
of the F6 minimum A/s^ as

AEc
r = £,(€„ + eyy + e^ (7.13)

where E{ is the so-called intravalley (acoustic) deformation potential.
Equation (7.13) is based on the fact that the matrix element of Eq. (7.12)
is practically equal to that obtained by replacing HQC by A£^ • The defor-
mation potential Ei(C}) can now be written in a phenomenologic form as42

dET

E, - -B (7.14a,

or13
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where Bu is the bulk modulus (see Section 3.2), dE^/dp is the hydrostatic
pressure coefficient of the TC

6 minimum, and d In V = dV/ Fis the fractional
volume change of the crystal.

There are various theoretical models for finding values of conduction-
band-edge deformation potentials for tetrahedral semiconductors.6'] J"13'15'43

Verges et al.43 used self-consistent LMTO calculations for bulk solids to
derive the deformation potentials. In this method the solid is broken up into
atom-like spheres and all potentials are referred to a reference level that is
chosen so that the Hartree potential of a single atomic sphere is zero at
infinity. The solid can be terminated at any sphere while leaving the elec-
tronic charge distribution in this sphere equal to what it would have in the
bulk. An attempt was made to evaluate in this manner the electron-phonon
interaction constants relevant to longitudinal acoustic phonons. Recently,
it was argued that screening needs to be included in the previous approach,
and Cardona and Christensen11 proposed a model to calculate these effects.
Van de Walle and Martin13 have also reported the AIPC determination of
the deformation potentials, which takes into account long-range electro-
static effects in their theory. In Table 7.3 we summarize the calculated
conduction-band deformation potential E\ for InP, In As, GaAs, and GaP.
Since GaP is an indirect-band-gap semiconductor, we list the results for
not only the lowest direct minimum (TC

6) but also the lowest conduction
minima (X£).

Experimental determinations of the conduction-band deformation poten-
tials have been quite controversial. This is because those measurements are
indirect and require a significant amount of analysis, interpretation, and
assumption. For example, reported values for InP range widely from |£"i|
= 3.4 to 21 eV.44"54 Hamilton52 pointed out that the estimated values 18.5
and 21 eV may be perhaps too high because of the use of the approximate
Matthiessen's mobility rule ("l//i"; see Chapter 10). Electron mobility
analysis by Takeda and Sasaki45 yielded |/?J = 3.4 eV. Taguchi and
Yamada46 found \E{\ — 6.5 eV from electron mobility analysis for high-
purity H-type InP by taking into account the compensation ratio. This value
(6.5 eV) is in acceptable agreement with the one recently calculated by
Cardona and Christensen [5.9 eV (screened value)].11

The value \E{\ = 5.8 eV for In As47 was determined from an analysis of
electron transport data. Free-carrier absorption data for In As also provided
a value of \E{\ = 10 eV.55

Many low-field transport and free-electron optical absorption data are
available for GaAs,47'48'56'66 and their analyses yield the \E}\ values rang-
ing from 7 to 16.5 eV. Recently, Nolte et al.16 have found a value of El

= -9.3 ± 1.0 eV for GaAs based on the use of transition-metal impurity
levels as reference levels in band-structure lineups. This value is suffi-



TABLE 7.3 Calculated and Experimental Conduction-Band Deformation Potentials
El for InP, InAs, GaAs, and GaP (in eV)

Conduction-Band Deformation Potential E}

InP

-13.7"

-5.9"
-5.047

21*
14. 5*-1'
18'
6.8*

14.2 ± 0.7'
3.6"1

3.4"
14"
6.5'

11.5*

InAs

-11.7"

-1.3d

-5.08/

11.5*
5.8*

10r

GaAs

-18.3°
-17. \c

-8.8*
-7.17'

8.6*
9.0«

-6.3*''
16.0 ± 0.5"

-15.7"
13.5^

7>'.2

12™
11 ± \bb

-9.3 ± 1.0CC

11 - 12^

GaP Comment

-16.1*** Calc.
Calc.

+0.8^ Calc.
-7.14,*-'+ 3.26''' Calc.
ij.vJ * ' c/xper.

- \Qe'ff Exper.
9 ± \e'88 Exper.

Exper.
Exper.
Exper.
Exper.
Exper.
Exper.
Exper:
Exper.

"Empirical pseudopotential calculation [A. Blacha et al., Phys. Status Solidi B 126, 11 (1984)].
hYl conduction-band minimum.
'Linear muffin-tin-orbital model [N. E. Christensen, Phys. Rev. B 30, 5753 (1984)].
^Linear muffin-tin-orbital method [M. Cardona and N. E. Christensen, Phys. Rev. B 35, 6182 (1987);
erratum, ibid. 36, 2906 (1987)].
eXc

6 conduction-band minima.
fAb initio pseudopotential calculation [C. G. Van de Walle, Phys. Rev. B 39, 1871 (1989)].
*V. V. Galavanov and N. V. Siukaev, Phys. Status Solidi 38, 523 (1970).
''D. L. Rode, Phys. Rev. B 3, 3287 (1971).
'D. K. Hamilton, Solid-State Electron. 24, 317 (1981).
yB. R. Nag and G. M. Dutta, J. Phys. C 11, 119 (1978).
AD. L. Rode, in Semiconductors and Semimetals, Vol. 10, R. K. Willardson and A. C. Beer, eds.,
Academic, New York, 1975, p. 1.
'H. J. Lee et al., Can. J. Phys. 58, 923 (1980).
mj. R. Hayes et al., J. Electron. Mater. 11, 155 (1982).
"Y. Takeda and A. Sasaki, Solid-State Electron. 27, 1127 (1984).
°D. A. Anderson and N. Apsley, Semicond. Sci. Technol. 1, 187 (1986).
''A. Taguchi and S. Yamada, /. Appl. Phys. 61, 2412 (1987).
*D. Lancefield et al., J. Appl. Phys. 62, 2342 (1987).
rE. Haga and H. Kimura, J. Phys. Soc. Jpn. 19, 471 (1964).
'S. Perkowitz, J. Appl. Phys. 40, 3751 (1969).
'K. Osamura and Y. Murakami, Jpn. J. Appl. Phys. 11, 365 (1972).
MH. J. Lee et al., Can. J. Phys. 57, 233 (1979).
"P. Pfeffer et al., Solid State Commun. 51, 179 (1984).
"E. E. Mendez et al., Appl. Phys. Lett. 45, 294 (1984).
*P. J. Price, Phys. Rev. B 32, 2643 (1985).
^K. Lee et al., J. Appl. Phys. 54, 6432 (1983).
JW. Walukiewicz et al., Phys. Rev. B 30, 4571 (1984); 32, 2645 (1985).
a"B. Vinter, Phys. Rev. B 33, 5904 (1986).
hhK. Hirakawa and H. Sakaki, Appl. Phys. Lett. 49, 889 (1986).
ICD. D. Nolte et al., Phys. Rev. Lett. 59, 501 (1987).
ddT. Kawamura and S. Das Sarma, Phys. Rev. B 42, 3725 (1990).
eeD. L. Rode, Phys. Status Solidi B 53, 245 (1972).
fj. D. Wiley and M. DiDomenico, Jr., Phys. Rev. B 1, 1655 (1970).
WS. Kocsis, Phys. Status Solidi A 28, 133 (1975).
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ciently close to E{ = -8.8 eV predicted theoretically by Cardona and
Christensen.11

For GaP, values of \E\\ = 13 eV and 9 ± 1 eV have been obtained by
Rode47'67 and Kocsis,68 respectively, from the analyses of electron-trans-
port data. Wiley and DiDomenico69 have also obtained \E^ ~ 10 eV from
free-carrier absorption in n-type GaP. These values are the deformation
constants at the indirect-conduction minima (X%) but not at the F£ mini-
mum. Note that the reported experimental values are much higher than the
theoretically predicted one [E{ = + 0.8 eV (screened); see Ref. 11]. In
Table 7.3 we list the experimentally determined deformation potential val-
ues £", for the III-V binaries (InP, In As, GaAs, and GaP).

The deformation potential E{ for In0.53Gao.47As ternary has been deter-
mined by several authors from analyses of electron-transport data.70'72 The
values obtained are |/?,| = 5.89 eV18'70 and 9.4 eV.72 To our knowledge,
however, no experimental data has been reported for In! ./Ja^As^ _ y

quaternary.
It is generally accepted that the Gunn effect arises from a negative con-

ductance mechanism in which the electrons are transferred from a low-mass
central valley (F) to higher-lying large mass satellite valley (L and/or X)
such as exist in the conduction band of GaAs. The strength of this electron-
transfer mechanism can be represented by the coupling constant D^.73'74

The constant Dtj(i,j - jc, y, or z) is the so-called intervalley deformation
potential constant (in electronvolts per centimeter), where i = j corre-
sponds to the equivalent intervalley scattering and i =£ j corresponds to the
nonequivalent one.

Figure 7.3 shows the conduction band in the T-X and the F-L directions
for InP, including a schematic representation of the intervalley deformation
potential scattering. Although the scattering processes play an important
role in the analysis of electron-transfer properties, there seems to be no
reliable experimental data to date. The experimental deformation potential
constants reported in the literature largely scatter for many semiconductors
(see, e.g., Refs. 75 and 76).

The intervalley deformation constants D^ between the lowest F-, X-, and
L-conduction-band valleys in zinc-blende semiconductors have recently
been calculated by Zollner et al.77'78 using empirical pseudopotentials. The
matrix element for the intervalley scattering of a carrier \k) by absorption
or emission of a phonon \q) can be simply written as (k ± q\H-w\k), where
Hiv is the intervalley electron-phonon interaction Hamiltonian. As Hiv has
the symmetry of the phonon involved, the scattering is forbidden unless
the representation belonging to the state | Jt ± q) is contained in the product
of the representations belonging to \q) and \k). Their calculated D^ values
for InP, InAs, GaAs, and GaP are listed in Table 7.4.
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3.0

Figure 7.3 Conduction band in the T-X and the Y-L directions for InP, including a sche-
matic representation of the intervalley deformation potential scattering.

Zollner et al.77 pointed out that T-X{ scattering by LO phonons and
T-X3 scattering by LA phonons are not allowed for InP, InAs, and GaP;
conversely, T-X{ scattering by LA phonons and F-X3 scattering by LO
phonons are not allowed for GaAs. This can be explained as follows.77 In
zinc-blende materials the symmetries for the two lowest conduction band
states at X and X\ and X3 (single group), with the anion at the origin. The
state X} is lower in energy than X3 for semiconductors of interest here. The
transverse phonons have X5 symmetry and do not contribute to F-X scat-
tering. The LA and LO phonons have Xl and X3 symmetry. If the cation is

TABLE 7.4 Intervalley Deformation Potential Constant D{j for InP, InAs GaAs,
and GaP (in 108 eV/cm)

Ay

DTL

DTX(Y-X\)
Drx(T-X3)
DLL
L^XX \A-\ ~X\ )
D^x\L—X\)

Phonon

LA
LO
LA + LO
LA/LO
LA/LO
LA + LO
LA/LO
TA
LA
LO
TO

InP

1.4
1.8
2.3
1.6
2.6
0.9
3.1
0.7
0.5
2.8
1.2

InAs

1.7
1.0
2.0
2.2
2.0
1.1
2.5
0.6
0.6
1.9
1.1

GaAs

3.0
0.4
3.0
2.9
3.3
1.2
4.9
0.8
0.4
1.8
1.8

GaP

0.8
0.7
1.1
1.1
0.8
0.6
3.0
0.4
0.7
1.6
0.7

Source: S. Zollner et al., J. Appl. Phys. 68, 1682 (1990).
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heavier than the anion, as in the case of InP, InAs, and GaP, then the X3

state has higher energy (LO) than the X{ (LA) state. In the reverse case
(such as GaSb, AlAs, and AlSb), the LO (LA) phonon has X{(X3) sym-
metry. The latter case is also true for GaAs, where the two masses are
similar.

The intervalley deformation constants Dtj in III-V compounds have also
been calculated using a method of nonlocal pseudopotential by Grinyaev
et al.79 Zollner et al.80 have employed the rigid pseudoion method to cal-
culate the q dependence of Di} values for GaP from the T point to the X
valley. They found that not only the LA and LO phonons are allowed to
couple away from X, but the fast TA phonon also has to be considered
along certain directions. Using spectroscopic ellipsometry, they also ob-
tained an intervalley scattering time of 40 fs, which yields an intervalley
deformation potential of about 4 x 108 eV/cm, whereas the rigid pseu-
doion theory gives a value of only about 1 x 108 eV/cm.
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8
OPTICAL PROPERTIES

8.1 OPTICAL DISPERSION RELATIONS

In! _xGaxAsyPi -y/lnP heterostructures become increasingly interesting as
light sources and detectors for optical fiber communication systems in the
1.4-1.7-/xm wavelength region. Knowledge of optical properties is very
important in the design and analysis of such optoelectronic devices.

The complex dielectric function

e(co) = e,(co) + ie2((o) (8.1)

is known to describe the optical properties of the medium at all photon
energies E = hu. Real (e^ and imaginary (e2) parts of the dielectric func-
tion are connected by the well-known Kramers-Kronig (KK) relations:1

(CO

t \ 2 f °° 6 l(^ f>
€2(CJ) = -~ \ 7-7^

7T JO (CO ) —

The complex refractive index n*(co) = «(co) + ik(u>) is now given by

n* = n(co) + i*((o) = [e,(w) -f i€2(w)]1/2 (8.3)
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where AZ(CO) is the real refractive index and k(u) is the extinction coefficient,
also called the attenuation index. The constants n(co) and k(u) are real and
positive numbers and can be determined by optical measurements. From
Eqs. (8.1) and (8.3), it follows that

€| = n2 - k2, e2 = 2nk (8.4)

and also that

„,„) = (8.5)

The absorption coefficient a(o;) depends not only on e2(co) but also on
both parts of the dielectric function

a(w) = ̂  *(«) (8.7)
A

where X is the wavelength of light in the vacuum.
The normal-incidence reflectivity R is

R =
n* - 1

+ 1

2
(n ~ I)2 + k2

(n + I)2 + k2 (8.8)

8.2 THE RESTSTRAHLEN REGION

The reststrahlen region is the region where the radiation field interacts with
the fundamental lattice vibrations. Two effects resulted: (1) absorption or
emission of the electromagnetic wave due to the creation or annihilation of
lattice vibrations and (2) scattering of the electromagnetic wave by the lat-
tice vibrational modes. Optical absorption due to lattice vibrations appears
as absorption bands in the infrared region (with wavelength range of a few
tens of micrometers) attributed either to a first- or second-order electronic
dipole moment or to anharmonic terms in the potential energy. In polar
crystals, as in InP, the first-order dipole moment gives rise to a very strong
absorption band associated with optical modes having an of essentially zero
k vector (i.e., long-wavelength optical phonons). A useful description of
the theoretical and practical aspects of this subject is given by Balkanski.2



8.2 THE RESTSTRAHLEN REGION 137

The complex dielectric permittivity e(co) in the long-wavelength limit can
be explained by a single harmonic oscillator model:

6 ( a O ~ e l + (8.9)
L COTO - coz - ivy]

where COLO and COTO are the long-wavelength LO and TO phonon frequen-
cies, respectively and y is the phonon damping constant. This expression
can be modified using the Lyddane-Sachs-Teller relation of Eq. (5.3) as

x 2 2 °°. (8.10)
coTO — co — lory

The reststrahlen parameters es, e^,, COLO, COTO, and y can be obtained from
measurements of absorption, refractive index dispersion, reflection at nor-
mal and oblique incidence, and also from Raman scattering and other more
complicated measurements.3 Bairamov et al.4 have recently performed
room-temperature Raman and infrared-reflectivity measurements on se-
miinsulating InP doped with Fe and found the reststrahlen parameters of
this material: COTO = 303.7 cm"1, COLO = 344.5 cm"1, and y = 1.2 cm"1.
From the Lyddane-Sachs-Teller relationship and es = 12.5 (Table 5.1),
we obtain e^ = 9.71, which is in acceptable agreement with the value of
9.66 obtained in Section 5.1 (see Table 5.1).

Figure 8.1 shows spectral variations of e^co) and e2(to) from a numeric
modeling of Eq. (8.9) [Eq. (8.10)] with the reststrahlen parameters of Bair-
amov et al.4 The imaginary part of Eq. (8.9) is now modified as

&OTQCQ7 (8-n)

with S = €00(00^0 — ̂ TO)/^TO- The frequency coTO(=303.7 cm"1) in the
present sample is much larger than 7(=1,2 cm"1), and e2(co) then has a
significant value only when co is close to COTO. For such values of co it is a
good approximation to replace co by COTO everywhere in Eq. (8.11), except
in the factor COTO - co, which gives

WTO)< < n*(COTO - co) 4- (7/2)

The e2(co) thus reaches a maximum value ScoTO/7( = 705) for frequency COTO

and drops to half that peak value for frequencies COTO ± ^7. Expression
(8.12) is known as the Lorentzian lineshape.
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Figure 8.1 Spectral variation of e(w) obtained from a numeric modeling of Eq. (8.9) [Eq.
(8.10)] with the reststrahlen parameters of semiinsulating InP determined at room temper-
ature by Bairamov et al.4

The corresponding variations of n(co) and fc(co) obtained from Eqs. (8.5)
and (8.6) are shown in Fig. 8.2. The absorption coefficient a and normal-
incidence reflectivity R as calculated from Eqs. (8.7) and (8.8) are also
shown in Figs. 8.3 and 8.4, respectively. Both n and k(a) dispersion curves
show a strong peak at the resonance frequency co = COTO. The reflectivity
R at co close to COLO is nearly zero.

The optical properties at the reststrahlen region in semiinsulating crystals
are adequately well interpreted by the above-mentioned single harmonic
oscillator model. If free carriers are present in the medium, we must take
into account plasma contributions to the dielectric permittivity. When the
frequency of free-carrier plasma excitations (plasmons) is close to the fre-
quency of the LO phonons (COLO), the two excitations interact via their mac-
roscopic electric fields. The dielectric permittivity in such case is given by

e(co) = 1 +
COTO — CO co(co + iT)

(8.13)
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Figure 8.2 Numerically calculated spectral dependence of the real refractive index (n) and
the extinction coefficient (k) at the reststrahlen region of InP using the same set of rest-
strahlen parameters as in Fig. 8.1.

where

ne 1/2

(8.14)

is the plasma frequency, F is the plasmon damping constant, and n and m*
are, respectively, the concentration and effective mass of the free carriers.
Expression (8.13) has been used as the basis for sorting out plasmon-
phonon effects in a number of investigations (see review by Blakemore3).
Kukharskii,5 however, showed that this expression oversimplifies the cou-
pling of plasmons and phonons and can lead, principally, to errors in de-
ducing the damping constants y and F. In Kukharskii's model, e(o>) is given
by

(co2 - co2_)(qj2 /F+co - co2+)
(8.15)
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Figure 8.3 Numerically calculated spectral dependence of the absorption coefficient a at
the reststrahlen region of InP using the same set of reststrahlen parameters as in Fig. 8.1.

where

co2 = - 4<o24o]1/2} (8.16)

In his model two additional parameters are the damping constants F+ of
the coupled plasmon-phonon modes. The plasmon and single-oscillator
models are related to each other through the equation

cd_|_Gj_ == ojpCJjQ (8.17)

Bairamov et al.4 have also measured room-temperature infrared-reflec-
tivity spectra of n-type InP doped with Sn and S in the concentration range
from 6.8 x 1017 to 1 x 1019 cm'1. We reproduce their results in Fig. 8.5.
The reflectance minimum at about 300 cm"1 is due to the LO phonon. The
position of the second minimum, called the plasma minimum, depends on
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Figure 8.4 Numerically calculated spectral dependence of the normal-incidence reflectiv-
ity R at the reststrahlen region of InP using the same set of reststrahlen parameters as in
Fig. 8.1.
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Figure 8.5 Room-temperature infrared reflectivity data for n-type InP. The carrier con-
centrations are 8.8 x 1018 cm""3 (#1), 7.1 X 1018 cm~3 (#2), 2.3 x 1018 cm~3 (#3), and
4.9 x 1017 cm~3 (#4). The minimum at about 300 cm"1 is due to the LO phonons. The
position of the second minimum, called the plasma minimum, depends on the electron con-
centration. (From Bairamov et al.4)
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the electron concentration. The plasma resonance minimum is very close
to the TO-phonon line in the spectrum of the relatively lightly doped sam-
ple (#1 in Fig. 8.5). When the carrier concentration is larger (#2-#4), the
plasma minimum is shifted toward higher photon energies as seen in Fig.
8.5. The carrier concentrations are obtained from Eq. (8.14). Because InP
has a nonparabolic conduction band, the effective mass m*( = ml) in Eq.
(8.14) depends on the carrier concentration (see Chapter 6). This non-
parabolic-band correction is given by Eq. (6.10) and has been taken into
consideration in the calculations.

Reflection spectra of bulk alloy samples usually consist of lattice bands,
the number of which is equal to the number of different cells. For example,
the reflectance spectra of In^/ja^As^F^ consist of four lattice bands
(i.e., four-mode behavior; see Section 3.3). The dielectric permittivity in
such materials can be successfully explained by the following multioscil-
lator model:

, . . V ,Q , 0 V

€(0)) = €00 + Zj — - 2 - : --- , , -Tiv (8-18)
— co — tujj co(co + 1 1 )

where 57[ = e^co^o, - «TOy)/wTo/l *s the oscillator strength, coTq/ is the TO
phonon frequency, and 7, the damping constant of they th lattice oscillator.

As mentioned in Section 3.3, many authors have performed optical stud-
ies in the reststrahlen region of the In, _xGaxAsyPi _y quaternary using the
Raman and/or far-infrared-reflectivity techniques. However, such works
were focused mainly on the phonon-mode determination (the four- or three-
mode behavior). Straightforward information about the optical constants in
the reststrahlen region of this alloy is, thus, very scant.6'8

Pickering8 determined the four-mode lattice vibrational behavior in
In, _^cGaA.As>,PI _y lattice-matched to InP over most of the composition
range using a far-infrared-reflectivity technique. Representative examples
of the spectra he obtained near the middle of the composition range (y =
0.35 and 0.50) are shown in Fig. 8.6. The four lattice bands and the plasma
edge can be clearly recognized in the spectra. The solid lines are the results
of fits to Eq. (8.18) with four oscillators (j = 1-4). The fits are seen to be
fairly good except in the higher-frequency region, where the penetration
depth is high and effects of any nonabrupt junctions will be most notice-
able. The composition dependence of the oscillator strengths (S, values)
was also found to be proportional to the pair concentration [i.e., (1 - ;c)
(1 - y) for the InP-mode oscillator, (1 - x)y for the InAs-mode one, xy
for the GaAs-mode one, and x(l — y) for the GaP-mode one] for a random
alloy.8
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Figure 8.6 Room-temperature infrared reflectivity data for In, .^Ga^As^Pi _>f quaternary
(y - 0.35 and 0.50). The solid lines represent the results of fits to Eq. (8.18) with four
oscillators. (From Pickering.8)

8.3 THE INTERBAND TRANSITION REGION

8.3.1 Mode! Dielectric Function

Let us first present various approximations9 of the dielectric constants in
the interband transition region of semiconductors. Figures 8.7«-/show the
approximations used in the case of tetragonal semiconductors to describe
the refractive-index dispersion below the fundamental absorption edge
[rc(co) — €i(o))°'5]. The dashed curves are the spectral dependence e2(co)
typical of the diamond- and zinc-blende-type structures. The continuous
curves represent the various model representations of e2(o>) used in Refs.
10-15.

The nature of the spectrum of e2(co) in the fundamental absorption region
of direct-gap semiconductors is well characterized by a square-root depen-
dence, €2(w) oc (#o> - £0)

05 (Fig. 8.7010'11). Wemple and DiDomenico
have proposed a semiempirical single-effective-oscillator model to analyze
refractive index dispersion in more than 100 widely different solids and
liquids (Fig. 8.7b12). Their model requires two parameters, Ep and £d,
where the imaginary part of the dielectric constant e2 of the material was
assumed to be a delta function at energy £p and the strength of the effective
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Figure 8.7 Imaginary part of the dielectric constant e(co) (dashed lines) in the interband
transition region and its model representations (solid lines) used in Refs. 10 and 11 (a), 12
(b), 13 (c), 14 (d), and 15 (e, /) for semiconductors with diamond and zinc-blend struc-
tures.

oscillator was defined to be 7r£'d/2. The KK transformation of this function
gives

(8.19)

where E = ftco. On the other hand, Stern considered a two-oscillator model
that assumes effective oscillators at energies E} and E2 (Fig. 8.7c13). Mat-
ters are, however, complicated by the lack of agreement of the data with
the Wemple-DiDomenico or Stern model at the direct-band edge, which is
the energy range of most interest for semiconductor optoelectronic devices.
Afromowitz has therefore proposed a modified single-effective-oscillator
model (Fig. 8.7rf14), which takes into account the lowest-direct-gap con-
tribution, and applied it to ! .^As, i _y, and In! ter-
naries. In the Afromowitz model the contribution of the lowest-direct gap
EQ to e2(co) was assumed to have the form of e2(co) oc (//a))4. His assumed
e2(o>) agrees closely with the actual spectrum in the region below E{ (see
Fig. 8.7d) but is fully empirically derived and therefore nonphysical. Pikh-
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tin and coworkers' model representations of e2(co) also allow for the elec-
tronic density of states, which is assumed to be uniformly distributed in the
interval between hu = EQ - E} (Fig. 8.7e15), hu = £0 "~ E\ and #co =
£, - E2 (Fig. 8.7/15). It seems that all these approximations oversimplify
the actual e2(co) spectra.

Let us now present a new model of the dielectric functions e,(o)) and
e2(co), which covers the optical response of semiconductors over a wide
range of photon energies. 16~24 The model is based on the KK transformation
[Eq. (8.2)] and is strongly connected with the electronic energy-band struc-
ture of the medium (Chapter 6). This model predicts distinct structures at
energies of E0, ^o + A0, £",, /?, + A,, and EQ critical points (CP). The
indirect-band-gap transitions also play an important part in the spectral de-
pendence of both e, and e2.

In Figs. 8.8 and 8.9 we show our calculated e2(w) and e,(o>) spectra of

100

10

b)

0.1

0.01

InP

2 3 4 5 6

( eV )

8 9

Figure 8.8 Room-temperature e2 spectrum of InP calculated with a model discussed in the
text (solid line). The experimental data are taken from Refs. 25 (open circles) and 26 (solid
circles). The vertical arrows indicate the positions of each CP (critical point) and Eg gap
that play an important part in the calculation of e2 spectrum. (From Adachi.16)
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30

U)

Figure 8.9 Room-temperature e{ spectrum of InP calculated with a model discussed in the
text (solid line). The experimental data are taken from Refs. 27 (open circles) and 26 (solid
circles). The vertical arrows indicate the positions of each CP and EL

% gap that play an
important part in the calculation of e, spectrum. (From Adachi.16)

InP at 300 K compared with the experimental data. The experimental data
are taken from Refs. 25 (open circles, Fig. 8.8), 26 (solid circles, Figs.
8.8 and 8.9), and 27 (open circles, Fig. 8.9). The locations of several
interband transitions, EQ, E0 + A0, /?,, £, + A l 9 £Q, and Eg (indirect gap),
which play an important part in the calculations of e{ and e2 spectra, are
indicated in the figures by the arrows. Our model representation of £2(^)
allows for joint density of states of the interband transitions from states in
the valence band to the conduction band in the Brillouin zone (BZ). Agree-
ment with the experimental data is good (Fig. 8.8). The constant e2(co) can
be strongly related to the joint density-of-states (DOS) function Jcv (co) as
follows:

2 2

(8.20)
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where ^0 is the combined DOS mass and <c|/?|v> is the momentum matrix
element for v (valence) -> c (conduction) transitions. Thus /cv(co) of par-
amount importance for the explanation of optical spectra, and its analytic
behavior at various types of CP in the BZ can be calculated.28 In the fol-
lowing we summarize the model dielectric functions for CP of each energy
gap (£"0, E0 + A0, E}9 E{ - H A , , EJ, and indirect-band gap), in HI-V, zinc-
blende-type materials. Combining all these contributions, we can obtain
the spectral dependence of e(o>) of the materials in the entire range of pho-
ton energies.16'24

(a) EQ and EQ + A0 Transitions The EQ and £"0 + AO transitions are of
the three-dimensional (3D) Af0 CPs. Assuming that the bands are parabolic
and using the KK relation, we obtain the contribution of these gaps to e(w):

/(xso)} (8.21)

with

A = \(\^'5P2 (8.22)

/(Xo) = Xo"2[2 - (1 + Xo)0'5 - (1 + Xo)a5] (8.23a)

/(Xso) = Xs"o2[2 - (1 + Xso)°5 - 0 + xso)°5] (8.23b)

hu + iT
Xo = — ~ - (8.24a)

X. -

where P2 is the squared momentum matrix element and F is the broadening
constant of the EG/(E0 + A0) transitions. Here, for simplicity, the reduced
mass JLCO for the three valence bands is assumed to be equal.

In Fig. 8.10 we show our calculated e(co) spectra of Eq. (8.21) [e2(co) =
Im e(co); ^(oj) = Re e(o>)]. The numeric parameters used in the calculations
correspond to those for InP and are as follows: /SQ = 1-35 eV, EQ 4- A0 =
1 .47 eV, A = 5.4 eV1 5, and F = 0 (solid lines) and 15 meV (dashed lines).
This expression gives the spectral dependence e2(o>) [i.e., Im e(w)] oc (ftco
- E0)°

 5 [oc (fa — E0 - A0)°
 5], which is well known for the majority of

direct-gap semiconductors. The model is thus essentially the same as that
used in Refs. 10 and 11 (Fig. 8.7a).
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-05

Figure 8.10 Lineshape of the E0/(EQ + A0) gap contribution to c(o>) for InP [Eq. (8.21)]
with two different broadening parameters [T = 0 meV (solid line) and T = 15 meV (dashed
line)].

(b) El and El + At Transitions The E} and £", -f A, transitions are of
the 3D M! CPs. The contributions to e2 of this type are

e2(co) =
-2

for the E\ transitions, and

f 7rxfs
2[52 - B2t(E{ + A,

for the £, + A] transitions, where

Xi =

Xls =

flu

u > £,)
(8.25a)

w < £, + A,)

w > £", + A,)

(8.25b)

(8.26a)

(8.26b)
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The B values in Eq. (8.25) are the strength paramers of the E{ and £", +
A! transitions.

Since the A/,-CP longitudinal effective mass mL is much larger than its
transverse counterparts, the wrs, one can treat these 3D M, CPs as two-
dimensional (2D) minima M0. The contribution to e2 of this type of 2D
minima is given by

62(co) = 7r[filXr2#(x, - 1) + Bzxr.'fffcu1 - 1)1 (8.27)

where

(\ forz > 0
H(z) = (8.28)

C O f o r z < 0

The KK transformation of Eq. (8.27) gives

e,(o>) = -B,xr2 In (1 - X2) - ^xf.2 In (1 - Xi s) (8.29)

Calculation of Eqs. (8.27) and (8.29) satisfactorily interprets experi-
mental e spectra of various semiconductors in these transition regions.
However, it is worth noting that these expressions do not account for any
damping effect, that is, for a lifetime broadening. We thus introduce in
these expressions such an effect in a phenomenologic manner by replacing
#co by ftco -f iT. The contribution to e(ej) of the E{ and E} + A, transitions
is then written as

e(w) = -B,xrd2 ^ (1 - x?d) ~ *2Xi~sd In (1 - xL) (8.30)

where

hw -f iT
Xid = — g - (8.31a)

We show in Fig. 8.11 our calculated e(co) spectra of Eq. (8.30) [e2(co)
= Im e(co); c^w) = Re c(co)]. The numeric values used in the calculations
correspond to those for InP and are as follows: E{ = 3. 16 eV; E\ -f A! =
3.30 eV, B, = 3.6, B2 = 0.9, and T = 0 (solid lines) and 0.12 eV (dashed
lines). As seen in Fig. 8.11, Eq. (8.30) with T = 0 eV exhibits a diver-
gence in €i at the E{ CP. The damping effect can successfully decrease the
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Figure 8.11 Lineshape of the £, /(£, + A,) gap contribution to e(o>) for InP [Eq. (8.30)]
with two different broadening parameters [F = 0 eV (solid line) and F = 0.12 eV (dashed
line)].

e, strength of the El structure and lead to agreement with experiment. In
the limit r -> 0 eV, Eq. (8.30) [Im e(co)] also exactly agrees with Eq.
(8.27).

(c) Ev(E2) Transitions As discussed in Chapter 6, the more pronounced
structure found in the In^/ja^As^P, _y system in the region higher in
energy than £\ is labeled EQ (£Q triplet). The EQ triplet transitions in the
Inj./ja^ASyP, __y system cannot usually be resolved in the rather broad
CPs observed in optical measurements, such as reflectance spectroscopy
and spectroscopic ellipsometry. We, therefore, consider that only the EQ
CP is the main dispersion source in this spectral region.

The nature of the EQ transitions is more complicated. They do not cor-
respond to a single, well-defined CP. If the transitions occur at T(A), then
the CP should be a 3D M0 (3D M,) type. However, these fits show that
neither the 3D M0 nor the 3D Af, model represents the peculiar lineshapes
of e, and e2 in the £Q spectral region. The best fits are obtained with a
damped harmonic oscillator (DHO) model.
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The DHO gives

(l - xl) -
(8.32)

with

ftco
X2 = (8.33)

where C is the nondimensional strength parameter and 7 is the nondimen-
sional broadening parameter. The calculated lineshapes of the DHO for InP
are shown in Fig. 8.12. The numeric values are as follows: EQ = 4.72 eV,
C = 1.30, and 7 = 0 (solid lines) and 0.093 (dashed lines). Note that in
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Figure 8.12 Lineshape of the EQ gap contribution to e(co) for InP [Eq. (8.32)] with two
different broadening parameters [7 = 0 (solid line) and y = 0.093 (dashed line)].
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the limit 7 -* 0 the e} spectrum of the DHO is equivalent to the classic
Drude-Lorentz formula: namely,

= ̂ \ ,2 (8-34)

(d) Indirect-Band-Gap Transitions It is well known that not only the di-
rect transitions at the CPs but also the indirect transitions at the band gap
influence the optical dispersion relations of semiconductors. The indirect
transitions in indirect-band-gap materials (e.g., GaP) take part at energies
below the onset of the direct transitions, and vice versa above the onset of
the direct transitions in direct-band-gap materials (e.g., InP). Because in-
direct transitions are higher order in the perturbation than direct ones, their
strength is usually very weak, and one can expect to observe them only in
spectra below the direct-threshold as a tail of the direct absorption edge in
indirect-band-gap materials. However, previous work21 required a consid-
erable strength of the indirect-band-gap contribution for analyses of e (co)
spectra in both the indirect- and direct-band-gap materials.

The optical transition mechanism at the indirect band gap, £gD, is ex-
pressed by a second-order process in the perturbation. This perturbation
gives the contribution of the indirect transitions to e2(a>) as

- Xg) (8-35)

with
Ef ± h^

* = ̂ r^ (8-36)

where D is the strength parameter, huq is the energy of the phonons in-
volved in the indirect transitions, and the H is a function defined by Eq.
(8.28).

The parabolic bands extending to infinite energies implied by Eq. (8.35)
should be nonphysical. One must, thus, modify the model by taking into
account a cutoff at energy Ec. This modification provides

~ Xc) (8.37)
o))

with
no)

Xc = TT (8.38)
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Assuming that the strength parameter D is independent of the photon
energy, the KK transformation of Eq. (8.37) gives

2D ( (Eff (Ec \
V1 - CM*ln (E?) + l + ln

(8.39)

Damping effects are not taken into account in both Eqs. (8.37) and
(8.39). The e^co) spectrum of Eq. (8.39) therefore exhibits a divergence at
Ec (see Fig. 8.13). We thus introduce in these expressions a phenomeno-
logic damping by replacing /ico by hu + iT. The contribution of the indirect
transitions to e(co) is finally given by21

2D ( (Ef)2 / E 1
_

e(o>) = — - In
TT (^ (hu + *T)2 "" \EfJ 2 V * ' ho) +

f^ , -T^ , r? 1 / /7lD \ 2
HCO + II H- ,Cr I / ^g \

In _ + r I - T ^-^ In-f iT + Ef 2 \ hu + iTj hu + iT - Ef

(8.40)

In Fig. 8.13 we show e(co) spectra calculated from Eq. (8.40) for InP.
The numeric parameters used are EL

% — 2.05 eV, Ec = 3.16 eV (= E } ) , D
= 60.4, and F = 0.06 eV. It is evident from the figure that the e} spectrum
exhibits no clear structure at the indirect edge El®(Eg). It is also note-
worthy that in the limit F -» 0 eV the calculated e2 spectrum agrees exactly
with that predicted by Eq. (8.37).

(e) Excitons and Exciton Parameters At low temperatures, optical spec-
tra may not be explained within the framework of the one-electron approx-
imation used in the above subsections [(a)-(d)], since the excitonic effect
may profoundly modify the CP singularity structure at low temperatures.
Excitonic states should, in principle, exist at each type of CP, because a
Coulomb-like interaction is always present between electrons and holes.
There are many theoretical papers dealing with excitonic effects on optical
spectra of semiconductors.29'41

Let us present the contribution of exciton transitions to e (co) at the lowest
direct band edge. It is well known28'30 that the discrete lines and continuum
excitons in the neighborhood of the lowest direct band edge (3D M0 CP)
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Figure 8.13 Lineshape of the indirect-band-gap (Eg) contribution to c(w) for InP [Eq.
(8.40)] with two different broadening parameters [F = 0 meV (solid line) and F = 60 meV
(dashed line)]; Ec is a high-frequency cutoff energy (assumed to be Ec = £",).

drastically change the optical spectrum. The discrete series of exciton lines
at the £"0 gap can be simply given with a Lorentzian lineshape by

e(co) =
n= 1

G3D

EQ 2" - /KO - IT (8.41)

where ̂  is the exciton strength parameter and G3D is the exciton Rydberg
energy. The strength parameter AQX is proportional to the envelope function
of the nth exciton:

(8.42)

where a™ is the exciton Bohr radius and V0 is the volume of the unit cell.
The continuum-exciton transitions at the 3D M0 CP exhibit behaviors
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like noninteracting electron-hole pair characteristics. The contribution of
these transitions to e(o>) can, therefore, be expressed by an expression sim-
ilar to Eq. (8.21).

The 3D exciton Rydberg energy G3D ("isotropic" part) is now written
as41

C3D = ~, = 13.6 (in eV) (8.43)
es

where /iW0 is the exciton reduced mass (m0 is the mass of a free electron).
The corresponding exciton Bohr radius a^ can then be given by

ft2" €
= 0.53 - (in A) (8.44)

In Table 8.1 we list experimentally determined G values for InP, In As,
GaAs, and GaP. The free-exciton structure in InP has been studied by sev-

TABLE 8.1 Exciton Rydberg Energy G for InP, InAs, GaAs, and GaP (in meV)

InP

4.0 (6 K)a

3.6 (298 K)a

4.8(1.8K) f e

4.9 (2 K)c

5.2 ± 0.1 (4.2 Kf
4.8 + 0.2(1.2-2.1 K)e

5.1 + 0.1 (1.6 K)/

5.0 ± 0.1 (2K)*

InAs GaAs

1.7 ± 0.1 (4.2 K)* 3.4 ± 0.2 (10 K)'
2.5 ± 0.5 (294 K)'
4.7 ± 0.4(1. 4 KV
4.2 ± 0.2 (2 K)*

GaP

10.0 ± 1.0(77K)'
5 ± r

13 ± 1"
21 ± 2°
22 ± 2 (2 K)p

20.5(<4.2K)«
24 ± 3(1.5K) r

"W. J. Turner et al., Phys. Rev. 136, A1467 (1964).
bA. M. White et al., J. Phys. C 5, 1727 (1972).
T. Evangelist! et al., Phys. Rev. B 9, 1516 (1974).
dP. Rochon and E. Fortin, Phys. Rev. B 12, 5803 (1975).
fS. B. Nam et al., Phys. Rev. B 13, 1643 (1976).
f H . Mathieu et al., Phys. Rev. B 32, 4042 (1985).
*M. A. Abdullaev et al., Sov. Phys. Semicond. 23, 724 (1989).
*A. V. Varfolomeev et al., Sov. Phys. Semicond. 9, 530 (1975).
'M. D. Sturge, Phys. Rev. 127, 768 (1962).
JM. A. Gilleo et al., Phys. Rev. 174, 898 (1968).
*D. D. Sell, Phys. Rev. B 6, 3750 (1972).
'Indirect excitons [P. J. Dean and D. G. Thomas, Phys. Rev. 150, 690 (1966)].
"Direct excitons [P. J. Dean et al., J. Appl. Phys. 38, 3551 (1967)].
"Indirect excitons [D. Auvergne et al., Phys. Rev. B 12, 1371 (1975)].
Indirect excitons [A. A. Kopylov and A. N. Pikhtin, Sov. Phys. Semicond. 11, 510 (1977)].
indirect excitons [M. D. Sturge et al., Appl. Phys. Lett. 32, 49 (1978)].
"Indirect excitons [R. G. Humphreys et al., Phys. Rev. B 18, 5590 (1978)].
indirect excitons [B. Monemar and L. Samuelson, Solid State Commun. 26, 165 (1978)].
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eral investigators.42"48 Turner et al.43 observed sharp peaks in intrinsic ab-
sorption coefficient data for undpoded InP at 6 and 77 K. From these data
they determined that the exciton Rydberg energies are 4.0 ± 0.2 meV at
6 K and 3.6 ± 0.4 meV at 298 K. White et al.,44 using photoluminescence
measurements on high-quality epilayers, determined the Rydberg energy in
InP to be 4.8 meV at 1.8 K. Reflectance spectra for pure InP have been
reported by Evangelisti et al.45 The G value they obtained is 4.9 meV.
Photovoltaic spectra measured by Rochon and Fortin42 for w-type InP also
give G = 5.2 ±0.1 meV. Nam et al.46 have determined the exciton Ryd-
berg energy tobeG = 4 .8±0.2 meV and the reduced mass of the exciton
to be JJL = 0.052. Mathieu et al.47 have recently investigated the reflectivity
spectra of InP at normal incidence, at 1.6 K, and under [100] uniaxial
stress. They found three transverse exciton energies associated with the Is
(n = 1) ground state and the 2s (n = 2) and 3s (n = 3) excited states. They
determined the exciton Rydberg energy G = 5.1 ± 0.1 meV, exchange
energy A = 0.04 ± 0.02 meV, and longitudinal-transverse splitting £LT

= 0.17 ± 0.02 meV by resolving the fine structure of the exciton states.
The surface dead layer corresponding with the best experimental fit was
found to be twice the exciton Bohr radius, as expected for an intrinsic ex-
citon-free surface layer. More recently, Abdullaev et al.48 studied an ex-
citon structure at the absorption edge of high-purity epitaxial InP films at
2 K. They found the Rydberg energy G* = G + AG( = 5.0 ± 0.1 meV)
where G(=4.82 meV) is the "isotropic" part given by Eq. (8.43) and
AG(=0.17 meV) is the "anisotropic" correction found from perturbation
theory.41

Since es in Eq. (8.43) is a relatively strong function of the temperature
71, the Rydberg energy G is also a function of T. As mentioned in Section
5.1, the values of es for semiconductors usually decrease with decreasing
T. For InP a value of es = 12.56 ± 0.2 was obtained at T = 300 K and
an extrapolated value of 11.93 ± 0.2 was obtained at T = 77 K.49 Assum-
ing fji~{ = (ml/Wo)'1 + (w^/mor1 and m^/m0 = 0.079 and mhh/m0 =
0.46 for InP (see Section 6.2), we calculate G = 5.8 meV at T = 300 K
and 6.4 meV at T = 77 K. These values are considerably larger than those
determined experimentally (3.6 ± 0.2 meV at 298 K and 4.0 + 0.4 meV
at 77 K43). If we assume n~l = (ml/m0)~

l + (mlh/m0)~
l and w,h/ra0 =

0.120 for InP (also see Section 6.20), agreement is better (G = 4.1 meV
at 300 K and 4.6 meV at 77 K).

In Fig. 8.14 we show the interpolated G as a function of y for
In, _^Ga^As^P, _ y lattice-matched to InP. The end-binary data used are 4.8
meV for InP,44'46 1.7 meV for InAs,50 4.2 meV for GaAs,51 and 5 meV
for GaP.52 The calculated curve, as a function y, is given by the quadratic
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Figure 8.14 Three-dimensional exciton Rydberg energy G3D as a function of y for
In| _ rGar AsvP, _ v lattice-matched to InP. The experimental data are taken from Table 8.1
(InP), from Refs. 53 (solid circle), 54 (open circle), and 63 (open triangle). The solid line
shows the interpolated result of Eq. (2.3) using the end-binary data (InP,44'46 InAs,50 GaAs,51

and GaP52).

form (in millielectron volts):

= 4.8 - 2.9y + l.O/ (8.45)

Satzke et al.53 have studied optical absorption of an
I^ ./ja^As^P, _y/InP double heterostructure (y — 0.65). Although no
discrete exciton levels were observed even at low temperatue (10 K), an
exciton Rydberg energy of 2.3 meV is obtained from the continuum states
by fitting the spectrum with a Lorentzian function. The steepness of the
absorption at the band edge provided a value of 4 meV for the continuum-
exciton linewidth. This value is larger than the Rydberg energy and ex-
plains why no discrete exciton levels are observed. The solid circle in Fig.
8.14 is the plot of their determined G value. The corresponding exciton
reduced mass n/m0 is 0.029. They also considered that this reduced mass
is in good agreement with the value of 0.030 derived from an electron mass
of 0.051 and a light-hole mass of 0.07 reported for material of similar
composition.

Chen and Kim54 have observed a free exciton absorption peak in the
transmission spectra of In0 53Gao.47As and determined an exciton Rydberg
energy of 2 ± 1 meV at 5 K for this alloy. Their result is plotted in Fig.
8.14 by the open circle. Adding the measured Rydberg energy to the ex-
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citon absorption peak energy, they determined the E0 gap energy of
Ino.saGao^As at 5 K to be 0.819 ± 0.0015 eV. At 77 K, the exciton peak
was still resolved in the absorption spectrum. From the position of the
exciton absorption peaks a band-gap energy shift of 4 meV was determined
for In0 53Gao.47As between 5 and 77 K.

Detailed absorption measurements on In0 53Ga0.47As have also been car-
ried out in the temperature range between 5 and 340 K by Zielinski et al.55

They observed free exciton peaks in the range between 5 and 100 K. The
exciton parameters derived at 5 K are EQ = 0.8215 + 0.0002 eV, G = 2.5
± 0.3 meV, F = 5.1 ±0.3 meV, and P2 = 20.7 ± 1 eV (squared mo-
mentum matrix element). Their G value is also plotted in Fig. 8.14 by the
open triangle.

In Fig. 8.15 we show the spectral dependence of the absorption coeffi-
cients a(co) in the neighborhood of the £0 edge of InP. The open circles are
the measured spectra taken from Ref. 43 (T = 6, 77, 298 K). The solid
lines represent the calculated results taking into account the discrete exciton
states [i.e., Eq. (8.41)]. The numeric parameters used are E0 = 1.421 eV,
G = 4.8 meV, T = 5.3 meV, and A^ = 3 x 10~3 eV (A^ = A^/n3) at
6 K, and E0 = 1.414 eV, G = 4.6 meV, T = 5.4 meV, and A^ = 3 x
10~3 eV at 77 K. The broadening parameters T determined here are found
to agree well with those presented in Fig. 6.13.

There may be only two analytic expressions that enable us to treat the
excitonic effects at the El/(El + A,) spectral region: (1) the effective-mass
(EM) approximation32'33 and (2) the Koster-Slater (KS) method.34'36
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Figure 8.15 Spectral dependence of a(co) in the neighborhood of the E0 edge of InP as
reported by Turner et al.43 The solid lines show the numerically calculated results taking
into account the discrete exciton series [i.e., Eq. (8.41)].
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In the case of the 3D M\ CPs (i.e., the saddlepoint excitons or hyperbolic
excitons), the EM equation is much more difficult to solve. However, in
the limit mf ! ~ 0 the equation predicts a series of the 2D Wannier-type
excitons32

(n - j)2

£2A = £| + A, -— (8.46b)
(n - ±)2

where G2D(G2
i
D) is the 2D-exciton Rydberg energy. The contribution of

the 2D-exciton transitions to c(co) is written with a Lorentzian lineshape as

= Z \B[X(E% - *« - iry1 + B^E™ - too - iT)-1] (8.47)

where Bn
lx(B^x) is the exciton strength parameter proportional to the enve-

lope function of the nth exciton. The envelope function can now be given
by

<8'48>- if

In Eq. (8.48) a2*0 is the 2D-exciton Bohr radius. The 2D EM approximation
also gives the continuum part of the excitonic states.32 One can, however,
consider that the contribution of this part is similar to that of the one-elec-
tron approximation [i.e., Eq. (8.30)].

In the KS method, the electron-hole interaction (Coulomb potential) is
evaluated in the tight-binding approximation (TBA) and its attraction is
approximated by an on-site contact interaction. An approximate expression
of e(co) based on this model is written as34'36

(8'49)IT1 - g[e(co) - 1]

where e is the one-electron dielectric function and the parameter g is pro-
portional to the depth of the assumed square- well potential. This expression
was successfully used to show the presence of the excitonic effects in the
EI structure of low-temperature electroreflectance data of Ge.34
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As we can see in Refs. 56 and 57, optical spectra in the El/(E{ + A,)
structure region of InP and GaAs become sharp when the temperature is
lowered. Such a spectral change cannot be explained within the framework
of the one-electron approximation with lifetime broadening corrections.
This fact clearly suggests evidence for the contribution of the excitonic
effects to the El/(El + A,) transitions. Not only the EM approximation
but also the KS method dramatically modifies and sharpens the £,/(£", +
AI) CP structure. The degree of sharpness is, however, larger for the EM
approximation than for the KS method.57 We find better agreement with
the experiment using the EM approximation.

Multiparticle effects on CPs in the interband continuum of semiconduc-
tors with their detailed electronic-energy band structures have been
treated.38'39 Results have shown that by introducing the excitonic interac-
tion the absorption at £0(^2) CP is markedly reduced with no drastic change
in its shape. Unfortunately, however, no analytic lineshape suitable for
fitting the excitonic-effect-influenced £Q lineshape has been reported to
date. In Refs. 56-59 the DHO model of Eq. (8.32) is found to be a good
representation for the £"0(^2) CP both with and without the presence of
excitonic interaction. The strength parameter C in this expression may, in
principle, be independent of the temperature. Thus, a change in C values
can account for the excitonic interaction strength at the £$(£2) CP in semi-
conductors.56'59

8.3.2 Experimental el and e2 Spectra

Spectroscopic ellipsometry is known to be highly suitable for investigating
the optical response of semiconductors over a wide range of photon ener-
gies.60 This technique is very surface-sensitive, but the surface-contami-
nation effects can, in principle, be mathematically removed in the analysis.
Aspnes and Studna61 have measured room-temperature optical constants of
undoped InP at energies between 1.5 and 6.0 eV by spectroscopic ellip-
sometry. They have presented numeric information on the optical con-
stants, €[ , e2> n> k> R> and a, in tabular form. Their results illustrate the
importance of proper sample preparation and the capability of separately
determining both e{ and e2 in optical measurements.

Lautenschlager et al.62 have measured the temperature dependence of
the dielectric function, c = €| -f- ic2, of compensated, high-resistivity InP
in a temperature range between 30 and 750 K and a photon-energy range
between 1.3 and 5.5 eV by spectroscopic ellipsometry. The structures ob-
served in the e spectra were attributed to interband CPs that can be analyzed
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in terms of the following standard analytic lineshapes:

e(co) = C0 - AQe*(ha - ECP + iT)n (8.50)

They determined the CP parameter amplitude A0, energy threshold ECP,
broadening T, and excitonic phase angle 0 for each CP [£"0, EO + A0, £,,
£, + A,, and EQ/(£Q + A')] by fitting the numerically obtained second-
derivative spectra d2e(ut)/du2 of the experimental e(co). Unfortunately,
however, these expressions are not suitable for describing the dielectric
behavior e(co) over the entire range of photon energies.59

The dielectric functions of high-purity InP and In0.53Gao.47As layers
grown by metal-organic vapor-phase epitaxy have been measured by Er-
man et al.63 in the 2.0-3.5-eV range using spectroscopic ellipsometry. They
demonstrated that the ellipsometry technique can provide a useful, nonde-
structive, and rapid assessment of the In0.53Gao.47As/InP heterostructure
qualities. The analysis of the data using the multilayer modeling gave in-
formation on the chemical nature and the thickness of the interface region.
The sharpest interface as measured by this modeling was 30 A of InGaAsP
at the interface of InP grown on In0 53Gao.47As and 9 A of InAs for
In0 53Gao 47As grown on InP.

Burkhard et al.64 have measured n and a of In, .^Ga^As^P, _y lattice-
matched to InP (0 g y ^ 1.0) and of GaAs and GaP by ellipsometry in
the wavelength range between 0.365 and 1.1 /zm. High-quality layers were
grown by liquid-phase epitaxy (LPE). They also determined the thickness
dox of the temporal growth of the natural oxide layer on various InP and
GaAs samples by the ellipsometry. The increase of dox for InP was found
to be 3.9 A for every factor of 10 increase in time when measured in
minutes.

Kelso et al.26 have ellipsometrically measured high-precision pseudodi-
electric function spectra from 1.5 to 6.0 eV of Ini .^Ga^As^P, _y lattice-
matched to InP. A series of In, _JCGaJCAs>;P1 _ y samples that covered the
range y — 0 to 1.0 were grown by LPE. Each layer had a thickness larger
than or equal to 1 /xm. The compositions were determined from X-ray mea-
surements and room-temperature photoluminescence spectra and should be
accurate to ±0.02 for y. As mentioned in Section 6.1, they assigned the
feature previously attributed E2 in InP to £Q(£O + AQ).

Knowledge of the structure, on the atomic scale, of the interface re-
gion between various layers is important for understanding the electronic
properties of heterostructures. High sensitivity makes spectroscopic
ellipsometry a useful tool for addressing heterostructure problems. This
has been illustrated by an investigation of the structural nature of
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Al/ja^^As/GaAs65 and In^Gao^As/InP heterojunctions.63 Similar
work on In! _^Ga^AsyPi -y/lnP heterojunctions has been made by Drev-
illon et al.66 using polarization-modulation spectroscopic ellipsometry. The
measured spectral range was 1.5-5.3 eV, and the optical-constant data ob-
tained agreed with the results of Kelso et al.26 They compared the steepness
of the heterojunctions between two types of structures: those produced by
the growth of In! .^Ga^As^P, _y (or Ino.53Gao 47As) on InP and those ob-
tained by the reverse growth sequence. The sharpest interface was achieved
for InP growth on quaternary where the interface region was estimated to
be 10 ± 10 A thick.

The data of Kelso et al.26 and Drevillon et al.66 are very useful for un-
derstanding fundamental optical properties of the Ini __xGaxAsyPi _ y alloy.
These data seem to have one disadvantage, however; they are not expressed
as continuous analytic functions of photon energies.

The fits with the dielectric-function model proposed here to the experi-
mental e2(co) and €i(o>) spectra of InP at 300 K are shown in Figs. 8.8 and
8.9, respectively. The solid circles represent the spectroscopic-ellipsome-
try data of Kelso et al.26 The solid lines were obtained from the sum of Eq.
(8.21) (Fig. 8.10), Eq. (8.30) (Fig. 8.11), Eq. (8.32) (Fig. 8.12), Eq.
(8.40) (Fig. 8.13), and Eq. (8.47). The 2D exciton strength and broadening
parameters determined by these fits are B\x — 1.00 eV, B\x = 0.25 eV,
and r[E, /(£", + A!)] = 0.12 eV. Since the 2D ground-state exciton term
(n = 1) in Eq. (8.47) contains 95% of the total oscillator strength, one can
neglect the excited-state terms (n > 2) in the calculation. The 3D discrete-
exciton states may also be present only in the limited region close to the
£"0 edge, and their strength is considerably weaker than those of the ensur-
ing £*!, E{ + A,, and EQ. The contribution of these states is thus not so
important, and can be neglected in the analysis.

As seen in Fig. 8.8, the transitions at the M0 edges [EQ/(EQ + A0)] yield
a continuous absorption obeying the well-known |-power law [i.e., oc (hu
— £o)0'5]. The transitions at the Eg gap provide a gradually increasing
absorption spectrum characterized by a power law of (fio> - Eg)2. Because
of the low probability for indirect transitions, one can realize them only in
the spectral region between Eg and E{. The E{ and E{ + A, gaps are of
the 3D MI (2D M0) type. Hence, the lineshape of corresponding e2 spec-
trum [Eq. (8.30)] should be characterized by a steep low-energy side and
a less steep high-energy side, in good agreement with the experimental
data. Introduction of the damping effect into Eq. (8.30) can successfully
decrease the strength of the E\ and E, + A, peaks (see Fig. 8.11) and
produces a result that agrees with experiment (F = 0.12 eV). The experi-
mental €2 spectrum shows a relatively strong, symmetric peak in the EQ CP
region. This peak can be interpreted well by the DHO model of Eq. (8.32).
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It is also evident that the strong negative peak of e, observed in the E'Q
structure region can be interpreted well by the DHO model (see Fig. 8.9).

We show in Figs. 8.16 and 8.17 our calculated e2(co) and e,(co) spectra
of In0.53Gao.47As at 300 K compared with experimental data. The experi-
mental data are taken from Refs. 25 (open circles, Fig. 8.16), from 26
(solid circles, Figs. 8.16 and 8.17), and from 27 (open circles, Fig. 8.17).
The solid lines are the results of the sum of Eqs. (8.21), (8.30), (8.32),
(8.40), and (8.47). The numeric parameters used are as follows: EQ

 = 0.75
eV, £0 + A0 = 1.04 eV, A = 1.20 eVl 5, T[E0/(E0 + A0)] = 15 meV,
£, =2.57eV,E, + A, =2.83eV,B1 = 3.84eV,B2 = 1.48eV, T[E0/(EQ

+ A0)] = 0.12 eV, B\x = 0.90 eV, B1^ - 0.35 eV, T(2D exciton) = 0.12
eV, ££ = 4.41 eV, C = 2.90, y = 0.225, fi£ = 1.20 eV, D = 20.7, and

= 0.06 eV.
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Figure 8.16 The e2 spectrum of II\Q 53Gao.47As (300 K). The solid line shows the result of
the sum of Eqs. (8.21), (8.30), (8.32), (8.40), and (8.47). The experimental data are taken
from Refs. 25 (open circles) and 26 (solid circles). The vertical arrows indicate the positions
of each CP and Eg gap that play an important part in the calculation of the e2 spectrum.
(From Adachi.16)
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Figure 8.17 The e, spectrum of Irio 53Gao.47As (300 K). The solid line represents the result
of the sum of Eqs. (8.21), (8.30), (8.32), (8.40), and (8.47). The experimental data are
taken from Refs. 27 (open circles) and 26 (solid circles). The vertical arrows indicate the
positions of each CP and Eg gap that play an important part in the calculation of the €|
spectrum. (From Adachi.16)

It is clear that the 3D A/0 term [Eq. (8.21)] and the indirect-band-gap
term [Eq. (8.40)] interpret the 0.75-3.0-eV region of the e2 spectrum well.
The calculated value of e2 at the E2 peak is 19.1, in good agreement with
the experimental value (19.3). As in the case of InP, we see a better fit of
our e j model to the experimental data over the entire range of photon ener-
gies.

As mentioned in Section 8.3.1, the dielectric function is expressed by
the electronic energy-band parameters (band-gap energies) and the corre-
sponding strength and broadening parameters. In Ref. 16 such parameters
for Inj .^GajASyPj _y lattice-matched to InP are specified in terms of y
alone. Using these results, we can easily calculate the spectral dependence
of e{ and e2 for an optional composition of the In! _xGaxA^yP} _y quater-
nary. The temperature dependence of e(o;) for InP was also analyzed by the
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same method.56 The excitonic effects accounted for the discrepancies in the
e2 strengths of the £, and £Q peaks in InP; thus, the inclusion of the exci-
tonic effects in the one-electron band model changed the strength of the
peaks in the correct direction to agree with the experimental result (it led
to strengthening of the El peak and weakening of the EQ peak).

8.3.3 Dispersion of the Refractive-Index, Extinction, and
Absorption Coefficients

The analysis presented in Section 8.3.2 is based on a simplified model of
the energy-band structure of the materials. The model covers the e(co) spec-
tra of the materials in the entire range of photon energies. These results
prompt us to apply the model to other important optical constants for prac-
tical-device engineering that are related to the dielectric function [such as
the refractive index (n), extinction coefficient (&), absorption coefficient
(a), and normal-incidence reflectivity (/j)].20'22>24<67>68

Figure 8.18 shows the experimentally determined n and k for InP at 300
K. The data are taken from Refs. 69 (open-circles) and 61 (solid circles).

0

InP

3 A

( eV )

Figure 8.18 Numerically calculated spectral dependence of n and k for InP (300 K). The
solid and open circles show the experimental data taken from Refs. 61 and 69, respectively.
(From Adachi.68)
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The solid lines show the numerically calculated spectral dependence of n
and k for InP. They are obtained from Eq. (8.5) for n and from Eq. (8.6)
for A:.

The strongest peak in n at —3.1 eV is related mainly to the E} transi-
tions. The experimental value of this peak is about 4.4. The calculation of
Eq. (8.5) gives n = 4.38, in good agreement with this value. In /:, the
spectrum above ~ 1.4 eV is associated with the onset of the E0/(E0 + A0)
transitions. The strongest peak in k occurs at -4.8 eV. This peak is related
to the £"0(^2) transitions.

A comparison of the experimental data of a61 with our calculated values
for InP at 300 K is shown in Fig. 8.19. The solid line is calculated from
Eq. (8.7). Since InP is a direct-band-gap semiconductor, the indirect tran-
sitions (£g) take part above the onset of the direct transitions that occur at
1.35 eV (£"o). If we do not take into account the EL

% gap contribution, the
fit with the experiment becomes very poor in the 2-3-eV region. The the-
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Figure 8.19 Numerically calculated spectral dependence of a for InP (300 K). The ex-
perimental data (solid circles) are taken from Ref. 61. (From Adachi.68)
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oretical £\ contribution provides a plateau-like lineshape in a, in good
agreement with experimental results. The strongest peak in a occurs at
-4.8 eV. This peak can be successfully interpreted by the £o-gap contri-
bution.

In Fig. 8.20 we show a comparison of our calculated normal-incidence
reflectivity R to the experimental data for InP at 300 K. The data are taken
from Ref. 61. The solid line is obtained from Eq. (8.8). The overall fea-
tures of our R is in reasonably good agreement with experimental data.

Figure 8.21 shows the experimentally determined n and k for
In0.53Ga0 47As at 300 K. The data are taken from Refs. 27 (open circles)
and 26 (solid circles). The solid lines are the calculated spectral dependence
of n and k for Ino 53Ga0 47As. As clearly seen in the figure, our model rea-
sonably interprets the experimental data of both n and k over a wide range
of photon energies.

Figures 8.22 and 8.23 show a comparison of our calculated a and R to
the experimental data of In0 53Ga0 47As at 300 K, respectively. The data are
taken from Ref. 26. As in the case of InP, our model interprets the char-
acteristic experimental dispersion of a and R for In0.53Gao.47As well.

In order to design In, _xGaxAsyP{ _^/InP waveguiding devices, it is
necessary to specify the refractive indices or refractive-index steps of the
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Figure 8.20 Numerically calculated spectral dependence of the normal-incidence reflec-
tivity R for InP (300 K). The experimental data (solid circles) are taken from Ref. 61.
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Figure 8,21 Numerically calculated spectral dependence of n and k for Ino 53Ga0.47As (300
K). The solid and open circles are the experimental data taken from Refs. 26 and 27,
respectively. (From Adachi.68)

heterojunction structures. In the energy region below the fundamental ab-
sorption edge, where the material is nearly transparent, the n measurements
were carried out for InP by a prism method70'71 and by a near-Brewster-
angle reflectivity method72'73 and for In^Ga^As ternary (x > 0.53) by
surface reflection.74

Chandra et al.75 have presented n data for In, ,xGaxAsyPl ,y layers with
y between 0.276 and 1.0 taken as a function of the wavelength from 2.5
pm to about 0.1 /mi below their respective absorption edges. Interference
fringes were the basis of the measurements. The layers were grown by HC1-
transport vapor-phase epitaxy on (001) InP and were unintentionally doped.
Broberg and Lindgren73 have also measured the n values of
In, ̂ Ga,. As^P, _y layers on (001) InP using a Brewster-angle method. The
layers used were all undoped. The compositions of the layers were in the
range 0-0.742 and were determined by electron microprobe X-ray analysis.
The measurements were made at the wavelengths X = 1.15, 1.30, and 1.55
jun. These wavelengths are of particular interest for optical fiber commu-
nication systems. They have also found that a lattice mismatch variation of
10~3 corresponds to a change in n of approximately 0.02 for a y = 0.474
layer at X = 1.3 /xm. The n dispersion in the near-band-gap region of
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Figure 8.22 Numerically calculated spectral dependence of a for In0 53Ga0.47As (300 K).
The experimental data (solid circles) are taken from Ref. 26. (From Adachi.68)

In, .^Ga^As^P, _ y quaternary has also been determined by Kowalsky et
aj 25,76 from transmission and reflection measurements.

A new method of detecting optical waveguide modes of semiconductor
epitaxial layers was developed by Henry et al.,77 who applied it to
In, ./ja^As^P, _y layers lattice-matched to InP. The modes were excited
by photoluminescence and coupled out of the semiconductor wafer by a
grating etched on the surface of the guiding layer. The quaternary layers
studied were grown by two-phase LPE, and were of eight different com-
positions. This method was used to measure the n dispersion in the trans-
parent region and also the change in the mode index of a laser in going
from low current up to threshold.

A diffraction grating formed on an InP substrate has also been used by
Fronts et al.78 for measuring the refractive index of In, _^Ga^As^P, _y at
the wavelength for stimulated emission. It is possible to determine the re-
fractive index of a guiding layer by measuring the cutoff wavelengths of
the supported modes in a waveguide. This method has been applied by
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Figure 8.23 Numerically calculated spectral dependence of the normal-incidence reflec-
tivity R for Ino 53Gao 47As (300 K). The experimental data (solid circles) are taken from Ref.
26.

Morasca et al.79 to In, _^Ga^AsyP, _y/InP waveguides. The n values they
obtained were accurate to the third decimal plane.

The refractive index n of the In, _JCGaJCAsyP, _y quaternary varies both
with photon energy and mole composition y. Accurate experimental n val-
ues for optional composition of this alloy at energies below the fundamental
band gap are not yet available. This necessitates the use of some sort of
calculation (interpolation). Different approaches have been made to cal-
culate the n dispersion for the In, ^Ga^As^P, _y quaternary at energies
below the direct band edge. They are based on a simple interpolation
scheme,80"82 a modified, semiempirical single-effective-oscillator model,83

and a quantum-density-matrix approach.84 These models interpreted the
published experimental data well.

Let us now present a method for calculating the refractive index of the
In, _^Ga^cAs>;P, _ r quaternary in the region below the lowest direct band
edge. As can be seen in Fig. 8.10, the EQ/(E0 + A0) transitions strongly
contribute to the optical dispersion, but not to their values. On the contrary,
the higher-band-gap contributions (£",,£", + A,, and £Q) in the transparency
region do not contribute to the optical dispersion, but to their absolute val-
ues. Since e2(w) may be taken as zero in the transparency region, we can
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successfully assume that

n(w) - [e,(co)]°5 (8.51)

The n((j)) in the transparency region can then be simply expressed, using
Eq. (8.21), as27'85'86

(8.52)

where A* is the renewed strength parameter of the EQ and (E0 + A0) tran-
sitions and 5* corresponds to the nondispersive contribution (i.e., constant)
arising from the higher-lying band gaps, such as £,, E} + A,, ££, £"2» ^2
+ A2, £J, and EJ 4- AJ . As seen in Figs. 8.9 and 8.17, our calculated
values of el are usually somewhat smaller than the experimental values over
the entire range of photon energies. This is because we cannot take into
account other, higher-lying gaps, such as £2> E2 + A2, E\9 and E\ + A|,
in the calculations.

Chandra et al.75 have measured room-temperature n values for the
In! _xGaxAsyPl _y quaternary of target compositions y = 0-1.0 in incre-
ments of 0.3 for wavelengths from 2.5 ^m to about 0.1 pm below their
respective absorption edges. An attempt is made first to fit e(co)[=n(co)2]
of Eq. (8.52) to the experimental data of Pettit and Turner70 and Chandra
et al.75 Figures 8.24 and 8.25 show the calculated dispersion of e, [Eq.
(8.52)] compared with the experimental data of Refs. 70 and 75, respec-
tively. These comparisons show quite good agreement between calculation
and experiment. The numeric values of A* and B*9 required to fit Eq. (8.52)
with the experimental data, are shown as a function of y in Fig. 8.26. These
results provide

A*(y) = 8.40 - 3.40;y (8.53a)

B*(y) = 6.60 4- 3.40.y (8.53b)

The dielectric constant e^co), in other words fl(o>), of In! .^Ga^As^P, _ y

can then be specified in terms of y alone.
Introducing Eq. (8.53) into Eq. (8.52) and using Eq. (8.51), we can

present the refractive indices for an optional composition of the
In^^Ga^As^?! __y quaternary. The calculated refractive-index dispersion
of this system with j-composition increments of 0.1 is shown in Fig. 8.27.
The impurities or, more generally, the lattice defects in semiconductors,
reduce the lifetime of the excited electronic states, resulting in a change in
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Figure 8.24 Calculated spectral dependence of e, [Eq. (8.52)] for InP compared with the
experimental data of Ref. 70.

13

12

11 -

10

0.6U

0.276

0.5 1.0

flU) ( eV )

Figure 8.25 Calculated spectral dependence of e, [Eq. (8.52)] for In, ̂ Ga,AsyP, _y lat-
tice-matched to InP compared with the experimental data of Ref. 75. (From Adachi.27)
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Figure 8.26 Variation of A* and B*, re-
quired to fit Eq. (8.52) with the experimen-
tal data, versus y for In, .^ , _ v lat-
tice-matched to InP. (From Adachi. )
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Figure 8.27 Calculated refractive indices of hi| .^Ga^As^ _,, as a function of the photon
energy with y-composition increments of 0.1. The solid and dashed lines represent, respec-
tively, the results with T = 0 and T = 0.02E0.
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optical properties. The refractive-index dispersion may be affected by the
lifetime broadening (damping) F of the electronic states, especially in the
photon-energy region close to the band edge. The solid and dashed lines
in the figure are, respectively, the results with F = 0 and F = 0.02£t

0- It
is obvious that the damping effect considerably reduces the n values at the
E0 gap region. One must, therefore, pay attention to the analysis of the
refractive-index dispersion in such a region.

8.4 FREE-CARRIER EFFECTS ON OPTICAL PROPERTIES

8.4.1 Optical Absorption

The optical absorption of interest here can be divided into three separate
processes, which are shown in Fig. 8.28. The direct (indirect) transitions
from the valence band to the conduction band give rise to the absorption
contribution avc (see Section 8.3). The normal free-carrier absorption aFC

depends on wavelengths approximately as

oc (8.54)

where m is dependent on various intraband scattering processes, that is, m
= 2.5 limited by polar optical phonons (aop), m — 1.5 limited by acoustic
phonons (aac), and m = 3.5 limited by ionized-impurity scattering (aim).1

The final process of interest is the interconduction-band absorption acc. In
Fig. 8.29 we show schematic representation of these absorption coefficients
as a function of /ko near and below the intrinsic absorption edge.87 The o?Vc
and acc takes part when hu > EQ(avc) and hu > A£'cc(acc). The apc

becomes significant at longer wavelengths.

Figure 8.28 Band-diagrammatic indication of
the optical absorption in a semiconductor (avc>
direct interband transition from the valence band
to the conduction band; acc, indirect intercon-
duction-band transition; aFC, free-carrier intra-
band transition).

vc
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Figure 8.29 Schematic representation of the absorption coefficient a in dependence on
photon energy #a> near and below the intrinsic absorption edge (avc» direct interband tran-
sition from the valence band to the conduction band; o?cc, indirect interconduction-band
transition; aop, free-carrier intraband transition involving optical phonons; c*ac, free-carrier
intraband transition involving acoustic phonons; cxim, free-carrier intraband transition in-
volving ionized impurities).

Near-band-gap absorption in InP-based semiconductors has been mea-
sured by many authors (inp,43<48'88<89 In, _,GajcAs,P, _>,,25'53'76'90-94 and
In053Gao.47As54'55'95"98). Optical absorption in the free-carrier absorption
range has also been measured for InP99"103 and In, _^Ga^ As.104 We will not
attempt to review the considerable theoretical work on optical absorption
in the free-carrier absorption range,105 but will present the relevant exper-
imental results.

As in the case of the refractive index (see Section 8.3.3), the absorption
spectrum in the vicinity of the fundamental edge is known to depend
strongly on crystalline quality. There may appear two prominent features
in the fundamental-absorption-edge spectra of doped samples: (1) the whole
absorption spectrum shifts to higher energies as the free-electron concen-
tration increases (Moss-Burnstein shift) and (2) a pronounced absorption
tail appears (Urbach tail106) such that the Urbach parameter defined as f/0

= (d ln(a)/dE)~l increases with the doping concentration. Fornari and
Kumar107 have found that the absorption spectra in bulk Fe-doped InP differ
considerably from those recorded on undoped samples. Transition metals,
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in particular Fe, are often used as dopants in order to obtain semiinsulating
properties of InP108 and In0 53Gao.47As. 109 To understand whether the effect
was caused by the overall impurity concentration in the crystals rather than
by the nature of the impurity, they repeated the measurements on S- and
Sn-doped wafers. 107 We reproduce their results in Fig. 8.30. All three spec-
tra are practically featureless at low energies (<7500 cm"1), but those for
the Fe-doped and undoped (or S-doped) samples differ considerably in the
tail regions. The authors concluded that the tail in the Fe-doped samples is
due to absorption by Fe-related deep centers. They also determined that
the absorption coefficient at 1 x 104 cm"1 can be taken as a sensitive
measure of the Fe concentration and plotted the absorption coefficient
against the Fe concentration (as determined independently with chemical
analysis) to obtain a graph that is useful for routine characterization of Fe-
doped InP crystals. Furthermore, the doping with Fe was found to give rise
to considerable band-gap narrowing in this material.

The infrared absorption in InP has been studied as a function of free-
carrier concentration in the spectral range from a few tens of micrometers
to the fundamental absorption edge for both n-type99"102 and /?-type sam-
ples.101'103 In Figure 8.31 shows a typical example for n-InP.102 The data
indicate that an absorption minimum exists at about 1.6 /xm, in agreement
with the results of Lorenz et al.99 and Dumke et al.100 At wavelengths X
> 1 .6 jLtm free-carrier absorption dominates in the spectra. The dashed line
in the figure gives a slope that is limited by ionized-impurity scattering

0.44

0.36

0.28

0.20

InP

10 9 8 7

PHOTON ENERGY (xlO3 cm1)

Figure 8.30 Absorption spectra of (a) undoped, (b) S-doped, and (c) Fe-doped InP. The
absorption tail in the Fe-doped sample is due to absorption by Fe-related deep centers.
(From Fornari and Kumar.10?)
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Figure 8.31 Absorption coefficient a versus wavelength X for rc-type InP. The carrier
concentrations are 3,3 x 1Q16 cnT3 (#1), 4,0 X 1017 cm'3 (02), 8,8 X 1017 cm'3 (#3),
and 5.0 x 1018 cm""3 (#4). The dashed line gives a slope that is limited by ionized-impurity
scattering. (From Ballman et al.102)

[i.e., X oc (ftco)3'5]. The power index m taken with a heavily doped sample
(#3) is about 3.5 (i.e., the dominance of ionized-impurity scattering). Ya-
maguchi et al.101 also found that for rc-type InP m increases with increasing
free-electron concentration from about 2.0 (n — 1 x 1016 cm"3) to 3.5 (n
— 1 x 1018 cm"3). For wavelengths near 1.3 jicm, the absorption coeffi-
cients shown in Fig. 8.31 are still proportional to the free-electron concen-
tration. This fact suggests the dominance of interconduction-band absorp-
tion in this spectral region. Detailed studies of interconduction-band
absorption in /i-InP has been carried out by Lorenz et al." and Dumke et
al.100

The infrared absorption in p-type InP has been studied by several au-
thors.101'103 Casey and Carter103 have measured the absorption spectra in
/7-InP between wavelengths of 1.0 and 3.4 /xm for hole concentrations from
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p = 3.1 X 1017 to 6.6 X 1018 cm 3 at 297 K. The spectra they obtained
are shown in Fig. 8.32. Ballman et al.102 have also measured infrared ab-
sorption in lightly doped, /?-type InP (p = 6.0 x 1016 cm"3). Their result
is also shown in Fig. 8.32 by the dashed line. The figure clearly shows that
the absorption coefficient increases as the hole concentration increase.
Casey and Carter103 determined the concentration variation of the absorp-
tion coefficient to be a = 14(p/1018 cm"3) cm"1 at a wavelength of 1.3
pm and a = 20(/?/1018 cm"3) cm"1 at a wavelength of 1.5 /mi. Heating
to 100°C increased a by a measurable, although small, amount. Peaks that
appeared at about 0.4 eV (#1 and #2) are due to intervalence-band absorp-
tion caused by transitions between the heavy-hole and the spin-orbit splitoff
valence bands [see Section 8.5 (Fig. 8.34)].

Aliev et al.104 have studied infrared absorption as a function of free-
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Figure 8.32 Absorption coefficient a versus wavelength X forp-type InP. The solid and
dashed lines represent the experimental data taken from Refs. 103 and 102, respectively.
The carrier concentrations are 3.1 x 1017 cm'3 (#1), 8.6 x 1017 cm'3 (#2), 1.9 x 1018

cm'3 (#3), 5.3 x 1018 cirT3 (#4), 6.6 x 1018 cnT3 (#5), and 6.0 x 1016 cm~3 (dashed
line).
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carrier concentration for n-type In, -xGax As (x < 0.1) at 92 and 300 K and
found that the absorption curves rise smoothly with wavelength and carrier
concentration. This is a typical characteristic of free-carrier absorption. The
power indices obtained varied with alloy composition jc, carrier concentra-
tion, and temperature (2.4 < m < 4.0). The experimental findings for the
alloys were found to be in good agreement with the results obtained from
the formula ex = <xdis + aInAs, where adis is an extra contribution of the
alloy disorder to a as pointed out theoretically by Sieranski and
Szatkowski110 and ainAs is the experimental value of the absorption coeffi-
cient of the In As binary.

Rajalakshmi and Arora111 have analyzed the absorption spectra of Ge-
doped In^^Ga^ASyPi _y lattice-matched to InP (y = 0.28) by including
an Urbach tail due to transitions from disorder-induced localized states at
the valence-band edge to the conduction band. Different types of disorder
have been taken into consideration in their analyses. The dependence of
the absorption coefficients on electron concentration for a variety of com-
positions in the Int _JCGa^As>,Pi -y/lnP system at a wavelength of 1.3 /xm
have been calculated by Fiedler and Schlachetzki,87 who used values for
the end-point binaries and took into account the Moss-Burstein band-gap
shift. Brosson et al.112 have also shown that measurements of threshold
current density and external quantum efficiency for a broad-area laser struc-
ture lead to a determination of the carrier-induced optical loss and differ-
ential loss. The differential loss they determined was da/dN = 1.1-2.3
x 10" I 7cm2atX= 1.53 /mi in a \g = 1.30-^mn-Ini ./ja^As^P, _ r layer.

8.4.2 Carrier-Induced Change in Refractive Index

There has been an increasing interest in intensity and phase modulators
lately because of their importance in the development of integrated opto-
electronics. Several authors have demonstrated light switches and modu-
lators based on refractive-index changes in InGaAsP/InP heterojunction
p-n devices.113"115 The operation of these devices has been explained in
terms of the linear electrooptic effect and higher-order field effects115 or by
the effects of a free-carrier-induced change in the refractive index.113'114

The linear and nonlinear electrooptic effects change the refractive index in
regions of the p-n device where high electric fields are present. Details of
these effects will be presented in the next section. The free-carrier effects
can be classified into two categories: (1) a refractive index change that is
basically caused by free-carrier plasma dispersion (intraband free-carrier
absorption) and (2) a refractive-index change that originates from the change
in the fundamental absorption gap (Moss-Burstein shift and/or band-gap
shrinkage).
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Intraband free-carrier absorption can be described, in the simplest way,
in terms of the classic dispersion theory, which starts with an equation of
motion for an electron of charge e and mass we( = w£ ; see Section 6.2.1)

we(;c + yx + coo*) = eEf exp(i'cof) (8.55)

with the damping constant 7, the restoring force meUQX, and the field of a
electromagnetic wave E = Ef exp(/cof). This leads to the following result
for the dielectric constant1

/Ne2\ 1
e(co) = 1 + - — - 2—— (8.56)

\mee0/ co0 - co + ryco

where N is the number of the electrons per unit volume. Here we can put
c*>0 ~* 0, because there is no restoring force for free electrons. One can,
then, obtain

c,(co) = 1 - —} —2 (8.57a)
\mee0/ o>

/ ' Ne2\ v
€2(«) = - - 1-3 (\me€0/ co3

If we replace co by cop and e, by e^ (i.e., the long-wavelength limit), Eq.
(8.57a) provides a relation between the plasma frequency cop and the carrier
concentration given by Eq. (8.14). In the limit 7 -» 0 and using 2n An =
Ac | [see Eq. (8.51)], we can obtain the change in the refractive index

8?r
(8-58)

where c is the light velocity in the vacuum and X is the wavelength of light.
Equation (8.58) suggests that the change An is directly proportional to X2,
N, and (l/n). When both electrons and holes are present in a substance,
as is usual for injection lasers, the change in n can be written, by modifying
Eq. (8.58), as

<8.59)

where P is the number of holes per unit volume.



8.4 FREE-CARRIER EFFECTS ON OPTICAL PROPERTIES 181

A decrease in absorption for photon energies slightly above the funda-
mental band gap can be observed for several semiconductors when they are
doped. This phenomenon, the so-called Moss-Burstein shift, is explained
by band filling and is partly compensated by band-gap shrinkage due to
carrier-carrier interactions at high concentrations. The relative contribu-
tions of band filling, band-gap shrinkage, and free-carrier absorption to the
refractive-index change An in InGaAsP/InP have been studied by Bottel-
dooren and Baets116 and Bennett et al.117

In Fig. 8.33 we show a typical result for InP taken from Bennett et al.n?

Figure 8.330 illustrates the individual contributions to An of the band filling

0.15

0.8 1.0 1.2 U 1.6 1.8 2.0

10"

10

10'

10"

n-InP

fu*>=1.0-1.2eV

(b)

10 10 io19

ELECTRON CONCENTRATION (cm"3 )

Figure 8.33 Carrier-induced change in the refractive index: (a) predicted change in the
refractive index An for InP (N = P = 3 X IO18 cm~3) from the band-filling (AnBF), band-
gap shrinkage (AnBS), and free-carrier absorption (AnFA); (b) comparison of the calculated
and experimental An for n-type InP. The solid and dashed lines show the calculated results
[A/r < 0 (solid lines) and An > 0 (dashed line)]. The solid circles show the experimental
data. (From Bennett et al.117)
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(A«BF), band-gap shrinkage (AnBS), and free-carrier absorption (AnFA) for
InP with carrier concentrations A/r = /> = 3 x l O l 8 c m ~ 3 . The bold line
represents the simple sum of these contributions. The curves for the AnBS

and ABS pass through zero at photon energies just above (AnBF) or below
(AflBS) the direct band edge EQ undergoing a reversal in sign. The value of
| A%A | increases gradually with decreasing photon energy because of its
X2 dependence [Eq. (8.59)]. Figure 8.33fo shows a comparison of the es-
timated and available experimental An for n-InP at photon energies be-
tween 1.0 and 1.2 eV. The prediction of Arc is seen to be in fairly good
agreement with the experimental data.

Whalen and Stone72 have measured the refractive index of /i-type InP
samples with carrier concentrations ranging from 1015 to 1019 cm~3 at the
two wavelengths, X = 0.633 and 1.15 jum, using a near-Brewster-angle
reflectivity technique. Their data reveal that the index n is relatively insen-
sitive to changes in carrier concentration below 1018 cm~3, but for impurity
levels above 5 x 10l8 cm~3 there is an increase in the index change | An \
with an increase in carrier concentration that can be explained in terms of
the conduction-band filling.

8.5 INTERVALENCE-BAND ABSORPTION

As indicated in Fig. 8.31 (also see Fig. 8.29), the infrared absorption due
to free electrons in n-type InP usually exhibits absorption band on the low-
energy side of the intrinsic absorption edge. This band is attributed to free-
electron indirect transitions from states lying near the conduction-band
minimum to states in higher-lying minima (acc; see Fig. 8.28). The same
absorption bands have been found in other semiconductors such as
Ai-GaAs118 and n-GaP,119 and consequently the evidence indicates that the
bands are not due to the presence of unknown impurities or lattice defects.
A similar structure was also found in/7-type semiconductors, such as Ge,120

InAs,121 GaAs,122 and InSb,123 and explained in terms of hole transitions
between various branches of the valence band in the semiconductors (i.e.,
the intervalence-band transitions). The absorption bands peaking at hu =
0.4 eV seen in Fig. 8.32 (p-InP) originate from these intervalence-band
transitions. In Fig. 8.34 possible types of the intervalence-band transitions
in the zinc-blende cyrstals are illustrated schematically. We can expect from
the figure three types of the hole transitions: (1) the heavy-hole (HH) band
-> spin splitoff (SO) hole band, (2) the light-hole (LH) band -> SO hole
band, and (3) the HH band -» LH band.

The zinc-blende-type crystal has a Td point-group symmetry. The HH
and LH bands have T8 symmetry, while the SO band has T7 symmetry.
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sol::

Figure 8.34 Schematic representation of the intervalence-band transitions in p-type, zinc-
blend semiconductors (HH, LH, SO = (respectively), heavy-hole, light-hole, spin-orbit
splitoff valence bands).

The light polarization vector E j_ (jc, y, z) of the point group Td belongs
to T5 symmetry. The selection rules of the optical transitions between the
valence bands can be given by the following direct products:124'125

HH -> so: r8 x r? = r3 + r4 + r5
LH -* so: r8 x r7 = r3 + r4 + r5
HH -> LH: F8 x T8 = T, + T2 + T3

(8.60a)

2F4 (8.60c)

These three products contain the representation of F5 symmetry. This means
that all the transitions are possible.

The joint-density-of-states (DOS) function /a0(o>) measures the product
density of full and empty states of equal energy difference. This quantity
mainly determines the interband contribution to e2(o>), and thus to the op-
tical constants of solids (see Section 8.3). According to different combi-
nations of the sign of

1 1 1
m

(i = x, y, z) (8.61)

one has to distinguish between four types of CPs, M0, M,, M2, and M3 (the
Van Hove singularities). The states a. and /? mean empty and full bands,
respectively. The effective mass in the a. band has the relation

ma (electrons) = -wa (holes) (8.62)
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The type of singularities for In, .^Ga^As^P, _ y quaternary can be deter-
mined by inserting numeric values of the effective hole masses (see Section
6.2.2; assumed simple, parabolic, isotropic bands) into Eq. (8.61). The
results suggest that /HH-so (HH -» SO), JLH-So (LH -* SO), /HH-LH (HH
-» LH) are, respectively, represented by M0-, M3-, and M0-type CPs. The
Mo-type (M3-type) CP is realized by having all /^ > 0 (ji j < 0). The
co-dependent states functions are, thus, written as124

!co - A0)°-5 (hu > A0)
° (8.63a)

(fcco < A0)

(fa > A0)

°'5 (fa < A0)
 (

(8.63c)

The LH -* SO transition is not so important because of a low density
of states in the LH band and a very low hole occupancy of final states for
transitions at the band-gap energy. The larger density of states and hole
occupancy in the HH band may produce much greater absorption for the
HH -* SO transition than for the LH -> SO transition.

Intervalence-band absorption has been observed in various /?-type semi-
conductors (e.g., Ge, InP, In As, GaAs, InSb). Near room temperature, the
threshold current of Int -^Ga^ As^Pj _y/InP lasers usually increases as exp
(r/TO), where T0 ~ 65 K, whereas theoretical descriptions of ideal lasers
give T0 ~ 200 K.126 Several loss mechanisms have been proposed to ex-
plain this temperature sensitivity:127 (1) carrier leakage over the heterobar-
rier into the confining layers, (2) nonradiative losses due to Auger recom-
bination, (3) nonradiative recombination at defects and interface states, and
(4) intervalence-band absorption causing optical losses. Yamanishi et al.128

have found spectral burning in spontaneous emission spectra from
In! ̂ Ga^As^?! _y/InP lasers (Xg = 1.3 ptm). The results are successfully
understood on the basis of population-burning of holes associated with the
saturation of the intervalence-band absorption. Henry et al.126 have made
measurements of the intervalence-band absorption spectra in p-type InP,
GaAs, and In0 53Gao.47As. The measured spectra were broader and had a
smaller temperature dependence. In Fig. 8.35 we show their measured re-
sults for /?-In053Gao.47As. The solid line is the estimated fit based on an
elemental k • p band model. Note that HH -» SO (LH -> SO) absorption
occurs when ftco > A0 (/ico < A0) [see also Eq. (8.63)]. The authors dis-
cussed the effects of intervalence-band absorption on the thermal behavior
of In, ./ja^ASyP! _y/InP lasers. They concluded that because of its low
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Figure 8.35 Measured intervalence-band absorption in p-type (1 x 1018

cm ~3) at 268 (open circles) and 373 K (solid circles). The solid lines are the theoretical
curves predicted from an empirical k • p band model. (From Henry et al.126)

strength and weak temperature dependence, intervalence-band absorption
should have only a minor effect on the temperature dependence of laser
threshold.

Childs et al.127 concentrated on intervalence-band absorption calculating
its magnitude using a pseudopotential band structure and matrix elements
evaluated using 21 fc-space directions through the Brillouin zone. They cal-
culated that at 1.6 jitm the absorption coefficient for intervalence-band ab-
sorption is a. = 39 cm for 1 X 10 cm 3 holes at room temperature.
This is in very good agreement with the magnitude of a determined exper-
imentally from laser characteristics129 that require an absorption coefficient
in the active region of about 100 cm"1 at the threshold current density
(Nth), which is typically Nth = 2 ~ 3 x 1018 cm"3. However, they con-
cluded that the temperature sensitivity of intervalence-band absorption
(l/a)(da/dT) = 0.45% K"1 at 300 K that they derived is insufficient to
explain the observed temperature sensitivity of lasers. Adams and
coworkers130 have recently reevaluated the results of Childs et al.127 and
showed that when the rate of change of Afth with temperature is taken into
account, the intervalence-band absorption can account almost entirely for
the temperature sensitivity of 1.6-jLtm devices. Haug131 has also discussed
the intervalence-band absorption as a phenomenon that affects the threshold
current of semiconductor lasers. However, his calculated values of the ab-
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sorption coefficient were too small to yield a substantial effect. But he
showed that the situation is changed if phonon-assisted intervalence-band
absorption is taken into account. The absorption coefficient, in that case,
was considerably greater, for instance by more than an order of magnitude
in Int _xGaxAsyPl -y/lnP with a laser wavelength of 1.3 /xm.

In principle, emissions associated with recombinations in the interva-
lence bands are also possible. Mozer et al.132 have observed emission in
Inj -xGax AsyP, -^/InP lasers (Xg = 1.3 /xm) with an emission energy close
to EQ + A0, which is attributed to recombination of holes in the SO band
(generated by the intervalence-band absorption) and electrons in the con-
duction band. Nonomura et al.133 have also observed 4-5-/*m emissions
from Inl_xGaxA.^yPl_y/lnP lasers (Xg = 1.3, 1.5 /mi) associated with
recombinations of holes in the SO band and electrons in the LH band.

8.6 NONLINEAR INDEX OF REFRACTION AND
ABSORPTION

Nonlinear optical properties of InP-based semiconductors and quantum-
well structures are of considerable interest for various optical device ap-
plications. Much work has concentrated on the near-band-gap nonlinear
index of refraction and absorption in various semiconductor materials.
Reintjes et al.134 have reported observation of dynamic saturation of optical
absorption in In1 -xGax As and InAs^ _^ alloys at 300 K using mode-locked
pulses from a Nd: glass laser. Increase in the transmission coefficient of
epitaxial films by more than four orders of magnitude above the equilibrium
value has been observed. Islam et al.135'136 also reported picosecond near-
band-gap nonlinear absorption at X ~ 1.5 /im and degenerate four-wave
mixing experiments in In! _^Ga^AsyP, _ y at 300 K using a mode-locked
color center laser. Nonlinear absorption cross sections aeh as large as —5.7
x 10~15 cm2 were obtained from the pump-probe results, while an effec-
tive nonlinear cross section aeff as large as 7.8 x 10"16 cm2 (corresponding
to a steady |x(3)| ~ 3.8 x 10~3 esu for a 20-ns relaxation time) were
measured in degenerate four-wave mixing experiments. Nonlinear optical
absorption in an In, .^Ga^As^P, _^/InP heterostructure laser (y = 0.257)
has also been observed by Jokerst and Garmire.137 They found a factor of
2 change in absorption at peak power densities of 0.2 W/cm2.

Values of the nonlinear refractive index of a In0 53Gao.47As/InP multiple
quantum-well structure obtained by transforming intensity-dependent ab-
sorption data (the KK transformation) have recently been reported by
Fisher.138 He obtained the absorption data by a pump-probe technique. The
results indicated that the variation of the refractive-index change with pump
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intensity shows a saturation that can be well described by a simple band-
filling model. Two-photon absorption coefficients in InP has also been re-
ported and discussed in Refs. 139 and 140.

At a high light intensity ( > 1 MW/cm2), the optical absorption due to
intervalence-band transitions at wavelengths near 10 pm has been shown
to saturate in p-type Ge, l4l~143 Si,141'143 and GaAs.141'144 This nonlinear
absorption property has used to control CO2 lasers to obtain large peak
output powers.145 However, to our knowledge, there has been no report on
InP-related compounds.
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9
ELASTOOPTIC AND ELECTROOPTIC
EFFECTS

9.1 ELASTOOPTIC EFFECT

9.1.1 Model Representation

Investigation of the elastooptic (photoelastic) behavior in solids is an old
topic that arises in close connection with the fundamental optical properties
of the solids. Knowledge of the photoelastic behavior of III-V compounds
forms an important role not only in the design of elastooptic devices, such
as light modulators, deflectors, and switches,1 but also in the analysis of
lattice-mismatched semiconductor heterostructures.

The distribution of stress in heteroepitaxial semiconductor structures is
a subject of perennial interest since internal stresses arise normally in thin
epitaxial films during preparation of the films by heteroepitaxial growth.
The photoelastic phenomenon has been successfully applied by Reinhart
and Logan2 to analyze interface stress in GaAs-AlGaAs layer structures.
They demonstrated that the elastic nature and magnitude of the stress is
consistent with predictions based on the different thermal expansion coef-
ficients of the layers. Similar analysis has also been carried out by several
authors3'4 in investigations of various strain fields and misfit-induced dis-
locations in III-V heteroepitaxial layers (see Chapter 11).

It is noted that photoelasticity is a function of light wavelength (i.e., it
has a wavelength dependence). There are several theoretical works dealing
with the spectral dependence of photoelasticity.5"9 The application of an
external uniaxial stress to a solid produces a change in its crystal symmetry
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that results in significant changes in its electronic and optical properties.5'8

An optically isotropic semiconductor, like InP, becomes birefringent under
the action of this stress. The uniaxial stress effect can be expressed as

]klmn (9.1)

where ape is the linear photoelastic coefficient, e//(=ej[/) is the component
of the dielectric constant tensor in the absence of the stress (see Chapter
8), pijkl is the component of the fourth-rank photoelastic tensor, and Skimn

is the component of the elastic compliance tensor (see Section 3.2.1); A e0

is the change in the real part of the dielectric constants parallel [e\(\\)] and
perpendicular [e^-L)] to the direction of the stress X:

-
(Xr

(9.2)

where n is the refractive index and ar is the fractional coefficient defined
by10

[1 + (ef + flr°-5fi] (9.3)

In the region of transparency (i.e., €, » e2) we can rightly reduce the
coefficient to ar — je f °5.

The linear photoelastic tensor in a zinc-blende structure can now be writ-
ten as

[p] =
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(9.4)

The photoelastic component piju can also be defined by using the inverse
dielectric constant (1/e,) as

A /A ( "
'V v~ = 1

(9.5)
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where ekl is the strain component that is connected with the stress through
Eq. (3.26).

The first-order change in the real part of the dielectric constant Ae t with
applied stress can be given by

= T, I _i£i A M. -u -̂ i- A /? \ (9,6)

where M, and Egi are, respectively, the strength parameter and interband
transition energy of the I'th transition (E0, EQ + A0, El9 E} + A1? £"0, etc.).
Introducing Eq. (8.52) into Eq. (9.6), we finally obtain the expression for
the photoelastic coefficient:8

C A J7 T / J7 \ 3/2 -i^v

C*pe = C* -g(x) + -T2 /(X) - ( -TT—T ) /(Xso) + D* (9.7)
L A0 L \£o + AO/ JJ

with

c* = for X || [100]
1 - 5 2 ~ 5 2 for X ± [111] ' }

g(x) = X~2[2 - (1 + x)"°5 - (1 - X)~°5] (9.9)

where b and d are the shear deformation potentials of the valence bands
(see Section 7.1) and/(x) is a function defined by Eq. (8.23). In Eq. (9.7),
the first term corresponds to the contributions arising from the £"0 and EQ

4- A0 gaps and the second term D* corresponds to the contributions arising
from other, far-off critical points in the band structure (El9 £\ + A t , £Q,
£, E2 + A2, etc.). The term D* is assumed to be nondispersive (i.e., con-
stant). This assumption is essentially the same as for B* used in the expres-
sion for the unperturbed e t [Eq. (8.52)]. The first and second terms in the
curly bracket of Eq. (9.7) come from the change in Eg (transition energy)
and M (strength parameter), respectively.

Figure 9.1 shows the calculated results of the dispersive components,
/(x) and g(x). It is worth noting as seen in this figure that g(x) shows a
very sharp dispersion near the band edge £"0 (x = 1-0) compared with that
of /(x)- The parameters C* and D* can be treated as adjustable parame-
ters to fit the experimental data.

9.1.2 Analyses

The photoelastic coefficient can be obtained from a stress-induced bire-
fringence (piezobirefringence) measurement. Piezobirefringence data have
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been reported for a variety of crystals, and for InP,11 InAs,12 GaAs,5'13 and
GaP,11'14 These data are accurate only in the region below or near the fun-
damental edge. This is because the measurement employs transmission of
light through the sample and is consequently limited to a frequency range
where the material is transparent. Materials whose lowest gap is direct, or
with a direct gap only slightly above the indirect one (e.g., Ge), have a
strong dispersion of the photoelastic coefficients in the region near this
gap.5'15 On the other hand, materials whose lowest gap is indirect and far
removed from a direct gap, such as Si and GaP, have a very weak photoe-
lastic dispersion near the indirect-gap region.5'14 Strong enhancement of
the photoelastic coefficients in the neighborhood of the direct gap was first
observed by Tell et al.16 in ZnO and CdS.

Results of the experimental dispersion for InP, InAs, GaAs, and GaP
are shown in Figs. 9.2 and 9.3. The experimental data are taken from Refs.
11 (InP), 12 (InAs), 5 (GaAs), and 11 (GaP). The solid lines are the cal-
culated results of Eq. (9.7). Numeric values of the dispersion parameters
C* and D* determined for these materials are given in Table 9.1.

It is clear from the figures that the theoretical and experimental disper-
sions agree quite accurately at photon energies close to E0. In the present
model, the photoelastic coefficient ape can be expressed by a sum of the
dispersive contribution arising from the lowest direct gaps E0/(E0 + A0)
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Figure 9.2 Dispersion of the photoelastic coefficients in InP, InAs, GaAs, and GaP with
the [100] compressive stress. The experimental data are taken from Refs. 11 (InP), 12
(InAs), 5 (GaAs), and 11 (GaP). The solid lines are the calculated results of Eq. (9.7).
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Figure 9.3 Dispersion of the photoelastic coefficients in InP, InAs, GaAs, and GaP with
the [111] compressive stress. The experimental data are taken from Refs. 11 (InP), 12
(InAs), 5 (GaAs), and 11 (GaP). The solid lines show the calculated results of Eq. (9.7).
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TABLE 9.1 Dispersion Parameters, C* and D* (in 10~u cm2/dyn), Used for
Calculation of Photoelastic Coefficient of InP, InAs, GaAs, and GaP [Obtained by
Fitting Experimental Data to Eq. (9.7)]

C* D*

Material

InP*
InAs6

GaAsc

GaP°

X||[100]

-0.29
-2.58
-0.46
-0.18

X||[lll]

-0.36
-1.48
-0.21
-0.06

X||[100]

1.39
2.19
2.22
1.73

X||[lll]

2.60
2.32
2.12
1.92

flF. Canal et al., Solid State Commun. 29, 523 (1979).
*P. Y. Yu et al., Phys. Rev. B 3, 340 (1971).
CC. W. Higginbotham et al., Phys. Rev. 184, 821 (1969).

and nondispersive background contribution arising from the higher-lying
gaps. These contributions are opposite in sign (see Table 9.1). One can
thus expect ape(co) = 0 at which the lowest-gap contribution is exactly
canceled by the higher-lying gap contribution. The parameter C* is a strong
function of £0 [i.e., C* oc £~5/2. see Eq (9.8)]. The £0 gap varies widely
from material to material for a family of the III-V compounds. Expression
(9.8) indicates that smaller EQ gap material has a larger E0 gap contribution
( —C*). This is confirmed in Table 9.1 (also see Ref. 8). If a material has
a smaller ( —C*) value (e.g., InP, GaAs, GaP), then the sign of the photo-
elastic coefficient is positive for long wavelengths and negative when ap-
proaching the lowest direct gap. On the other hand, material having a larger
( —C*) value (e.g., InAs, InSb) does not exhibit this sign reversal.12

By interpolating binary strength parameters, we can calculate the spec-
tral dependence of ape for an optional composition of the In! _JCGaJCAsyP1 _ y

quaternary.8 These results are shown in Fig. 9.4 with the stress parallel to
the [100] direction and in Fig. 9.5 with the stress parallel to the [111]
direction. It can be seen that cxpe for Inj ^JCGaxAsyPl _y has a strong wave-
length dependence. As the photon energy approaches the lowest direct gap
EQ, the coefficient increases dramatically. As in the case of e^co) (Fig.
8.27), the experimental ape values in this spectral region will be strongly
influenced by the lifetime-broadening effect of the electronic states.17 This
effect cannot be taken into consideration in the calculations, although we
can easily introduce it in the same manner as that mentioned in Chapter 8
(i.e., by replacing ftco by ftco + iT).

From Eq. (9.1) we can obtain

~ S12) (9.10a)
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Figure 9,4 Calculated photoelastic coefficients in Inj^Ga^AsvP,^ lattice-matched to
InP for X||[100] as a function of the photon energy with ^-composition increments of 0.2.
The open circles are the experimental data for InP (;y = 0) taken from Ref. 11. (From
Adachi and Oe.8)

for the [100] uniaxial stress and

(9.10b)

for the [111] uniaxial stress. By introducing numeric values of 50 (Table
3.1) and e,(w) (e, ^ «2; Fig. 8.27) into Eq. (9.10), it is also easy to cal-
culate the spectral dependence of/?, , - pn and p^. The results of this
calculation are shown in Figs. 9.6 (/?u - pn) and 9.7 (p44). The photo-
elastic constants, pu, pn, and /?44, in InP have also been determined by
Suzuki and Tada18 at several wavelengths (1.06, 1.208, 1.306, and 1.5 /im)
using the Dixon-Cohen method.

As discussed above, the linear photoelastic coefficient can be obtained
by fitting Ae, = e,(||) - e , ( _ L ) to the expression apcX. Increasing the stress
X, however, usually increases the birefringence in the manner Ac, = apeX
4- 0peX

2 where j3pe is the so-called quadratic photoelastic coefficient. The
quadratic coefficient j3pe has been measured in several semiconductors, such
as Ge,5 GaAs,5 InAs,12 and GaSb.12
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Figure 9.5 Calculated photoelastic coefficients of In,_^Ga^AsyP, _ y lattice-matched to
InP for X||[111] as a function of the photon energy with ^-composition increments of 0.2.
The open circles represent the experimental data for InP (y = 0) taken from Ref. 11. (From
Adachi and Oe.8)

Chandrasekhar et al.l9'20 have developed a new method to measure stress-
induced birefringence in an opaque region that employs the Raman-scat-
tering technique as a probe. Using this new method, they measured the
photoelastic coefficient ape in Si (0.5-3.38 eV)20 and GaP (1.0-2.6 eV)11

above the fundamental absorption edges. In their analyses, the contribution
from the imaginary part of the dielectric constant was neglected, although
they pointed out that its contribution should be taken into account in order
to discuss the spectral dependence above 3.0 eV in Si. Their data have
been successfully analyzed by Adachi and Hamaguchi10 by introducing new
coefficients that determine the fractional contributions of Ae, and Ae2 to
-'pe-

Large photoelastic coefficients of III-V compounds can cause significant
changes in the refractive index for relatively small strains. Kirkby et al.21

formed a photoelastic waveguide in GaAs/AlGaAs by making small vari-
ations in the refractive index of the active layer beneath the stripe contact
of the laser. The refractive-index variations were caused by the effect of a
strain field in the semiconductor surrounding the stripe window. Similar
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Figure 9.6 Calculated photoelastic constantp\]-p\2 for In! __^Ga^ As^Pi -y lattice-matched
to InP as a function of photon energy with ^-composition increments of 0.2.

photoelastic waveguides have been fabricated on GaAs-based semiconduc-
tors by several authors.22'26

9.2 LINEAR ELECTROOPTIC EFFECT

9.2.1 Model Representation

It is of considerable interest to investigate the linear electrooptic effect in
semiconductors. The effect affords a convenient and widely used means of
controlling the intensity of the phase of optical radiation in crystals. This
property has been extensively explored and used for a wide variety of op-
toelectronic devices.27 Much progress has recently been made in develop-
ing the best potential devices for use in optical communication systems
that take advantage of low-loss, low-dispersion optical fibers. Recent stud-
ies28'30 have, therefore, required accurate values of the electrooptic con-
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Figure 9.7 Calculated photoelastic constant pM for In, _^Ga^AsyP, _^ lattice-matched to
InP as a function of photon energy with ^-composition increments of 0.2.

stant as a function of wavelength. Of course, fundamentals of the elec-
trooptic effects are of interest from the aspect of the solid-state physics.

DiDomenico and Wemple31 have proposed a microscopic tensor theory
of the electrooptic and nonlinear optical effects in ferroelectrics in terms of
energy-band pictures. Garrett32 has also presented a one-dimensional an-
harmonic oscillator model to explain a number of nonlinear optical phe-
nomena. Garrett's model was extended by Sugie and Tada33 to a three-
dimensional oscillator model so that it is applicable to materials with ar-
bitrary crystal structures.

The electrooptic effect in the region of interest close to the band edge
has also been analyzed by Adachi and Oe34 in terms of electric-field-in-
duced modulations of electronic energy-band structures. Recently, Hernan-
dez-Cabrera et al.35 theoretically analyzed the linear electrooptic effect by
means of a microscopic simple model (tight-binding scheme) without any
fitting of parameters. These results have shown satisfactory agreement with
available experimental information.

The linear electrooptic (Pockels) effect refers to a change in relative op-
tical dielectric immpermeability proportional to an applied electric field.
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The linear electrooptic effect can, thus, be defined by

= r , F, (Q 11 ̂riLkc'k \ ' ' L l )

where e is the relative dielectric constant, Ek is the applied electric field,
and the indices i, j9 and k refer to the rectangular coordinate axes 1 (jc), 2
(y), and 3 (z). In order to describe the linear electrooptic effect rigorously,
we must take into account a possible piezoelectrically induced elastooptic
contribution to the impermeability change. In this case, the electrooptic
constant can be given by

= r? + rU,k (9.12)

where r j j k is the free value determined at constant stress (e.g., by making
a measurement at low frequencies well below acoustic resonances of the
sample), rfj>k is the clamped value determined at constant strain (e.g., at
high frequencies well above the acoustic resonances of the sample), and
r*j k is the elastooptic contribution to the impermeability change.

Zinc-blende-type crystals, such as InP and GaAs, possess only a single
electrooptic tensor component, r4l (r23ii)

36

[r] =

0 0

0

0

>41

0

0 0

0 0

0 0

0 r41 0

0 0 r4l

(9.13)

where [r] is, in general, a complex third-rank tensor. Since the imaginary
part of the dielectric constant may be taken as zero in the region near and
below the lowest direct gap, the coefficient r4] can be considered as a real
physical constant with good approximation. Then, from Eq. (9.11) [see
also Eq. (9.5)], one obtains34

r 41 = —-* A € I (9.14)
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The elastooptic contribution r£, is now written, in the zinc-blende family,
as

r?
4l = P44-S44*14 (9.15)

where /?44 is the photoelastic constant (see Section 9.1), S44 is the elastic
compliance constant (Section 3.2), and eu is the piezoelectric constant
(Section 5.2). Since p44 is a wavelength-dependent quantity, r41 has spec-
tral dependence.

The quantity Aei , required to calculate r41, can be obtained by taking
account of the changes in the lowest-direct-gap parameters:34

df2

' + ' ' ' (9.16)

where AE0 and A/4* are, respectively, changes in E0 and A* [see Eq. (8.52)]
with the electric field E. The specific physical process considered here is
the linear electrooptic effect. Thus, we can neglect the higher-order deriv-
ative terms in Eq. (9.16). Expression (9.16) can, then, be reduced to

The band-parameter changes are now written in terms of the first-order
Stark-like effect as37

(9.18a)

A.4* = biE (9.18b)

Introducing Eq. (9.18) into Eq. (9.17), we obtain the field-induced
changes in 6! as

"(o>) = TTT AE0 = ~ A*E0
 laiEg(x) (9.19a)

'(") = In A/1* = fei£/W (9.19b)
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where g(x) is function defined by Eq. (9.9). The linear electrooptic con-
stant r f j can then be written from Eq. (9.14) as

r4
Si(co) = - (-^J [A*Q)Eolalg(x) + b{f(X) + F'J (9.20)

where F' represents the strength of the nondispersive, higher-lying gap con-
tribution. In Eqs. (9.16)-(9.20), we considered only the E0 gap contribu-
tion. This consideration is based on the fact that most of the III-V com-
pounds (except In As) have small A0 gaps compared with their E0 gaps. The
£"0 + A0 gap contribution can, therefore, be successfully included into the
£"0 gap one. For In As the F0 + AO gap (0.79 eV) is much larger than the
E0 gap (0.36 eV), and, therefore, the E0 + A0-gap contribution can be
rightly included for this material into the higher-lying gap one (F').

As mentioned in Section 9.1 (see Fig. 9.1), g(x) shows a very sharp
dispersion near the band edge E0 compared with that of /(x)- Thus, the
contribution arising from a change A A* can also be included into the con-
tribution from the higher-lying gap. The linear electrooptic constant
rf , (co) in zinc-blende-type semiconductors can, then, be finally written as34

(co) = - [E*g(x) + F*] (9.21)
€ i

with

(9.22)

The parameters E* and F* can be treated as adjustable parameters to fit
experimental data.

9.2.2 Analyses

Linear electrooptic constant data have been measured for a variety of crys-
tals, and for InP,38'39 GaAs,39'44 and GaP.45 Table 9.2 summarizes these
experimental results. But, to our knowledge, no experimental r41 has yet
been reported for In As. In Fig. 9.8 experimental values for r4, for InP,38

GaAs,43 and GaP45 are plotted as a function of wavelength. The solid lines
are the results calculated from Eq. (9.21). Numeric values of the strength
parameters determined for these materials are given in Table 9.3.

Calculated lineshapes of r|, and r41 for InP are shown in Fig. 9.9 along
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TABLE 9.2 Free (Clamped) Values of Linear Electrooptic Constant r\{ (
10~12 m/V) versus Wavelength for InP, GaAs, and GaP

(in

Wavelength (/>tm)

0.56
0.585
0.6328
0.66
1.0
1.06
1.064

1.09
1.15

1.153
1.208

1.306

1.35
1.50

2.0
3.0
3.39

10.6

InP

1.45°
-1.32*

(-1.34)*

- .49*
(- .54)*
- .53*

(- -59)*
.3°

-1.63*
(-1.68)*

GaAs

1.2C

- .17*
(- .33)*
- .72 ± 0.09*
- .68 ± 0.09*

.43 ± 0.07'

1.3C

1.4C

.6C

.24 ± 0.04'

.6 ± 0.3'
3C

.51 ± 0.05"

.6 ± 0.3f

.6 ±0.1*

GaP

(-1.07 ± 0.06)*
(-1.07 ± 0.06)*
(-0.97 ± 0.02)*
(-0.98 ± 0.06)*

(-1.10 ± 0.15)*

(-0.97 ± 0.10)*

"K. Tada and N. Suzuki, Jpn. J. Appl. Phys. 19, 2295 (1980).
*N. Suzuki and K. Tada, Jpn. J. Appl Phys. 23, 291 (1984).
CT. E. Walsh, RCA Rev. 27, 323 (1966).
^Obtained from GaAs/AlGaAs double-heterostructure waveguides [J. Faist and F. K. Reinhart, J.
Appl. Phys. 67, 7006 (1990)].
'M. Sugie and K. Tada, Jpn. J. Appl. Phys. 15, 421 (1976).
rA. Yariv et al., IEEE J. Quantum Electron. QE-2, 243 (1966).
*I. P. Kaminow, IEEE J. Quantum Electron. QE-4, 23 (1968).
*D. F. Nelson and E. H. Turner, J. Appl. Phys. 39, 3337 (1968).

with corresponding experimental data (open circles) taken from Ref. 38.
For r£, [Eq. (9.15)], p44 values are taken from Section 9.1, £44 = 2.193
x 10~12 cm2/dyn is from Table 3.1, and e{4 = -0.040 C/m2 is taken
from Table 5.2. (Its sign is assumed here to be "negative.") It is clear
from Fig. 9.9 that r4l is much smaller than r|,, hence rj, ^ r|, (see also
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Figure 9.8 Dispersion of the linear electrooptic constants in InP, InAs, GaAs, and GaP.
The experimental data are taken from Refs. 38 (InP), 43 (GaAs), and 45 (GaP). The solid
lines represent the calculated results of Eq. (9.21).

Table 9.4). The calculated rf, has strong dispersion, and its value increases
abruptly as the wavelength approaches the band edge [Xg — 0.92 jan].

Nonlinear optical phenomena in a zinc-blende family can be described
by means of a nonlinear optical coefficient d41(co + a/, w, co').46 The optical
rectification coefficient d41(o>, co, 0) can be written by putting co' = 0 as47

*4i(tt, «,o) = -(! (9.23)

TABLE 9.3 Dispersion Parameters, E* and F* (in 10 "
m/V), Used for Calculation of Linear Electrooptic Constant
rfjCw) and Optical Rectification Coefficient «f4i(co, co, 0) of
InP, InAs, GaAs, and GaP [Obtained by Fitting
Experimental Data to Eq. (9.21)]

Material

InPfl

InAs6

GaAsc

GaP**

£*

-4.2
-3.0
-7.1
-8.3

F*

9.1
19.8
12.3

1.7

°K. Tada and N. Suzuki, Jpn. J. AppL Phys. 19, 2295 (1980).
^Calculated from Eq. (9.25).
CM. Sugie and K. Tada, Jpn. J. AppL Phys. 15, 421 (1976).
^D. F. Nelson and E. H. Turner, J. AppL Phys. 39, 3337 (1968).
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Figure 9.9 Calculated lineshapes of rj,, rjj, and d4} for InP. The open circles show the
experimental data (rJi) taken from Ref. 38. (From Adachi and Oe.34)

TABLE 9.4 Calculated Linear Electrooptic Constants, r|, and
versus Photon Energy for InP

Photon Energy (eV) (xl(T1 2m/V) (xl(T1 4m/V)

0.5
0.6
0.7
0.8
0.9

.0

.1

.2

.3

.31

.32

.33

.34

- .32
- .33
- .33
- .34
- .35
- .37
- .42
-1.53
-1.98
-2.12
-2.33
-2.68
-3.51

7.41
7.14
6.79
6.34
5.75
4.97
3.84
2.02

-2.31
-3.28
-4.58
-6.54
-10.4
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The results of d41(o>, co, 0), calculated from Eq. (9.23), are also shown in
Fig. 9.9 by the dashed line.

If one of the four end-binary data is lacking (in the present case In As),
the quaternary data (?ABCD(AI _^B^CyD, _y) can be estimated from the
expressions

Q(x, y) = (I - x)BAC + (x + y - l)BBC + (1 - y)BBD (9.24a)

Q(x9 y) = (1 - x)BAD + yBBC + (x - y)BBD (9.24b)

Q(x, y) = yBAC + (1 - * - y)BAD + *flBD (9.24c)

or

Q(x, y) = (y ~ *)BAC + (1 - y)BAD + xBBC (9.24d)

Introducing x = 0.0 and y — 1.0 into Eq. (9.24b), we obtain

#GaP (9.25)

The numeric values £"* and F* for In As listed in Table 9.3 are estimated
from this calculation. The wavelength dependence of r41 of In As shown in
Fig. 9.8 (dashed line) is the calculated result using these numeric param-
eters.

Figure 9.10 shows the dispersion parameters, E* and F*, as a function
of y for In, .^Ga^As^P, _ y lattice-matched to InP. These lines are obtained
from the linear interpolation scheme of Eq. (2.3). The calculated results,
as a function of y, are almost linear relationships given by (in 10" l l m/V)

E*(y) = -4.2 - O.ly (9.26a)

F*(y) = 9.1 + 1.2y (9.26b)

Yet in spite of the fundamental importance of the In, .^Ga^As^P, _y / InP
system to semiconductor-based integrated optoelectronics, the only inves-
tigation that has been done to date is for the determination of the linear
electrooptic constant of this alloy system.29 Bach et al.29 have measured
the linear electrooptic constants of In! .^Ga^As^Pj _y lattice-matched to InP
( y ~ 0.20 and y ^ 0.34). The quaternary layers used were unintentionally
doped n type with doping levels of 3 X 1016 cm"3. The data they obtained
are as follows (in 10~12 m/V): r41 = -1.34 at X = 1.32 pm fory = 0.20,
r41 = -1.43 at X = 1.25 /mi, and r41 = -1.44 at X = 1.32 jim fory -
0.34. By fitting these data with Eq. (9.21), we can obtain the dispersion
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16-

Figure 9.10 Dispersion parameters, £* and F*9 as a function of y for Inj _ ̂ Ga^As^?, _y

lattice-matched to InP. The solid and open circles are, respectively, determined by fitting
the experimental data of InP38 and In! ̂ Ga^As^P, _/;y = 0.34)29 to Eq. (9.21).

parameters for y ^ 0.34 to be E* = -4.04 x 10"M m/V and F* =
-1.07 X 10~10 m/V (see Fig. 9.14, below). These parameter values are
also plotted in Fig. 9.9 by the open circles. It is clear from the figure that
our interpolated values are in acceptable agreement with the experimental
data of Bach et al.29

Unfortunately, however, the data of Bach et al. were limited to narrow
composition and narrow wavelength ranges. We have already specified nu-
meric parameters, which are required for calculation with Eq. (9.21) (i.e.,
EQ, £*, F*)9 in terms of y alone. We can, therefore, estimate the spectral
dependence rf l for the optional composition of Int .^Ga^As^?! _y quater-
nary. It is also easy to calculate the spectral dependence of r^ of
ln{_xGaxAsyP{_y, since we have specified p44, £44, and el4 in terms of y
alone.

The calculated results for r|, as a function of wavelength with
y-composition increments of 0.1 are shown in Fig. 9.11. We see from the
figure that rf, has a strong dispersion only near the band-edge region. The
values of r41 are much smaller than those of r41 for the complete range of
y compositions.
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WAVELENGTH

Figure 9.11 Calculated linear electrooptic constant r%{ for Ini_xGaxAsyP}_y lattice-
matched to InP with y-composition increments of 0.1. (From Adachi and Oe.34)

The spectral dependence of the optical rectification coefficient d41(co, co,
0) for ln{ _xGaxAsyP{ _y/InP can also be obtained by using the same pro-
cedure. This result is shown in Fig. 9.12 with y-composition increments
o fO. l .

9.3 QUADRATIC ELECTROOPTIC EFFECT

9.3.1 Model Representation

The electrooptic effect refers to a change in the relative optical dielectric
impermeability proportional to different powers of the electric field £,
whose highest frequency is well below the lattice resonance of a crystal.
The effect linearly proportional to E is the linear electrooptic effect and that
proportional to E2 is so-called the quadratic electrooptic (Kerr) effect. As
discussed in Section 9.2, the linear electrooptic effect was intensively in-
vestigated in several semiconductors. However, a few works have been
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Figure 9.12 Calculated optical rectification coefficient d4l (o>, o>, 0) for In, -xGax As.P,
lattice-matched to InP with ^-composition increments of 0.1. (From Adachi and Oe. )

done'on the quadratic electrooptic effects in semiconductors.29 Bach et al.29

observed the quadratic effect in the InGaAsP quaternary. Their report is
the first timejhat the effect has been positively identified in materials of
point group 43m (zinc-blende crystals).

There have also been a very few theoretical works on the quadratic elec-
trooptic effects in semiconductors.48 To explain the quadratic effect, we
must expand the change in the dielectric impermeability of Eq. (9.11) to
higher orders

A l l (9.27)

where Rijkl is the quadratic electrooptic constant. In crystals with a center
of symmetry, only the second-order term and higher even-order terms can
exist, and so one might expect that the effects are very small in moderate
fields. If a center of symmetry is lacking, as in zinc-blende-type crystals,
not only even-order but also odd-order effects can exist. The effect given
by the second-order term and higher even-order terms, which can occur in
all substances, is known as the Kerr effect.
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If we neglect higher-order terms than the second in the electric field, the
Kerr's coefficient Rijkl is given by48

(9.28)
EkE,

where A(l/e)$ represents the change in the optical dielectric impermea-
bility due to the second-order Kerr effect. The zinc-blende-type crystals,
such as InP and InGaAsP, possess three nonvanishing Kerr constants, Ru,
Rn, and

[R] =

~*l,
Rn

R\2

0

0

_ 0

Rn

Rn

Rn

0

0

0

Rn

Rn

Rn

0

0

0

0

0

0

*44

0

0

0

0

0

0

/?44

0

0 "
0

0

0

0

/?44_

(9.29)

where [R] is, in general, a complex fourth-rank tensor. Since the imaginary
part of the dielectric constant may be taken as zero in a region near and
below the lowest direct gap, the coefficients Rijki are real physical constants
to a good approximation.

Figure 9.13 shows diagrams of the electric-field and light-polarization
directions used to measure the quadratic coefficients (a) /?n-/?12 and (b)
R44. These measurements can be performed as phase-difference measure-
ments by using a quarter-wave plate and polarizers.

The change in the inverse dielectric constant in zinc-blende crystals can
now be given by

A , i = -~ Ae1Q (9.30)

As in Eq. (9.18), the band-parameter changes are written in terms of the
first- and second-order Stark-like effects as37

A/l* =

a2E

2b2E
2

(9.31a)

(9.31b)
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Figure 9.13 Quadratic electrooptic effects in zinc-blend-type crystals: (a) /?,,-/?12; (b) /?44.

The specific physical process considered here is the quadratic effect. The
change Ae1Q can, thus, be written as

. de}

(9.32)

where the subscripts f and s, respectively, indicate the contributions from
the first- and second-order Stark effects to the quadratic electrooptic con-
stant.

Introducing Eqs. (8.52) and (9.31) into Eq. (9.32), one obtains the
change in e} as

(9.33a)

(9.33b)

(9.33c)

(9.33d)
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with

MX) = X~2[2 - (1 + x)~ 1 5 - (1 - X)~1 5] (9.34)

The expression for the quadratic coefficient, R{ [-R\2, can be written from
Eq. (9.28) as

+ (9.35)

where H' represents the strength of the nondispersive, higher-lying-gap
contribution [having a meaning similar to F' in Eq. (9.20)].

The calculated result of the dispersive component h(\), which appeared
in Eq. (9.35), is shown in Fig. 9.1 along with those of g(x) and/(x). It is
worth noting from this figure that h(\) shows very sharp dispersion near
the band edge (x = 1.0) compared with those of g(x) and/(x). We can,
thus, correctly include the contributions defined by g(x) and/(x) in Eq.
(9.35) in the nondispersive, higher-lying-gap contribution H'. The qua-
dratic coefficient can then, for practical purposes, be given by48

*n-*i2 = - lG*h(x) + H*] (9.36)

with

G* - ~^*£0~
2^ (9.37)

In Eq. (9.37) the nondispersive term H* contains not only the higher-
lying-gap contribution (£"0 H- A0, El9 El -f A,, £Q» etc-) but also the weaker
dispersive E0 gap contribution. The quadratic coefficient R^ is also given
by the same form as Eq. (9.36), but one must take into consideration the
corresponding Stark-shift value a\. The parameters G* and H* can be
treated as adjustable parameters to fit experimental data.
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9.3.2 Analyses

The theoretical lineshape of/?n-/?12 along with the experimental data for
In! _xGaxAsyPl _ y (y ^ 0.34)29 is shown in Fig. 9.14. The curve was ob-
tained by means of a least-squares-fitting procedure. It is found from the
figure that the theoretical dispersion shows excellent agreement with the
experimental data. The dispersion parameters determined are as follows:
G* = -3.43 x l(T19m2/V2and//* = -2.85 x l(T18m2/V2. Bach et
al.29 have also determined the linear electrooptic constant values r4I in the
Inj _xGaxAsyPi _y quaternary (see Section 9.2). These data are also plotted
in the figure along with the corresponding theoretical curve [Eq. (9.21)].
It is clear that the coefficient R1{-R12 shows stronger dispersion than the
linear electrooptic constant r41 in a region near the lowest direct gap.

The quadratic electrooptic constant Rijkl can, in principle, be written as

_ n
— K ijkl (9.38)

where /?/)*/ is the product of the photoelastic tensor pijmn and quadratic elec-
trostrictive tensor Qmnkl\

ijkl — ^J Pijmn Qmnk (9.39)
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Figure 9.14 Theoretical lineshapes of Rn-R\2 and r41 along with the experimental data29

for In, ^Ga*ASyP, _ y lattice-matched to InP (y = 0.34). (From Adachi and Oe.48)
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Expression (9.38) is, thus, essentially the same as Eq. (9.12) from a phys-
ical point of view. In the present analysis, we assumed that Rjjkl =* Rfjkl

since the detailed values of Qmnk[ are not well known at present.
By introducing the previous scheme (Section 9.2), one can also estimate

the spectral dependence of the coefficient Rn-/?i2 for In^^Ga^As^P^^
with an optional (jc, y) fraction. This result is shown in Fig. 9.15 for
In, _/ja^ASyP, ,y layers (Xg = 1.3 and 1.55 ^um). The coefficient is nearly
constant (nearly zero) for wavelengths far from Xg, whereas it increases
dramatically when the wavelength approaches the lowest direct gap. This
result suggests that by properly choosing the (jc, y) fraction, one may im-
prove performance of the electrooptic light modulation in In! .^Ga^As^ _y

p-n junction lasers.
Zucker et al.51 have measured the quantum-confined Stark effect in high-

quality In, _xGaxAsyPi _y/InP quantum well p-i-n heterostructures. They
found that the change in refractive index An is predominantly a quadratic
function of the applied field. A fit of the Aw as a function of the applied
field yielded a value for the quadratic electrooptic constant R = -3.01 x
1(T18 m2/V2 at X = 1.537 ̂ m for In, .^Ga^As^P,.^ wells of Xg =
1.57-jum composition and InP barriers. The R they obtained is considerably

2?
'O

5 -5

or
i

-10

InGaAsP

1.0 1.5 2.0
WAVELENGTH (jjim)

2.3

Figure 9.15 Calculated quadratic electrooptic constants RU-R[2 for
layers (Xg = 1.3 and 1.55 /xm). (From Adachi and Oe.48)
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larger than those measured in the bulk quaternary.29 Large quadratic elec-
trooptic effects have also been measured in GaAs/AlGaAs multiple quan-
tum wells.52 Faist and Reinhart44 have systematically investigated phase
modulation in GaAs/Al^Ga^^As double heterostructures with different
doping profiles. An accurate estimation of the carrier effect permitted them
to deduce the quadratic electrooptic coefficients for GaAs. The values they
obtained are Ru = -2.0 x 10~20 m2/V2, Rn = -1.7 x KT20 m2/V2

at X = 1.15 |Ltm, and Ru = -2.9 x 10'20 m2/V2, Rn = -2.4 x KT20

m2/V2 at X = 1.09 pm with an estimated uncertainty of ±25% for all
values.

9.4 FRANZ-KELDYSH EFFECT

The Franz-Keldysh effect is an electric-field-induced change of the com-
plex dielectric constant of a direct-band-gap semiconductor, occurring at
photon energies close to the intrinsic band edge (E0). This effect has two
parts, electroabsorption and electrorefraction, which are respectively
changes of the absorption coefficient and the refractive index due to an
applied electric field E. The Franz-Keldysh electroabsorption coefficient is
calculated using the expressions derived by Tharmalingam53 and Callaway54

o), E) = S (9.40)

where fy = 1.1 x 105(£0 - ftco)(2/xQ/)
1/3£'~2/3 [MQ, is the combined den-

sity-of-states (DOS) mass], Aj = 7.65 x ltf(2toj)4/3/(nhw) (n is the re-
fractive index), Ai(z) denotes the Airy function, and the sum is over the
light- and heavy-hole valence bands. As E -* 0, Eq. (9.40) goes over into
the familiar expression for the absorption due to direct allowed transitions

A
a(ha>, 0) = S - (1.1 x 105)1/2(2,*o,)1/6(/Jw - £0)'

/2 (9.41)
j 71"

that is, a(/za>, 0) oc (^Oj)
3/2(hu - £0)

1/2 [see Section 8.3. l(a)]. The field-
induced change in a is, then, given by Aa(#u, E) = a(#co, E) — a(/zoj,
0).

Electrorefraction can, in principle, be calculated from this absorption
change using the Kramers-Kronig (KK) relation28

- ^£ f °

w Jo
(9.42)
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The electroabsorption effect has been measured in bulk InP,55 InAs,56

and GaAs,28'55'57-60 and in In, _^Ga^As^P, _^ epitaxial layers.28'29'61'62 The
Franz-Keldysh effect on indirect transitions in GaP has also been reported
by Gasakov et al.63 We show in Fig. 9.16 the results of InP and
In^Ga^As^P^ (y = 0.52) taken from Refs. 55 and 61, respectively.
The dashed lines represent theoretical predictions for InP at the same elec-
tric fields. The solid lines are also the calculated predictions for GaAs at E
= 2 x 105 (#1) and 1 x 105 V/cm (#2) [since the masses and n entering
into the theory are the same within better than 10% for GaAs and
In\ -xG*x AsyPj _ y ( y = 0.52), the theory should apply to the latter material
also].61 It can be seen from Fig. 9.16 that the experimental results are in
good agreement with the theory.

Van Eck et al.55 have also measured the electrorefraction in bulk InP
and GaAs using a Mach-Zehnder interferometer. They have shown that,
at least in InP, the Franz-Keldysh electrorefraction under some condition
is much stronger than the linear electrooptic (Pockels) effect. Alpir
and Coldren28 have determined the electrorefraction in GaAs a
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Figure 9.16 Experimental and theoretical absorption coefficients versus energy difference
(£0 - JM and electric field E for InP and In! _ ̂ Ga^As^ _y (y = 0.52). The theoretical
predictions and experimental data are taken for InP from Ref. 55 and for In, -^Ga^. As^Pj _y ,
from Ref. 61.
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In^Ga^ASyP!-,,, (y = 0.52) from a KK analysis of Eq. (9.42). They
found that the electrorefraction for In, _xGaxAsyP{ _>, is Arc = 3.0 x 10~3

at X = 1.3 /xm when the electric field is 400 kV/cm, but decreases to An
= 1.0 x 10~3 at X = 1.55 fim for the same electric field strength. They
also found that for wavelengths far below E0 the refractive index change
An has a quadratic dependence on the applied electric field.
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10
CARRIER TRANSPORT PROPERTIES

10.1 LOW-FIELD MOBILITY

10.1.1 Electrons

A great deal has been written and published about transport phenomena in
InP and other III-V compounds.1"6 InP has become technologically im-
portant in recent years, especially for use in various optoelectronic devices.
This material may be used to provide Gunn diodes for frequencies higher
than that obtained by using GaAs. In As has been used in galvanomagnetic
devices, but otherwise the material is not of much commercial importance.
GaAs is the most important III-V semiconductor, being a strong commer-
cial competitor to Si for high-speed electronics applications (transistors and
integrated circuits). GaP is known to be commercially important for appli-
cations to green and yellow electroluminescent devices. Because of the
wider band bap, GaP is also used to make stable transistors that operate at
high temperatures. Ino^Gao^As is an important material for optical com-
munication devices. Moreover, its high mobility and large drift velocity
make this material very promising for high-frequency field-effect transistors
and high-speed logic applications.

Hall mobility is a popular parameter used to characterize the microscopic
quality of semiconductors. Accurate comparisons between experimental
electron mobility and theoretical calculations are of great importance for
determining a variety of fundamental material parameters and electron-
scattering mechanisms. There are various electron-scattering mechanisms,
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such as polar optical scattering, deformation potential (acoustic phonon)
scattering, piezoelectric scattering, intervalley scattering, impurity scatter-
ing, electron-electron scattering, and alloy scattering. Our knowledge of
the material parameters discussed in the earlier sections enables us to cal-
culate the strengths of various scattering mechanisms (except alloy scatter-
ing). In a case of alloy semiconductors, there is an increasing need to better
understand electron scattering due to the random alloy potentials of the
crystalline lattice.7"20 This type of scattering mechanism is called the alloy
scattering.

The semianalytic calculation has been used largely because of its sim-
plicity. The effect of individual scattering mechanisms on the total calcu-
lated mobility can be visualized using Matthiessen's rule:

1 = 2 Mi'1 (10.1)

Thus, the total mobility /iTOT can be calculated from the scattering-limited
mobilities ^ of each scattering mechanism. In InP and other direct-band-
gap semiconductors at electric fields much less than the threshold field,
almost all the electrons are in the lowest-conduction-band valley F, and so
their mobility is limited by the scattering mechanisms appropriate to this
valley. However, in GaP the lowest conduction band is at the X point. The
constant-energy surfaces are, therefore, ellipsoidal, and we are required to
consider intervalley phonon scattering in addition to the scattering mecha-
nisms that are taken into account for the direct-band-gap materials.

Figure 10.1 shows the temperature dependence of the electron Hall mo-
bility for relatively pure, w-type InP, In As, GaAs, and GaP. The data are
taken from Ref. 2 for InP (a), from Ref. 21 for In As (fc), from Refs. 22
and 23 for GaAs (c), and from Ref. 24 for GaP (d).

Low-field transport properties of n-lnP have been studied in some de-
tail.3'5'25"39 However, there are still discrepancies in various values of the
acoustic deformation potential El (see Section 7.2 and Table 7.3), and the
agreement between theory and experiment is not always good. The exis-
tence of ionized-impurity scattering and carrier compensation problems
usually makes analyses very difficult. Anderson and Apsley2 have studied
temperature dependence of Hall mobility in n-InP [Fig. 10. la] by taking
into account different mechanisms of scattering. The mobility data increase
sharply as the temperature decreases, showing a maximum at about 60 K
[p — 1.4 x 105 cm2/(V • s)], and then decreases with further decrease
in temperature. In the range between 10 and 50 K it approximately follows
ju oc T3/2 (i.e., ionized-impurity scattering). Galavanov and Siukaev34 have
also tried to interpret the temperature dependence of mobility data for InP
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Figure 10.1 Temperature dependence of the electron Hall mobility in relatively pure,
rt-type InP, InAs, GaAs, and GaP. The data are taken for InP from Ref. 2, for In As from
Ref. 21, for GaAs from Refs. 22 (open triangles) and 23 (solid triangles), and for GaP from
Ref. 24.

between 60 and 1000 K. Their data sharply dropped with increasing tem-
perature from T = 100 to 300 K (^ oc T~2). With the further increase in
Tthe drop of \i slowed down, and in the range between 400 and 1000 K it
followed fji oc T~l. The /* in their data showed a peak at about 60 K [/* =
1.4 x 105 cm2/(V • s)]. They found that the combination of two lattice-
scattering mechanisms (polar optical and acoustic phonon scattering) can
successfully explain the experimental \L in the temperature range between
100 and 1000 K. The El value (=21 eV) obtained by them was, however,
considerably larger than that reported by other authors. Recent measure-
ments of the electron Hall mobility as a function of pressure in pure InP28

support a value of £, =* 11.5 eV. Lancefield et al.28 also measured the
temperature dependence of /* in the range 10-250 K and obtained good
agreement between theory and experiment.

The dependence of /i on T for «-type InAs has been reported by several
authors.21'27'31'40'44 Cronin and Borrello21 have studied electrical properties
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of /i-InAs grown on InAs substrate by halogen-transport vapor growth.
Their result is shown in Fig. 10.1 by the open squares. The experimental
data were fitted reasonably well by a combination of polar optical and ion-
ized impurity scattering. The computed curve was in close agreement with
the experimental data from 300 to 150 K, below which the deviations were
less than 30%. An effective electron mass of 0.025w0 and a donor-plus-
acceptor concentration of 9 x 1015 cm"3 were determined from this fitting
procedure. Rode27 also made use of the result of Cronin and Borrello21 and
determined an acoustic deformation potential of £", = 5.8 eV. Because of
the substantial temperature dependence of the small energy gap, he in-
cluded temperature variations of ml and £"0 (energy gap) measured by
Stradling and Wood.45

Electron-transport properties of GaAs have been studied extensively in
the literature22'23'27'28'46"50 (for a review, see also Ref. 51). The mobility
data obtained from different experiments above 100 K are found to be iden-
tical and may therefore be taken to represent the lattice-scattering-limited
mobility. Stillman et al.22 showed that the temperature dependence of JJL for
GaAs (Fig. 10.Ib) can be explained by contributions of three scattering
mechanisms: polar phonon scattering, acoustic phonon scattering, and ion-
ized-impurity scattering. Below 50 K, the dominant scattering mechanism
is ionized-impurity scattering (p oc r3/2). Above 70 K, the mobility is
found to be almost entirely limited to polar optical scattering. Lesser scat-
tering processes, such as piezoelectric and carrier-carrier scattering, were
omitted in their analyses. The n-GaAs layers with peak electron mobilities
increasing from 1.06 x 105 to 4.02 x 105 cm2/(V • s) at 28-40 K, the
highest value every achieved in bulk n-GaAs, have been grown by Stanley
et al.50 by solid source molecular beam epitaxy using As2.

As clearly seen in Fig. 10.1 (see also Refs. 27, 52-56) the indirect-band-
gap material GaP has relatively a lower mobility value than those of InP,
InAs, and GaAs. In general, a larger effective-mass material has lower
electron mobility. A number of different experiments have given values for
the conductivity effective mass m* [Eq. (6.8)] in GaP. From plasma re-
flection studies different authors obtained different values for the mass w*
= (0.32 ± 0.02)m0,

57 0.35w0,
58 and 0.35m0 or 0.29m0.

59'60 The wave-
length variation of the refractive index also gave a value of m* = (0.29 ±
0.02)m0.

60 More recently,61 the cyclotron resonance in n-GaP provided
m* = 0.37m0. These values are considerably larger than that for InP
(0.079m0; see Section 6.2.1), GaAs (0.067m0)

62 or InAs (0.023m0).
62 In-

tervalley phonon scattering also lowers the electron mobility of this mate-
rial. Toyama et al.53 determined the intervalley deformation potential con-
stant D{ of GaP to be 7 x 108 eV/cm from Hall measurements. Rode27

also obtained a value of D{ = 1.2 x 109 eV/cm by fitting Casey's Hall
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data.54 Fletcher and Butcher56 analyzed the experimental mobility data of
Taylor et al. and obtained D{ = 1.0 X 109 eV/cm. Wiley and Di-
Domenico63 also successfully explained their free-carrier absorption data
of n-GaP using numeric values of D{ = 8 X 108 eV/cm and £, - 10 eV.

We show in Figs. 10.2 and 10.3 the temperature dependence of electron
Hall mobility in In! ̂ Ga^As^Pj _y lattice-matched to InP. The data are
taken from Ref. 64 for y = 0.46 (Fig. 10.2) and Ref. 65 for y = 1.0
(In0.53Gao.47As; Fig. 10.3). The samples were grown by liquid-phase epi-
taxy. The In, _^Ga^ As^P, -^/InP system has been proposed as a promising
material for microwave devices because of its high mobility and large drift
velocity. Especially In053Ga0.47As/InP has a potential advantage over
either InP or GaAs in devices where the high mobility and large drift ve-
locity are important. In fact, the Hall mobility measured at 300 K was /x
- 1.4 x 104 cm2/(V • s),65 significantly higher than the best InP or GaAs

10'

Ini-xGaxASyP1-y

(y=O.A6)
I

10 100
( K )

400

Figure 10.2 Temperature dependence of the electron Hall mobility in In, -^Ga^ As^P, _ v

lattice-matched to InP (y = 0.46). The dashed lines show contributions of individual scat-
tering mechanisms: j^ (ionized-impurity scattering); /^ (polar optical scattering); ̂  (alloy
scattering); and /iac (acoustic phonon scattering). The solid line indicates the result of Mat-
thiessen's rule [Eq. (10.1)]. (From Marsh et al64)
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Figure 10.3 Temperature dependence of the electron Hall mobility in Ino 53Ga0 47As. The
dashed lines show contributions of individual scattering mechanisms: ^ (ionized-impurity
scattering); npo (polar optical scattering); and fia\ (alloy scattering). The solid line shows
the result of Matthiessen's rule [Eq. (10.1)]. (From Oliver et al.65)

Hall mobility. The dashed lines in the figures show contributions of indi-
vidual scattering mechanisms: ^ (ionized-impurity scattering), /^po (polar
optical scattering), ̂  (alloy scattering); and /zac [acoustic (deformation-
potential) scattering]. The solid lines are the results of Matthiessen's rule.

In alloy semiconductors, the electrons see potential fluctuations as a re-
sult of the compositional disorder. This effect produces a peculiar scattering
mechanism, namely, alloy scattering.7'8'9'20 The alloy-scattering-limited
mobility, as proposed by Littlejohn et al. (cited in Hayes et al.35), can be
written as

8 x 104 V2/iVe
rr5/2

(10.2)

where Q is the volume of the primitive cell, Af/e is the alloy-scattering
potential depending on the alloy composition, and 5(a) refers to the degree
of randomness of the atoms on each sublattice. [Note that 5(a) = 1 means
a completely random distribution of atoms on each sublattice.]
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It is clear from Eq. (10.2) that the mobility /xal is strongly dependent of
the scattering potential A£/e. Figure 10.4 shows the experimentally deter-
mined A f/e as a function of y for In, _,Ga, As^P, _y lattice-matched to InP.
The data were gathered from Hayes et al.35 and Marsh et al.64 It is obvious
that the A Ue values show large scatter across the alloy range. The solid
line in the figure is drawn as a fit to the experimental data by the following
quadratic equation (in electronvolts):

A(/e(y) = 1.9y - 1.4y2 (10.3)

We also list in Table 10.1, the alloy-scattering potential A(/e fore
. . reported i n t h e literature.11'14'17'20'35'64'68 Three approaches

can be used to determine the alloy-scattering potential:11 from (1) the elec-
tronegativity theory, (2) the electron-affinity difference, and (3) the band-
gap difference of the end-binary compounds. Littlejohn et al.n have dis-
cussed this problem for ternary and quaternary III-V semiconductors. The
A f/e values obtained by these methods differ significantly (see Table 10. 1).
A good theoretical estimate of /ial is, therefore, difficult to make at the
present time. Fedders and Myles14 have calculated the alloy-scattering po-

Figure 10.4 Alloy scattering potential A Uc for electrons as a function of y for
In, _ vGavAsv,P, _ y lattice-matched to InP. The experimental data (open circles) are taken
from Refs. 35 and 64. The solid line is drawn as a fit to the experimental data by a quadratic
equation [Eq. (10.3)].
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TABLE 10.1 Alloy-Scattering Potentials, AC/e (Electrons) and
Al/h (Holes), for In0.53Gao.47As Alloy

A Ut (eV) Method

1.08" Band-gap difference
0.830° Electron affinity difference
0.529a Electronegativity difference
0.42* Mobility analysis
0.65 (ml = 0.041m0)

c Mobility analysis

0.82 (ml = 0.034m0)
c Mobility analysis

0.60^ Mobility analysis
0.6-0.64' Mobility analysis
0.42^ Mobility analysis
1.12* Calculated*
0.7-1.0* Mobility analysis
-2.5' Cyclotron resonance measurements
1.07y Mobility analysis

A tfh (eV) Method

-0.2' Calculatedm

aM. A. Littlejohn et al., Solid-State Electron. 21, 107 (1978).
bJ. H. Marsh et al., in Gallium Arsenide and Related Compounds, Institute
of Physics, Bristol, UK, 1981, p. 621.
<J . D. Oliver, Jr., et al., J. Cryst. Growth 54, 64 (1981).
d\. Takeda and T. P. Pearsall, Electron. Lett. 17, 573 (1981).
eJ. R. Hayes et al., J. Electron. Mater. 11, 155 (1982).
7P. K. Basu and B. R. Nag, Appl. Phys. Lett. 43, 689 (1983).
*P. A. Fedders and C. W. Myles, Phys. Rev. B 29, 802 (1984).
"P. P. Basu et al., J. Phys. C 19, L173 (1986).
'C. K. Sarkar and P. Banerji, Phys. Status Solidi B 156, K145 (1989).
'C. D. Kourkoutas et al., Solid State Commun. 78, 543 (1991).
*Born approximation using the semiempirical tight-binding parameters.
'A. R. Adams et al., Jpn. J. Appl. Phys. 19 (suppl. 19-3), 315 (1980).
""Considering fluctuations in ionization potential [A. R. Adams et al., Jpn.
J. Appl. Phys. 19 (suppl. 19-3), 315 (1980)].

tentials for 18 III-V ternary semiconducting alloys in the Born approxi-
mation using semiempirical tight-binding parameters. Sarkar and Banerji20

have recently estimated the alloy-scattering potential of In0>S3Gao.47As using
cyclotron resonance measurements. Their obtained value is — 2.5 eV,
which is much larger than the accepted value of A t/e ~ 0.5 eV for this
material.

The space-charge scattering mobility JLISC has the same temperature de-
pendence as the alloy-scattering mobility jial, specifically, /*sc oc
(We)~ i / 2r~ 1 / 2 . The piezoelectric scattering mobility jLtpe also has the same
temperature dependence, namely, /*sc oc (ml)~3/2T~*/2. These possible
scattering processes may, thus, disturb precise determination of the alloy-
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scattering-limited mobility in alloy materials. These three scattering mech-
anisms can best be distinguished through their effective mass dependence
by high-pressure measurements:

din t
dp

d(mr
e)

dp
(10.4)

where n = - f for /xal, n = - \ for jusc, and n = -1 for /xpe. This approach
has been made on In, ^xGaxAsyPl _y alloy by Hayes et al.35 and Patel and
Spain69 for the electron mobility, and by Adams and Shantharama70 and
Hayes et al.35'70 for the hole mobility. Patel and Spain69 reported that the
electron mobility for In0 53Ga0.47As is dominated by polar optical scattering
with only a small fraction of alloy scattering.

In Fig. 10.5 we show the variation of room-temperature electron Hall
mobility with composition y for In, .^Ga^As^ _ y lattice-matched to InP.
The experimental data are gathered from various sources (see, e.g., Refs.
35, 37, and 72). The solid line is the Hall mobility with carrier compen-
sation 1.0 in In^jGa^ASyP!^ for 0 < y < 1.0 calculated by Takeda3

using the one-LO phonon model and the Phillips's electronegativity differ-

2x10*

2xl03

0
0

1 1 1 1 1 1

0 0.5
y

300 K

1 1 1

1.1

Figure 10.5 Variation of the room-temperature electron Hall mobility with composition
y for In, _^Ga^ AsyPj -y lattice-matched to InP. The data (open circles) were gathered from
various sources (see, e.g., Refs. 35, 37, and 72). The solid line represents the Hall mobility
calculated using the one-LO phonon model and the Phillips' electronegativity differences
as the alloy-scattering potential (see Ref. 3).
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ences as the alloy-scattering potential. As we can easily understand from
the figure, the carrier mobility is strongly dependent on the concentrations
of impurities in specimens. The alloy scattering is seen to cause a mobility
minimum around y = 0.2. If we accept the four-mode phonon behavior in
In^^GajASyP^^ alloy (see Section 3.3), we must strictly take into ac-
count the four-mode nature in the polar optical scattering mechanism.
However, to our knowledge, no mobility calculation has been carried out
on InGaAsP by taking the four-mode nature of the optical phonons into
account. In some recent calculations,73'74 only the two-mode nature of the
optical phonons (InP-like and InGaAs-like phonons) is taken into consid-
eration jointly with the acoustic, piezoelectric, ionized-impurity, and elec-
tron-electron-scattering data. The result of Takeda et al.73 shows an in-
creased downward bowing of the mobilities as compared with values
calculated with a one-mode approximation of the polar optical phonons.

Many workers thus far have used Matthiessen's rule to explain the elec-
tron mobility in semiconductors. This rule is expected to be valid if (1)
there is only one dominant scattering mechanism, (2) all scattering
mechanims have the same energy dependence, or (3) the electron distri-
bution is a delta function in energy as would be the case in a metal. Several
authors have discussed the validity of Matthiessen's rule for calculating
electron mobility in alloy semiconductors. Takeda and Pearsall66 have
shown that Matthiessen's rule is an unacceptable approximation for ana-
lyzing scattering mechanims in Ino^Gao^As, and the mobility calculated
using the rule was quoted to be 60% higher at 100 K than that obtained
from the iterative technique with the same parameters. Hamilton32 has also
pointed out that the use of Matthiessen's rule provides unacceptable values
of the acoustic deformation potential E\ for InP and GaAs. On the other
hand, Saxena and Mudares75 have shown that a much simpler formulation
using Matthiessen's rule can be safely used to interpret and analyze Hall
mobility data for the Al^Ga! _*As alloy.

10.1.2 Holes

In direct-band-gap semiconductors, the s-like symmetry of the low-effec-
tive-mass conduction-band minimum (F) is responsible for high electron
mobilities because the electron mobility is a strong function of the electron
effective mass [i.e., /n oc (ml)"', n < 0]. As mentioned in Chapter 6, the
valence bands of III-V compounds consist of three atomic p-like bands
(light-hole, heavy-hole, and spin-orbit splitoff bands). Transport at the top
of the valence band is, then, complicated by the following essential facts:
(1) the degeneracy of the valence band, the influence of the light holes and
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interband scattering between the light and heavy hole bands; (2) the p-type
symmetry of hole wavefunctions; and (3) the warping of the heavy-hole
band. A dominant role of the polar optical scattering can also hardly be
expected on physical grounds because large values of the heavy-hole mass
favors acoustic and nonpolar optical deformation potential scattering. A
useful description of the theoretical and practical aspects of transport prop-
erties in p-type semiconductors is given by Wiley,76 Hayes et al.,4 and
Kranzer,6 who review some of the work done on III-V compounds.

The correct way of handling the degeneracy of valence bands is by solv-
ing a set of coupled Boltzmann equations; the simplest model results from
assuming that the heavy- and light-hole bands are decoupled. The mobili-
ties of the two bands are, then, simply additive and it is easy to show that76

P\\*<\

where /*eff is the effective (or measured) mobility and p} and p2 are the
average densities of holes in the heavy- and light-hole bands (the total hole
concentration is thus p = p\ + /?2)« If the bands are assumed to be ap-
proximately spherical, thenpl/p2 = (m\/*n2)

3/2 = (whh/W|h)3/2 = r3/2,
where mhh and m,h are, respectively, the heavy- and light-hole masses (see
Section 6.2). Expression (10.5) can, then, be written as

+ r 3/2

When /x2 and IJL{ are calculated using the standard expressions for the mo-
bilities, the ratio /K2 /Mi reduces to a simple power of r depending on the
mass dependence of the scattering mechanism under consideration. This
approach yields

r l /2 _|_ r
3/2\

! + ,3/2 ) Mf dO.7)

(10.8)

l P = l(TT7w]^ (10'9)

r5/2 + r3

= (I + r3/2)2
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and

- 3 17 x M-- 3.17 X 10c,npo

(10.11)

Where /if, /i^,, /i^o Mai are obtained from the equations for electrons but
substituting the heavy-hole effective mass mhh. The factor 1.5 in Eq. (10.7)
and the factor 2 in Eq. (10.8) take into account the p-like symmetry of the
hole wavefunctions and K is a correction factor to take into account the
contribution from light holes and has been shown graphically by Wiley;76

Mac,nPo is ^e hole mobility combined with acoustic- and nonpolar-optical-
scattering-limited mobilities. The term g is the crystal density (see Section
2.3), and v is an average sound velocity defined, using Eq. (7.8), by

v2 = \% + \& (10.12)
3 g 3 g

and Eac is the hole deformation potential as discussed in Section 7.1. The
term 5(0, rj, T) is a function also given graphically by Wiley.76 In ?j =
(Enpo/Eac)

2, where Enpo is the phenomenologic optical deformation poten-
tial which can be related to the optical-phonon deformation potential d0 (see
Section 7.1 and Table 7.2) by the following expression:

1/2

where M, and M2 are the masses of the atoms in a unit cell, co0 is the angular
frequency of zone-center LO phonons, aQ is the lattice constant, and /3 is
defined in Eq. (7. 10). The expression given in Eq. (10. 1 1) differs from one
given earlier by Wiley and DiDomenico77 by a factor (1 + r"3/2)"1, which
was shown by Costato et al.78 to take into account explicitly interband
scattering. Wiley76 has also shown that values of £ac do not vary from
material to material: 3.6 eV for InP, 3.2 eV for In As, and 3.5 eV for GaAs
and GaP.

Figure 10.6 shows the temperature dependence of the hole mobility for
p-type InP, In As, GaAs, and GaP. The experimental data are taken for InP
(a) from Ref. 79, for InAs (b) from Ref. 40, for GaAs (c) from Refs. 80
and 81, and for GaP (d) from Ref. 82. The samples used in the references
cited had relatively high purity, except InAs. Because of the small band
gap (£"0 = 0.36 eV at 300 K),62 InAs becomes intrinsic at high tempera-
tures. One must, therefore, resort to rather heavy doping with acceptor
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Figure 10.6 Temperature dependence of the hole mobility forp-type InP, InAs, GaAs,
and GaP. The data are taken for InP from Ref. 19, for InAs from Ref. 40, for GaAs from
Refs. 80 (open triangles) and 81 (solid triangles), and for GaP from Ref. 82.

dopants in order to obtain p-type InAs samples. The p-T curve shown
in Fig. 10.6 is the result from a sample with p ~ 2 x 10{1 cm"3 (at
- 150 K).

For InP the empirical law p oc T~2 is found to hold at T > 200 K: p
decreases strongly at T < 40 K because of the onset of impurity conduc-
tion. The mobility in GaAs rises as the temperature is lowered, obeying
the law JLC oc T~2 in the range 80 K < T < 200 K, and tends to reach a
maximum [p - 3 x IO4 cm2/(V • s)] at 20 K. The mobility in GaP also
rises as the temperature is lowered, reaches a maximum [/x - 2 x IO3

cm2/(V • s)], and decreases dramatically with further decrease of T. The
temperature dependence of \L for InAs shows a T~2-3 power law for T >
250 K. Below 200 K, ionized-impurity scattering dominates other scatter-
ing mechanisms.
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Because of the more complicated structure of the valence bands at k =
0, mobility data analysis is more complicated for holes than for electrons.
The scattering of electrons by polar optical phonons can be the dominant
scattering mechanism in III-V compounds. This comes from the fact that
.s-like electron wavefunctions strongly couple to the polar optical mode but
not to nonpolar modes. In the case of hole transport, polar optical scattering
is known not to be the prominent process among various hole-scattering
mechanisms. Kranzer6 showed from his analyses that the polar optical scat-
tering in these p-type materials affects, in the limit of the validity of Mat-
thiessen's rule, the mobility by approximately 35% for InP and GaAs, 45%
for In As, and 30% for GaP at room temperature.

The hole mobility in Int _ ̂ Ga^As^ _y lattice-matched to InP has been
reported by several authors.35'70'71'83'85 Hayes et al.35 have measured hole
mobility as a function of temperature from 77 to 300 K in a wide range of
quaternary alloys grown by liquid-phase epitaxy. They also measured pres-
sure-induced changes in the hole mobility of In, .^Ga^As^P, _y up to 15
kbar. These results suggested that alloy scattering plays an important part
in the determination of low-field hole mobility of this alloy system. In Figs.
10.7 and 10.8 we reproduce their measured temperature dependence of hole
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Figure 10.7 Temperature dependence of the hole mobility for In, _^Ga, As^P, _ v lattice-
matched to InP: (a) y = 0.64; (b) y = 0.8; (c) y = 0.91. The dashed lines show contri-
butions of individual scattering mechanisms: ptpo (polar optical scattering); /iac,npo (acoustic
plus nonpolar optical scattering); ̂  (alloy scattering); ^ (ionized-impurity scattering). The
solid lines illustrate the results of Matthiessen's rule [Eq. (10.1)]. (From Hayes et al.35)
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Figure 10.8 Alloy-scattering potential A(/h for holes as a function of y for
In, ^Ga^As^P, -y lattice-matched to InP. The data (open circles) are taken from Refs. 35
and 83. The solid line represents the calculated result of Adams et al.86

mobility for y = 0.64, 0.8, and 0.91 samples (Fig. 10.7) and their deter-
mined alloy-scattering potential A f/h for holes as a function of y (Fig. 10.8).
The dashed lines in Fig. 10.7 show the mobility limit imposed by polar
optical scattering (/ipo), acoustic plus nonpolar optical scattering (/iac,npo,
jLtpo), alloy scattering (/iai), and ionized-impurity scattering (/xj) . The solid
lines represent the results of Matthiessen's rule. Hayes et al.35 found that
the experimental data could not be successfully explained by combining
ionized-impurity scattering with the various types of phonon scattering.
However, when an additional scattering mechanism related to a mobility
with a 7~ I /2 temperature dependence (^tal) was also included, a satisfac-
tory fit to the experimental data was achieved (see Fig. 10.7).

The alloy-scattering potential A f/h can be regarded as an adjustable pa-
rameter that can be determined from the curve-fitting process. The open
circles shown in Fig. 10.8 are obtained from this fitting process.35'83 As
can be seen in the figure, A f/h goes through a broad maximum near the
center of the alloy range; the value of A f/h is approximately 0.3 eV at y =
0.5. Adams et al.86 interpreted the values of A (7h in terms of the difference
in ionization potential of the constituent compounds adjusted to the lattice
parameter of InP. This result gives A (7h ~ 0.2 eV for Irio 53Ga0.47As ter-
nary (Table 10.1). The solid line in Fig. 10.8 is also the result of their
calculation.

Pearsall et al.84 have also measured the electron and hole mobilities in
Ino 53Ga0.47As epitaxial films grown on InP substrates by liquid-phase epi-
taxy and metal-organic chemical vapor deposition (MOCVD). They found
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that the hole mobility jih is approximately proportional to the electron mo-
bility HQ with O*/V/j)r=295K = 25. This high electron: hole mobility ratio
may indicate that In0.53Ga0.47As can be used to realize high-speed photo-
conductive devices and uncooled photoconductive arrays in the 1.5-jun at-
mospheric window. The highest room-temperature hole mobility they mea-
sured is jih = 300 cm2/(V • s) with WA + ND = 4 x 1017 cm~3 and JVA

-WD = 2 x l O l 5 c m ~ 3 . Small concentrations (1-2%) of phosphorus were
also measured in the MOCVD samples. This phosphorus may come from
residual phosphine used in the pregrowth cycle. They suggested that the
presence of even small amounts of phosphorus in In, ^Ga^As alloy lowers
the room-temperature mobility significantly because of alloy-scattering ef-
fects.

Figure 10.9 shows the variation of room-temperature hole mobility with
composition y for In! .^Ga^As^Pj _y lattice-matched to InP. The experi-
mental data are taken from Refs. 35 and 84. As in the case of electron
mobility, hole mobility is strongly dependent on the concentrations of im-
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Figure 10.9 Variation of the room-temperature hole mobility with composition y for
In, .jGajfAs^P, ,y lattice-matched to InP. The experimental data (open circles) are taken
from Refs. 35 and 84.



10.2 HIGH-FIELD TRANSPORT 239

purities in specimens. Alloy scattering may also be seen to cause a mobility
minimum around y = 0.4.

10.2 HIGH-FIELD TRANSPORT

10.2.1 Velocity-Field Characteristics

(a) Electrons The carrier-transport property in high electric fields is one
of the most fundamental parameters in electron device design. Performance
of high-speed and microwave semiconductor devices depends essentially
on carrier velocity. It is, thus, very important to know the carrier drift
velocity as a function of electric field in a bulk semiconductor. It is, how-
ever, very difficult to make a direct measurement of the drift velocity of
electrons as a function of electric field in some III-V compounds. This is
because in high-conductivity material the sample normally oscillates when
the average field in the sample is above the threshold value. This type of
microwave oscillation, known as the Gunn effect*1 is caused by the transfer
of electrons from high- to low-mobility valleys in the conduction band of
III-V compounds. In lower-conductivity samples, the electric field may
become highly nonuniform within the sample even if it does not oscillate.

A Monte Carlo computer technique has been used by several authors to
calculate steady-state drift velocity versus electric field (v-E) relationships
for rt-type InP.10> 88~91 The v-E characteristics of n-InP have also been stud-
ied experimentally by many authors.92"100 The techniques used were space-
charge-wave measurements,92 microwave measurements,93'96'100 dipole-
domain measurements,97'98 and current-voltage measurements.99 In Fig.
10.10 we show the results of the v-E curve for InP measured at room
temperature.93'95'97'100 These results suggest that the peak velocity occurs
at the electric field E ~ 11 kV/cm. However, remarkable differences in
the peak velocities exist among these experimental results.

The v-E curve is strongly dependent on both the crystal quality and
temperature. This is because the carrier drift mechanism is largely influ-
enced by scattering processes in the material. When the scattering process
is elastic, a relaxation time characterizing the rate at which the momentum
decays can be defined. From the relaxation time, one can calculate the
perturbation of an equilibrium electron distribution by a small electric field
ancj, hence, the mobility. When the scattering is inelastic, no exact relax-
ation time exists, although in certain limits this approximation can be use-
ful. The Boltzmann transport expression in which the average rates of en-
ergy loss and momentum loss through collisions are balanced by energy (e)
and momentum (p) gain due to the electric field provides the following
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u

Figure 10.10 Electron velocity-field characteristics for n-lnP measured at room temper-
ature (a, Ref. 93; b, Ref. 95; c, Ref. 96; d, Ref. 97; and e Ref. 99).

energy and momentum balance equations:

3iA = o

V1

(10.14a)

(10.14b)

where the index i refers to the ith scattering mechanism and the subscript
E refers the electric field.

The drift velocity can be determined by equating the gradient of the v-
E curve at the origin to the measured low-field drift mobility (/>tD), while
the Hall measurement provides the Hall mobility /XH = r/xD where r is the
so-called Hall scattering factor. It has been pointed out by Hilsum et al.101

that the Hall scattering factor for InP may be appreciably larger than unity
and, therefore, the drift mobility is smaller than the measured Hall mobil-
ity. Takeda et al.89 have also calculated the dependence of r on composition
for In, _A.Gajr As^P, _y lattice-matched to InP for a moderate electron con-
centration range between 1 x 1016 and 1 x 1017 cm"3 at 300 K by using
an iterative technique in which the Boltzmann equation is solved by nu-
meric iteration. The results show that r varies smoothly from r = 1.18 (y
= 0; InP) to 1.08 (y = 1.0; In053Gao.47As). On the other hand, Marsh et
al.64 reported that the factor r is taken to be unity for Int ^Ga^As^P, _y (0
^ y < 1.0), which is confirmed by measurements at high magnetic fields
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(9T) where f*B » 1. Majerfeld et al." measured v-E curves of InP hav-
ing two different mobilities: /XH = 3600 cm2/(V • s) and 4750 cm2/(V •
s) (at 300 K). The peak velocities they observed are 2.8 x 107 cm/s for
the 3600-cm2/(V • s) sample and 3.0 x 107 cm/s for the 4750-cm2/(V
- s) one. Tebbenham and Walsh100 measured the v-E curves of InP at 330
and 110 K. They found that cooling the material to 110 K produces a 70%
increase in the peak velocity [(2.6 ± 0.3) x 107 cm/s at 330 K; (4.4 ±
0.44) x 107 cm/s at 110K].

There have been a fair number of publications on theoretical88'102~110 and
experimental v-E curves111"122 of GaAs. There are also few experimental
measurements of the v-E curve of InAs (at 77 K).123'124 To our knowledge,
however, no experimental v-E curve has been reported for GaP. In Fig.
10.11 we show a comparison of the v-E curves for InP, InAs, GaAs, and
GaP. The curves are taken from Ref. 99 for InP (experimental; 300 K),
from Ref. 124 for InAs (experimental; 77 K), from Ref. 122 for GaAs
(experimental; 300 K), and from Ref. 125 for GaP (calculated; 300 K).
One can easily recognize from Fig. 10.11 that InP may be very promising
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InP (300K)

I I I 1 I I 11

10
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Figure 10.11 Electron velocity-field curves for n-InP, «-InAs, /i-GaAs, and n-GaP. The
curves are taken from Ref. 99 for InP (experimental; 300 K), Ref. 124 for InAs (experi-
mental; 77 K), Ref. 122 for GaAs (experimental; 300 K), and Ref. 125 for GaP (calculated;
300 K).
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for high-frequency transistors and high-speed logic applications (this is be-
cause the electron velocity at high electric fields of InP is considerably
higher than that of GaAs). The extremely low electron velocity of GaP is
due to the large electron effective mass in the lowest conduction band (X)
of this material. A calculation by Ferry125 gave a saturated drift velocity of
~ 1 x 107 cm/s for GaP. He also suggested that the value of the saturated
drift velocity for this material is sensitive only to the phonon coupling con-
stants.

Wu and Yu110 have studied high-electron transport in compensated GaAs
by Monte Carlo calculation for various compensation ratios at lattice tem-
peratures of 77, 160, and 300 K. They found that doping compensation has
a stronger effect on electron transport at low temperatures than at high tem-
peratures over a range of field values. They also found that the calculated
v-E characteristics exhibit two maxima at both low and high temperatures
for several doping compensations. This feature is rather unique as com-
pared with other compensated semiconductors such as InP and
Ino.53Gao.47As. They considered that the two-maxima feature in compen-
sated GaAs may be attributable to the rather large electron populations in
the L valleys at intermediate fields and the continuous increase of electron
populations in the X valleys at high fields.

In addition to its use in optoelectronics, the In^^Ga^As^P^^ quater-
nary can also be employed in fast-response electronics and microwave tech-
nology. This is because it has a high maximum drift velocity, which ex-
ceeds those in InP and GaAs, and a strong negative differential mobility.
The high-field transport properties of In! ̂ Ga^As^ _y quaternary have
been studied both theoretically and experimentally by a number of groups.
A variety of theoretical calculations has given a fundamental understanding
of the subject. * l*19 '126 '127 It was shown in Ref. 11 that the calculated values
for the critical field and for the peak drift velocity in this alloy depends
strongly on alloy scattering. This has been confirmed experimentally by a
number of authors.19'64'128 In Fig. 10.12 we show the experimentally de-
termined v-E curves in samples of In^^Ga^As^P^^ lattice-matched to
InP (3; = 0.42, 0.44, 0.65, 0.8) taken at 300 K. The experimental data are
taken from Refs. 19 (y = 0.42, 0.65, 0.8) and 128 (y = 0.44). There is
a considerable difference in the v-E curves between y = 0.42 and 0.44.
This comes from a difference in the low-field Hall mobilities between the
samples. Room-temperature mobilities of these samples, determined from
Hall-effect measurements, are 3100 cm2/(V • s) (y = 0.42) and 6000
cm2/(V • s) (y = 0.44) [3480 cm2/(V • s) (y = 0.63); 5800 cm2/(V -
s) (y = 0.8)]. One sees that in each case, the velocity initially rises with
increasing electric field at a rate characteristic of low-field mobility [v =
(fjLH/r)E]. A rapid increase in the drift velocity, thus, occurs in the high-
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Figure 10.12 Electron velocity-field characteristics for w-Inj.^Ga^As^Pi __y lattice-
matched to InP measured at room temperature. The data are taken from Refs. 19 (y = 0.42,
0.65, 0.8) and 128 (y = 0.44).

mobility sample. Marsh et al.64 have also measured the peak velocity for
In! .^Ga,, AsyP, _ y over the entire range of y that lattice-match to InP. They
found that for high-purity samples the peak velocity decreases with increas-
ing y from 2.5 x 107 cm/s for InP to 1.4 x 107 cm/s at y = 0.8, where
it starts to increase to the InP value.

Many theoretical studies8'11'18'126'129'134 have been devoted to advancing
the understanding of the high-field transport properties of the Iiio^Gao^As
ternary since its electron mobility, small effective mass, and large inter-
valley separation offer the promise of providing drift velocities significantly
higher than those of GaAs at room temperature. Experimental v-E curves
of this material have been determined by Sasaki et al.,135 Marsh et al.,64

Haase et al.,118 and Shigekawa et al.136 Haase et al.118 have measured the
electron drift velocities in In0^Gao^As samples with carrier concentra-
tions from 1 x 1015 to 1 x 1018 cm"3 for electric field up to the onset of
the Gunn effect. Their results are reproduced in Fig. 10.13. The data in
the figure clearly illustrate the effects of ionized-impurity scattering on the
v-E characteristics. The maximum velocity observed in the most lightly
doped sample is about 2.5 x 107 cm/s. Calculation132 also predicts a peak
velocity of — 3.5 x 107 cm/s for this material, which is substantially higher
than that for GaAs.

When a constant electric field is applied to any conducting material, or
the field is changed from some previous constant value, some delay due to
inertia can be expected before the average velocity of the carriers reaches
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Figure 10.13 Room-temperature electron velocity-field characteristics for n-ln^.53Gao.47As.
(From Haaseetal.118)

a new equilibrium value. If the carriers start from rest, then in most, if not
all, semiconductors there will be, at a sufficiently high field, an acceleration
of the carriers to a velocity higher than its long-term equilibrium value
before the momentum and energy relaxation processes bring the veloc-
ity down to the equilibrium value. This phenomenon, called velocity
"overshoot," and has been studied extensively in inp9

90'137-139

GaAs,90'137'140-145 ̂  ̂  53Ga0.47As.129'131'146

It is necessary to know the v-E characteristics in the higher field regime
in order to predict the frequency limitations of transit-time-limited micro-
wave devices, such as microwave transistors, IMPATTs (impact avalanche
and transit-time devices), transferred electron devices, and optical devices
such as avalanche photodiodes and phototransistors. The electron velocity
as a function of field in the higher-field regime has been measured for
InP,92'147-149 GaAs,150-155 the ln{_xGaxASyP{.y quaternary,156 and the
Ino 53Gao 47As ternary. 157>158 In Fig. 10.14 we compare the results for InP,149

GaAs,154 lni_xGaxAsyPl_y(y = 0.44156), and Ino.saGao^As.158 We can
clearly see that InP has the highest saturation velocity among these mate-
rials. We also plot, in Fig. 10.15, the saturation velocity, obtained for an
average electric field of about 100 to 150 kV/cm, versus temperature for
InP, In i-jGajASy P^, and Ino^Gao^As. The reason for the saturation
of the velocity can be explained in thermal equilibrium terms. At low fields
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Figure 10.15 Electron saturation velocity vs as a function of temperature for rc-InP,
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the electrons are in equilibrium with the lattice, and, on the average, they
pick up as much energy per collision as they lose. As the electron drift
velocity approaches the thermal velocity, the electrons, on the average,
give more energy to the lattice than they receive per collision, and the
velocity saturates. We see from Fig. 10.15 that the saturation velocity vs

can be written simply as

vs(T) = vs(0) - KT (10.15)

where v&(0) is the saturation velocity at the temperature T = 0 K. The
parameter values vs(T) and K obtained here are as follows: vs(0) = 10.3
x 106 cm/s and K = 7.3 x 103 cm/(s • K) for InP; vs(0) = 7.9 x 106

cm/s and K = 3.8 x 103 cm/(s • K) for Inl^xGaxf^s^Pl,y(y = 0,44);
and vs(0) = 7.7 x 106 cm/s and K = 5.3 x 103 cm/(s • K) for
In0.53Gao.47As. Recently, Allam and Pribetich155 wrote their derived tem-
perature dependence of vs for GaAs

where vs(T0) is the saturation velocity at the ambient temperature TQ

( = 300 K) and K{ and K2 are constants. They obtained AT, = 0.415 and K2

= 175.4 K at temperatures between 300 and 500 K.

(b) Holes In some semiconductor devices, particularly avalanche photo-
diodes, hole drift velocity is essential in analyzing their operating proper-
ties. The figures of merit for photodetectors are intrinsically limited in gain-
bandwidth products and, therefore, cannot simultaneously provide large
gain at high bandwidth. The bandwidth B can be expressed as

* (10.17).
27rm(re + rh)

where m is the total number of impact-ionization multiplication stages, and
re and rh are the electron and hole drift times in each stage. In most HI-V
compounds, re is less than rh, owing to the higher steady-state electron
drift velocity. Therefore, the bandwidth B is limited by the hole transit time
or, equivalently, the steady-state hole velocity.

Despite such importance, no much attention has been paid to the high-
field properties of holes in /Mype III-V compounds. Only measurements
of the velocity-field characteristics in GaAs have been made by Holway et
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al.,159 and there are some experimental results on the characteristics of
holes (minority carriers) in n-In0.53GaOA7As (see Section 10.3). Theoretical
consideration of the high-field properties of holes has been made by Bren-
nan and Hess160'161 and Brennan162 using a Monte Carlo technique.

In Fig. 10.16 we show the calculated v-E curves for InP,160 GaAs,160

and In0.53Gao.47As.162 The dashed line is the experimental result of GaAs
by Hoi way et al.159 As seen in the figure, velocity saturation of holes in
these materials occurs at fields of about 100 kV/cm. The maximum hole
velocities are <8 X 106 cm/s, which are considerably lower than those
for the electrons.

Lower hole velocities can be understood by introducing the concept of
hole effective mass. The hole effective mass at the valence-band maximum
(r) can be written as

+
(10.18)

(10.19)

where m* and m^ are, respectively, the conductivity and density-of-states
(DOS) effective masses. [Expression (10. 18) is only a crude approximation
since valence-band constant energy surfaces are not spherical.] Like m*
and ml [see Eqs. (6.7) and (6.8)], the mass mh

c can be used for conductivity

10'
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10 100
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Figure 10.16 Calculated room-temperature hole velocity -field curves for p-lnP,160

p-GaAs,160 and p-In,, sj
by Hoi way et al.159

The dashed line represents the measured result of GaAs
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calculations and the w|j used for DOS calculations. Let us assume that the
average hole velocity attained between collisions will be half their maxi-
mum velocity. Then

where r is the average time between collisions. A similar result may be
obtained for electrons. These results suggest that smaller n% (m* ) mass
carriers may have higher average drift velocities. It is a fact that m" (a =
F; electrons) is considerably smaller than m* (holes). The drift velocity for
electrons can, therefore, be higher than that for holes.

Fig. 10.16 also indicates that the v-E characteristics do not differ very
much among these materials. This is because these materials have nearly
the same values of the conductivity effective mass: Wc/w0 = 0.50 (InP;
see Table 6.7), 0.47 (In0.53Gao.47As; see Table 6.7), and 0.47 (GaAs; see
Ref. 163). Brennan and Hess also calculated the impact ionization rate of
holes in the valence bands of InP,160 GaAs,160 and Al^Ga, _^As.161 The
ionization rate in InP is found to be much lower than in GaAs. They also
carried out a Monte Carlo investigation of transient hole transport in
GaAs.164 The results reported show that a significant velocity overshoot
occurs in this material at low applied electric fields over device distances
greater than 1500 A.

10.2.2 Gunn Phenomena

The possibility of obtaining a bulk semiconductor microwave negative re-
sistance was first predicted theoretically in 1961 by Ridley and Watkins165

and Hilsum.166 The first experimental evidence of the negative differential-
resistance effect was reported in 1963 by Gunn87 in GaAs and InP. Besides
in these binary materials, the same effect has since been observed experi-
mentally in a variety of III-V binary, ternary, and quaternary compounds
(e.g., InAs,167 InAs^ _y,167 Al^Ga, _,As,168 In, ..Ga^As,64'135'169-175 and
In^/ja^ASyPj./4'128'175'177). The important thing to note about this ef-
fect is that the conduction bands of these compounds are composed of a
low-mass, high-mobility central valley (F point) and of high-mass, low-
mobility satellite valleys in the eight equivalent L and six equivalent X
points. It is generally accepted that the negative differential mobility at high
electric fields arises from the transfer of high-mobility electrons from the
central valley into these satellite valleys in which their mobility is drasti-
cally reduced.
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Transferred-electron effect in InP has been reported by a number of
workers.87'99'175'178'182 The high-field properties of InP as a function of
pressure have been measured by several authors.178'180 Kobayashi et al.180

found that the threshold field (Eth) for transferred-electron instabilities
ranges from 7.5 to 8.5 kV/cm at atmospheric pressure. The most reliable
results show that Eth increases slightly with pressure below 40 kbar. This
behavior can be successfully explained in terms of possible band-structure
changes (i.e., effective masses and energy-band gaps). High efficiency
transferred-electron oscillators and low-noise broad-band amplifiers have
been demonstrated by Fank.181 The devices were fabricated on /i+-InP sub-
strates. Self-aligned notched planar InP transferred-electron oscillators have
also been fabricated by Binari et al.182 on semiinsulating InP substrates.
The best pulsed result they obtained was a power output of 220 mW at a
frequency of 9.1 GHz and an efficiency of 9.5%. The CW (continuous-
wave) result was a power output of 80 mW with an efficiency of 5.3% at
5.5 GHz.

The transferred-electron effects in the In! .^Ga^As^P, _ y alloy have been
reported in Refs. 64, 128, 135, and 169-177. An important aspect of the
design of Gunn-type devices is the large power dissipation. To reduce power
consumption and therefore to improve the efficiency a low threshold field
is desirable. In Fig. 10.17 we show the composition dependence of the
threshold electric field Eth for the In! .^Ca^As^F, _y alloy. The experimen-
tal data are gathered from Refs. 64, 128, 175, 176, and 180. A value of
Eth = 5.5-8.6 kV/cm was determined by Hayes and Raymond176 for a
sample of y ^ 0.37. Marsh et al.64 have reported the plots of £th versus y
for In, _xGaxAsyP{ _ y over the entire range of composition. These data in-
dicate a decreasing Eth value from 11 kV/cm at y = 0 to 2 kV/cm at y =
0.85 with increasing y followed by a slight rise to 2.7 kV/cm at the ternary
limit. Measurements by Kowalsky and Schlachetzki175 also yielded £th val-
ues of about 11 kV/cm for InP, 3 kV/cm for In0 53Ga0.47As, and 6 kV/cm
for In, _xGaxA^yPl _y (y = 0.64).

Starting from a monoenergetic approximation of electron dynamics, Ko-
walsky and Schlachetzki183 estimated the composition dependence of £th

for In, _/}ax As^P, _y lattice-matched to InP. This result is shown in Fig.
10.17 by the solid line. They also estimated the energy relaxation time rer

at threshold and, consequently, the frequency limit/c. Their calculated re-
sults for semiconductors of particular interest are as follows: rer = 1.7 ps
and fc = 290 GHz for InP, rer = 5.1 ps and /c = 100 GHz for
In^Ga^ASyPi-y (y = 0.64), and rer = 6.3 ps and/c = 80 GHz for
In0 53Gao.47As. The values for In, _xGaxAsyPl _ y and In0.53Ga0.47As are as
expected,184 whereas the frequency limit for InP seems to be markedly
higher.
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Figure 10.17 Composition dependence of the threshold electric field £"th for the
In, -xGax AsvPj _y lattice-matched to InP. The experimental data are taken from Refs. 64
(open triangles), 128 (solid triangle), 175 (open circles), 176 (open square), and 180 (solid
circle). The solid line shows the calculated result by Kowalsky and Schlachetzki.183

The first experimental evidence of the transferred-electron effect in
In053Gao.47As was given by Takeda et al.,169 followed later by Marsh et
al. (v-E measurements).64 Zhao et al.170 extended the measurements of
Takeda et al., but neither group could observe coherent domains. The effect
in the traveling domain mode was first demonstrated by Kowalsky and
Schlachetzki.171 From v-E characteristics they also determined the peak
velocity to be (2.2 ± 0.3) X 107 cm/s. This value agrees with the v-E
results obtained by March et al.64 and Sasaki et al.135 From time-resolved
measurements of the device current, Kowalsky and Schlachetzki174 also
found that the current drop, usually attributed to domain nucleation, shows
an unexpected behavior. These measurements resulted in a relative current
drop of up to 90% at the beginning of the pulse. They discussed this finding
in terms of its relation to transport simulations of T-valley scattering.

10.3 MINORITY-CARRIER TRANSPORT

10.3.1 Electron Mobility

Majority-carrier transport in III-V semiconductors has been the subject of
intense theoretical and experimental work. Minority-carrier transport in
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such materials has, however, received much less attention. Short minority-
carrier lifetimes and high Joule heating rates have usually hampered mea-
surements of minority-carrier transport parameters. From a technologic
point of view, however, a better understanding of minority-carrier transport
is of paramount importance. Recent advances in analysis and design of
heterojunction bipolar devices,185 for example, suggest that an accurate
knowledge of transit minority-carrier behavior in the base region may lead
to improved design. When this information is not available, the assumption
is frequently made that its parameter value (e.g., carrier mobility) is equal
to the majority-carrier value. This assumption is likely to be in considerable
error, particularly for III-V direct-band-gap semiconductors, because of
the large differences between conduction-band and valence-band densities
of state and effective masses.

Walukiewicz et al.186 solved the Boltzmann equation without involving
the relaxation-time approximation. Their results showed that the minority-
electron mobility in p-GaAs is significantly affected by the presence of
heavy holes that act as additional scattering centers. At high temperatures
and at low carrier concentrations the minority-electron mobility in this ma-
terial equals the electron mobility in n-type material. The room-temperature
electron mobility at high concentration in p-GaAs can be significantly lower
than the electron mobility in n-type material. The conclusion that the in-
teraction with holes is essential for minority-electron transport in p-GaAs
has also been obtained by Taniyama et al.187 using a Monte Carlo method.
Sadra et al.188 have performed the Monte Carlo investigation of minority-
electron mobility inp-GaAs. They considered the effects of multiband elec-
tron-hole scattering and hole wavefunction symmetry on transport proper-
ties and showed that a careful treatment of such scattering processes is
indispensible for a quantitative understanding of minority-electron behav-
ior. The minority-carrier (electrons and holes) mobilities in GaAs has also
recently been calculated by Lowney and Bennett189 using a quantum-me-
chanical phase-shift analysis for calculating minority-carrier-majority-car-
rier scattering.

Experimental determination of the minority-carrier mobility in III-V
compounds is a difficult task since the direct Haynes-Shockley drift mo-
bility method190 is far from suitable (because of the short nonequilibrium
carrier lifetime). The photoinduced Hall method is sufficiently sensitive
only in the case of relatively pure crystals. Several experimental results on
electron drift mobility in bulk, p-type GaAs have been reported.191'196 La-
gunova et al.191 determined the mobilities of nonequilibrium electrons in
p-GaAs at various hole concentrations based on a close link between the
scattering processes and electron-spin relaxation. These results were in good
agreement with theoretical estimates, which took into account the scatter-
ing of electrons by free holes. The time-of-flight technique was used to
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measure electron mobility inp-GaAs by Ahrenkiel et al.192 The measured
mobilities were about 2900 and 1300 cm2/(V • s) at doping levels of 1 x
1017 and 2 x 1018 cm"3, respectively. They concluded that the minority-
carrier mobilities are lower than the expected majority-carrier mobilities at
the same doping level. Nathan et al.193 also determined the mobilities by
measuring the common emitter cutoff frequency of heteroj unction bipolar
transistors. The room-temperature values they determined are considerably
smaller than, and the 77-K value considerably larger than, the electron
mobility in comparably doped n-type material. In GaAs quantum wells
Hopfel et al.197 observed the negative absolute mobility of minority elec-
trons at low temperatures and under low electric fields. They concluded
that such an unusual effect results from carrier drag on the electrons by the
high-mobility hole plasma via electron-hole scattering.

To our knowledge, no theoretical or experimental study has been carried
out on the determination of minority-carrier mobility in InP-related com-
pounds. In the literature,198"205 however, there is information about minor-
ity-carrier lifetimes, minority-carrier diffusion lengths, radiative and non-
radiative lifetimes, and so on for In! .^Ga^As^ _y/InP heterostructures.

10.3.2 Electron Drift Velocity

Minority-carrier drift velocities in GaAs-based semiconductors have been
measured by several authors206'209. The samples used were epitaxial /Mype
In0 53Gao 47As layer,206 graded-gapp-Al^Ga, .^As epitaxial layer,207 p-type

a! -^As multiple quantum well,208 and epitaxial «-type
s layer.209

Levine et al.207 measured drift velocity for electrons in a submicrometer
(0.42 jim), highly doped (p = 4 x 1018 cm~3) AlxGai _^As layer using an
optical technique. A high field can be generated by compositional grading
that produces a quasielectric field.210 Their sample layer was graded from
;c = 0.3to.x = 0 over a distance of L = 0.42 jum. This band-gap difference
of AEg = 0.37 eV corresponds to a quasifield of E = 8.8 kV/cm. The
velocity was measured by creating carriers via absorption of pump photons
at the high-gap side of the sample and timing their drift to the low-gap side.
This was accomplished by measuring the time-resolved reflectivity change
of the probe photon that was produced by electron accumulation at the low-
gap window layer-collector interface. The electron velocity determined
from this measurement is 1.8 x 107 cm/s. They concluded that this mea-
sured velocity is significantly larger than that for pure undoped GaAs where
v = 1.2 x 107 cm/s113 for an ordinary electric field of E = 8.8 kV/cm.

Hopfel et al.208 have also determined the v-E curve for minority elec-
trons in p-type GaAs/A\xGa{ -xAs multiple quantum well by a time-of-
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flight technique. The measured v-E curve showed that the drift velocity
reaches a maximum of 1.2 x 107 cm/s at fields around 8 kV/cm. At
higher fields the carrier velocity decreased and showed negative differential
mobility up to the highest applied field of 14 kV/cm. This v-E curve is,
thus, quite different from the ordinary one, which shows negative differ-
ential mobility at field of -3 kV/cm. In order to interpret these results
they considered real-space transfer and valley transfer of the hot electrons
in MxGa} -XA$. It is known211 that a real-space transfer of carriers is a
characteristic transport mechanism of semiconductor heterostructures with
a potential barrier. The mechanism of real-space transfer is based on hot-
electron transfer between two adjacent layers (i.e., real-space transition).
The negative differential mobility due to real-space transfer is analogous to
the Gunn effect due to valley transfer of hot electrons in momentum space.

Particularly interesting is the apparent absence of negative differential
mobility for minority electrons in /?-In0 53Gao 47As. Degani et al.206 have
measured the v-E characteristics for photoexcited minority electrons in bulk
p-In0 53Ga0.47As. The measurement technique used consists of measuring
the pulse width of current pulses induced in the photoconductor sample by
laser-excited carriers. In Fig. 10.18 we plot their measured data (open cir-
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Figure 10,18 Minority-electron velocity-field characteristics for p-lng 53Ga047As. The
open circles show the measured results by Degani et al.206 The solid and dashed lines rep-
resent the calculated results by Osman and Grubin213 with and without electron-hole scat-
tering, respectively.
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cles). At low fields the v-E variation corresponds to a drift mobility of
6000 cm2/(V • s). At high fields the electron drift velocity continues to
increase up to the maximum field they investigated (7.5 kV/cm), reaching
a value of 2.6 x 107 cm/s. No evidence of the transferred-electron effect
is observed in their measurements.

Otsuka212 calculated the donor: acceptor ratio of electron scattering cross
sections in p-InQ53GaQ41As for carrier densities between 1015 and 1020

cm"3. The valley transfer of electrons requires a large momentum change
that is usually accomplished by scattering. He obtained that the electron-
acceptor scattering cross section aeA is by two orders of magnitude smaller
than the electron-donor scattering cross section aeD. The result, thus, sup-
ports a possibility of the absence of the transferred-electron effect in this
material. Monte Carlo calculations of steady-state minority-electron trans-
port in p-In0 53Ga0.47As have been reported by Osman and Grubin213 and
Joshi et al.214 The solid and dashed lines in Fig. 10.18 represent the results
of this calculation213 with and without electron-hole scattering, respec-
tively. It is shown that the principal contribution of electron-hole scattering
is a more efficient channel of energy relaxation with the consequence of a
significantly reduced transfer of carriers to the upper valleys for fields be-
low 6 kV/cm. However, the calculated v-E curve (solid line) clearly ex-
hibits a negative-differential mobility.

Hole drift velocities in n-type Ino.ssGao^As have also been determined
experimentally by Hill et al.209 Measurements over field strengths from 54
to 108 kV/cm showed the drift velocity to be relatively constant at (4.8 ±
0.2) x 106 cm/s, indicating that velocity saturation has occurred at field
levels below 54 kV/cm.
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11
STRAIN PROBLEMS IN InGaAs(P)-
BASED HETEROSTRUCTURES

11.1 STRAIN EFFECTS ON CRYSTALLOGRAPHIC
PROPERTIES

11.1.1 Elastic Strain in Heterostructures

Semiconductor lasers and integrated-optics devices usually have multilayer
structures. The distribution of strains in the multilayer structures is a sub-
ject of perennial, great interest since internal strains arise normally in thin
epitaxial films during the preparation of the films by heteroepitaxial growth.
Internal strains or stresses are then a consequence of the mismatch of lattice
constants and/or the difference in the thermal expansion coefficients of the
individual layers. Here, the strain and stress are related through the fourth-
rank elastic compliance tensor [S] [see Eq. (3.26)]. Many authors have
studied this problem and have obtained approximate formulas for the cur-
vature radius and layer stress.1"8

Let us now consider8 the case of bonding a thin plate of cubic, zinc-
blende crystal of size Neae x Neae x te onto a substrate of a different size
Afsas x Nsas x rs, where Nt is the number of lattice atoms along the edge
of the crystal plate, af is the lattice constant, and tt is the thickness of the
plate; see Fig. 11. la. To achieve a coherent interface, NQ is set to equal
Afs. We assume that ae is less than as and thus /e = Nsae is less than /s =
Nsas. The bonding operation is carried out in the following way: equal and
opposite forces Fare applied to the plates to stretch plate "e" and compress
plate "s" uniformly in the lateral direction to the same final dimension
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(a)

l/2<Vt$)

NEUTRAL
PLANE

Figure 11.1 Formation of two-layer composite: (a) two single-crystal plates with the lat-
tice constants ae and as (ae < as) and thicknesses /e and fs, respectively; W layer "e" is
stretched and layer "s" is compressed to match the macroscopic dimension, and two layers
are then bonded together to form a composite; (c) the composite bends toward the side with
shorter lattice constant after removal of the external stresses Fe and Fs.

/f X /f. The two plates are then bonded together with a perfect alignment
of the atomic planes; see Fig. I I . I b . At the moment when the two plates
are bonded together, the composite experiences an applied bending moment
given by F(te + fs)/2, which is counterbalanced by the moment resulting
from the internal elastic stress. Finally, the applied forces are relieved, and
the moments from the elastic stresses bend the composite in the direction
shown in Fig. ll.lc. The bending of the composite relaxes some of the
stress, and the radius of curvature is determined by the final state of the
internal stress.

From this bilayer model Noyan and Segnuiller8 have obtained the co-
herency condition in terms of the curvature radius /?:

/?[4

x 11 +

0s's

1

+

12
i e

(11.1)



11.1 STRAIN EFFECTS ON CRYSTALLOGRAPHIC PROPERTIES 265

where E( = [ Y / ( l - P)]t (Y = Young's modulus, P = poisson's ratio).
We can obtain numeric, values of Ef for different crystallographic orienta-
tions as given in Section 3.2.2 (also see Table 3.1). The term 6, shown in
Fig. 1 1 . Ic, is the shift of the neutral axis of the composite from fs/2. This
quantity is given by

2E&
'

Solving the elastic force and momentum balance equations, Noyan and
Segmiiller8 gave the elastic stress component X^ parallel to the film

M,U1
astj 2R\

(11.3)

A relationship between the film and substrate stress can be given by

(11.4)

The stresses' dependence on z are now given by

" e/2

for 0 < z < re (11. 5a)
\

0 > z > -rs (11. 5b)
's

In the case where #e < as, these expressions give X^ < 0, X .̂ > 0, and
R < 0.

Chu et al.8 studied the misfit stress in In, _xGaxAs/InP heteroepitaxial
structures grown by hydride-transport vapor-phase epitaxy using an X-ray
technique that makes it possible to measure lattice mismatches and wafer
curvatures. The composition of In, _ /ja^ As was targeted for a 1 .3-/mi band
gap (jc = 0.47) lattice-matched to InP. Since the purpose of their work was
to emphasize the relationship between lattice mismatch and misfit stress,
samples with compositions ranging from x = 0.42 to 0.49 were used. The
corresponding R values they measured ranged from 21 to - 12 m, in good
agreement with their theoretical prediction.

Swaminathan et al.9 have also presented the results of measurements of
the curvature radius of 1.3- and 1 .5-/*m wavelength In, -xGax As^P, _
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channeled substrate buried-heterostructure lasers. The objective of this in-
vestigation was to quantify the macroscopic stress present in the device and
correlate it with device reliability. They suggested that it is not the mac-
roscopic device stress that is measured by the curvature radius but localized
stresses that may exist in the vicinity of the lasing active layer which would
affect device reliability.

As mentioned in Section 3.3.4, the long-wavelength phonon frequency
is a strong function of the elastic strain. The phonon deformation potential
AT values give the strain variation of the lattice spring constants. It is, there-
fore, possible to determine the strains in materials by measuring pho-
non spectral shifts. Venkateswaran et al.10 have presented the data of
strain mapping in lattice-mismatched [111]- and [100]-oriented
Int .^Ga^As/GaAs superlattice wafers (jc = 0.83, 0.9). The measurements
were carried out with Raman scattering and the results checked with in-
dependent X-ray rocking curve data that yielded the average strain in the
same samples. They found that the samples exhibited small but systematic
variations over macroscopic dimensions, but appear locally uniform on a
30-/*m scale. They also found that the LO-phonon Raman scattering is an
effective technique for determining the initial strain, but TO scattering
should not be used because strain alloying compensation does not apply for
TO as it does for LO.

The effects of internal strain on the morphology and structural properties
of In i _xGaxAs/InP grown by molecular-beam epitaxy (MBE) has also been
recently discussed in Ref. 11. Internal strain energy and its effects on
III-V solid-liquid equilibria (or local equilibrium) has also been considered
by a number of authors.12"24

Since X^ is equal to zero in the bilayer model discussed above, the lat-
tices are free to expand or contract in the z direction, that is, perpendicular
to the interface. As shown in Fig. 11.2, this causes the cubic structure to
be tetragonally distorted. Since both X1^ and Xl

yy have opposite signs for
i = s compared to i = e, the two cubic lattices are tetragonally distorted
in the opposite sense, one with the lattice constant perpendicular to the
interface lengthened and the other shortened. Therefore, the measured ver-
tical mismatch is enhanced by the tetragonal distortion.

Lattice deformation between the layer and substrate can be measured by
conventional X-ray-diffraction measurements. Such measurements have
been performed on In^^Ga^As^P^^/InP25"41 and In, ^Ga^As/InP
heterostructures.42'51 It has been demonstrated by Hsieh et al.25 that
In! _xGaxAsyPl _y quaternary layers equivalent to wavelengths of Xg = 1.1-
1.22 /Ltm can be grown by liquid-phase epitaxy (LPE) with a lattice mis-
match Aa/a of up to +0.4%, albeit with a certain number of cleavage
steps. Feng et al.28 have reported that mismatch effects are far more sen-
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Epilayer

Substrate

Figure 11.2 Cross section of an "epilayer-substrate" system, where ae and as are, re-
spectively, the unstrained lattice parameters of the epilayer and substrate and ac is the strained
lattice parameter of the epilayer. When ae > a& (ae < as), the epilayer is expected to be
tetragonally distorted while the lattice parameter perpendicular to the interface is lengthened
(shortened).

sitive to lattice mismatch for the 1.31-/an material than for the 1.15-pm
one. Surface morphology is poorer for a longer wavelength for a given
mismatch, resulting in melt-removal problems unless the mismatch is less
than 0.09%. At the high-wavelength end of the In! ̂ Ga^As^P, _ y system
on InP, In0.53Ga0.47As showed severe cracking at -0.22% mismatch and
prominent cross-hatch patterns occur at 4-0.28%.42

Oe et al.27'29 have studied lattice deformation as a function of mole frac-
tion for LPE-grown In, .^Ga^As^Pj ,y layers on (100) InP with the Ga
atomic fraction in liquid solution between 0.4 and 1.0%. As seen in Fig.
11.3, their measured lattice deformation Aa/a perpendicular to the layer
surface for layers with a Ga fraction lower than —0.0065 has a positive
value (i.e., compressive strain in the growth direction) while it has negative
values (i.e., tensile strain) for layers with the fraction larger than 0.0065.
Matsui et al.30 have also found that for a LPE-grown In^/ja^As^P, ,y
layer (y = 0.26) on (100) InP the lattice deformation in the growth direc-
tion varies along the epitaxial-layer thickness while no lattice mismatch or,
in other words, a coherent interface in the lateral direction is observed.

11.1.2 Misfit Dislocations and Defect Etchants

In practical cases where the thickness of the epilayer (epitaxial layer) is
very small compared to that of the substrate, the lattice mismatch can be
taken up totally by the tensile or compressive strain inside the epilayer, and
one then has a coherent interface.8 A discontinuity in the lattice constant
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Figure 11.3 Lattice mismatch as a function of Ga atom fraction in LPE-growth liquid
solution. The open circles represent the mismatches for the lattice constant perpendicular
to the wafer surface and the open triangles normal to the wafer surface. (From Oe et al.29)

parallel to the interface can exist only in the presence of misfit dislocations.
Nagai52 has studied the effect of lattice misfit on the lattice deformation for
the In! ./ja^As ternary (0.5 < x < 1.0) grown on GaAs by hydride-trans-
port vapor-phase epitaxy. The thickness of the substrates was in the range
2-5 mm, and the epitaxial layer was in the range 5-10 /im. His results are
shown in Fig. 11.4. Here as is the unstrained lattice parameter of the sub-
strate (GaAs) and ac is the strained lattice parameter of the epitaxial layer
due to tetragonal distortion. The lattice constant of InAs (aQ = 6.0584 A)
is larger than that of GaAs (a0 = 5.6533 A). The ln{,xGaxAs lattice is,
thus, expected to be tetragonally distorted with the lattice constant perpen-
dicular to the interface being lengthened. His measured lattice constants
perpendicular to the film are, in fact, larger than that along the surface. In
the region x > 0.8 the degree of deformation increased with decreasing ;c,
but in the region x < 0.8 it decreased with decreasing x. With the aid of
a defect revealing etching technique, he concluded that in the region x >
0.8 the lattice mismatch is relieved only by tetragonal distortion and for x
< 0.8 it is relieved by both misfit dislocation and tetragonal distortion.
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Figure 11.4 Ratio of the lattice constants ac/as for hydride-transport vapor-phase-grown
In, _,GarAs epilayers on (100) and (111) AsGaAs. (From Nagai.52)

Wagner et al.48 showed that for a compress!ve strain of Aa/a > —0.1%
(at 624°C) in the In, _^Ga^-As ternary grown on (100) InP the misfit dis-
locations are formed as a cross-grid, where these dislocations are posi-
tioned within the InP substrate resulting from slip on inclined {111} planes.
They also studied the thickness dependence of misfit dislocations49 and
found that the formation of misfit dislocations takes place initially by half-
loop nucleation at the growing surface of the ternary layer and reaches a
critical height. After half-loop nucleation these loops expand, form angular
half loops, and slip toward the interfacial plane, thus forming extended
misfit dislocation segments. A 1H3PO4:1H2O2 solution was used as a de-
fect revealing etchant for the In! _xGaxAs/lnP wafers. Using this solution
it was possible to determine the exact position of the misfit dislocations
within the layer system. We can also see in Ref. 53 details of misfit dis-
locations in the LPE-grown In, _xGaxAsyP{ =y/InP system.

It is well known that wet chemical etching is by far the most convenient
way to reveal structural defects in semiconductors. There are many studies
on etching characteristics of such defects in InP and the In! .^Ga^As^P, _ y

alloy. Before closing this subsection, we will summarize various defect
revealing etchants for these materials.

Table 11.1 gives a summary of dislocation etchants for InP. Since chem-
ical polishing seldom gives a mirror-like finish on the (111) In surface,
most defect etching studies were performed on the (111) P surface but not
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TABLE 11.1 Summary of Dislocation Etchants for InP

Etchant

0.4WFe3+:HCl
20HN03:10HCl:0.25Br
1HC1:1HNO3

HC1
0.4/VFe3+:HCl
1 % Br in CH3OH
1HC1:2H2SO4:3HNO3

2H3P04:lHBr
HBr:HF
HBr:CH3COOH
6HC1:6H2O:1HNO3

Modified ABa

40HCl:80HN03:lBr
2H3PO4:lHBr
H2SO4:H202:H20
2H3P04:lHBr
AB etchant*7

AB etchant6

lHBr:5HF
2H3PO4:lHBr
6HNO3:6H2O:1HC1
40HCl:80HNO3:lBr
Modified AB°
EE1C

EE2^
lHN03:3HBr
HBr: CH3COOH : K2Cr2O7

HBr:H3PO4:K2Cr2O7

1H2S04:1H2O2:1H20
lHN03:3HBr
20HBr : 2H2O2 : 20HC1 : 20H2O
HBr:H202:HCl:H20

Plane

{111}
{111}, (100)
{111}, (100)

(l l l)P, (100), (110)
( l l l )P, (100)

{111}, (100), (110)

(l l l )P, (100)
(ll l)P, (100), (110)

(l l l )P, (100)

(100)

(100)
(l l l)P, (100)
(ll l)P, (100)
(100)

(100)
(100)
(11 1)P, (100)
(100)

Condition

25°C, 1.5 min
< 5 s
26°C
26°C
26°C
26°C
26°C
24°C, 2 min

60°C, 1.5 min
75°C, 30 min
25°C, 10s
25°C, 2 min
RT (room temp.)
RT, 1-2 min
60°C, 30-90 min
60°C, 15 min
RT, 2 min
Ambient, <2 min
60°C, 1.5 min
25°C, 10 s
75 °C, 30 min

RT, 10-30 s
RT
RT
80-90°C
10s
RT, 2 min
RT, 2 min

Ref.

e

f
g

h
i

j

k
I

m

n

0

P
<l
r

s
t
u
V

"Modified AB (10 ml H20:40 mg AgNO3:5 g CrO3:8 ml HF).
*AB etchant (2 ml H20:8 mg AgNO3:1 g CrO3:1 ml HF).
fEEl (electrolytic wet etching with 14M orthophosphoric acid).
dEE2 (electrolytic wet etching with 1 mol/liter NaOH).
'H. C. Gatos and M. C. Lavine, J. Electrochem. Soc. 107, 427 (1960).
fR. C. Clarke et al., J. Mater. Sci. 8, 1349 (1973).
*B. Tuck and A. J. Baker, J. Mater. Sci. 8, 1559 (1973).
''A. Huber and N. T. Linh, J. Cryst. Growth 29, 80 (1975).
'K. Akita et al., J. Cryst. Growth 46, 783 (1979).
;F. A. Thiel and R. L. Barns, J. Electrochem. Soc. 126, 1272 (1979).
*Y. Nishitani and T. Kotani, J. Electrochem. Soc. 126, 2269 (1979).
'G. T. Brown et al., J. Mater. Sci. 15, 2539 (1980).
"T. Kotani et al., J. Electrochem. Soc. 127, 2273 (1980).
"S. Mahajan and A. K. Chin, J. Cryst. Growth 54, 138 (1981).
°C. R. Elliott and J. C. Regnault, J. Electrochem. Soc. 128, 113 (1981).
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on (111) In. Thiel et al.54 used Nalcoag 1060 as polishing etchant for a
{111} InP wafer. This chemical resulted in an excellent surface finish on
both the (111) In and the (111) P faces. By etching with a modified AB
(Abrahams and Buiocchi55) solution, they then obtained triangular pits on
the (111) In surface. Tuck and Baker56 also obtained hexagonal etch pits
on the (111) In surface with a 1 % solution of Br in methanol. On the (111)
P surface, the etch pits have the morphology of a pyramidal (triangu-
lar)56'60 or a conical (circular) shape.54'58'61'62 On the (100) surface, the
etch pits have a rectangular,56'57'59'60'63"65 oval,60"62 or square (or circular)
shape.56'57'61"64'6^67 The rectangular pits demonstrate the nonequivalence
of <110>- and <110>-type directions lying in the (100) plane in III-V in-
termetallic compounds. This nonequivalence is known to arise from the
< 1 1 1 > crystallographic polarity of a zinc-blende-type crystal. The rectan-
gular etch pits, therefore, provide us a means for uniquely determining
crystallographic directions between the <110> and <110> directions.60'65

Etched (110) InP surfaces revealed ridge features but some have hillocks
and boat-shaped pits associated with them.61'62

The first degradations of semiconductor heterojunction lasers and light-
emitting diodes may be caused by defects in the active layers. It is, there-
fore, important to investigate defects in the heterojunction layers. The dif-
ficulty in finding a suitable chemical etchant for In, -xGax As^P, _y layers
lies in their thickness, which rarely exceeds 2 jun. A defect etchant for
such layers will have to be extremely preferential and have a slow etch
rate in order to reveal the defects with a minimum of material removed.
Table 11.2 shows the results of defect etchant studies on the
In, _/Ja^AsvP, _y/InP system.

11.1.3 Critical Layer Thickness

Strained-layer superlattices and quantum wells are high-quality multilay-
ered structures grown from lattice mismatched materials.68 The large lattice
mismatch is totally accommodated by uniform elastic strains in the layers
if the layer thicknesses are kept below certain critical values. As mentioned
in Ref. 69, for thin films the idea emerged of a critical layer thickness

PA. Yamamoto et al., J. Electrochem. Soc. 128, 1095 (1981).
*S. N. G. Chu et al., J. Electrochem. Soc. 129, 352 (1982).
rS. Adachi, J. Electrochem. Soc. 129, 609 (1982).
'E. A. Caridi and T. Y. Chang, J. Electrochem. Soc. 131, 1440 (1984).
'J. A. Lourenco, J. Electrochem. Soc. 131, 1914 (1984).
MD. T. C. Huo et al., J. Electrochem. Soc. 136, 1804 (1989).
"D. T. C. Huo et al., J. Electrochem. Soc. 136, 3094 (1989).
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TABLE 11.2 Summary of Dislocation Etchants for In, -^Ga, As^P, .y Alloy

Etchant Plane Comments Ref.

Modified ABa {HI} Gradient-freeze-grown bulk crystal, d
6HC1: 6H20: 1HNO3 etch features similar to those on InP,

nonuniform pit density due to Ga
segregation

AB etchant* (111)P InGaAsP/InP laser wafer, reveal e
distinct defect structures (threading
dislocations, stacking faults,
dislocation rosettes and crowds)

KK etchantc (100) LPE-grown layer, etch rate of 1.5 /*m/h /
under illumination, protrusions
correlating with dislocation pits in
underlying and overlying InP layers

3Cr3O: IMF: 2H2O (100) Reveal dislocations in InGaAs, etch g
rate of 1.25 ptm/min under He-Ne
laser illumated at 0°C

1H3PO4:1H2O2 (100) InGaAs/InP heterostructures, h
photoetching, reveal inclined and
misfit dislocations

"Modified AB (10 ml H2O:40 mg AgNO3:5 g CrO3:8 ml HF).
*AB etchant (2 ml H20:8 mg AgNO3:1 g CrO3:1 ml HF).
CKK etchant (8 g KOH :0.5 g K3Fe(CN)6:100 ml H2O).
^F. A. Thiel and R. L. Barns, J. Electrochem. Soc. 126, 1272 (1979).
eT. Kotani et al., J. Electrochem. Soc. 127, 2273 (1980).
7J. A. Lourenco, J. Electrochem. Soc. 131, 1914 (1984).
*C. P. Kuo et al., J. Appl. Phys. 57, 5428 (1985).
''G. Wagner et al., Phys. Status Solidi A 112, 519 (1989).

below which a dislocation-free, coherently strained interface would be sta-
ble and above which a misfit dislocation structure and semicoherent inter-
face would be stable. The knowledge of the so-called critical layer thick-
ness is therefore essential for realizing the advantages of such material
systems.

Many studies have been carried out both theoretically70"73 and
experimentally74'87 on the strained-layer In ̂ /Ja,, As/GaAs system. This
particular material system is of great current interest because of potential
applications for high-speed and optoelectronic devices. In Table 11.3 we
summarize the experimentally determined critical layer thickness hc for
In1 _ xGax As layers grown on (100) GaAs. Orders and Usher78 used MBE-
grown In, -^Ga* As /GaAs single heterostructures to measure critical thick-
ness values as a function of x for 0.75 < x < 0.93 by the double-crystal
X-ray-diffraction technique. The experimental results were compared with
critical thicknesses calculated from the energy-balance model of People and
Bean88 and the mechanical equilibrium model of Matthew and Blakeslee.89

They found that the agreement between the energy-balance theory and ex-
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TABLE 11.3 Critical Layer Thickness hc for In, _ xGax As Layers in
In,-^Ga^As/GaAstAI^jfGa^As) Strained Heterostructures (SH = Single
Heterostructure; SQE = Single Quantum-Well Heterostructure; SLS -
Strained-Layer Superlattices)

x hc (A) Sample

0.75 26 ±4 SH*
0.86 105 ± 15 SH"
0.93 200 ± 30 SHa

0.72 100 SQW*
0.72 100 SQW, SLSf

0.8 200 SQW''
0.8 190 SQW"
0.75 120 SQW7

0.72 80-100 SLS8

0.8 250 SLS'

"P. J. Orders and B. F. Usher, AppL Phys. Lett. 50, 980 (1987).
fcN. G. Anderson et al., /. AppL Phys. 60, 2361 (1986).
CT. G. Andersson et al., AppL Phys. Lett. 51, 752 (1987).
d\. J. Fritz et al., AppL Phys. Lett. 51, 1004 (1987).
'P. L. Gurley et al., AppL Phys. Lett. 52, 377 (1988).
fK. J. Beernink et al., AppL Phys. Lett. 55, 2167 (1989).
*N. G. Anderson et al., J. Electron. Mater. 14, 187 (1985).

periment was very good, particularly for the experimental points at x =
0.75 (hc - 26o A) and 0.86 (hc - 105 A). At x = 0.93 the experimental
value (~ 200 A) was approximately a factor of 2 lower than the theoretical
hc.

Temkin et al.90 have performed a similar study on strained
In, _xGax As^Pj -y/InP quantum wells. Well compositions covered the en-
tire range of strain available, from -3.8% (GaAs) to +3.2% (InAs). They
found that the critical layer thickness in this strained system is unambigu-
ously described by the Matthew-Blakeslee model.89 There have also
been reports on strain problems, such as misfit dislocation nucleation and
strain-relaxation mechanisms, in III-V strained-layer material systems
such as In^^Ga^As/GaAs,91'96 Int _JCGaxAs/lnl .^Ga^As,97 and

ia, _^As.98

11.2 STRAIN EFFECTS ON PHYSICAL PROPERTIES

11.2.1 Theoretical Consideration

Strains have an important influence on the physical properties of semicon-
ductor films because they change the electronic states, which result in an
electronic energy-band structure via the strain-orbital deformation potential
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interaction. The presence of internal strain not only shifts the band-edge
energies but also modifies the effective masses associated with individual
bands. The internal strain may, thus, modify transport properties of semi-
conductor films because carrier mobility is strongly connected with the ef-
fective mass.

As mentioned in Section 6.1, the lowest direct band gap in zinc-blende-
type semiconductors occurs in the center of the Brillouin zone (BZ), where
it has fourfold £"0 (counting the two spin states) and twofold (£"0 + A0)
gaps. The biaxial strain in the heterostructure layer can split the fourfold
valence-band degeneracy into twofold light- and heavy-hole bands due to
lattice deformation interactions. In unstrained 'zinc-blende-type materials
the presence of a term linear in k also shifts band extrema slightly off k =
0, but the term is small in magnitude" and its effects are seldom observed
experimentally.

In Fig. 11.5 we show schematically the biaxial strain effects on the elec-
tronic energy-band structure near the F point for zinc-blende-type semi-
conductor heterojunctions. The directions are defined as follows: kx lies in
the growth plane (i.e., plane of biaxial strain), and kz lies along the growth
direction (i.e., perpendicular to the plane of biaxial strain). The biaxial
strain in a zinc-blende-type material lowers its crystal symmetry from Td

to D2d, which results in a change in the band gap [an increase (decrease)
in the band gap, when the material is in compression (tension)] and a split-

J=3/2, m. = ±1/2

J=3/2.m.=

Biaxial Unstrained Biaxial
Compression Tension

Figure 11.5 An (jc, y) in-plane biaxial strain effect on the electronic energy-band structure
near the F point in zinc-blende-type heterojunction semiconductors.
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ting of the light- and heavy-hole valence bands. [The higher lying band is
the heavy-hole (light-hole) band for a biaxial compression (tension).]

In the spherical model, the Luttinger-Kohn Hamiltonian calculations for
strained bulk materials show that at small kX9 the band mass that is heavy
along the strain direction is comparatively light perpendicular to that direc-
tion and vice versa.100'103 For biaxial compression, the highest valence band
(|J = 3/2, mj = ±3/2>z) has heavy mass along kz and comparatively
light mass along kx. For biaxial tension, the highest valence band (|/ =
3/2, nij r = ±1 /2>z) has heavy mass along kx and comparatively light mass
along kz. The heavy-hole band then acquires a "light" in-plane mass; and
the light-hole band, a "heavy" in-plane mass.

To first order in strain, the splitting energy A£"LH of the/ = 3/2 valence
bands is proportional to the product of the strain and the shear deformation
potential. Let us consider the effect of biaxial strain for (001) growth and
define z II [001] (z = the rectangular coordinate axis). In this case, the split-
ting energy A£LH can be written as

= 2b ea (11.6)

where exx( = eyy) is the in-plane strain and b is the shear deformation poten-
tial (see Section 7.1). The in-plane strain is now given by

(11.7)

In Eq. (11.7) as and ae
 are the unstrained lattice parameters of substrate

and epilayer, respectively. The strain along the growth direction is also
given from elasticity theory by

(11-8)

Equations (11.7) and (11.8) show that the biaxial in-plane tensile (com-
pressive) strain corresponds to the compressive (tensile) strain along the
(001) growth direction.

11.2.2 InGaAs(P)/InP System

The effects of built-in strain on the band-gap energy of a single-hetero-
structure In, _^Ga^As alloy for commensurate growth on (100) InP have
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been studied theoretically by People.104 The ternary experiences a biaxial
in-plane tension (compression) for x > 0.47 (jc < 0.47), and hence the EQ

gaps are smaller (larger) than the unstrained bulk Int .^Ga^As gaps for x
> 0.47 (x < 0.47). Similar studies on lnl_JCGaxAs/InP strained-layer
quantum wells have been carried out theoretically105 and experimen-
tally.106'108 The heavy- and light-hole electronic states in quantum wells
split even though well and barrier layers are lattice-matched semiconduc-
tors (e.g., 1^53630.47As/InP). This effect is due to the difference in the
effective quantization masses of these states. Plots of the zone-center ener-
gies for the highest-valence subbands (n = 1) of (20/20)-diatomic-layer
superlattices versus x show that the heavy- and light-hole subbands cross
at jc = 0.64 (i.e., under large tensile strain).105

The effects of misfit strain on the band-gap energy in
1^-./ja^ASy ?!_>,/InP single heterostructures have been studied experi-
mentally by several authors.45'50'51 Kuo et al.45 showed that interfacial elas-
tic strain induced by the lattice parameter mismatch between epilayer and
substrate results in significant band-gap shifts for III-V compounds. The
epilayers used in their study were Int .^Ga^As (0.47 < x < 0.52) on (100)
InP and In! ,xGaxP (0.51 < x < 0.55) on (100) GaAs prepared by metal-
organic chemical vapor deposition (MOCVD). The band-gap shifts were
determined from photoluminescence peak energies of the epilayers. They
found that for the In! -^Ga^. As /InP system the optical transition energy
between the conduction and light-hole bands [E^ - Ev(3/2, ±1/2)] in-
creases with increasing biaxial tension (i.e., x < 0.47), in good agreement
with theoretical prediction (AE = 11.38^ eV). Bassignana et al.51 have
also used a photoluminescence technique to study the effect of mismatch
strain on the band gap in MOCVD-grown In^^Ga^As epilayer on (100)
InP. The mismatch strains studied were in the range -0.0015 <, e^ ^
4-0.001. The strain dependences of the transition energies in the vicinity
of the lattice-matched point were 5exx eV for e^ < 0 [E^ - Ev(3/29

±3/2)] and 11.4^ eV for exx > 0 [E^ - £v(3/2, ±1/2)]. Optical ab-
sorption measurements also clearly revealed the splitting of the light- and
heavy-hole band degeneracy caused by the biaxial strain in In! ./ja^As/InP
films (jc « 0.47).50

Two-dimensional-electron (2DE) transport properties of MBE-grown
strained Ini _yAlyAs/lnl _^.Ga^As/InP heterostructures have been studied
in Refs. 109 and 110. Despite the highly strained In! .^Al^As, the electron
mobility obtained by Zhang et al. (x = 0.453; y = 0.421)109 reached 9.0
x 103, 6.5 x 104, and 8.9 x 104 cm2/(V • s) at 300, 77, and 4 K,
respectively, thus indicating only a minor influence of the strain of the
In! ..^ALyAs on the 2DE mobility. Tacano et al. !10 have studied composition
dependence of the 2DE mobility in InAlAs/Ini _xGaxAs/InP heterostruc-
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tures and obtained the highest electron mobility at x = 0.8 (1.5 x 104 and
1.5 x 105 cm2/(V • s) at 293 and 10 K, respectively). The critical layer
thickness of In! _^Ga^ As, which maintained a very high electron mobility
of over 1 x 104 cm2/(V • s), is also found to show good agreement with
the energy-balance model88 rather than the mechanical equilibrium model.89

Internal strain effects on Raman spectra have been studied by Emura et
al.47 and Haines et al.m on Inj.^Ga^As epilayers grown on (100) InP.
The biaxial strains investigated by Emura et al. were in the range -0.0035
< e™ < +0.004. They found an increase (or decrease, which depends on
the sign of the lattice mismatch) in the energy shift of GaAs-like LO pho-
nons. This energy shift was also used to evaluate built-in stresses in ma-
terials in conjunction with X-ray rocking curve data. The composition range
studied by Haines et al. was 0.45 < x < 0.52. In order to interpret the
Raman data successfully it was necessary to consider the effect of the strain
induced by lattice mismatch.

Some authors have also studied the influence of lattice mismatch
on luminescence efficiency31'40 and the aging behavior38 of
In! _xGaxAsyPl _^/InP light-emitting devices. They showed that the struc-
tures with the minimum mismatch have the highest external quantum effi-
ciency and a long lifetime.

11.2.3 InGaAs/GaAs Lattice-Mismatched System

Prominent energy-band structures of strained In^/Ja^As/GaAs hetero-
structures have been studied in detail by optical techniques, such as pho-
toluminescence,75'77'79'82'85'112-120 absorption,95'114'119'121'125 and reflec-
tance measurements.95'126'127

The effects of built-in coherence strain on the effective mass of strained
Inj ./ja^As/GaAs heterostructures have been studied both theo-
retically100'101'128 and experimentally.129"133 Quantum wells of In, .xGaxAs
bound by (100) GaAs layers are under biaxial compression. The highest
valence band is the heavy-hole band in physical character.134 [Note that
this is the reverse situation from the usually studied case of uniaxial
compression (see Refs. 135-137).] The heavy-hole electronic state (sub-
band) is determined by the heavy-hole mass in the (001) direction (i.e., the
quantitization mass mhh), and its in-plane effective mass is much higher
than mhh. 10° Conversely, the valence band derived from the light-hole band
has a heavier in-plane mass than the quantization mass mlh. Recent mag-
netooptical measurements on Ino.2Gao.8As/GaAs samples130 gave a value
of 0.069m0 for the conduction-band in-plane effective mass and 0.16m0 for
the valence-band in-plane effective mass. An electron effective mass of
0.069m0 is about 20% heavier than that for unstrained bulk material138 but
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is consistent with the optical effective mass of 0.074w0 obtained in
GaAs/AlGaAs superlattices by Worlock et al.139 when it is scaled to
In02Ga0.8As. The in-plane hole effective mass of 0.16w0 is considerably
smaller than the unstrained GaAs-bulk masses mhh/m0 = 0.45,140 0.475,141

and 0.73.142

Reed and Lee,143 on the other hand, observed resonant tunneling in a
double A10 25Ga0.75As barrier/single In0 2Gao.8As quantum-well strained-
layer heterostructure and obtained an effective mass for electrons in the
In0^Gao.gAs quantum well of approximately half the bulk effective mass.
This result was considered to imply that accumulation and depletion re-
gions in the resonant tunneling structure are significant. They were also
able to fit the observed peak position for the AlGaAs/InGaAs heterojunc-
tion with a conduction band offset of nearly 100%.

Studies on electrical transport properties of the In, ./ja^As/GaAs
strained-layer system have been performed by a number of au-
thors.76'80'129'144'145 These results are found to be comparable to reported
results on similar A^ -xGax As/GaAs heterostructure or to those of high-
quality bulk alloy material.144'145 Thobel et al.146 presented Monte Carlo
results for Inj.^Ga^As/GaAs and Ini _xGaxAs/InP strained materials.
They found that the strain-induced electron velocity reduction is much more
pronounced for Inj -^Ga^ As grown on GaAs substrate than for lnl -^Ga^ As
grown on InP substrate.

One can expect that the low-field hole mobility in an In! _xGaxAs/GaAs
strained heterostructure is enhanced because it is determined by a lighter
in-plane mass rather than the original heavy-hole mass mhh. Transport prop-
erties of holes in In1_JCGaJCAs/GaAs quantum-well structures have, thus,
been studied by several authors.131'144'147'153 Fritz et al.148 achieved a 4-K
Hall mobility of — 3 x 104 cm2/(V • s) in modulation-doped, /?-type quan-
tum wells. The value compares quite favorably with the values of up to 3.5
x 104 cm2/(V • s) obtained in w-type superlattices grown with similar
techniques in the same growth chamber.145 This value also compares with
that obtained in high-purity bulkp-type GaAs (see Section 10.1.2). Monte
Carlo calculation also suggested that for a 1.5% biaxial compressive strain
the hole mobilities are increased by a factor of <2 over the unstrained
values. 15° However, recent results by Reddy et al.153 indicated that the high-
field hole velocity in strained In! _^Ga^ As/GaAs quantum wells is seen to
saturate at very low levels, particularly in highly doped samples. They
concluded that this low saturation velocity will limit the performance of
/7-channel field-effect transistors (FETs) and that the high performances re-
quired for complementary logic are unlikely to be achieved in this system.
Hjalmarson151 also discussed high- and low-field transport properties of

quantum-well heterostructures. They ascertained that
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the small mass of light holes in strained quantum-well structures leads to
high mobility at low fields, but at high fields the holes become hot and
populate the heavy-hole band, thereby greatly reducing their mobilities.

The conduction- and valence-band offsets depend not only on the semi-
conductors involved but also on the amount of mismatch strain at the in-
terface.154'156 Several electrical and optical techniques have been used to
determine the band offsets in the In, -^Ga^ As-based strained heterostruc-
ture system (also see Section 6.3.3). Arent et al.155 concluded that the dif-
ference between band-offset ratios for the intrinsic and strained
In^^Ga^As/GaAs heterostructure is significant. Reithmaier et al.156 de-
termined the band-offset ratio AEC: A£v = 0.6:0.4 for all samples inde-
pendent of composition (In, _/}a^As/GaAs; 0.75 < x < 0.82).

The concept of strain-induced polarization fields due to piezoelectric ef-
fects in semiconductors is particularly important to device engineers. The
polarization fields in piezoelectric semiconductors give rise to a charge den-
sity that causes shifts in the electrical characteristics of FETs. It has been
shown157 that for GaAs FETs shifts in threshold voltage Kth are sufficiently
large that they are of importance in the fabrication of digital ICs (integrated
circuits) requiring a high degree of Kth control. The internal strain in
strained-layer heterostructures with a (111) growth axis is shown to be re-
sponsible for the generation of polarization fields due to the piezoelectric
effects.158'159 These fields do not occur in heterostructures with a (100)
growth axis because the orientation of the lattice-mismatch-induced strains
is such that they do not produce polarization fields in zinc-blende materials.
Caridi et al.160 have fabricated an In! ./ja^ As/GaAs quantum-well p-i-n
diode on a (111) As GaAs substrate. Photoconductivity spectra for this
diode under reverse-bias operation showed a quadratic blue shift of the
quantum-well electroabsorption peaks, in contrast to the red shifts normally
observed in the quantum-confined Stark shift. They concluded that the mea-
sured blue shifts demonstrate an electric field strength of 1.7 x 105 V/cm
generated by the piezoelectric effects.

As mentioned in Section 8.3, the refractive index can be formulated by
electronic energy-band parameters of the medium. These band parameters
are strongly influenced by strain. Das and Bhattacharya161 have calculated
the refractive-index variation with mismatch strain and with alloying in the
In, -xGax As /GaAs heterostructures. They found that for 0.75 < x < 1.0
the effect of alloying is more pronounced; for example, at x = 0.8 the effect
of alloying produces a change in the refractive index that is — 10 times that
produced by mismatch strain.

Built-in strain effects on Raman spectra have been studied by Burns et
al.162 and Wu et al.163 on In, .^Ga^ As /GaAs strained layers. These results
also demonstrated that Raman spectroscopy is a suitable method for char-
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acterizing built-in strain in strained-layer epitaxial systems. The Raman
microprobe spectroscopy is also shown to be a powerful tool for probing
patterned semiconductor structures on a microscopic scale using this ma-
terial system [i.e., narrow Inj_^Ga^As stripes on patterned GaAs (100)
substrates.164
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12
CONCLUDING REMARKS

The In^/ja^As^Pj-^/InP system has been the subject of considerable
research and device development activity in the past. A number of impor-
tant semiconducting properties needed for the analysis of InP,
In^^Ga^As^?! _y , and In^^Ga^As require quite a detailed and precise
knowledge of material parameters, but it is at present rather difficult to
obtain the most reliable values from the literature reported. The material
parameters and semiconducting properties considered in this book can be
classified into the following 10 groups: (1) structural properties; (2) me-
chanical, elastic, and lattice vibrational properties; (3) thermal properties;
(4) collective effects and some response characteristics; (5) electronic en-
ergy-band-structure consequences; (6) electronic deformation potentials; (7)
optical properties; (8) elastooptic and electrooptic properties; (9) carrier-
transport properties; and (10) the strain problem in InGaAs(P)-based het-
erostructures. Various models for calculating material parameters in com-
pound alloys were discussed, and the results for In, ^Ga^As^Pi -y and
In, _/}a^As alloys have been presented. An interpolation scheme has been
used for want of more detailed experimental data, and it has been assumed
that the accuracy of the interpolated values are probably estimates for these
alloys. The interpolation scheme necessitates known values of material pa-
rameters for the related binaries, InP, InAs, GaAs, and GaP. The emphasis
is, therefore, placed on material properties of these end-binary compounds.
The material parameters derived are used with wide success to make clear
fundamental semiconducting properties of these alloys. A detailed discus-
sion is given of the acceptability of the estimated values of the parameters
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in connection with solid-state physics. Key properties of the material pa-
rameters and constants for a variety of In! _ ̂ Ga^As^ _y/lnP device ap-
plications are also discussed in detail. Much progress is still to be expected
in this fascinating field of research and development.



APPENDIX

SUMMARY OF INTERPOLATION
SCHEME

An interpolation scheme is known to be a useful tool for estimating some
material parameters of alloy compounds. The electronic energy-band pa-
rameters of In! _xGaxAsyPl _y and their dependence on alloy composition
are known to be very important device parameters, and they have received
considerable attention in the past (see Chapter 6). Transport- and optoelec-
tronic-device parameters of this alloy system have, however, been ham-
pered by a lack of definite knowledge of many various material parameters
such as effective masses, dielectric constants, and electronic deformation
potentials. This necessitates the use of some sort of an interpolation scheme.
Although the interpolation scheme is still open to experimental verification,
it provides more useful and reliable material parameters over the entire
range of alloy composition.

The quaternary material A, _xBxCyD{ _y is thought to be constructed of
four binary compounds: AC, AD, BC, and BD. If one uses a linear inter-
polation scheme, the quaternary material parameter (Q) can be derived from
binary parameters (B values) by [see Eq. (2.3)]

Q(x, y) = (1 - x)yBAC + (1 - x)(l - y)BAD + xyBBC -

(A.I)

If one of the four binary parameters is lacking, the quaternary parameter
can be obtained by the following expressions [see Eq. (9.24)]:

Q(Xy y) = (i - x)BAC + (x + y - 1)5BC + (1 - y)£BD (A.2a)
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Q(x, y) = (1 - *)BAD + yBBC + (* - y)Bm (A.2b)

Q(x, y) = )>BAC + (1 ~ x - y)BAD + *flBD (A.2c)

or

Q(x, y) = (y - *)#AC + (1 - y)5AD + **BC (A-2d>

If the material parameter can be given by a specific expression owing to
some physical basis, it is natural to consider that interpolation scheme may
also be obeyed to this expression. The dielectric constant parameter e is
one such case that follows the Clausius-Mosotti relation. Then, the inter-
polation expression has a form given by (see Section 5.1)

«<»• ?> - l , (1 - x)y
 £<AC) - * + (1 -,)(!- v) e(AD) - *

e(JC, y) + 2 U )y e(AC) + 2 U K W e(AD) + 2

1
~ (A-3)

As mentioned in Section 5.1, this interpolation scheme gives nearly the
same e values as does Eq. (A.I) (see Fig. 5.1).

The electron effective mass n^, (;c, y) can also be taken as

= (1 - *)y (1 -*)d -y) *y jf(l - y)
me

r(BD) l ;

Justification for this is suggested by the effective-mass transformation of
the Schrodinger equation (see Ref. 18 in Chapter 5)

2m0
(A.5)

The dashed-dotted line in Fig. 6.7 is the result of this interpolation. [The
dashed line is also the result of Eq. (A.4) by Restorff et al. (see Ref. 70 in
Chapter 6).] The binary data used here were ml/ra0 = 0.079 for InP, 0.023
for InAs, 0.067 for GaAs, and 0.17 for GaP (see Ref. 23 in Chapter 6). It
should be noted that the interpolation scheme of Eq. (A.4) gives effective
mass values considerably smaller than those determined experimentally.

If relationships for the ternary parameters (T values) are available, the
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quaternary parameter can be given by [see Eq. (6.5)]

- x) y(l - y)

4- y(l - y)[xTACD(y) + (1 - Jc

Because of the polar nature of the III-V compounds (In, -^Ga^ As^P, _3,),
there may be only mixing of Ga and In on group III sites and of As and P
only on group V sites. When bowing from the anion sublattice disorder is
independent of the disorder in the cation sublattice, the interpolation scheme
is written by incorporating these cation and anion bowing parameters
(CA-B» CC-D) in*0 the linear interpolation scheme as (see Section 4.3 and
Ref. 44 in Chapter 4):

Q(x, y) = (1 - x)yBAC + (1 - *)(! - j)5AD + xyBBC + *(1 - ;V)BBD

+ CA.B*(1 - x) + Cc_Dy(l - y) (A.7)

If we consider anion-cation disorder interactions (CAB_C, CA_CD, CAB_D,
CA_CD), expression (A.7) is modified in its form by

, y) = (1 - x)yBAC + (1 - jc)(l - y)SAD + xyBBC + x(l - y)BBD

- x)y + CA.cDxy(l - y) + CAB_D*(1 - jc)

cB_CD(i - jc)y(i - y) (A-8)

In the case where CAB_C = CAB_D(=CA_B) and CA_CD = CB_CD( = <
Eq. (A.8) agrees exactly with Eq. (A.7).



INDEX TO TABLES OF
PHYSICAL CONSTANTS

Alloy scattering potentials (At/e, A£/h), for
s, 230

Band discontinuities (AEC, A£"v):
between Ino.53Gao.47As and In0 52Alo.48As, 99
between Irio 53Gao 47As and InP, 98

Band gaps:
direct gaps, 77, 81, 83
energy eigenvalues at the F, X, and L points,

78
indirect gaps, 85
pressure coefficients of, 104
temperature coefficients of, 104

Born ratios (#0), 23

Bern's transverse effective charges (e*):
at 1 Pa, 36
pressure derivations of, 36

Bowing parameters (c), of indirect gaps, 85
Bulk moduli (flu), 23

Cauchy ratios (Ca), 23
Compressibilities (C0), 23
Critical layer thicknesses (/Jc), for

In,_,Ga^As/GaAs, 273
Crystal densities (g), 11

Debye temperatures (0D), 49
Deformation potentials:

for conduction bands (£,), 128
intervalley deformation potential constants

(Ay), 130

optical-phonon deformation potentials (</0),
125

for valence bands (a, b, d), 120-121
Dielectric constants:

high-frequency (e^,), 66
static (es), 66

Dislocation etchants:
forIn,_,Ga rAs vP,_ v , 272
for InP, 270-271

Effective masses:
conductivity masses (wj!), 92
density-of-states masses (wjj), 92
of electrons (me), 92
of heavy holes (mhh), 92
of light holes (m lh), 92
of spin-orbit-splitoff-band holes (wso), 92

Elastic constants:
pressure derivations of, 23
second-order compliance constants (5,y), 23
second-order stiffness constants (C/,), 23
third-order stiffness constants (Cijk), 23

Electromechanical coupling constants (K2), 70
Exciton Rydberg energies (G), 155

Frohlich coupling constants («F), 72

Isotropy factors (A), 23

Lattice constants (#0), 11
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