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PREFACE TO THE SECOND EDITION

In the 14 years since the first edition of this book, RF IC design has experienced a dramatic
metamorphosis. Innovations in transceiver architectures, circuit topologies, and device
structures have led to highly-integrated “radios” that span a broad spectrum of applica-
tions. Moreover, new analytical and modeling techniques have considerably improved
our understanding of RF circuits and their underlying principles. A new edition was
therefore due.

The second edition differs from the first in several respects:

1. I realized at the outset—three-and-a-half years ago—that simply adding “patches”
to the first edition would not reflect today’s RF microelectronics. I thus closed the
first edition and began with a clean slate. The two editions have about 10% overlap.

. I wanted the second edition to contain greater pedagogy, helping the reader under-
stand both the fundamentals and the subtleties. I have thus incorporated hundreds
of examples and problems.

. I also wanted to teach design in addition to analysis. I have thus included step-by-
step design procedures and examples. Furthermore, I have dedicated Chapter 13 to
the step-by-step transistor-level design of a dual-band WiFi transceiver.

. With the tremendous advances in RF design, some of the chapters have inevitably
become longer and some have been split into two or more chapters. As a result, the
second edition is nearly three times as long as the first.

Suggestions for Instructors and Students

The material in this book is much more than can be covered in one quarter or semester.
The following is a possible sequence of the chapters that can be taught in one term with
reasonable depth. Depending on the students’ background and the instructor’s preference,
other combinations of topics can also be covered in one quarter or semester.

XV



XVi

Preface to the Second Edition

Chapter 1: Introduction to RF and Wireless Technology
This chapter provides the big picture and should be covered in about half an hour.

Chapter 2: Basic Concepts in RF Design

The following sections should be covered: General Considerations, Effects of
Nonlinearity (the section on AM/PM Conversion can be skipped), Noise, and Sen-
sitivity and Dynamic Range. (The sections on Passive Impedance Transformation,
Scattering Parameters, and Analysis of Nonlinear Dynamic Systems can be skipped.)
This chapter takes about six hours of lecture.

Chapter 3: Communication Concepts

This chapter can be covered minimally in a quarter system—for example, Analog
Modulation, Quadrature Modulation, GMSK Modulation, Multiple Access Tech-
niques, and the IEEE802.11a/b/g Standard. In a semester system, the concept of signal
constellations can be introduced and a few more modulation schemes and wireless
standards can be taught. This chapter takes about two hours in a quarter system and
three hours in a semester system.

Chapter 4: Transceiver Architectures

This chapter is relatively long and should be taught selectively. The following
sections should be covered: General Considerations, Basic and Modern Hetero-
dyne Receivers, Direct-Conversion Receivers, Image-Reject Receivers, and Direct-
Conversion Transmitters. In a semester system, Low-IF Receivers and Heterodyne
Transmitters can be covered as well. This chapter takes about eight hours in a quarter
system and ten hours in a semester system.

Chapter 5: Low-Noise Amplifiers

The following sections should be covered: General Considerations, Problem of
Input Matching, and LNA Topologies. A semester system can also include Gain
Switching and Band Switching or High-IP, LNAs. This chapter takes about six hours
in a quarter system and eight hours in a semester system.

Chapter 6: Mixers

The following sections should be covered: General Considerations, Passive
Downconversion Mixers (the computation of noise and input impedance of voltage-
driven sampling mixers can be skipped), Active Downconversion Mixers, and
Active Mixers with High IP,. In a semester system, Active Mixers with Enhanced
Transconductance, Active Mixers with Low Flicker Noise, and Upconversion
Mixers can also be covered. This chapter takes about eight hours in a quarter system
and ten hours in a semester system.

Chapter 7: Passive Devices

This chapter may not fit in a quarter system. In a semester system, about three
hours can be spent on basic inductor structures and loss mechanisms and MOS
varactors.

Chapter 8: Oscillators
This is a long chapter and should be taught selectively. The following sections
should be covered: Basic Principles, Cross-Coupled Oscillator, Voltage-Controlled



Preface to the Second Edition Xvii

Oscillators, Low-Noise VCOs. In a quarter system, there is little time to cover phase
noise. In a semester system, both approaches to phase noise analysis can be taught.
This chapter takes about six hours in a quarter system and eight hours in a semester
system.

Chapter 9: Phase-Locked Loops

This chapter forms the foundation for synthesizers. In fact, if taught carefully, this
chapter naturally teaches integer-N synthesizers, allowing a quarter system to skip the
next chapter. The following sections should be covered: Basic Concepts, Type-1 PLLs,
Type-1I PLLs, and PFD/CP Nonidealities. A semester system can also include Phase
Noise in PLLs and Design Procedure. This chapter takes about four hours in a quarter
system and six hours in a semester system.

Chapter 10: Integer-N Synthesizers
This chapter is likely sacrificed in a quarter system. A semester system can spend
about four hours on Spur Reduction Techniques and Divider Design.

Chapter 11: Fractional-N Synthesizers

This chapter is likely sacrificed in a quarter system. A semester system can spend
about four hours on Randomization and Noise Shaping. The remaining sections may
be skipped.

Chapter 12: Power Amplifiers

This is a long chapter and, unfortunately, is often sacrificed for other chapters.
If coverage is desired, the following sections may be taught: General Considera-
tions, Classification of Power Amplifiers, High-Efficiency Power Amplifiers, Cascode
Output Stages, and Basic Linearization Techniques. These topics take about four
hours of lecture. Another four hours can be spent on Doherty Power Amplifier, Polar
Modulation, and Outphasing.

Chapter 13: Transceiver Design Example

This chapter provides a step-by-step design of a dual-band transceiver. It is possi-
ble to skip the state-of-the-art examples in Chapters 5, 6, and 8 to allow some time for
this chapter. The system-level derivations may still need to be skipped. The RX, TX,
and synthesizer transistor-level designs can be covered in about four hours.

A solutions manual is available for instructors via the Pearson Higher Education Instruc-
tor Resource Center web site: pearsonhighered.com/irc; and a set of Powerpoint slides is
available for instructors at informit.com/razavi. Additional problems will be posted on the
book’s website (informit.com/razavi).

—Behzad Razavi
July 2011
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PREFACE TO THE FIRST EDITION

The annual worldwide sales of cellular phones has exceeded $2.5B. With 4.5 million cus-
tomers, home satellite networks comprise a $2.5B industry. The global positioning system
is expected to become a $5B market by the year 2000. In Europe, the sales of equip-
ment and services for mobile communications will reach $30B by 1998. The statistics are
overwhelming.

The radio frequency (RF) and wireless market has suddenly expanded to unimaginable
dimensions. Devices such as pagers, cellular and cordless phones, cable modems, and
RF identification tags are rapidly penetrating all aspects of our lives, evolving from luxury
items to indispensable tools. Semiconductor and system companies, small and large, analog
and digital, have seen the statistics and are striving to capture their own market share by
introducing various RF products.

RF design is unique in that it draws upon many disciplines unrelated to integrated
circuits (ICs). The RF knowledge base has grown for almost a century, creating a seemingly
endless body of literature for the novice.

This book deals with the analysis and design of RF integrated circuits and systems.
Providing a systematic treatment of RF electronics in a tutorial language, the book begins
with the necessary background knowledge from microwave and communication theory
and leads the reader to the design of RF transceivers and circuits. The text emphasizes both
architecture and circuit level issues with respect to monolithic implementation in VLSI
technologies. The primary focus is on bipolar and CMOS design, but most of the con-
cepts can be applied to other technologies as well. The reader is assumed to have a basic
understanding of analog IC design and the theory of signals and systems.

The book consists of nine chapters. Chapter 1 gives a general introduction, posing ques-
tions and providing motivation for subsequent chapters. Chapter 2 describes basic concepts
in RF and microwave design, emphasizing the effects of nonlinearity and noise.

Chapters 3 and 4 take the reader to the communication system level, giving an overview
of modulation, detection, multiple access techniques, and wireless standards. While ini-
tially appearing to be unnecessary, this material is in fact essential to the concurrent design
of RF circuits and systems.

XiX



XX Preface to the First Edition

Chapter 5 deals with transceiver architectures, presenting various receiver and trans-
mitter topologies along with their merits and drawbacks. This chapter also includes a
number of case studies that exemplify the approaches taken in actual RF products.

Chapters 6 through 9 address the design of RF building blocks: low-noise amplifiers
and mixers, oscillators, frequency synthesizers, and power amplifiers, with particular atten-
tion to minimizing the number of off-chip components. An important goal of these chapters
is to demonstrate how the system requirements define the parameters of the circuits and how
the performance of each circuit impacts that of the overall transceiver.

I have taught approximately 80% of the material in this book in a 4-unit graduate course
at UCLA. Chapters 3, 4, 8, and 9 had to be shortened in a ten-week quarter, but in a semester
system they can be covered more thoroughly.

Much of my RF design knowledge comes from interactions with colleagues. Helen
Kim, Ting-Ping Liu, and Dan Avidor of Bell Laboratories, and David Su and Andrew
Gzegorek of Hewlett-Packard Laboratories have contributed to the material in this book in
many ways. The text was also reviewed by a number of experts: Stefan Heinen (Siemens),
Bart Jansen (Hewlett-Packard), Ting-Ping Liu (Bell Labs), John Long (University of
Toronto), Tadao Nakagawa (NTT), Gitty Nasserbakht (Texas Instruments), Ted Rappaport
(Virginia Tech), Tirdad Sowlati (Gennum), Trudy Stetzler (Bell Labs), David Su (Hewlett-
Packard), and Rick Wesel (UCLA). In addition, a number of UCLA students, including
Farbod Behbahani, Hooman Darabi, John Leete, and Jacob Rael, “test drove” various
chapters and provided useful feedback. I am indebted to all of the above for their kind
assistance.

I would also like to thank the staff at Prentice Hall, particularly Russ Hall, Maureen
Diana, and Kerry Riordan for their support.

—Behzad Razavi
July 1997



ACKNOWLEDGMENTS

I have been fortunate to benefit from the support of numerous people during the writing,
review, and production phases of this book. I would like to express my thanks here.

Even after several rounds of self-editing, it is possible that typos or subtle mistakes
have eluded the author. Sometimes, an explanation that is clear to the author may not be
so to the reader. And, occasionally, the author may have missed a point or a recent devel-
opment. A detailed review of the book by others thus becomes necessary. The following
individuals meticulously reviewed various chapters, discovered my mistakes, and made

valuable suggestions:

Ali Afsahi (Broadcom)
Pietro Andreani (Lund University)
Ashkan Borna (UC Berkeley)
Jonathan Borremans (IMEC)
Debopriyo Chowdhury (UC Berkeley)
Matteo Conta (Consultant)
Ali Homayoun (UCLA)
Velntina del Lattorre (Consultant)
Jane Gu (University of Florida)
Peng Han (Beken)
Pavan Hanumolu (Oregon State University)
Daquan Huang (Texas Instruments)
Sy-Chyuan Hwu (UCLA)
Amin Jahanian (UCT)
Jithin Janardhan (UCLA)
Shinwon Kang (UC Berkeley)
Iman Khajenasiri

(Sharif University of Technology)
Yanghyo Kim (UCLA)

Abbas Komijani (Atheros)
Tai-Cheng Lee (National Taiwan University)
Antonio Liscidini (University of Pavia)
Shen-Iuan Liu (National Taiwan University)
Xiaodong Liu (Lund University)
Jian Hua Lu (UCLA)
Howard Luong (Hong Kong University of
Science and Technology)
Elvis Mak (University of Macau)
Rabih Makarem (Atheros)
Rui Martins (University of Macau)
Andrea Mazzanti (University of Pavia)
Karthik Natarajan
(University of Washington)
Nitin Nidhi (UCLA)
Joung Park (UCLA)
Paul Park (Atheros)
Stefano Pellerano (Intel)
Jafar Savoj (Xilinx)

XXi



XXii Acknowledgments

Parmoon Seddighrad Vidojkovic Vojkan (IMEC)
(University of Washington) Ning Wang (UCLA)

Alireza Shirvani (Ralink) Weifeng Wang (Beken)

Tirdad Sowlati (Qualcomm) Zhi Gong Wang (Southeast University)

Francesco Svelto (University of Pavia) Marco Zanuso (UCLA)

Enrico Temporiti (ST Microelectronics) Yunfeng Zhao (Beken)

Federico Vecchi (University of Pavia) Alireza Zolfaghari (Broadcom)

Vijay Viswam (Lund University)

I am thankful for their enthusiastic, organized, and to-the-point reviews.

The book’s production was proficiently managed by the staff at Prentice Hall, including
Bernard Goodwin and Julie Nabhil. I would like to thank both.

As with my other books, my wife, Angelina, typed the entire second edition in Latex
and selflessly helped me in this three-and-a-half-year endeavor. I am grateful to her.

—Behzad Razavi



ABOUT THE AUTHOR

Behzad Razavi received the BSEE degree from Sharif University of Technology in 1985
and MSEE and PhDEE degrees from Stanford University in 1988 and 1992, respectively.
He was with AT&T Bell Laboratories and Hewlett-Packard Laboratories until 1996. Since
1996, he has been associate professor and, subsequently, professor of electrical engi-
neering at University of California, Los Angeles. His current research includes wireless
transceivers, frequency synthesizers, phase-locking and clock recovery for high-speed data
communications, and data converters.

Professor Razavi was an adjunct professor at Princeton University from 1992 to 1994,
and at Stanford University in 1995. He served on the Technical Program Committees of the
International Solid-State Circuits Conference (ISSCC) from 1993 to 2002 and VLSI Cir-
cuits Symposium from 1998 to 2002. He has also served as guest editor and associate editor
of the IEEE Journal of Solid-State Circuits, IEEE Transactions on Circuits and Systems,
and International Journal of High Speed Electronics.

Professor Razavi received the Beatrice Winner Award for Editorial Excellence at the
1994 ISSCC; the best paper award at the 1994 European Solid-State Circuits Conference;
the best panel award at the 1995 and 1997 ISSCC; the TRW Innovative Teaching Award in
1997; the best paper award at the IEEE Custom Integrated Circuits Conference (CICC) in
1998; and McGraw-Hill First Edition of the Year Award in 2001. He was the co-recipient
of both the Jack Kilby Outstanding Student Paper Award and the Beatrice Winner Award
for Editorial Excellence at the 2001 ISSCC. He received the Lockheed Martin Excellence
in Teaching Award in 2006; the UCLA Faculty Senate Teaching Award in 2007; and the
CICC Best Invited Paper Award in 2009. He was also recognized as one of the top ten
authors in the fifty-year history of ISSCC. He received the IEEE Donald Pederson Award
in Solid-State Circuits in 2012.

Professor Razavi is an IEEE Distinguished Lecturer, a Fellow of IEEE, and the
author of Principles of Data Conversion System Design, RF Microelectronics, First Edi-
tion (translated to Chinese, Japanese, and Korean), Design of Analog CMOS Integrated
Circuits (translated to Chinese, Japanese, and Korean), Design of Integrated Circuits for

XXiii



XXiV About the Author

Optical Communications, and Fundamentals of Microelectronics (translated to Korean and
Portuguese), and the editor of Monolithic Phase-Locked Loops and Clock Recovery Circuits
and Phase-Locking in High-Performance Systems.



CHAPTER

INTRODUCTION TO RF AND
WIRELESS TECHNOLOGY

Compare two RF transceivers designed for cell phones:
“A 2.7-V GSM RF Transceiver IC” [1] (published in 1997)

“A Single-Chip 10-Band WCDMA/HSDPA 4-Band GSM/EDGE SAW-
Less CMOS Receiver with DigRF 3G Interface and +90-dBm 1IP,” [2]
(published in 2009)

Why is the latter much more complex than the former? Does the latter have a higher perfor-
mance or only greater functionality? Which one costs more? Which one consumes a higher
power? What do all the acronyms GSM, WCDMA, HSDPA, EDGE, SAW, and 11P, mean?
Why do we care?

The field of RF communication has grown rapidly over the past two decades, reaching
far into our lives and livelihood. Our cell phones serve as an encyclopedia, a shopping
terminus, a GPS guide, a weather monitor, and a telephone—all thanks to their wireless
communication devices. We can now measure a patient’s brain or heart activity and transmit
the results wirelessly, allowing the patient to move around untethered. We use RF devices
to track merchandise, pets, cattle, children, and convicts.

1.1 A WIRELESS WORLD

Wireless communication has become almost as ubiquitous as electricity; our refrigera-
tors and ovens may not have a wireless device at this time, but it is envisioned that our
homes will eventually incorporate a wireless network that controls every device and appli-
ance. High-speed wireless links will allow seamless connections among our laptops, digital
cameras, camcorders, cell phones, printers, TVs, microwave ovens, etc. Today’s WiFi and
Bluetooth connections are simple examples of such links.

How did wireless communication take over the world? A confluence of factors has
contributed to this explosive growth. The principal reason for the popularity of wireless
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communication is the ever-decreasing cost of electronics. Today’s cell phones cost about
the same as those a decade ago but they offer many more functions and features: many
frequency bands and communication modes, WiFi, Bluetooth, GPS, computing, storage,
a digital camera, and a user-friendly interface. This affordability finds its roots in infe-
gration, i.e., how much functionality can be placed on a single chip—or, rather, how few
components are left off-chip. The integration, in turn, owes its steady rise to (1) the scaling
of VLSI processes, particularly, CMOS technology, and (2) innovations in RF architectures,
circuits, and devices.

Along with higher integration levels, the performance of RF circuits has also improved.
For example, the power consumption necessary for a given function has decreased and the
speed of RF circuits has increased. Figure 1.1 illustrates some of the trends in RF integrated
circuits (ICs) and technology for the past two decades. The minimum feature size of CMOS
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Figure 1.1 Trends in RF circuits and technology.
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technology has fallen from 0.5 ©m to 40 nm, the transit frequency,' fr, of NMOS devices
has risen from about 12 GHz to several hundred gigahertz, and the speed of RF oscillators
has gone from 1.2 GHz to 300 GHz. Also shown is the number of RF and wireless design
papers presented at the International Solid-State Circuits Conference (ISSCC) each year,
revealing the fast-growing activity in this field.

1.2 RF DESIGN IS CHALLENGING

Despite many decades of work on RF and microwave theory and two decades of research
on RF ICs, the design and implementation of RF circuits and transceivers remain chal-
lenging. This is for three reasons. First, as shown in Fig. 1.2, RF design draws upon a
multitude of disciplines, requiring a good understanding of fields that are seemingly irrel-
evant to integrated circuits. Most of these fields have been under study for more than half
a century, presenting a massive body of knowledge to a person entering RF IC design.
One objective of this book is to provide the necessary background from these disciplines
without overwhelming the reader.

Second, RF circuits and transceivers must deal with numerous trade-offs, summarized
in the “RF design hexagon” of Fig. 1.3. For example, to lower the noise of a front-end
amplifier, we must consume a greater power or sacrifice linearity. We will encounter these
trade-offs throughout this book.

Third, the demand for higher performance, lower cost, and greater functionality con-
tinues to present new challenges. The early RF IC design work in the 1990s strove to
integrate one transceiver—perhaps along with the digital baseband processor—on a single
chip. Today’s efforts, on the other hand, aim to accommodate multiple transceivers oper-
ating in different frequency bands for different wireless standards (e.g., Bluetooth, WiFi,
GPS, etc.). The two papers mentioned at the beginning of this chapter exemplify this trend.
It is interesting to note that the silicon chip area of early single-transceiver systems was

Communication

Microwave Theory Random

Theory \ l / Signals

Signal_ RF Design Tran_sceiver
Propagation Architectures
Multiple / \ IC Design
Access
Wireless CAD
Standards Tools

Figure 1.2 Various disciplines necessary in RF design.

1. The transit frequency is defined as the frequency at which the small-signal current gain of a device falls to
unity.
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Noise <«—» Power

.

Linearity Frequency
Supply

Voltage Gain

Figure 1.3 RF design hexagon.

dominated by the digital baseband processor, allowing RF and analog designers some lat-
itude in the choice of their circuit and device topologies. In today’s designs, however, the
multiple transceivers tend to occupy a larger area than the baseband processor, requiring
that RF and analog sections be designed with much care about their area consumption.
For example, while on-chip spiral inductors (which have a large footprint) were utilized in
abundance in older systems, they are now used only sparingly.

1.3 THE BIG PICTURE

The objective of an RF transceiver is to transmit and receive information. We envision
that the transmitter (TX) somehow processes the voice or data signal and applies the result
to the antenna [Fig. 1.4(a)]. Similarly, the receiver (RX) senses the signal picked up by
the antenna and processes it so as to reconstruct the original voice or data information.
Each black box in Fig. 1.4(a) contains a great many functions, but we can readily make
two observations: (1) the TX must drive the antenna with a high power level so that the
transmitted signal is strong enough to reach far distances, and (2) the RX may sense a
small signal (e.g., when a cell phone is used in the basement of a building) and must first
amplify the signal with low noise. We now architect our transceiver as shown in Fig. 1.4(b),
where the signal to be transmitted is first applied to a “modulator” or “upconverter” so that
its center frequency goes from zero to, say, f. = 2.4 GHz. The result drives the antenna
through a “power amplifier” (PA). On the receiver side, the signal is sensed by a “low-
noise amplifier” (LNA) and subsequently by a “downconverter” or “demodulator” (also
known as a “detector”).

The upconversion and downconversion paths in Fig. 1.4(b) are driven by an oscillator,
which itself is controlled by a “frequency synthesizer.” Figure 1.4(c) shows the overall
transceiver.” The system looks deceptively simple, but we will need the next 900 pages to
cover its RF sections. And perhaps another 900 pages to cover the analog-to-digital and
digital-to-analog converters.

2. In some cases, the modulator and the upconverter are one and the same. In some other cases, the modula-
tion is performed in the digital domain before upconversion. Most receivers demodulate and detect the signal
digitally, requiring only a downconverter in the analog domain.
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Figure 1.4 (a) Simple view of RF communication, (b) more complete view, (c) generic RF
transceiver.

REFERENCES

[1] T. Yamawaki et al., “A 2.7-V GSM RF Transceiver IC,” IEEE J. Solid-State Circuits, vol. 32,
pp- 20892096, Dec. 1997.

[2] D. Kaczman et al., “A Single-Chip 10-Band WCDMA/HSDPA 4-Band GSM/EDGE SAW-
less CMOS Receiver with DigRF 3G Interface and +90-dBm IIP2,” IEEE J. Solid-State
Circuits, vol. 44, pp. 718-739, March 2009.

[3] M. Banu, “MOS Oscillators with Multi-Decade Tuning Range and Gigahertz Maximum
Speed,” IEEE J. Solid-State Circuits, vol. 23, pp. 474479, April 1988.

[4] B. Razaviet al., “A 3-GHz 25-mW CMOS Phase-Locked Loop,” Dig. of Symposium on VLSI
Circuits, pp. 131-132, June 1994.



(5]
(6]
(7]
(8]
(9]

(10]

Chap. 1. Introduction to RF and Wireless Technology

M. Soyuer et al,, “A 3-V 4-GHz nMOS Voltage-Controlled Oscillator with Integrated
Resonator,” IEEE J. Solid-State Circuits, vol. 31, pp. 2042-2045, Dec. 1996.

B. Kleveland et al., “Monolithic CMOS Distributed Amplifier and Oscillator,” ISSCC Dig.
Tech. Papers, pp. 70-71, Feb. 1999.

H. Wang, “A 50-GHz VCO in 0.25-um CMOQOS,” ISSCC Dig. Tech. Papers, pp. 372-373,
Feb. 2001.

L. Franca-Neto, R. Bishop, and B. Bloechel, “64 GHz and 100 GHz VCOs in 90 nm CMOS
Using Optimum Pumping Method,” ISSCC Dig. Tech. Papers, pp. 444—445, Feb. 2004.

E. Seok et al., “A 410GHz CMOS Push-Push Oscillator with an On-Chip Patch Antenna”
ISSCC Dig. Tech. Papers, pp. 472473, Feb. 2008.

B. Razavi, “A 300-GHz Fundamental Oscillator in 65-nm CMOS Technology,” Symposium
on VLSI Circuits Dig. Of Tech. Papers, pp. 113—114, June 2010.



CHAPTER

BASIC CONCEPTS IN
RF DESIGN

RF design draws upon many concepts from a variety of fields, including signals and
systems, electromagnetics and microwave theory, and communications. Nonetheless, RF
design has developed its own analytical methods and its own language. For example, while
the nonlinear behavior of analog circuits may be characterized by “harmonic distortion,”
that of RF circuits is quantified by very different measures.

This chapter deals with general concepts that prove essential to the analysis and
design of RF circuits, closing the gaps with respect to other fields such as analog design,
microwave theory, and communication systems. The outline is shown below.

Nonlinearity Noise Impedance Transformation
= Harmonic Distortion = Noise Spectrum = Series—Parallel Conversion
= Compression = Device Noise = Matching Networks
= Intermodulation = Noise in Circuits = S-Parameters

= Dynamic Nonlinear Systems

2.1 GENERAL CONSIDERATIONS
2.1.1 Units in RF Design

RF design has traditionally employed certain units to express gains and signal levels. It
is helpful to review these units at the outset so that we can comfortably use them in our
subsequent studies.

The voltage gain, V,,+/Vin, and power gain, P, /P;,, are expressed in decibels (dB):

V{)ut
in
Pout

m

2.1

Aylgg = 20log

AP|dB = 1010g (2.2)
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These two quantities are equal (in dB) only if the input and output voltages appear across
equal impedances. For example, an amplifier having an input resistance of Ry (e.g., 50 )
and driving a load resistance of Ry satisfies the following equation:

_ Ro
Aplgs = 10log —2- (2.3)
Ro
1%
= 201log Vo”’ (2.4)
in
= Ay|gs, 2.5)

where V,,; and Vj, are rms values. In many RF systems, however, this relationship does
not hold because the input and output impedances are not equal.

The absolute signal levels are often expressed in dBm rather than in watts or volts.
Used for power quantities, the unit dBm refers to “dB’s above 1 mW.” To express the
signal power, Pg;g, in dBm, we write

— Psig
PsigldBm = 1010g m . (26)

Example 2.1

An amplifier senses a sinusoidal signal and delivers a power of 0 dBm to a load resistance
of 50 Q2. Determine the peak-to-peak voltage swing across the load.

Solution:

Since 0dBm is equivalent to 1 mW, for a sinusoidal having a peak-to-peak amplitude of
Vpp and hence an rms value of V), / (2/2), we write

2
rp
L =1 mW, 2.7
s8R, i
where R;, = 50 Q2. Thus,
Vpp = 632 mV. 2.8)

This is an extremely useful result, as demonstrated in the next example.

Example 2.2

A GSM receiver senses a narrowband (modulated) signal having a level of —100 dBm. If
the front-end amplifier provides a voltage gain of 15 dB, calculate the peak-to-peak voltage
swing at the output of the amplifier.
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Example 2.2 (Continued)

Solution:

Since the amplifier output voltage swing is of interest, we first convert the received signal
level to voltage. From the previous example, we note that —100dBm is 100 dB below
632mV,,. Also, 100dB for voltage quantities is equivalent to 10°. Thus, —100dBm is
equivalent to 6.32 uVpp. This input level is amplified by 15dB (& 5.62), resulting in an
output swing of 35.5 uVpp.

The reader may wonder why the output voltage of the amplifier is of interest in the
above example. This may occur if the circuit following the amplifier does not present a
50-€2 input impedance, and hence the power gain and voltage gain are not equal in dB. In
fact, the next stage may exhibit a purely capacitive input impedance, thereby requiring no
signal “power.” This situation is more familiar in analog circuits wherein one stage drives
the gate of the transistor in the next stage. As explained in Chapter 5, in most integrated
RF systems, we prefer voltage quantities to power quantities so as to avoid confusion if the
input and output impedances of cascade stages are unequal or contain negligible real parts.

The reader may also wonder why we were able to assume 0dBm is equivalent to
632 mV,, in the above example even though the signal is not a pure sinusoid. After all, only
for a sinusoid can we assume that the rms value is equal to the peak-to-peak value divided
by 2+/2. Fortunately, for a narrowband 0-dBm signal, it is still possible to approximate the
(average) peak-to-peak swing as 632 mV.

Although dBm is a unit of power, we sometimes use it at interfaces that do not neces-
sarily entail power transfer. For example, consider the case shown in Fig. 2.1(a), where the
LNA drives a purely-capacitive load with a 632-mV, swing, delivering no average power.
We mentally attach an ideal voltage buffer to node X and drive a 50-€2 load [Fig. 2.1(b)].
We then say that the signal at node X has a level of 0 dBm, tacitly meaning that if this
signal were applied to a 50-€2 load, then it would deliver 1 mW.

632 m

e f\fig,pl:m &

(@ (b)

Figure 2.1 (a) LNA driving a capacitive impedance, (b) use of fictitious buffer to visualize the signal
level in dBm.

2.1.2 Time Variance

A system is linear if its output can be expressed as a linear combination (superposition) of
responses to individual inputs. More specifically, if the outputs in response to inputs xp (¢)
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. o

°Vout : °Vout
+ i
R, Vin2 ) : R,

+
Vin1

(a) (b) (©)

Figure 2.2 (a) Simple switching circuit, (b) system with Vi1 as the input, (c) system with Vi as the
input.

and x»(¢) can be respectively expressed as

1) = flx1(0] (2.9)
() = flx2®], (2.10)

then,
ay(t) + by2(t) = flaxi (1) + bxa(1)], (2.11)

for arbitrary values of a and b. Any system that does not satisfy this condition is nonlinear.
Note that, according to this definition, nonzero initial conditions or dc offsets also make a
system nonlinear, but we often relax the rule to accommodate these two effects.

Another attribute of systems that may be confused with nonlinearity is time variance.
A system is time-invariant if a time shift in its input results in the same time shift in its
output. That is, if y(z) = f[x(?)], then y(+ — t) = f[x(t — 7)] for arbitrary t.

As an example of an RF circuit in which time variance plays a critical role and must
not be confused with nonlinearity, let us consider the simple switching circuit shown in
Fig. 2.2(a). The control terminal of the switch is driven by v;,1 () = A1 cos w1 ¢ and the input
terminal by vj;2 () = A cos wrt. We assume the switch is on if v;;; > 0 and off otherwise.
Is this system nonlinear or time-variant? If, as depicted in Fig. 2.2(b), the input of interest
is vjp1 (while v;,;p is part of the system and still equal to A; cos ws?), then the system is
nonlinear because the control is only sensitive to the polarity of v;;,; and independent of
its amplitude. This system is also time-variant because the output depends on v;,;. For
example, if v;,| is constant and positive, then vy, () = vipp(f), and if v;,; is constant and
negative, then v () = 0 (why?).

Now consider the case shown in Fig. 2.2(c), where the input of interest is vj;
(while v;,; remains part of the system and still equal to A| coswf). This system is lin-
ear with respect to v;,;,». For example, doubling the amplitude of v;,;» directly doubles that
of vy, The system is also time-variant due to the effect of v;,;.

Example 2.3

Plot the output waveform of the circuit in Fig. 2.2(a) if v;;; =Ajcoswit and vjn =
Ar cos(1.25wi1).
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Example 2.3 (Continued)

Solution:

As shown in Fig. 2.3, v, tracks v; if vip1 > 0 and is pulled down to zero by R; if vi;; < O.
That is, v,y 1s equal to the product of v;,» and a square wave toggling between 0 and 1.

Vin1

Vin2

Vout

Figure 2.3 Input and output waveforms.

The circuit of Fig. 2.2(a) is an example of RF “mixers.” We will study such circuits in
Chapter 6 extensively, but it is important to draw several conclusions from the above study.
First, statements such as “switches are nonlinear” are ambiguous. Second, a linear system
can generate frequency components that do not exist in the input signal—the system only
need be time-variant. From Example 2.3,

Vour (1) = Vin2 (1) - S(1), (2.12)

where S(f) denotes a square wave toggling between 0 and 1 with a frequency of
f1 = w1/(2m). The output spectrum is therefore given by the convolution of the spectra
of vin(¢) and S(¢). Since the spectrum of a square wave is equal to a train of impulses
whose amplitudes follow a sinc envelope, we have

X sin(nr/2) n
Vour (f) = Vina (f) * Z 75 (f - E) (2.13)
+00 .
- ¥ By (r- 1) 214
nmw T1

n=—oo

where 71 = 2m/wj. This operation is illustrated in Fig. 2.4 for a Vj,;» spectrum located
around zero frequency.'

1. It is helpful to remember that, for n = 1, each impulse in the above summation has an area of 1/m and the
corresponding sinusoid, a peak amplitude of 2/
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1

Vin2 (1)
X -
t t
Vin2 (f) { t !
" * —3f1 ? I ? +3f1 —3f1 m I m +3f1
I rs ED 1 I . rs
0 f % —f1 0 +f1 ¢ f w —f1 0 +f1 w f

Figure 2.4 Multiplication in the time domain and corresponding convolution in the frequency
domain.

2.1.3 Nonlinearity

A system is called “memoryless” or “static” if its output does not depend on the past values
of its input (or the past values of the output itself). For a memoryless linear system, the
input/output characteristic is given by

y(@) = ax(1), (2.15)

where « is a function of time if the system is time-variant [e.g., Fig. 2.2(c)]. For a
memoryless nonlinear system, the input/output characteristic can be approximated with
a polynomial,

Y1) = ag + ox(f) + aax? (1) + a3 (@) + - -, (2.16)

where o; may be functions of time if the system is time-variant. Figure 2.5 shows a
common-source stage as an example of a memoryless nonlinear circuit (at low frequen-
cies). If M operates in the saturation region and can be approximated as a square-law
device, then

Vour = Vpp — IpRp (2.17)
1 w )
= Vpp — Eﬂncoxz(vin — Vru)“Rp. (2.18)

In this idealized case, the circuit displays only second-order nonlinearity.

The system described by Eq. (2.16) has “odd symmetry” if y(¢) is an odd function of
x(1), i.e., if the response to — x(#) is the negative of that to + x(#). This occurs if oj =0
for evenj. Such a system is sometimes called “balanced,” as exemplified by the differential

Voo
Rp

Vout

Vino_l M1

Figure 2.5 Common-source stage.
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(a) )

Figure 2.6 (a) Differential pair and (b) its input/output characteristic.

pair shown in Fig. 2.6(a). Recall from basic analog design that by virtue of symmetry, the
circuit exhibits the characteristic depicted in Fig. 2.6(b) if the differential input varies from
very negative values to very positive values.

Example 2.4

For square-law MOS transistors operating in saturation, the characteristic of Fig. 2.6(b) can

be expressed as [1]
1 w | 4l
Vour = _Eﬂncovain m = VianD- (2.19)

If the differential input is small, approximate the characteristic by a polynomial.

Solution:
Factoring 415/ (i, CoxW /L) out of the square root and assuming

Al
Vi« 2 (2.20)

Hn Coxf

we use the approximation +/1 — € &~ 1 — €/2 to write

/ w wnC. w
Vour ® =/ tnCox—1IssVin | 1 — ﬂvfn Rp (2.21)
L 8lss
3/2
/ w (:uncox%) 3
x — Cox—IssRpV;, + ——=———RpV: . 2.22
MnCox L SSIXD Vin 8\/IS_S DVin ( )

The first term on the right-hand side represents linear operation, revealing the small-
signal voltage gain of the circuit (—g,Rp). Due to symmetry, even-order nonlinear
terms are absent. Interestingly, square-law devices yield a third-order characteristic in this
case. We return to this point in Chapter 5.
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A system is called “dynamic” if its output depends on the past values of its input(s) or
output(s). For a linear, time-invariant, dynamic system,

(1) = h(®) * x(1), (2.23)

where A(f) denotes the impulse response. If a dynamic system is linear but time-variant,
its impulse response depends on the time origin; if 4 (¢) yields A(t), then §(r — t) produces
h(t, ). Thus,

y(@®) = h(t, T) * x(2). (2.24)

Finally, if a system is both nonlinear and dynamic, then its impulse response can be
approximated by a Volterra series. This is described in Section 2.8.

2.2 EFFECTS OF NONLINEARITY

While analog and RF circuits can be approximated by a linear model for small-signal opera-
tion, nonlinearities often lead to interesting and important phenomena that are not predicted
by small-signal models. In this section, we study these phenomena for memoryless systems
whose input/output characteristic can be approximated by?

y(1) & ax(t) + x> (1) + azx> (D). (2.25)

The reader is cautioned, however, that the effect of storage elements (dynamic nonlinearity)
and higher-order nonlinear terms must be carefully examined to ensure (2.25) is a plausible
representation. Section 2.7 deals with the case of dynamic nonlinearity. We may consider
o as the small-signal gain of the system because the other two terms are negligible for
small input swings. For example, a1 = — /1, Cox(W/L)IssRp in Eq. (2.22).

The nonlinearity effects described in this section primarily arise from the third-order
term in Eq. (2.25). The second-order term too manifests itself in certain types of receivers
and is studied in Chapter 4.

2.2.1 Harmonic Distortion

If a sinusoid is applied to a nonlinear system, the output generally exhibits frequency com-
ponents that are integer multiples (“harmonics”) of the input frequency. In Eq. (2.25), if
x(f) = A coswt, then

y(t) = ajAcoswt + a2A2 cos” wt + 053A3 cos’ wt (2.26)
arA? azA3
= ajAcoswt + T(l + cos2wt) + T(3 cos wt + cos 3wt) (2.27)
O{2A2 3 Ot3A3

3a3A arA?
= 5 + oA+ 1 coswt + 5 cos 2wt + cos3wt. (2.28)

2. Note that this expression should be considered as a fit across the signal swings of interest rather than as a
Taylor expansion in the vicinity of x = 0. These two views may yield slightly different values for ;.
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In Eq. (2.28), the first term on the right-hand side is a dc quantity arising from second-order
nonlinearity, the second is called the “fundamental,” the third is the second harmonic, and
the fourth is the third harmonic. We sometimes say that even-order nonlinearity introduces
dc offsets.

From the above expansion, we make two observations. First, even-order harmonics
result from «; with even j, and vanish if the system has odd symmetry, i.e., if it is fully
differential. In reality, however, random mismatches corrupt the symmetry, yielding finite
even-order harmonics. Second, in (2.28) the amplitudes of the second and third harmon-
ics are proportional to A% and A3, respectively, i.e., we say the nth harmonic grows in
proportion to A”.

In many RF circuits, harmonic distortion is unimportant or an irrelevant indicator of the
effect of nonlinearity. For example, an amplifier operating at 2.4 GHz produces a second
harmonic at 4.8 GHz, which is greatly suppressed if the circuit has a narrow bandwidth.
Nonetheless, harmonics must always be considered carefully before they are dismissed.
The following examples illustrate this point.

Example 2.5

An analog multiplier “mixes” its two inputs as shown in Fig. 2.7, ideally producing y(¢) =
kx1(£)x2(t), where k is a constant.> Assume x;(f) = Aj cos w1t and x2(¢f) = A cos wat.

xi (1) -S>y (1)
!

Xz(t)

Figure 2.7 Analog multiplier.

(a) If the mixer is ideal, determine the output frequency components.
(b) If the input port sensing x» (¢) suffers from third-order nonlinearity, determine the output
frequency components.

Solution:
(a) We have

y(t) = k(A1 cos wit) (A cos wat) (2.29)

kA1A>

A
=~ cos(@1 + wp)i + 122 cos(w) — wo)t. (2.30)

The output thus contains the sum and difference frequencies. These may be considered
“desired” components.

(Continues)

3. The factor k is necessary to ensure a proper dimension for y(z).
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Example 2.5 (Continued)

(b) Representing the third harmonic of x;(#) by (a3A% /4) cos 3w t, we write

A3
a3A;
y(t) = k(A1 cos wi?) (Az cos wot + 1 cos 3a)2t> (2.31)
kA1A kA1A
= ; 2 cos(w) + wy)t + 172 cos(w] — wo)t
kasA1A3 ka3 A1A3
+ ———=cos(wy + 3wy)t + ———= cos(w; — 3wy)t. (2.32)

8

The mixer now produces two ‘“‘spurious” components at w; + 3w and w; — 3wy, one
or both of which often prove problematic. For example, if w; =27 X (850 MHz) and
@y =21 X (900 MHz), then |w; — 3wz | =27 X (1850 MHz), an “undesired” component
that is difficult to filter because it lies close to the desired component at w; + wy = 2w X
(1750 MHz).

Example 2.6

The transmitter in a 900-MHz GSM cellphone delivers 1 W of power to the antenna.
Explain the effect of the harmonics of this signal.

Solution:

The second harmonic falls within another GSM cell phone band around 1800 MHz and
must be sufficiently small to negligibly impact the other users in that band. The third, fourth,
and fifth harmonics do not coincide with any popular bands but must still remain below
a certain level imposed by regulatory organizations in each country. The sixth harmonic
falls in the 5-GHz band used in wireless local area networks (WLANS), e.g., in laptops.
Figure 2.8 summarizes these results.

GSM1800 WLAN

Band Band
J Aaao al .
0.9 1.8 2.7 3.6 4.5 5.4 f (GHz)

Figure 2.8 Summary of harmonic components.

2.2.2 Gain Compression

The small-signal gain of circuits is usually obtained with the assumption that harmonics are
negligible. However, our formulation of harmonics, as expressed by Eq. (2.28), indicates
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that the gain experienced by A cos wt is equal to a1 + 3a3A2 /4 and hence varies appreciably
as A becomes larger.* We must then ask, do «; and o3 have the same sign or opposite
signs? Returning to the third-order polynomial in Eq. (2.25), we note that if ajaz > 0,
then a1x + a3x® overwhelms anx? for large x regardless of the sign of ay, yielding an
“expansive” characteristic [Fig. 2.9(a)]. For example, an ideal bipolar transistor operating
in the forward active region produces a collector current in proportion to exp(Vpg/Vr),
exhibiting expansive behavior. On the other hand, if «j3 < 0, the term a3x> “bends”
the characteristic for sufficiently large x [Fig. 2.9(b)], leading to “compressive” behavior,
i.e., a decreasing gain as the input amplitude increases. For example, the differential pair
of Fig. 2.6(a) suffers from compression as the second term in (2.22) becomes comparable
with the first. Since most RF circuits of interest are compressive, we hereafter focus on
this type.

oqo3>0 oq103<0

OC;;XD

dominant

(X3X3

dominant

(02D ¢

Flominant

(08D ¢

fiominant

(a) (®)

<Y
<Y

Figure 2.9 (a) Expansive and (b) compressive characteristics.

With o3 < 0, the gain experienced by A cos wt in Eq. (2.28) falls as A rises. We quan-
tify this effect by the “1-dB compression point,” defined as the input signal level that causes
the gain to drop by 1dB. If plotted on a log-log scale as a function of the input level, the
output level, A, falls below its ideal value by 1 dB at the 1-dB compression point, A;;, 148
(Fig. 2.10). Note that (a) A;, and A,,; are voltage quantities here, but compression can also
be expressed in terms of power quantities; (b) 1-dB compression may also be specified in
terms of the output level at which it occurs, A,y 14p. The input and output compression
points typically prove relevant in the receive path and the transmit path, respectively.

A
20logA oyt *
M EELEEl

-

Ainids  20logA;,

Figure 2.10 Definition of 1-dB compression point.

4. This effect is akin to the fact that nonlinearity can also be viewed as variation of the slope of the input/output
characteristic with the input level.
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To calculate the input 1-dB compression point, we equate the compressed gain, oy +
(3“3/4)’41'2” 145> t0 1 dB less than the ideal gain, a;:

201og = 20log || — 1 dB. (2.33)

3 0
ap + Za3Ain,ldB

It follows that

o]

Ain1ag = ,/0.145 . (2.34)

o3

Note that Eq. (2.34) gives the peak value (rather than the peak-to-peak value) of the input.
Also denoted by Pjgp, the 1-dB compression point is typically in the range of —20 to
—25dBm (63.2 to 35.6 mVp, in 50-$2 system) at the input of RF receivers. We use the
notations Aj4p and Py4p interchangeably in this book. Whether they refer to the input or
the output will be clear from the context or specified explicitly. While gain compression by
1 dB seems arbitrary, the 1-dB compression point represents a 10% reduction in the gain
and is widely used to characterize RF circuits and systems.

Why does compression matter? After all, it appears that if a signal is so large as to
reduce the gain of a receiver, then it must lie well above the receiver noise and be easily
detectable. In fact, for some modulation schemes, this statement holds and compression of
the receiver would seem benign. For example, as illustrated in Fig. 2.11(a), a frequency-
modulated signal carries no information in its amplitude and hence tolerates compression
(i.e., amplitude limiting). On the other hand, modulation schemes that contain information
in the amplitude are distorted by compression [Fig. 2.11(b)]. This issue manifests itself in
both receivers and transmitters.

Another adverse effect arising from compression occurs if a large interferer accom-
panies the received signal [Fig. 2.12(a)]. In the time domain, the small desired signal is
superimposed on the large interferer. Consequently, the receiver gain is reduced by the
large excursions produced by the interferer even though the desired signal itself is small

Frequency Modulation
(@
Amplitude Modulation

VW =TI

Figure 2.11 Effect of compressive nonlinearity on (a) FM and (b) AM waveforms.
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Interferer

Desired Signal + Interferer

m /./\<— Gain Reduction
(b)

Figure 2.12 (a) Interferer accompanying signal, (b) effect in time domain.

Desired
Signal

()

[Fig. 2.12(b)]. Called “desensitization,” this phenomenon lowers the signal-to-noise ratio
(SNR) at the receiver output and proves critical even if the signal contains no amplitude
information.

To quantify desensitization, let us assume x(#) = Ajcoswit + Aj cos wyt, where the
first and second terms represent the desired component and the interferer, respectively. With
the third-order characteristic of Eq. (2.25), the output appears as

3 3
y(t) = (oq - ZagA% + 50{3A%)A1 coswit + - . (2.35)

Note that a is absent in compression. For A] < A», this reduces to
3 0
y(it) = o + 50{3A2 Ajcoswit + -+ . (2.36)

Thus, the gain experienced by the desired signal is equal to ¢y + 3a3A% /2, a decreasing
function of A, if a1z < 0. In fact, for sufficiently large A;, the gain drops to zero, and we
say the signal is “blocked.” In RF design, the term “blocking signal” or “blocker” refers to
interferers that desensitize a circuit even if they do not reduce the gain to zero. Some RF
receivers must be able to withstand blockers that are 60 to 70 dB greater than the desired
signal.

Example 2.7

A 900-MHz GSM transmitter delivers a power of 1 W to the antenna. By how much must
the second harmonic of the signal be suppressed (filtered) so that it does not desensitize a
1.8-GHz receiver having P1zp = —25dBm? Assume the receiver is 1 m away (Fig. 2.13)
and the 1.8-GHz signal is attenuated by 10 dB as it propagates across this distance.

(Continues)
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Example 2.7 (Continued)

900-MHz 1.8-GHz
GSM TX RX
PA )) ) LNA
0.9 1.8 f
(GHz)
-
1m

Figure 2.13 TX and RX in a cellular system.

Solution:

The output power at 900 MHz is equal to +30dBm. With an attenuation of 10dB, the
second harmonic must not exceed —15 dBm at the transmitter antenna so that it is below
P14 of the receiver. Thus, the second harmonic must remain at least 45 dB below the
fundamental at the TX output. In practice, this interference must be another several dB
lower to ensure the RX does not compress.

2.2.3 Cross Modulation

Another phenomenon that occurs when a weak signal and a strong interferer pass through
a nonlinear system is the transfer of modulation from the interferer to the signal. Called
“cross modulation,” this effect is exemplified by Eq. (2.36), where variations in A, affect
the amplitude of the signal at w;. For example, suppose that the interferer is an amplitude-
modulated signal, Ay (1 + m cos w,,t) cos wot, where m is a constant and w,, denotes the
modulating frequency. Equation (2.36) thus assumes the following form:

m2 2

3
y(t) = |:a1 + EogA% (1 + > + m?cos 2wt + 2mcoswmt)]A1 coswit+---. (2.37)

In other words, the desired signal at the output suffers from amplitude modulation at w,,
and 2w,,. Figure 2.14 illustrates this effect.

©; 0 )

Figure 2.14 Cross modulation.
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Example 2.8

Suppose an interferer contains phase modulation but not amplitude modulation. Does cross
modulation occur in this case?

Solution:

Expressing the input as x(f) = A coswt + Aj cos(wat + ¢), where the second term rep-
resents the interferer (A is constant but ¢ varies with time), we use the third-order
polynomial in Eq. (2.25) to write

y(t) = a1[A] coswit + Ap cos(wat + ¢)] + aa[A1 coswit + A cos(wat + <,z>)]2
+ a3[A| coswit + Ap cos(wat + ¢)]3. (2.38)

‘We now note that (1) the second-order term yields components at w; + w, but not at wy;
(2) the third-order term expansion gives 3¢3A cos a)ltA% cos(wat + ¢), which, according

to cos?x = (1 + cos 2x) /2, results in a component at w;. Thus,

3
y(@) = (al + §a3A§> Ajcoswit + -+ - . (2.39)

Interestingly, the desired signal at w; does not experience cross modulation. That is,
phase-modulated interferers do not cause cross modulation in memoryless (static) nonlinear
systems. Dynamic nonlinear systems, on the other hand, may not follow this rule.

Cross modulation commonly arises in amplifiers that must simultaneously process
many independent signal channels. Examples include cable television transmitters and
systems employing “orthogonal frequency division multiplexing” (OFDM). We examine
OFDM in Chapter 3.

2.2.4 Intermodulation

Our study of nonlinearity has thus far considered the case of a single signal (for harmonic
distortion) or a signal accompanied by one large interferer (for desensitization). Another
scenario of interest in RF design occurs if two interferers accompany the desired signal.
Such a scenario represents realistic situations and reveals nonlinear effects that may not
manifest themselves in a harmonic distortion or desensitization test.

If two interferers at w; and w; are applied to a nonlinear system, the output generally
exhibits components that are not harmonics of these frequencies. Called “intermodulation”
(IM), this phenomenon arises from “mixing” (multiplication) of the two components as
their sum is raised to a power greater than unity. To understand how Eq. (2.25) leads to
intermodulation, assume x(#) = A cos wit + Ap cos wyt. Thus,

V() = a1 (A coswit + Ay cos wat) + aa (A cos wit + Aj cos wzt)2
+ a3(A] cos wt + Az cos waf)’. (2.40)
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Expanding the right-hand side and discarding the dc terms, harmonics, and components at
w1 £ wy, we obtain the following “intermodulation products”:

3a3A7Ar 3034740

w=2w *w: cosCwi + wy)t + cosRw; — wy)t  (2.41)

3a3A1A3 3a3A1A3

w=2w)+w: cosCwy + wi)t + cosRwy — w)t  (2.42)

and these fundamental components:

3 3
w=wi, W <oc1A1 + ZogA? + §a3A1A%> cos wit

3 3
+ (ozlAz + ZogA% + §a3A2A§) oS Wt (2.43)

Figure 2.15 illustrates the results. Among these, the third-order IM products at 2w; — w»
and 2wy — w are of particular interest. This is because, if w; and w; are close to each
other, then 2w; — wy and 2wy — w1 appear in the vicinity of w; and w>. We now explain
the significance of this statement.

11, e o (1,

0y 0y O 0 o0,

(,01_(02

Figure 2.15 Generation of various intermodulation components in a two-tone test.

Suppose an antenna receives a small desired signal at wg along with two large interfer-
ers at w1 and w,, providing this combination to a low-noise amplifier (Fig. 2.16). Let us
assume that the interferer frequencies happen to satisfy 2w; — wy = wp. Consequently, the
intermodulation product at 2w; — w, falls onto the desired channel, corrupting the signal.

T [LNA
0y O Oy

Figure 2.16 Corruption due to third-order intermodulation.

Example 2.9

Suppose four Bluetooth users operate in a room as shown in Fig. 2.17. User 4 is in the
receive mode and attempts to sense a weak signal transmitted by User 1 at 2.410 GHz.



Sec. 2.2.  Effects of Nonlinearity 23

Example 2.9 (Continued)

At the same time, Users 2 and 3 transmit at 2.420 GHz and 2.430 GHz, respectively. Explain
what happens.

User 2

User 3
TX3

User 4

User 1 RX4
TX4

241 242 243 f(GHz)

Figure 2.17 Bluetooth RX in the presence of several transmitters.

Solution:

Since the frequencies transmitted by Users 1, 2, and 3 happen to be equally spaced, the
intermodulation in the LNA of RX4 corrupts the desired signal at 2.410 GHz.

The reader may raise several questions at this point: (1) In our analysis of intermod-
ulation, we represented the interferers with pure (unmodulated) sinusoids (called “tones”™)
whereas in Figs. 2.16 and 2.17, the interferers are modulated. Are these consistent? (2) Can
gain compression and desensitization (P4p) also model intermodulation, or do we need
other measures of nonlinearity? (3) Why can we not simply remove the interferers by fil-
ters so that the receiver does not experience intermodulation? We answer the first two here
and address the third in Chapter 4.

For narrowband signals, it is sometimes helpful to “condense” their energy into an
impulse, i.e., represent them with a tone of equal power [Fig. 2.18(a)]. This approxima-
tion must be made judiciously: if applied to study gain compression, it yields reasonably
accurate results; on the other hand, if applied to the case of cross modulation, it fails. In
intermodulation analyses, we proceed as follows: (a) approximate the interferers with tones,
(b) calculate the level of intermodulation products at the output, and (c) mentally convert
the intermodulation tones back to modulated components so as to see the corruption.’ This
thought process is illustrated in Fig. 2.18(b).

We now deal with the second question: if the gain is not compressed, then can we say
that intermodulation is negligible? The answer is no; the following example illustrates this
point.

5. Since a tone contains no randomness, it generally does not corrupt a signal. But a tone appearing in the
spectrum of a signal may make the detection difficult.
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0 Oy O 0; 0, ®
01 0 0y O Py Oy POy 0y
200y  20,- 031 200y  20,- co1

(b)

Figure 2.18 (a) Approximation of modulated signals by impulses, (b) application to
intermodulation.

Example 2.10

A Bluetooth receiver employs a low-noise amplifier having a gain of 10 and an input
impedance of 50 2. The LNA senses a desired signal level of —80dBm at 2.410 GHz
and two interferers of equal levels at 2.420 GHz and 2.430 GHz. For simplicity, assume the
LNA drives a 50-€2 load.

(a) Determine the value of «3 that yields a Pj4p of —30dBm.

(b) If each interferer is 10 dB below Pj4p, determine the corruption experienced by the
desired signal at the LNA output.

Solution:

(a) Noting that —30dBm =20mVp, =10mVp, from Eq. (2.34), we have
4/0.145]ay /a3| = 10 mV,,. Since a = 10, we obtain a3 = 14, 500 V2.
(b) Each interferer has a level of —40dBm (=6.32mVy,). Setting A} =A; =

6.32mVp,/2 in Eq. (2.41), we determine the amplitude of the IM product at
2.410 GHz as

3a3ATAr

1 = 0.343mV, = —59.3dBm. (2.44)

The desired signal is amplified by a factor of @1 = 10 = 20 dB, emerging at the out-
put at a level of —60dBm. Unfortunately, the IM product is as large as the signal
itself even though the LNA does not experience significant compression.

The two-tone test is versatile and powerful because it can be applied to systems with
arbitrarily narrow bandwidths. A sufficiently small difference between the two tone fre-
quencies ensures that the IM products also fall within the band, thereby providing a
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Figure 2.19 (a) Two-tone and (b) harmonic tests in a narrowband system.

meaningful view of the nonlinear behavior of the system. Depicted in Fig. 2.19(a), this
attribute stands in contrast to harmonic distortion tests, where higher harmonics lie so far
away in frequency that they are heavily filtered, making the system appear quite linear
[Fig. 2.19(b)].

Third Intercept Point Our thoughts thus far indicate the need for a measure of inter-
modulation. A common method of IM characterization is the “two-tone” test, whereby two
pure sinusoids of equal amplitudes are applied to the input. The amplitude of the output IM
products is then normalized to that of the fundamentals at the output. Denoting the peak
amplitude of each tone by A, we can write the result as

Relative IM = 20 log (§%A2> dBc, (2.45)
4 o
where the unit dBc denotes decibels with respect to the “carrier” to emphasize the normal-
ization. Note that, if the amplitude of each input tone increases by 6 dB (a factor of two), the
amplitude of the IM products (o< A*) rises by 18 dB and hence the relative IM by 12 dB.°

The principal difficulty in specifying the relative IM for a circuit is that it is meaningful
only if the value of A is given. From a practical point of view, we prefer a single measure
that captures the intermodulation behavior of the circuit with no need to know the input
level at which the two-tone test is carried out. Fortunately, such a measure exists and is
called the “third intercept point” (IP3).

The concept of IP3 originates from our earlier observation that, if the amplitude of
each tone rises, that of the output IM products increases more sharply (o< A3). Thus, if
we continue to raise A, the amplitude of the IM products eventually becomes equal to that

6. It is assumed that no compression occurs so that the output fundamental tones also rise by 6 dB.
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Figure 2.20 Definition of IP3 (for voltage quantities).

of the fundamental tones at the output. As illustrated in Fig. 2.20 on a log-log scale, the
input level at which this occurs is called the “input third intercept point” (IIP3). Similarly,
the corresponding output is represented by OIP3. In subsequent derivations, we denote the
input amplitude as Ajp3.

To determine the I1P3, we simply equate the fundamental and IM amplitudes:

3
liAgp3| = ‘Z%A?m , (2.46)
obtaining
4 o
Apps = = |—|. (2.47)
3 |as
Interestingly,

A 4
2 (2.48)
g V0435
9.6dB.

(2.49)

R

This ratio proves helpful as a sanity check in simulations and measurements.” We some-
times write IP3 rather than IIP3 if it is clear from the context that the input is of
interest.

Upon further consideration, the reader may question the consistency of the above
derivations. If the IP3 is 9.6 dB higher than Py4p, is the gain not heavily compressed at
Ain, = App3?! If the gain is compressed, why do we still express the amplitude of the fun-
damentals at the output as «1A? It appears that we must instead write this amplitude as
a1 + (9/ 4)a3A2)A to account for the compression.

In reality, the situation is even more complicated. The value of IP3 given by Eq. (2.47)
may exceed the supply voltage, indicating that higher-order nonlinearities manifest them-
selves as A;, approaches Ajpsz [Fig. 2.21(a)]. In other words, the IP3 is not a directly
measureable quantity.

In order to avoid these quandaries, we measure the /P3 as follows. We begin with a very
low input level so that o1 + (9/4)“3‘4[2;1 ~ o] (and, of course, higher order nonlinearities

7. Note that this relationship holds for a third-order system and not necessarily if higher-order terms manifest
themselves.



Sec. 2.2.  Effects of Nonlinearity 27

Aout
AQIP3 |---mmmmmmmmeseeeeeeees o

-

| >
Ain
(log scale)

(a) (b)

Anps Ain
(log scale)

Figure 2.21 (a) Actual behavior of nonlinear circuits, (b) definition of IP3 based on extrapolation.

are also negligible). We increase A;;,, plot the amplitudes of the fundamentals and the IM
products on a log-log scale, and extrapolate these plots according to their slopes (one and
three, respectively) to obtain the IP3 [Fig. 2.21(b)]. To ensure that the signal levels remain
well below compression and higher-order terms are negligible, we must observe a 3-dB rise
in the IM products for every 1-dB increase in A;;,. On the other hand, if A;, is excessively
small, then the output IM components become comparable with the noise floor of the circuit
(or the noise floor of the simulated spectrum), thus leading to inaccurate results.

Example 2.11

A low-noise amplifier senses a —80-dBm signal at 2.410 GHz and two —20-dBm inter-
ferers at 2.420 GHz and 2.430 GHz. What IIP; is required if the IM products must remain
20 dB below the signal? For simplicity, assume 50-€2 interfaces at the input and output.

Solution:

Denoting the peak amplitudes of the signal and the interferers by Ay;, and A;,;, respectively,
we can write at the LNA output:

3
201og |a1Agig| —20dB = 201log Za3Al3m . (2.50)
It follows that
30 3
lotAgig| = ZogA,-m . (2.51)

In a 50-€2 system, the —80-dBm and —20-dBm levels respectively yield Ay = 31.6 uV,
and A;;; = 31.6mV,. Thus,

4
s = - |4 (2.52)
3 |as
= 3.65V, (2.53)
= +15.2dBm. (2.54)

Such an IP;3 is extremely difficult to achieve, especially for a complete receiver chain.
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Figure 2.22 (a) Relationships among various power levels in a two-tone test, (b) illustration of
shortcut technique.

Since extrapolation proves quite tedious in simulations or measurements, we often
employ a shortcut that provides a reasonable initial estimate. As illustrated in Fig. 2.22(a),
suppose hypothetically that the input is equal to Apps, and hence the (extrapolated) output
IM products are as large as the (extrapolated) fundamental tones. Now, the input is reduced
to a level A;j,1. That is, the change in the input is equal to 20log Apjpz — 201og Ajp1. On a
log-log scale, the IM products fall with a slope of 3 and the fundamentals with a slope of
unity. Thus, the difference between the two plots increases with a slope of 2. We denote
20logAr —201log Ajy by AP and write

AP = 20logA; — 20log Ay = 2(201og Azzp3 — 20108 Ain1), (2.55)

obtaining

AP
20l0gApps = —- + 20log Ajnt. (2.56)

In other words, for a given input level (well below Pi4p), the IIP3 can be calculated by
halving the difference between the output fundamental and IM levels and adding the result
to the input level, where all values are expressed as logarithmic quantities. Figure 2.22(b)
depicts an abbreviated notation for this rule. The key point here is that the IP3 is measured
without extrapolation.

Why do we consider the above result an estimate? After all, the derivation assumes
third-order nonlinearity. A difficulty arises if the circuit contains dynamic nonlinearities,
in which case this result may deviate from that obtained by extrapolation. The latter is the
standard and accepted method for measuring and reporting the IP3, but the shortcut method
proves useful in understanding the behavior of the device under test.
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We should remark that second-order nonlinearity also leads to a certain type of inter-
modulation and is characterized by a “second intercept point,” (IP;).® We elaborate on this
effect in Chapter 4.

2.2.5 Cascaded Nonlinear Stages

Since in RF systems, signals are processed by cascaded stages, it is important to know how
the nonlinearity of each stage is referred to the input of the cascade. The calculation of Py ;p
for a cascade is outlined in Problem 2.1. Here, we determine the IP3 of a cascade. For the
sake of brevity, we hereafter denote the input IP3 by A;p3 unless otherwise noted.

Consider two nonlinear stages in cascade (Fig. 2.23). If the input/output characteristics
of the two stages are expressed, respectively, as

yi(0) = a1x(®) + aax’ (@) + a3x’ (1) (2.57)
y2(0) = Biy1(®) + Bayi(t) + Bayi (1), (2.58)

then

y2(t) = Bilarx(t) + aax* (1) + azx’ (D] + Balarx(r) + ax® (1) + asx® (]
+ Bslarx(®) + apx*(t) + a3’ (0], (2.59)

Considering only the first- and third-order terms, we have
v2(t) = a1 Bix(t) + (31 + 21022 + &} f3)X7 (D) + -+ - . (2.60)

Thus, from Eq. (2.47),

2.61)

4 a1 By
Appz = 3

a3fi + 2aj00ps + o3B3 |

P, , P, ,

Figure 2.23 Cascaded nonlinear stages.

Example 2.12

Two differential pairs are cascaded. Is it possible to select the denominator of Eq. (2.61)
such that [Pz goes to infinity?

(Continues)

8. As seen in the next section, second-order nonlinearity also affects the IP3 in cascaded systems.



30 Chap. 2. Basic Concepts in RF Design

Example 2.12 (Continued)

Solution:

With no asymmetries in the cascade, ap = o = 0. Thus, we seek the condition «3f8; +
af B3 =0, or equivalently,

B _ e (2.62)

ay B1

Since both stages are compressive, a3 /a1 < 0 and 83/81 < 0. It is therefore impossible to
achieve an arbitrarily high IP3.

Equation (2.61) leads to more intuitive results if its two sides are squared and inverted:

1 3| + 201 + a3
L 3B1 10282 + a1 B3 (2.63)
Aps 4 @1
3 2 2
_ 3| 2mpy B (2.64)
4 oy B1 B1
1 3 2
Sy IR ol (2.65)
Alp3 2B Alp3n

where A7p3,1 and Ajp3 2 represent the input IP3’s of the first and second stages, respectively.
Note that A;p3, Ajp3.1, and Ajp3 2 are voltage quantities.

The key observation in Eq. (2.65) is that to “refer” the IP3 of the second stage to the
input of the cascade, we must divide it by «;. Thus, the higher the gain of the first stage,
the more nonlinearity is contributed by the second stage.

IM Spectra in a Cascade To gain more insight into the above results, let us assume
x(t) =Acoswit + Acoswyt and identify the IM products in a cascade. With the aid of
Fig. 2.24, we make the following observations:’

1. The input tones are amplified by a factor of approximately ¢ in the first stage and
B1 in the second. Thus, the output fundamentals are given by «B1A(coswit +
cos wot).

2. The IM products generated by the first stage, namely, (3c3/4)A3[cos(2w| — w))t +
cos(2wr — w1)t], are amplified by a factor of 1 when they appear at the output of
the second stage.

3. Sensing a1 A(cos wit + cos wot) at its input, the second stage produces its own IM
components: (383/4) (1A)3 cosRw| — wa)t + (383/4) (14)3 cosRws — w)t.

9. The spectrum of A cos wt consists of two impulses, each with a weight of A/2. We drop the factor of 1/2 in
the figures for simplicity.
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Figure 2.24 Spectra in a cascade of nonlinear stages.

4. The second-order nonlinearity in y () generates components at w; — w2, 2w;, and
2w». Upon experiencing a similar nonlinearity in the second stage, these compo-
nents are mixed with those at w; and w; and translated to 2w — wy and 2wy — wj.
Specifically, as shown in Fig. 2.24, y,(#) contains terms such as 28[o1A cos wit X
arA? cos(w1 — wy)t] and 2B (1A coswit X 0.502A2 cos 2w;t). The resulting IM
products can be expressed as (3a1a2,82A3/2)[cos(2a)1 —wy)t + cos(2wy — wi)t].
Interestingly, the cascade of two second-order nonlinearities can produce third-
order IM products.

Adding the amplitudes of the IM products, we have

y2(t) = a1 B1A(cos w1t + cos wot)

3
N 3a3 01 n 307 B3 +30510l2,32
4 4 2

+ cosRwy — w)t] + -+, (2.66)

)A3[cos(w1 — 2wt

obtaining the same IP3 as above. This result assumes zero phase shift for all components.
Why did we add the amplitudes of the IM3 products in Eq. (2.66) without regard for
their phases? Is it possible that phase shifts in the first and second stages allow partial
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cancellation of these terms and hence a higher IP3? Yes, it is possible but uncommon in
practice. Since the frequencies w1, w2, 2w — w2, and 2wy — w; are close to one another,
these components experience approximately equal phase shifts.

But how about the terms described in the fourth observation? Components such as
w1 — w7 and 2w may fall well out of the signal band and experience phase shifts different
from those in the first three observations. For this reason, we may consider Egs. (2.65) and
(2.66) as the worst-case scenario. Since most RF systems incorporate narrowband circuits,
the terms at w1 + w7, 2w, and 2w, are heavily attenuated at the output of the first stage.
Consequently, the second term on the right-hand side of (2.65) becomes negligible, and

L1 = (2.67)
2 T a2 2 :
Aps Az Alpso
Extending this result to three or more stages, we have
1 1 o? o’ p?
A2 ~ A2 A2 : Azl i T (2.68)
IP3 1P3,1 P32 P3,3

Thus, if each stage in a cascade has a gain greater than unity, the nonlinearity of the latter
stages becomes increasingly more critical because the IP3 of each stage is equivalently
scaled down by the total gain preceding that stage.

Example 2.13

A low-noise amplifier having an input [Pz of —10dBm and a gain of 20dB is followed
by a mixer with an input IP3 of +4 dBm. Which stage limits the IP3 of the cascade more?
Assume the conceptual picture shown in Fig. 2.1(b) to go between volts and dBm’s.
Solution:

With o1 = 20dB, we note that

Az = —10dBm (2.69)
A
P32 — _16dBm. (2.70)
o]

Since the scaled IP3 of the second stage is lower than the IP3 of the first stage, we say the
second stage limits the overall [P3 more.

In the simulation of a cascade, it is possible to determine which stage limits the linearity
more. As depicted in Fig. 2.25, we examine the relative IM magnitudes at the output of each
stage (A1 and A», expressed in dB.) If Ay &~ A1, the second stage contributes negligible
nonlinearity. On the other hand, if Aj is substantially less than A1, then the second stage
limits the IP;3.
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Figure 2.25 Growth of IM components along the cascade.

2.2.6 AM/PM Conversion

In some RF circuits, e.g., power amplifiers, amplitude modulation (AM) may be converted
to phase modulation (PM), thus producing undesirable effects. In this section, we study this
phenomenon.

AM/PM conversion (APC) can be viewed as the dependence of the phase shift upon
the signal amplitude. That is, for an input V;,(f) = V| coswit, the fundamental output
component is given by

Vour (1) = Vacos[wir + ¢(V1)], 2.71)

where ¢ (V1) denotes the amplitude-dependent phase shift. This, of course, does not occur
in a linear time-invariant system. For example, the phase shift experienced by a sinusoid
of frequency w; through a first-order low-pass RC section is given by — tan™!(RCw)
regardless of the amplitude. Moreover, APC does not appear in a memoryless nonlinear
system because the phase shift is zero in this case.

We may therefore surmise that AM/PM conversion arises if a system is both dynamic
and nonlinear. For example, if the capacitor in a first-order low-pass RC section is nonlin-
ear, then its “average” value may depend on V, resulting in a phase shift, — tan~! (RCw),
that itself varies with V. To explore this point, let us consider the arrangement shown in
Fig. 2.26 and assume

C1 = (1 + aVyu)Co. (2.72)

out

Vin C1

Figure 2.26 RC section with nonlinear capacitor.

This capacitor is considered nonlinear because its value depends on its voltage. An
exact calculation of the phase shift is difficult here as it requires that we write
Vin = R1C1dVyy/dt + V,,, and hence solve

dVOMl’

Vicoswit = R1(1 + aVy,)Co + Vour (2.73)

We therefore make an approximation. Since the value of C; varies periodically with
time, we can express the output as that of a first-order network but with a time-varying
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capacitance, C1(?):

1% _
Vot (1) & ! cos{wir — tan~ ' [R; C; (w1} (2.74)
J1+RIC (o}
IfRICi(H)w < 1 rad,
Vour(£) = Vi cos[o1 — Ry (1 + aVyu)Cow]. (2.75)

We also assume that (1 + oV,,,)Co = (1 + aV] cos w1t)Cp, obtaining
Vour (1) = Vi cos(wit — R Cowi — aR1Cow1 V1 cos wit). (2.76)

Does the output fundamental contain an input-dependent phase shift here? No, it does
not! The reader can show that the third term inside the parentheses produces only higher
harmonics. Thus, the phase shift of the fundamental is equal to —R;Cow; and hence
constant.

The above example entails no AM/PM conversion because of the first-order depen-
dence of C upon V,,,. As illustrated in Fig. 2.27, the average value of C; is equal to
Cp regardless of the output amplitude. In general, since C; varies periodically, it can be
expressed as a Fourier series with a “dc” term representing its average value:

o0 o0
Ci(0) = Cayg + Y _ apcos(nwrt) + Y _ by sin(nay1). (2.77)

n=1 n=1

Thus, if Cgy, is a function of the amplitude, then the phase shift of the fundamental com-
ponent in the output voltage becomes input-dependent. The following example illustrates
this point.

t

Y

Figure 2.27 Time variation of capacitor with first-order voltage dependence for small and large
swings.
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Example 2.14

Suppose C7 in Fig. 2.26 is expressed as C; = Co(1 + a1 Vs + (szgut). Study the AM/PM
conversion in this case if V;,(f) = V| cos w;t.

Solution:

Figure 2.28 plots C(¢) for small and large input swings, revealing that C,,¢ indeed depends
on the amplitude. We rewrite Eq. (2.75) as

t

Y

Figure 2.28 Time variation of capacitor with second-order voltage dependence for small and large
SWIngS.

Vout(t) = Vi cos[wit — R1Cow1 (1 + a1 Vi coswit + a2V12 cos? wit)] (2.78)

@wRCoo Vi

~ Vi cos(wit — R Cow; — )

). (2.79)
The phase shift of the fundamental now contains an input-dependent term,
—(aaR1 Cowq Vlz) /2. Figure 2.28 also suggests that AM/PM conversion does not occur if
the capacitor voltage dependence is odd-symmetric.

What is the effect of APC? In the presence of APC, amplitude modulation (or amplitude
noise) corrupts the phase of the signal. For example, if V;, (1) = V(1 + mcos w,t) cos wit,
then Eq. (2.79) yields a phase corruption equal to —arR|Cowi(2mVyicosw,t +
szl2 cos? wy,t) /2. We will encounter examples of APC in Chapters 8 and 12.

2.3 NOISE

The performance of RF systems is limited by noise. Without noise, an RF receiver would
be able to detect arbitrarily small inputs, allowing communication across arbitrarily long



36 Chap. 2. Basic Concepts in RF Design

distances. In this section, we review basic properties of noise and methods of calculat-
ing noise in circuits. For a more complete study of noise in analog circuits, the reader is
referred to [1].

2.3.1 Noise as a Random Process

The trouble with noise is that it is random. Engineers who are used to dealing with well-
defined, deterministic, “hard” facts often find the concept of randomness difficult to grasp,
especially if it must be incorporated mathematically. To overcome this fear of randomness,
we approach the problem from an intuitive angle.

By “noise is random,” we mean the instantaneous value of noise cannot be predicted.
For example, consider a resistor tied to a battery and carrying a current [Fig. 2.29(a)].
Due to the ambient temperature, each electron carrying the current experiences thermal
agitation, thus following a somewhat random path while, on the average, moving toward
the positive terminal of the battery. As a result, the average current remains equal to Vp/R
but the instantaneous current displays random values.'”

t t
@ )

Figure 2.29 (a) Noise generated in a resistor, (b) effect of higher temperature.

Since noise cannot be characterized in terms of instantaneous voltages or currents, we
seek other attributes of noise that are predictable. For example, we know that a higher ambi-
ent temperature leads to greater thermal agitation of electrons and hence larger fluctuations
in the current [Fig. 2.29(b)]. How do we express the concept of larger random swings for
a current or voltage quantity? This property is revealed by the average power of the noise,
defined, in analogy with periodic signals, as

T
1
P, = lim - / n*(t)dt, (2.80)

T—o00

0

where n(f) represents the noise waveform. Illustrated in Fig. 2.30, this definition simply
means that we compute the area under nz(t) for a long time, 7, and normalize the result
to T, thus obtaining the average power. For example, the two scenarios depicted in Fig. 2.29
yield different average powers.

10. As explained later, this is true even with a zero average current.
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Figure 2.30 Computation of noise power.

If n(¢) is random, how do we know that P,, is not?! We are fortunate that noise compo-
nents in circuits have a constant average power. For example, P, is known and constant for
a resistor at a constant ambient temperature.

How long should 7 in Eq. (2.80) be? Due to its randomness, noise consists of different
frequencies. Thus, T must be long enough to accommodate several cycles of the lowest
frequency. For example, the noise in a crowded restaurant arises from human voice and
covers the range of 20Hz to 20kHz, requiring that T be on the order of 0.5 s to capture
about 10 cycles of the 20-Hz components. !

2.3.2 Noise Spectrum

Our foregoing study suggests that the time-domain view of noise provides limited informa-
tion, e.g., the average power. The frequency-domain view, on the other hand, yields much
greater insight and proves more useful in RF design.

The reader may already have some intuitive understanding of the concept of “spec-
trum.” We say the spectrum of human voice spans the range of 20 Hz to 20kHz. This
means that if we somehow measure the frequency content of the voice, we observe all
components from 20 Hz to 20 kHz. How, then, do we measure a signal’s frequency content,
e.g., the strength of a component at 10kHz? We would need to filter out the remainder
of the spectrum and measure the average power of the 10-kHz component. Figure 2.31(a)
conceptually illustrates such an experiment, where the microphone signal is applied to a
band-pass filter having a 1-Hz bandwidth centered around 10 kHz. If a person speaks into
the microphone at a steady volume, the power meter reads a constant value.

The scheme shown in Fig. 2.31(a) can be readily extended so as to measure the strength
of all frequency components. As depicted in Fig. 2.31(b), a bank of 1-Hz band-pass filters
centered at fj - - - f, measures the average power at each frequency.!? Called the spectrum or
the “power spectral density” (PSD) of x(¢) and denoted by S, (f), the resulting plot displays
the average power that the voice (or the noise) carries in a 1-Hz bandwidth at different
frequencies."

It is interesting to note that the total area under Sy(f) represents the average power
carried by x(#):

00 T
/ Sx(/)df = lim % / 2 (b)dt. (2.81)
0 0

11. In practice, we make a guess for 7, calculate Py, increase T, recalculate P,, and repeat until consecutive
values of P,, become nearly equal.

12. This is also the conceptual operation of spectrum analyzers.

13. In the theory of signals and systems, the PSD is defined as the Fourier transform of the autocorrelation of
a signal. These two views are equivalent.
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Figure 2.31 Measurement of (a) power in 1 Hz, and (b) the spectrum.

The spectrum shown in Fig. 2.31(b) is called “one-sided” because it is constructed for
positive frequencies. In some cases, the analysis is simpler if a “two-sided” spectrum is
utilized. The latter is an even-symmetric of the former scaled down vertically by a factor

of two (Fig. 2.32), so that the two carry equal energies.

0 fy fa f

-y

—f,-f, 0 f fa

Figure 2.32 Two-sided and one-sided spectra.

Example 2.15
A resistor of value R generates a noise voltage whose one-sided PSD is given by

Sy(f) = 4kTRy, (2.82)
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Example 2.15 (Continued)

where k = 1.38 X 10~23 J/K denotes the Boltzmann constant and 7 the absolute tempera-
ture. Such a flat PSD is called “white” because, like white light, it contains all frequencies
with equal power levels.

(a) What is the total average power carried by the noise voltage?
(b) What is the dimension of S, (f)?

(c) Calculate the noise voltage for a 50-€2 resistor in 1 Hz at room temperature.

Solution:

(a) The area under S, (f) appears to be infinite, an implausible result because the resistor
noise arises from the finite ambient heat. In reality, S, (f) begins to fall at f > 1 THz,
exhibiting a finite total energy, i.e., thermal noise is not quite white.

(b) The dimension of S,(f) is voltage squared per unit bandwidth (V2/Hz) rather than
power per unit bandwidth (W/Hz). In fact, we may write the PSD as

V2 = 4KTR, (2.83)

where V72 denotes the average power of V,, in 1 Hz."* While some texts express the
right-hand side as 4kTRAf to indicate the total noise in a bandwidth of Af, we omit
Af with the understanding that our PSDs always represent power in 1 Hz. We shall

use S, (f) and V2 interchangeably.
(c) For a 50-2 resistor at T = 300K,

V2 =828 X 1071 V?/Hz. (2.84)

This means that if the noise voltage of the resistor is applied to a 1-Hz band-pass fil-
ter centered at any frequency (< 1 THz), then the average measured output is given
by the above value. To express the result as a root-mean-squared (rms) quantity and
in more familiar units, we may take the square root of both sides:

\/V:,% = 0.91nV/+/Hz. (2.85)

The familiar unit is nV but the strange unit is «~/Hz. The latter bears no profound
meaning; it simply says that the average power in 1 Hz is (0.91nV)?.

2.3.3 Effect of Transfer Function on Noise

The principal reason for defining the PSD is that it allows many of the frequency-domain
operations used with deterministic signals to be applied to random signals as well. For

14. Also called “spot noise.”
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example, if white noise is applied to a low-pass filter, how do we determine the PSD at
the output? As shown in Fig. 2.33, we intuitively expect that the output PSD assumes the
shape of the filter’s frequency response. In fact, if x(¢) is applied to a linear, time-invariant
system with a transfer function H(s), then the output spectrum is

Sy(f) = S«(NIHNP, (2.86)

where H(f) = H(s = j2rf) [2]. We note that |[H(f)| is squared because S, (f) is a (voltage
or current) squared quantity.

LPF

I I N B N

f f

Figure 2.33 Effect of low-pass filter on white noise.

2.3.4 Device Noise

In order to analyze the noise performance of circuits, we wish to model the noise of their
constituent elements by familiar components such as voltage and current sources. Such a
representation allows the use of standard circuit analysis techniques.

Thermal Noise of Resistors As mentioned previously, the ambient thermal energy leads
to random agitation of charge carriers in resistors and hence noise. The noise can be
modeled by a series voltage source with a PSD of V2 = 4kTR; [Thevenin equivalent,
Fig. 2.34(a)] or a parallel current source with a PSD of I2 = V2/R; = 4kT/R; [Norton
equivalent, Fig. 2.34(b)]. The choice of the model sometimes simplifies the analysis.
The polarity of the sources is unimportant (but must be kept the same throughout the
calculations of a given circuit).

——oO
R4
4kT -
+ =7 >
4kTR, R, =k
- b0

(a) (b)

Figure 2.34 (a) Thevenin and (b) Norton models of resistor thermal noise.

Example 2.16

Sketch the PSD of the noise voltage measured across the parallel RLC tank depicted in
Fig. 2.35(a).
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Example 2.16 (Continued)
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Figure 2.35 (a) RLC tank, (b) inclusion of resistor noise, (c) output noise spectrum due to R].

Solution:

Modeling the noise of R; by a current source, E = 4kT /Ry, [Fig. 2.35(b)] and noting that
the transfer function V,,/I,,1 is, in fact, equal to the impedance of the tank, Zr, we write
from Eq. (2.86)

V2 = 2, |zr 2. 2.87)

n
Atfo= 2rn/L1Cy)~ o and_ Cj resonate, reducing the circuit to only R;. Thus, the output

noise at fy is simply equal to IﬁlR% = 4kTR;. At lower or higher frequencies, the impedance
of the tank falls and so does the output noise [Fig. 2.35(c)].

If a resistor converts the ambient heat to a noise voltage or current, can we extract
energy from the resistor? In particular, does the arrangement shown in Fig. 2.36 deliver
energy to R»? Interestingly, if Ry and R, reside at the same temperature, no net energy is
transferred between them because R, also produces a noise PSD of 4kTR, (Problem 2.8).
However, suppose R; is held at T = O K. Then, R; continues to draw thermal energy from
its environment, converting it to noise and delivering the energy to R. The average power
transferred to R is equal to

VT
Ppy = —24 2.88
R2 R (2.88)
2
— R> 1
=V —) — 2.89
n (R1 + R2> Ry ( )
RiR
= 4T —12 (2.90)
(R1 + Ry)?
! Vout
i V2= 4kTR,

Figure 2.36 Transfer of noise from one resistor to another.
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This quantity reaches a maximum if Ry = Ry:
PRZ,max = kT. (2.91)

Called the “available noise power,” kT is independent of the resistor value and has the
dimension of power per unit bandwidth. The reader can prove that k7 = —173.8 dBm/Hz
at T =300K. .

For a circuit to exhibit a thermal noise density of V2 = 4kTR|, it need not contain an
explicit resistor of value R;. After all, Eq. (2.86) suggests that the noise density of a resistor
may be transformed to a higher or lower value by the surrounding circuit. We also note that
if a passive circuit dissipates energy, then it must contain a physical resistance'> and must
therefore produce thermal noise. We loosely say “lossy circuits are noisy.”

A theorem that consolidates the above observations is as follows: If the real part of
the impedance seen between two terminals of a passive (reciprocal) network is equal to
Re{Z,,:}, then the PSD of the thermal noise seen between these terminals is given by V,% =
4kTRe{Z,:} (Fig. 2.37) [8]. This general theorem is not limited to lumped circuits. For
example, consider a transmitting antenna that dissipates energy by radiation according to
the equation V%X,rms/Rrad’ where R, is the “radiation resistance” [Fig. 2.38(a)]. As a
receiving element [Fig. 2.38(b)], the antenna generates a thermal noise PSD of'®

V2 ot = kTRyaq. (2.92)

s
o / 1,0"‘ X .
S = 16®

<™

o

Figure 2.37 Output noise of a passive (reciprocal) circuit.

L A

4kTR g4

(a) (®)

Figure 2.38 (a) Transmitting antenna, (b) receiving antenna producing thermal noise.

15. Recall that ideal inductors and capacitors store energy but do not dissipate it.

16. Strictly speaking, this is not correct because the noise of a receiving antenna is in fact given by the “back-
ground” noise (e.g., cosmic radiation). However, in RF design, the antenna noise is commonly assumed to be
4kTR oq-



Sec. 2.3. Noise 43

4kT Y
Im
-+
o— 4kTYg,, —0O—
M, M,

(a) (b

Figure 2.39 Thermal channel noise of a MOSFET modeled as a (a) current source, (b) voltage
source.

Noise in MOSFETs The thermal noise of MOS transistors operating in the saturation
region is approximated by a current source tied between the source and drain terminals
[Fig. 2.39(a)]:

I2 = 4kTy g, (2.93)

where y is the “excess noise coefficient” and g,, the transconductance.'” The value of y
is 2/3 for long-channel transistors and may rise to even 2 in short-channel devices [4].
The actual value of y has other dependencies [5] and is usually obtained by measure-
ments for each generation of CMOS technology. In Problem 2.10, we prove that the noise

can alternatively be modeled by a voltage source V2 = 4kTy /g, in series with the gate
[Fig. 2.39(b)].

Another component of thermal noise arises from the gate resistance of MOSFETs, an
effect that becomes increasingly more important as the gate length is scaled down. Illus-
trated in Fig. 2.40(a) for a device with a width of W and a length of L, this resistance
amounts to

w
Rc = —Rn, (2.94)
L
where R denotes the sheet resistance (resistance of one square) of the polysilicon gate.
For example, if W =1 um, L = 45nm, and Rg = 15 2, then Rg = 333 Q. Since Rg is dis-
tributed over the width of the transistor [Fig. 2.40(b)], its noise must be calculated carefully.
As proved in [6], the structure can be reduced to a lumped model having an equivalent gate
resistance of Rg/3 with a thermal noise PSD of 4kTRg/3 [Fig. 2.40(c)]. In a good design,
this noise must be much less than that of the channel:

Ro  4kT
4kT?G < =Y (2.95)

Em

The gate and drain terminals also exhibit physical resistances, which are minimized through
the use of multiple fingers.

At very high frequencies the thermal noise current flowing through the channel couples
to the gate capacitively, thus generating a “gate-induced noise current” [3] (Fig. 2.41). This

17. More accurately, E = 4kTyga0, where ggo is the drain-source conductance in the triode region (even
though the noise is measured in saturation) [3].
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Figure 2.40 (a) Gate resistance of a MOSFET, (b) equivalent circuit for noise calculation,
(c) equivalent noise and resistance in lumped model.
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Figure 2.41 Gate-induced noise, I_é

effect is not modeled in typical circuit simulators, but its significance has remained unclear.
In this book, we neglect the gate-induced noise current.

MOS devices also suffer from “flicker” or “1/f”” noise. Modeled by a voltage source in
series with the gate, this noise exhibits the following PSD:

K 1
WLCox f”

_2:
n

(2.96)

where K is a process-dependent constant. In most CMOS technologies, K is lower for
PMOS devices than for NMOS transistors because the former carry charge well below the
silicon-oxide interface and hence suffer less from “surface states” (dangling bonds) [1]. The
1/f dependence means that noise components that vary slowly assume a large amplitude.
The choice of the lowest frequency in the noise integration depends on the time scale of
interest and/or the spectrum of the desired signal [1].
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Example 2.17

Can the flicker noise be modeled by a current source?

Solution:

Yes, as shown in Fig. 2.42, a MOSFET having a small-signal voltage source of magnitude
V1 in series with its gate is equivalent to a device with a current source of value g,,V; tied
between drain and source. Thus,

K 1
WLC,

B=g (2.97)

vz

—CO—l;, 5> It

Figure 2.42 Conversion of flicker noise voltage to current.

For a given device size and bias current, the 1/f noise PSD intercepts the thermal noise
PSD at some frequency, called the “1/f noise corner frequency,” f.. lllustrated in Fig. 2.43,
fc can be obtained by converting the flicker noise voltage to current (according to the above
example) and equating the result to the thermal noise current:

K 12_ 4kT (2.98)
WLC oo £ vam: '
It follows that
K gnm
- . 2.99
fe WLC,, 4kTy 2.99)

The corner frequency falls in the range of tens or even hundreds of megahertz in today’s
MOS technologies.

A

V2
Va Flicker Noise
(log scale)

-~y

Figure 2.43 Flicker noise corner frequency.
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While the effect of flicker noise may seem negligible at high frequencies, we must
note that nonlinearity or time variance in circuits such as mixers and oscillators may trans-
late the 1/f-shaped spectrum to the RF range. We study these phenomena in Chapters 6
and 8.

Noise in Bipolar Transistors Bipolar transistors contain physical resistances in their
base, emitter, and collector regions, all of which generate thermal noise. Moreover, they
also suffer from “shot noise” associated with the transport of carriers across the base-emitter
junction. As shown in Fig. 2.44, this noise is modeled by two current sources having the
following PSDs:

R IC
I, =2qlp = 2q§ (2.100)

2, = 2qlc, (2.101)

where I and I are the base and collector bias currents, respectively. Since g, =Ic/(kT/q)
for bipolar transistors, the collector current shot noise is often expressed as

= g
.= 4kT7’”, (2.102)

in analogy with the thermal noise of MOSFETs or resistors.

In low-noise circuits, the base resistance thermal noise and the collector current shot
noise become dominant. For this reason, wide transistors biased at high current levels are
employed.

v2
g

Figure 2.44 Noise sources in a bipolar transistor.

2.3.5 Representation of Noise in Circuits

With the noise of devices formulated above, we now wish to develop measures of the noise
performance of circuits, i.e., metrics that reveal how noisy a given circuit is.

Input-Referred Noise How can the noise of a circuit be observed in the laboratory? We
have access only to the output and hence can measure only the output noise. Unfortunately,
the output noise does not permit a fair comparison between circuits: a circuit may exhibit
high output noise because it has a high gain rather than high noise. For this reason, we
“refer” the noise to the input.
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Figure 2.45 Input-referred noise.

In analog design, the input-referred noise is modeled by a series voltage source and a
parallel current source (Fig. 2.45) [1]. The former is obtained by shorting the input port
of models A and B and equating their output noises (or, equivalently, dividing the output
noise by the voltage gain). Similarly, the latter is computed by leaving the input ports

open and equating the output noises (or, equivalently, dividing the output noise by the
transimpedance gain).

Example 2.18

Calculate the input-referred noise of the common-gate stage depicted in Fig. 2.46(a).
Assume /; is ideal and neglect the noise of R .

2 2
. Vai Va2
2 - 2 d
hWroz Jd— W@z Jd—
M1 - M1 -
_L—J- o—4
T =R, =R,

Figure 2.46 (a) CG stage, (b) computation of input-referred noise voltage, (c) computation of
input-referred noise current.

Solution:

Shorting the input to ground, we write from Fig. 2.46(b),

V2 =

nl

SNy

.73 (2.103)

Since the voltage gain of the stage is given by 1 + g,,7¢, the input-referred noise voltage is
equal to

v Bro
V2, =__no 2.104
i 1+ gnro)? (109
4KT
~ Y (2.105)
8m

(Continues)
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Example 2.18 (Continued)

where it is assumed g,,70 > 1. Leaving the input open as shown in Fig. 2.46(c), the reader
can show that (Problem 2.12)

V4 =272, (2.106)

Defined as the output voltage divided by the input current, the transimpedance gain of the
stage is given by g,,roR1 (why?). It follows that

B2

2 n' 0

D= 2.107

e 2.107)
4KT
- (2.108)
ngl

From the above example, it may appear that the noise of M; is “counted” twice. It
can be shown that [1] the two input-referred noise sources are necessary and sufficient, but
often correlated.

Example 2.19

Explain why the output noise of a circuit depends on the output impedance of the preceding
stage.

Solution:

Modeling the noise of the circuit by input-referred sources as shown in Fig. 2.47, we

observe that some of ﬁn flows through Z;, generating a noise voltage at the input that
depends on |Z; |. Thus, the output noise, V, o4, also depends on |Z; .

Vnout > =
"—D?—D" n,out

Z,

vz

Vn,out

Figure 2.47 Noise in a cascade.

The computation and use of input-referred noise sources prove difficult at high fre-
quencies. For example, it is quite challenging to measure the transimpedance gain of an
RF stage. For this reason, RF designers employ the concept of “noise figure” as another
metric of noise performance that more easily lends itself to measurement.

Noise Figure In circuit and system design, we are interested in the signal-to-noise ratio
(SNR), defined as the signal power divided by the noise power. It is therefore helpful to
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ask, how does the SNR degrade as the signal travels through a given circuit? If the circuit
contains no noise, then the output SNR is equal to the input SNR even if the circuit acts as
an attenuator.'® To quantify how noisy the circuit is, we define its noise figure (NF) as

SNR;;,
SNR 1

(2.109)

such that it is equal to 1 for a noiseless stage. Since each quantity in this ratio has a
dimension of power (or voltage squared), we express NF in decibels as

SNR;,

NF =101 .
l[aB og SNR,.m

(2.110)

Note that most texts call (2.109) the “noise factor” and (2.110) the noise figure. We do not
make this distinction in this book.

Compared to input-referred noise, the definition of NF in (2.109) may appear rather
complicated: it depends on not only the noise of the circuit under consideration but the
SNR provided by the preceding stage. In fact, if the input signal contains no noise, then
SNR;;, = oo and NF = oo, even though the circuit may have finite internal noise. For
such a case, NF is not a meaningful parameter and only the input-referred noise can be
specified.

Calculation of the noise figure is generally simpler than Eq. (2.109) may suggest.
For example, suppose a low-noise amplifier senses the signal received by an antenna
[Fig. 2.48(a)]. As predicted by Eq. (2.92), the antenna “radiation resistance,” Rg, pro-

duces thermal noise, leading to the model shown in Fig. 2.48(b). Here, Vi rs represents the

thermal noise of the antenna, and V_,% the output noise of the LNA. We must compute SNR;,
at the LNA input and SNR,,,; at its output.

LNA

g Noiseless oo
Vou VinC) P I_> Circuit Poii Vou

(@ (b)
Figure 2.48 (a) Antenna followed by LNA, (b) equivalent circuit.

18. Because the input signal and the input noise are attenuated by the same factor.
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If the LNA exhibits an input impedance of Z;,, then both V;, and Vgg experience an
attenuation factor of o« = Z;,,/(Z;, + Rs) as they appear at the input of the LNA. That is,

2y/2
|Ol| Vin

_2 9
|O‘|2VRS

SNR;, = (2.111)

where V;, denotes the rms value of the signal received by the antenna.

To determine SNR,,,;, we assume a voltage gain of A, from the LNA input to the output
and recognize that the output signal power is equal to Vl.zn lo |2A‘2,. The output noise consists
of two components: (a) the noise of the antenna amplified by the LNA, V]%S|oc|2A%, and

(b) the output noise of the LNA, V_,% Since these two components are uncorrelated, we
simply add the PSDs and write

V2 |o|?A2
SNRyy = —— — (2.112)
Visla|2A2 + V2
It follows that
2 V2 101242 L 2
NE— Vi Veslal"A Vi 2.113)
4kTRs V2 |or|2A2
1 Vigla?A2 + V2 5114
T =T i 2a (2.114)
Vi el
= vi ! (2.115)
= WRAZ -
=45 Vis

This result leads to another definition of the NF: the total noise at the output divided by
the noise at the output due to the source impedance. The NF is usually specified for a 1-Hz
bandwidth at a given frequency, and hence sometimes called the “spot noise figure” to
emphasize the small bandwidth.

Equation (2.115) suggests that the NF depends on the source impedance, not only

through VI%S but also through V2 (Example 2.19). In fact, if we model the noise by input-
referred sources, then the input noise current, 1,21’ > Partially flows through Rg, generating a

source-dependent noise voltage of I,%’ inR% at the input and hence a proportional noise at the
output. Thus, the NF must be specified with respect to a source impedance—typically 50 €2.

For hand analysis and simulations, it is possible to reduce the right-hand side of
Eq. (2.114) to a simpler form by noting that the numerator is the fotal noise measured
at the output:

2
1 Vn, out

~ 4kTR; A2

(2.116)

where V,%Ou, includes both the source impedance noise and the LNA noise, and Ag = |«x|A,
is the voltage gain from Vj, to V,,; (rather than the gain from the LNA input to its output).

We loosely say, “to calculate the NF, we simply divide the total output noise by the gain
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from V;, to V,,,; and normalize the result to the noise of Rg.” Alternatively, we can say from
(2.115) that “we calculate the output noise due to the amplifier (V,%), divide it by the gain,
normalize it to 4kTRg, and add 1 to the result.”

It is important to note that the above derivations are valid even if no actual power is
transferred from the antenna to the LNA or from the LNA to a load. For example, if Z;,
in Fig. 2.48(b) goes to infinity, no power is delivered to the LNA, but all of the deriva-
tions remain valid because they are based on voltage (squared) quantities rather than power
quantities. In other words, so long as the derivations incorporate noise and signal volt-
ages, no inconsistency arises in the presence of impedance mismatches or even infinite
input impedances. This is a critical difference in thinking between modern RF design and
traditional microwave design.

Example 2.20

Compute the noise figure of a shunt resistor Rp with respect to a source impedance Rg
[Fig. 2.49(a)].

Vout

(®)

Figure 2.49 (a) Circuit consisting of a single parallel resistor, (b) model for NF calculation.

Solution:

From Fig. 2.49(b), the total output noise voltage is obtained by setting V;, to zero:

V2 our = 4kT (Rs||Rp). 2.117)
The gain is equal to
Ao = —F (2.118)
0 Rp + Rg ; ’
Thus,
(Rs + Rp)? 1
NF = 4kT(Rs||R 2.119
(Rs|IRp) K KTk ( )
Rs
=1+ =, (2.120)
Rp

The NF is therefore minimized by maximizing Rp. Note that if Rp = Rg to provide
impedance matching, then the NF cannot be less than 3 dB. We will return to this critical
point in the context of LNA design in Chapter 5.
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Example 2.21

Determine the noise figure of the common-source stage shown in Fig. 2.50(a) with respect
to a source impedance Rs. Neglect the capacitances and flicker noise of M and assume /;

is ideal.

Vbp

l4

Vout
e | ] 1
(@)
Figure 2.50 (a) CS stage, (b) inclusion of noise.

Solution:

From Fig. 2.50(b), the output noise consists of two components: (a) that due to M, Irzl’ M ;%,
and (b) the amplified noise of Rg, VI%S (gmro)z. It follows that

_ 4kTygmr%) 4F 4kTRS(gmr0)2 1

NF .
(gmro)? 4kTRg

2.121)

S ) (2.122)

gmRs

This result implies that the NF falls as Rg rises. Does this mean that, even though the ampli-
fier remains unchanged, the overall system noise performance improves as Rg increases?!
This interesting point is studied in Problems 2.18 and 2.19.

Noise Figure of Cascaded Stages Since many stages appear in a receiver chain, it is
desirable to determine the NF of the overall cascade in terms of that of each stage. Consider
the cascade depicted in Fig. 2.51(a), where A,; and A, denote the unloaded voltage gain
of the two stages. The input and output impedances and the output noise voltages of the
two stages are also shown. "

We first obtain the NF of the cascade using a direct method; according to (2.115), we
simply calculate the total noise at the output due to the two stages, divide by (V,u:/Vin)?,
normalize to 4kTRg, and add one to the result. Taking the loadings into account, we write
the overall voltage gain as

\% R; R;
AO _ Yout _ inl Aol in2 Ap. (2123)
Vi Rin1 + Rs Rino + Rouri

19. We assume for simplicity that the reactive components of the input and output impedances are nulled but
the final result is valid even if they are not.
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Vout

Figure 2.51 (a) Noise in a cascade of stages, (b) simplified diagram.

The output noise due to the two stages, denoted by V,%’ out> CONSists of two components: (a)

V_,fz, and (b) V_gl amplified by the second stage. Since V,;; sees an impedance of R, to its
left and R;;» to its right, it is scaled by a factor of R/ (Rin2 + Rour1) as it appears at the
input of the second stage. Thus,

— — — PR
|77 V7 R Vo S —" | A— L 2.124
mout n2 nl (RinZ + Rout1)2 2 ( )

The overall NF is therefore expressed as

NF = 1 + Viow | (2.125)
A3 4kTRs
v
=1+ Vi !
le 2 5 4kTRS

le + RS V1
v
VnZ 1

+ - — (2.126)
< Rin > A2 ( Rinp ) Az 4kTRS
Rint + Rs) """\ Ria + Rourt ) = 2

The first two terms constitute the NF of the first stage, NF'|, with respect to a source
impedance of Rs. The third term represents the noise of the second stage, but how can it be
expressed in terms of the noise figure of this stage?
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Let us now consider the second stage by itself and determine its noise figure with
respect to a source impedance of R,,;1 [Fig. 2.51(b)]. Using (2.115) again, we have

V2 1
NF;, =1+ 5 L . (2.127)
Rin 2 4KTRoun
(RinZ + Routl)2 v2
It follows from (2.126) and (2.127) that
NF; — 1
NF,,; = NF| + 5 . (2.128)
inl 2 Ry

(Rint + Rs)2 V' Roun

What does the denominator represent? This quantity is in fact the “available power gain”
of the first stage, defined as the “available power” at its output, Py, 4, (the power that it
would deliver to a matched load) divided by the available source power, Ps 4, (the power
that the source would deliver to a matched load). This can be readily verified by finding the
power that the first stage in Fig. 2.51(a) would deliver to a load equal to Ry,1:

P = V2 Rin A2 (2.129)
P T Ry + Rip)? Y 4Rount” ‘
Similarly, the power that V;,, would deliver to a load of Rg is given by
V2
P =, 2.130
S,av 4 RS ( )
The ratio of (2.129) and (2.130) is indeed equal to the denominator in (2.128).
With these observations, we write
NF; — 1
NF, = NFj + —%—— (2.131)
Api

where Ap; denotes the “available power gain” of the first stage. It is important to bear in
mind that NF; is computed with respect to the output impedance of the first stage. For m
stages,

NF, — 1 NF,, — 1
My n

NF;; =1+ (NF1 — 1) + _
! Pl Ap1 - Apon—1)

(2.132)

Called “Friis’ equation” [7], this result suggests that the noise contributed by each stage
decreases as the total gain preceding that stage increases, implying that the first few stages
in a cascade are the most critical. Conversely, if a stage suffers from attenuation (loss),
then the NF of the following circuits is “amplified” when referred to the input of that
stage.
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Example 2.22

Determine the NF of the cascade of common-source stages shown in Fig. 2.52. Neglect the
transistor capacitances and flicker noise.

Voo
14 I3
Rs Vout
M, L m,
+
Vin = =

Figure 2.52 Cascade of CS stages for noise figure calculation.

Solution:

Which approach is simpler to use here, the direct method or Friis’ equation? Since
Rin1 = Rinp = 00, Eq. (2.126) reduces to
V2 v2
NF=1+ - m ] Yip 1
2 2 22 v
A5, 4kTRs A7 A7, 4kTRg

(2.133)

where V2| = 4kTy g1y, V2, = 4Ty gmar>,, Avi = gmiro1, and A,y = guoron. With all
of these quantities readily available, we simply substitute for their values in (2.133),

obtaining

NF=1+—_+ U (2.134)

gmiRs g% 1% 8mRs

On the other hand, Friis’ equation requires the calculation of the available power gain of
the first stage and the NF of the second stage with respect to a source impedance of rpy,
leading to lengthy algebra.

The foregoing example represents a typical situation in modern RF design: the interface
between the two stages does not have a 50-Q2 impedance and no attempt has been made
to provide impedance matching between the two stages. In such cases, Friis’ equation
becomes cumbersome, making direct calculation of the NF' more attractive.

While the above example assumes an infinite input impedance for the second stage, the
direct method can be extended to more realistic cases with the aid of Eq. (2.126). Even in the

presence of complex input and output impedances, Eq. (2.126) indicates that (1) Vgl must
be divided by the unloaded gain from Vi, to the output of the first stage; (2) the output noise

of the second stage, Vr%z’ must be calculated with this stage driven by the output impedance

of the first stage;*® and (3) V,%z must be divided by the total voltage gain from Vj, to V.

20. Recall from Example 2.19 that the output noise of a circuit may depend on the source impedance driving
it, but the source impedance noise is excluded from ng.
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Example 2.23

Determine the noise figure of the circuit shown in Fig. 2.53(a). Neglect transistor
capacitances, flicker noise, channel-length modulation, and body effect.

Voo Voo

VY
]

(o]

N

= Rp, Rpy =

AAA

?— VYout

|:-||_° Y Rop+ M, I_O__i_

R 4KT Y
ws “:_LM1 l |_>
out1 in

: (@) (b)
Figure 2.53 (a) Cascade of CS and CG stages, (b) simplified diagram.

11}
Q
3
N

Solution:

For the first stage, A,;1 = —gm1Rp1 and the unloaded output noise is equal to

= 4kTygmR3, + 4kTRp . (2.135)

For the second stage, the reader can show from Fig. 2.53(b) that

— 4Ty ( Rpo
8m

2
+ 4KTRpy. (2.136)
> + Rpi

Note that the output impedance of the first stage is included in the calculation of V_;%z but
the noise of Rp; is not.
We now substitute these values in Eq. (2.126), bearing in mind that R;;» = 1/g,,2 and

Ay = gm2Rpo.

4kTy gmiR3, + 4kTRp: 1
g2 k%, 4kTRs

NF[o[ =1+

4kTy Rpy
gm2 \&m + Rp2

a1 " 4kTRg"

2 2 2 2 2

8miRp1 <—_1 T—R ) 8m2Rpo
82 D1

2
) + 4kTRp>
(2.137)

Noise Figure of Lossy Circuits Passive circuits such as filters appear at the front end of
RF transceivers and their loss proves critical (Chapter 4). The loss arises from unwanted
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resistive components within the circuit that convert the input power to heat, thereby pro-
ducing a smaller signal power at the output. Furthermore, recall from Fig. 2.37 that resistive
components also generate thermal noise. That is, passive lossy circuits both attenuate the
signal and introduce noise.

We wish to prove that the noise figure of a passive (reciprocal) circuit is equal to its
“power loss,” defined as L = P;,,/P,,:, where Py, is the available source power and P,,; the
available power at the output. As mentioned in the derivation of Friis’ equation, the avail-
able power is the power that a given source or circuit would deliver to a conjugate-matched
load. The proof is straightforward if the input and output are matched (Problem 2.20). We
consider a more general case here.

Consider the arrangement shown in Fig. 2.54(a), where the lossy circuit is driven by
a source impedance of Rg while driving a load impedance of R;.*' From Eq. (2.130), the
available source power is P;, = Vizn /(4Rs). To determine the available output power, we
construct the Thevenin equivalent shown in Fig. 2.54(b), obtaining P,,; = V%h ov/ (ARour).
Thus, the loss is given by

Ve R
= S (2.138)
VThev S

To calculate the noise figure, we utilize the theorem illustrated in Fig. 2.37 and the
equivalent circuit shown in Fig. 2.54(c) to write

2

V2= 4kTRomL. (2.139)
’ (RL + Rout)2
Thevenin
Equivalent
Rg
+ Lossy
Vin (O -~ | circuit
= Rin
(a)
Rout
p———oO
+ I
4kTRout ) E: RL Vnz,out
0

(©)

Figure 2.54 (a) Lossy passive network, (b) Thevenin equivalent, (c) simplified diagram.

21. For simplicity, we assume the reactive parts of the impedances are cancelled but the final result is valid
even if they are not.
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Note that Ry, is assumed noiseless so that only the noise figure of the lossy circuit can be
determined. The voltage gain from V;, to V,,; is found by noting that, in response to Vj,, the
circuit produces an output voltage of V,,; = VineyRr/(Rp + Rour) [Fig. 2.54(b)]. That is,

_ VThey RL
Ay = e —
Vin Ry + Rout

(2.140)

The NF is equal to (2.139) divided by the square of (2.140) and normalized to 4kTRg:

_ Vi 1
NF = 4hTRu " o (2.141)
Thev S
=L (2.142)

Example 2.24

The receiver shown in Fig. 2.55 incorporates a front-end band-pass filter (BPF) to suppress
some of the interferers that may desensitize the LNA. If the filter has a loss of L and the
LNA a noise figure of NFna, calculate the overall noise figure.

Y LNA
BPF ~[>°Vom

Figure 2.55 Cascade of BPF and LNA.

Solution:

Denoting the noise figure of the filter by NFj;,, we write Friis’ equation as

NFpu — 1
NF o1 = NFgy + LLN—j‘I (2.143)
=L+ (NFya — 1)L (2.144)
= L - NFna, (2.145)

where NFn4 is calculated with respect to the output resistance of the filter. For example,
if L=1.5dB and NFyns = 2dB, then NF,; = 3.5dB.

2.4 SENSITIVITY AND DYNAMIC RANGE

The performance of RF receivers is characterized by many parameters. We study two,
namely, sensitivity and dynamic range, here and defer the others to Chapter 3.



Sec. 2.4.  Sensitivity and Dynamic Range 59

2.4.1 Sensitivity

The sensitivity is defined as the minimum signal level that a receiver can detect with
“acceptable quality.” In the presence of excessive noise, the detected signal becomes
unintelligible and carries little information. We define acceptable quality as sufficient
signal-to-noise ratio, which itself depends on the type of modulation and the corruption
(e.g., bit error rate) that the system can tolerate. Typical required SNR levels are in the
range of 6 to 25 dB (Chapter 3).

In order to calculate the sensitivity, we write

SNR;
= = (2.146)
SNR put
_ Psig/Prs (2.147)
SNRour '

where Py;, denotes the input signal power and Pgg the source resistance noise power, both
per unit bandwidth. Do we express these quantities in V2/Hz or W/Hz? Since the input
impedance of the receiver is typically matched to that of the antenna (Chapter 4), the
antenna indeed delivers signal power and noise power to the receiver. For this reason, it
is common to express both quantities in W/Hz (or dBm/Hz). It follows that

Pgig = Pgrs - NF - SNRyys. (2.148)

Since the overall signal power is distributed across a certain bandwidth, B, the two sides
of (2.148) must be integrated over the bandwidth so as to obtain the total mean squared
power. Assuming a flat spectrum for the signal and the noise, we have

Psig.ior = PRs - NF - SNRyy; - B. (2.149)

Equation (2.149) expresses the sensitivity as the minimum input signal that yields a
given value for the output SNR. Changing the notation slightly and expressing the quantities
in dB or dBm, we have*

Psenlam = PrslaBm/iz + NF|ag + SNRyinlap + 101og B, (2.150)
where Pg,y, is the sensitivity and B is expressed in Hz. Note that (2.150) does not directly
depend on the gain of the system. If the receiver is matched to the antenna, then from
(2.91), Pgs = kT = —174dBm/Hz and

Psen = —174dBm/Hz + NF + 10log B + SNRj. (2.151)

Note that the sum of the first three terms is the total integrated noise of the system
(sometimes called the “noise floor”).

22. Note that in conversion to dB or dBm, we take 10 log because these are power quantities.
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Example 2.25

A GSM receiver requires a minimum SNR of 12dB and has a channel bandwidth of
200kHz. A wireless LAN receiver, on the other hand, specifies a minimum SNR of 23 dB
and has a channel bandwidth of 20 MHz. Compare the sensitivities of these two systems if
both have an NF of 7 dB.

Solution:

For the GSM receiver, Pg.,, = — 102dBm, whereas for the wireless LAN system, P, =
—71 dBm. Does this mean that the latter is inferior? No, the latter employs a much wider
bandwidth and a more efficient modulation to accommodate a data rate of 54 Mb/s. The
GSM system handles a data rate of only 270 kb/s. In other words, specifying the sensitivity
of a receiver without the data rate is not meaningful.

2.4.2 Dynamic Range

Dynamic range (DR) is loosely defined as the maximum input level that a receiver can
“tolerate” divided by the minimum input level that it can detect (the sensitivity). This defi-
nition is quantified differently in different applications. For example, in analog circuits such
as analog-to-digital converters, the DR is defined as the “full-scale” input level divided by
the input level at which SNR = 1. The full scale is typically the input level beyond which a
hard saturation occurs and can be easily determined by examining the circuit.

In RF design, on the other hand, the situation is more complicated. Consider a sim-
ple common-source stage. How do we define the input “full scale” for such a circuit? Is
there a particular input level beyond which the circuit becomes excessively nonlinear? We
may view the 1-dB compression point as such a level. But, what if the circuit senses two
interferers and suffers from intermodulation?

In RF design, two definitions of DR have emerged. The first, simply called the dynamic
range, refers to the maximum tolerable desired signal power divided by the minimum tol-
erable desired signal power (the sensitivity). Illustrated in Fig. 2.56(a), this DR is limited
by compression at the upper end and noise at the lower end. For example, a cell phone
coming close to a base station may receive a very large signal and must process it with

Performance
---------- Limited by A
log Compression log
scale scale
Sensitivity Performance Sensitivity —_|
---------- Limited by
Receiver . Noise Receiver |
Integrated Noise Integrated Noise

(a) b
Figure 2.56 Definitions of (a) DR and (b) SFDR.
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acceptable distortion. In fact, the cell phone measures the signal strength and adjusts the
receiver gain so as to avoid compression. Excluding interferers, this “compression-based”
DR can exceed 100 dB because the upper end can be raised relatively easily.

The second type, called the “spurious-free dynamic range” (SFDR), represents limita-
tions arising from both noise and interference. The lower end is still equal to the sensitivity,
but the upper end is defined as the maximum input level in a fwo-tone test for which the
third-order IM products do not exceed the integrated noise of the receiver. As shown in
Fig. 2.56(b), two (modulated or unmodulated) tones having equal amplitudes are applied
and their level is raised until the IM products reach the integrated noise.” The ratio of the
power of each tone to the sensitivity yields the SFDR. The SFDR represents the maximum
relative level of interferers that a receiver can tolerate while producing an acceptable signal
quality from a small input level.

Where should the various levels depicted in Fig. 2.56(b) be measured, at the input
of the circuit or at its output? Since the IM components appear only at the output, the
output port serves as a more natural candidate for such a measurement. In this case, the
sensitivity—usually an input-referred quantity—must be scaled by the gain of the circuit
so that it is referred to the output. Alternatively, the output IM magnitudes can be divided
by the gain so that they are referred to the input. We follow the latter approach in our SFDR
calculations.

To determine the upper end of the SFDR, we rewrite Eq. (2.56) as

Pout - PIM,out

Ppp3 = Pip + > ,

(2.152)

where, for the sake of brevity, we have denoted 20log A, as P, even though no actual
power may be transferred at the input or output ports. Also, Py 0. represents the level of
IM products at the output. If the circuit exhibits a gain of G (in dB), then we can refer the
IM level to the input by writing Py in = Py ,our — G. Similarly, the input level of each tone
is given by Pj;, = P, — G. Thus, (2.152) reduces to

Pp3 = Pip + m (2.153)
_ 3Pin — PIM,in’ (2.154)
2
and hence
Py = 223 Pivtin, (2.155)

3

The upper end of the SFDR is that value of P;, which makes Py ;, equal to the integrated
noise of the receiver:

2Ppp3 + (—174dBm + NF + 10log B)
Pin,max = 3 . (2.156)

23. Note that the integrated noise is a single value (e.g., 100 £ V), not a density.
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The SFDR is the difference (in dB) between Pjy, 4, and the sensitivity:

SFDR = Pipmax — (—174dBm + NF + 1010g B + SNRyin) (2.157)
2(Pyps + 174dBm — NF — 10log B
_ 2(Purs n; 2B _ v, . (2.158)

For example, a GSM receiver with NFF =7dB, Pyp3 = — 15dBm, and SNR,,;, = 12dB
achieves an SFDR of 54 dB, a substantially lower value than the dynamic range in the
absence of interferers.

Example 2.26

The upper end of the dynamic range is limited by intermodulation in the presence of two
interferers or desensitization in the presence of one interferer. Compare these two cases and
determine which one is more restrictive.

Solution:

We must compare the upper end expressed by Eq. (2.156) with the 1-dB compression point:
2
Pi—ap i Pin max- (2.159)

Since Pi—4p = Pppz — 9.6dB,

? 2P + (=174dBm + NF + 10log B
Ppp3 —9.6dB Al { ;n 2Ek) (2.160)
<

and hence )
Pjp3 — 28.8dB > —174dBm + NF + 10log B. (2.161)
<

Since the right-hand side represents the receiver noise floor, we expect it to be much lower
than the left-hand side. In fact, even for an extremely wideband channel of B = 1 GHz and
NF = 10dB, the right-hand side is equal to —74 dBm, whereas, with a typical Pyp3 of —10
to —25 dBm, the left-hand side still remains higher. It is therefore plausible to conclude that

P1—dB > Pin,max- (2.162)

It follows that the maximum tolerable level in a two-tone test is quite lower than that in
a compression test, i.e., corruption by intermodulation between two interferers is much
greater than compression due to one. The SFDR is therefore a more stringent characteristic
of the system than the compression-based dynamic range.

2.5 PASSIVE IMPEDANCE TRANSFORMATION

At radio frequencies, we often employ passive networks to transform impedances—from
high to low and vice versa, or from complex to real and vice versa. Called “matching
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”

networks,” such circuits do not easily lend themselves to integration because their con-
stituent devices, particularly inductors, suffer from loss if built on silicon chips. (We do
use on-chip inductors in many RF building blocks.) Nonetheless, a basic understanding of
impedance transformation is essential.

2.5.1 Quality Factor

In its simplest form, the quality factor, O, indicates how close to ideal an energy-storing
device is. An ideal capacitor dissipates no energy, exhibiting an infinite Q, but a series
resistance, Rg [Fig. 2.57(a)], reduces its Q to

05 = L2 (2.163)

where the numerator denotes the “desired” component and the denominator, the “unde-
sired” component. If the resistive loss in the capacitor is modeled by a parallel resistance
[Fig. 2.57(b)], then we must define the Q as

R
Op = TP (2.164)

Co

because an ideal (infinite Q) results only if Rp = 0o. As depicted in Figs. 2.57(c) and (d),
similar concepts apply to inductors

Lw
= = 2.165
Qs Ry ( )
R
Oop = L. (2.166)
Lw

While a parallel resistance appears to have no physical meaning, modeling the loss by Rp
proves useful in many circuits such as amplifiers and oscillators (Chapters 5 and 8). We
will also introduce other definitions of Q in Chapter 8.

2.5.2 Series-to-Parallel Conversion

Before studying transformation techniques, let us consider the series and parallel RC
sections shown in Fig. 2.58. What choice of values makes the two networks equivalent?

Rs c R Rs L Fp
e o N be oW A gt
c L
(a) (b) (© (@

Figure 2.57 (a) Series RC circuit, (b) equivalent parallel circuit, (c) series RL circuit, (d) equivalent
parallel circuit.
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Rs Cs Rp
o—MW—-
Cp
(@ (b)

Figure 2.58 Series-to-parallel conversion.

Equating the impedances,

RsCss + 1 R
Chat: ol g — (2.167)
Css RpCps + 1
and substituting jw for s, we have
RpCsjo = 1 — RpCpRsCsw® + (RpCp + RsCs)jw, (2.168)
and hence
RpCpRsCsaw? = 1 (2.169)
RpCp + RsCs — RpCs = 0. (2.170)

Equation (2.169) implies that Qs = QOp.

Of course, the two impedances cannot remain equal at all frequencies. For example, the
series section approaches an open circuit at low frequencies while the parallel section does
not. Nevertheless, an approximation allows equivalence for a narrow frequency range. We
first substitute for RpCp in (2.169) from (2.170), obtaining

1
Rp = ——— + Ryg. 2.171
P RsClar s ( )
Utilizing the definition of Qg in (2.163), we have
Rp = (Q% + DRs. (2.172)
Substitution in (2.169) thus yields
o5
Cp=— Cs. (2.173)
O+ 1

So long as Q% >> 1 (which is true for a finite frequency range),

Rp ~ Q3Rs (2.174)
Cp ~ Cg. (2.175)
That is, the series-to-parallel conversion retains the value of the capacitor but raises the

resistance by a factor of Qé. These approximations for Rp and Cp are relatively accu-
rate because the quality factors encountered in practice typically exceed 4. Conversely,
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parallel-to-series conversion reduces the resistance by a factor of QJZD. This statement applies
to RL sections as well.

2.5.3 Basic Matching Networks

A common situation in RF transmitter design is that a load resistance must be transformed
to a lower value. The circuit shown in Fig. 2.59(a) accomplishes this task. As mentioned
above, the capacitor in parallel with Ry, converts this resistance to a lower series component
[Fig. 2.59(b)]. The inductance is inserted to cancel the equivalent series capacitance.

L1 L1 C1

i —F0—
|—> T C; =R |—>

Z.

in

(a) (b)

AL -|-

VY
.
()

Figure 2.59 (a) Matching network, (b) equivalent circuit.

Writing Z;,, from Fig. 2.59(a) and replacing s with jo, we have

Ri(1 — LiCiw?) + jLiw

Zin(jw) = 2.176
in(Jo) 1+ jR.Cro0 ( )
Thus,
R
Re{Ziy) = ———— 2.177)
1 + R;Ciw?
R
="t (2.178)
1+ 0%

indicating that Ry is transformed down by a factor of 1 + QIZD. Also, setting the imaginary
part to zero gives

R?C
L= —L " (2.179)
1 + R;Ciw?
R:C
= Ll (2.180)
1+ 03
If 02> 1, then
1
Re(Zp) ~ ——— 2.181
) % s (2.181)
1
L = . 2.182
1 Cra? ( )

The following example illustrates how the component values are chosen.



66 Chap. 2. Basic Concepts in RF Design

Example 2.27

Design the matching network of Fig. 2.59(a) so as to transform Ry, =50 2 to 25 Q2 at a
center frequency of 5 GHz.

Solution:

Assuming Q%, > 1, we have from Eqgs. (2.181) and (2.182), C; = 0.90pF and L; = 1.13nH,
respectively. Unfortunately, however, Op = 1.41, indicating that Egs. (2.178) and (2.180)
must be used instead. We thus obtain C; = 0.637 pF and L; = 0.796 nH.

In order to transform a resistance to a higher value, the capacitive network shown in
Fig. 2.60(a) can be used. The series-parallel conversion results derived previously pro-
vide insight here. If Q2 > 1, the parallel combination of C; and Ry can be converted to
a series network [Fig. 2.60(b)], where Rs ~ [RL(Ciw)?]™ ! and Cs~ C;. Viewing C, and
C as one capacitor, Cy, and converting the resulting series section to a parallel circuit
[Fig. 2.60(c)], we have

1

R, =— 2.183
tot RS(Ceqa))2 ( )
i \2
_ <1 + _1) Ry, (2.184)
6))
That is, the network “boosts” the value of R;, by a factor of (1 + Cy/ ()2, Also,
Ci1C,
Coy = ———. 2.185
‘T + Gy ( )

Note that the capacitive component must be cancelled by placing an inductor in parallel
with the input.

C, C, Cy

— o—A—— 1]
= RS = Rtot

Ceq I =

(a) (b) ©)

Figure 2.60 (a) Capacitive matching circuit, (b) simplified circuit with parallel-to-series conver-
sion, (c) simplified circuit with series-to-parallel conversion.

For low Q values, the above derivations incur significant error. We thus compute the
input admittance (1/Y;,) and replace s with jo,

_ JoCy(1 + joR1Cy)
1+ R (Cy + Cz)ja)'

(2.186)

in
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The real part of Yj;, yields the equivalent resistance seen to ground if we write

1
Rit = 2.187
o Ret] ( )
1 1 \?
=~ +R (1 + —1) . (2.188)
RLC2w2 )

In comparison with Eq. (2.184), this result contains an additional component, (R, C%a)z) -1

Example 2.28

Determine how the circuit shown in Fig. 2.61(a) transforms R;.

(a) (b)
Figure 2.61 (a) Matching network, (b) simplified circuit.

Solution:

We postulate that conversion of the Lj—R;, branch to a parallel section produces a higher
resistance. If Qé = (Liw/Rr)? > 1, then the equivalent parallel resistance is obtained from
Eq. (2.174) as

Rp = Q3R (2.189)
[20?
. (2.190)
R

The parallel equivalent inductance is approximately equal to L; and is cancelled by C;
[Fig. 2.61(b)].

The intuition gained from our analysis of matching networks leads to the four
“L-section” topologies® shown in Fig. 2.62. In Fig. 2.62(a), C transforms R to a smaller
series value and L cancels C;. Similarly, in Fig. 2.62(b), L; transforms Ry, to a smaller
series value while Cj resonates with L;. In Fig. 2.62(c), L; transforms Ry, to a larger paral-
lel value and C; cancels the resulting parallel inductance. A similar observation applies to
Fig. 2.62(d).

How do these networks transform voltages and currents? As an example, consider the
circuit in Fig. 2.62(a). For a sinusoidal input voltage with an rms value of V;,, the power

24. The term “L” is used because the capacitor and the inductor form the letter L in the circuit diagram.
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Re{Z,} >R_ T Re{Z,} >R_

Figure 2.62 Four L sections used for matching.

delivered to the input port is equal to Vl.z;l /Re{Z;,}, and that delivered to the load, Vozm /Rr.
If Ly and C are ideal, these two powers must be equal, yielding

Vour _ RL (2 191)
Vin Re{Zyn} '

This result, of course, applies to any lossless matching network whose input impedance
contains a zero imaginary part. Since Pj,, = Viyliy and Poyr = Vouelour, we also have

= . 2.192
R, ( )

Iowr _ | Re{Zin)
I in

For example, a network transforming R; to a lower value “amplifies” the voltage and
attenuates the current by the above factor.

Example 2.29

A closer look at the L-sections in Figs. 2.62(a) and (c) suggests that one can be obtained
from the other by swapping the input and output ports. Is it possible to generalize this
observation?

Solution:

Yes, it is. Consider the arrangement shown in Fig. 2.63(a), where the passive network
transforms Ry, by a factor of «. Assuming the input port exhibits no imaginary component,
we equate the power delivered to the network to the power delivered to the load:

2 2

R 1 v

VL : = Tour (2.193)
aR; + Ry aR; Ry




Sec. 2.5.  Passive Impedance Transformation 69

Example 2.29 (Continued)

Rs
R o
> X o AMA o
Lossless Yy
Vin Y Passive #E R, Vout ﬁ Y #E R, Vout
A Network o [ T 4-! o
: O OLRL . E RS
o

(@) (b)

Figure 2.63 (a) Input and (b) output impedances of a lossless passive network.

It follows that V e
Vousr = ji — T (2.194)
o R + —

o
pointing to the Thevenin equivalent shown in Fig. 2.63(b). We observe that the network
transforms Rg by a factor of 1/« and the input voltage by a factor of 1//«, similar to that
in Eq. (2.191). In other words, if the input and output ports of such a network are swapped,
the resistance transformation ratio is simply inverted.

Transformers can also transform impedances. An ideal transformer having a turns ratio
of n “amplifies” the input voltage by a factor of n (Fig. 2.64). Since no power is lost,
Vizn /Rin = n? Vi2n /Ry and hence R;, = Ry / n%. The behavior of actual transformers, especially
those fabricated monolithically, is studied in Chapter 7.

Figure 2.64 Impedance transformation by a physical transformer.

The networks studied here operate across only a narrow bandwidth because the trans-
formation ratio, e.g., 1 + Q2, varies with frequency, and the capacitance and inductance
approximately resonate over a narrow frequency range. Broadband matching networks can
be constructed, but they typically suffer from a high loss.

2.5.4 Loss in Matching Networks

Our study of matching networks has thus far neglected the loss of their constituent compo-
nents, particularly, that of inductors. We analyze the effect of loss in a few cases here,
but, in general, simulations are necessary to determine the behavior of complex lossy
networks.
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P, Lossy Matching Circuit P,

.............................

Figure 2.65 Lossy matching network with series resistence.

Consider the matching network of Fig. 2.62(a), shown in Fig. 2.65 with the loss of L;
modeled by a series resistance, Rg. We define the loss as the power provided by the input
divided by that delivered to Ry. The former is equal to

2
o Vi (2.195)
Rs + Rini
and the latter,
PL= <v,~n Rint )2 L (2.196)
Rs + Rin1 Rin
because the power delivered to R;y is entirely absorbed by Ry. It follows that
_ Pin
Loss = — (2.197)
P
Rs
=1+ . (2.198)
Rinl

For example, if Rg = 0.1R;,1, then the (power) loss reaches 0.41 dB. Note that this network
transforms Ry, to a lower value, R;;,; = Ry /(1 + Q%,), thereby suffering from loss even if Rg
appears small.

As another example, consider the network of Fig. 2.62(b), depicted in Fig. 2.66 with
the loss of L1 modeled by a parallel resistance, Rp. We note that the power delivered by Vj,,
Py, is entirely absorbed by Rp||Ry:

V2

P, = —2u_ 2.199
"= RlIRL ( )
_ VouRr + R (2.200)

R, Rp ’

Figure 2.66 Lossy matching network with parallel resistence.
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.. 2
Recognizing V.

/Ry as the power delivered to the load, Py, we have

RL
Loss =1+ —. (2.201)
Rp

For example, if Rp = 10R, then the loss is equal to 0.41 dB.

2.6 SCATTERING PARAMETERS

Microwave theory deals mostly with power quantities rather than voltage or current quanti-
ties. Two reasons can explain this approach. First, traditional microwave design is based on
transfer of power from one stage to the next. Second, the measurement of high-frequency
voltages and currents in the laboratory proves very difficult, whereas that of average power
is more straightforward. Microwave theory therefore models devices, circuits, and systems
by parameters that can be obtained through the measurement of power quantities. They are
called “scattering parameters” (S-parameters).

Before studying S-parameters, we introduce an example that provides a useful view-
point. Consider the L1—C| series combination depicted in Fig. 2.67. The circuit is driven by
a sinusoidal source, Vj,, having an output impedance of Rs. A load resistance of Ry = Rg
is tied to the output port. At an input frequency of w = (/L1 Cl)fl, L and C; form a short
circuit, providing a conjugate match between the source and the load. In analogy with trans-
mission lines, we say the “incident wave” produced by the signal source is absorbed by Ry.
At other frequencies, however, L; and C; attenuate the voltage delivered to R;. Equiva-
lently, we say the input port of the circuit generates a “reflected wave” that returns to the
source. In other words, the difference between the incident power (the power that would be
delivered to a matched load) and the reflected power represents the power delivered to the
circuit.

Incident
Wave

Figure 2.67 Incident wave in a network.

The above viewpoint can be generalized for any two-port network. As illustrated in
Fig. 2.68, we denote the incident and reflected waves at the input port by Vfr and V,
respectively. Similar waves are denoted by V; and V, , respectively, at the output. Note

Two-Port| <+ V2

Network vV, =

AL
W
X

-

Figure 2.68 [llustration of incident and reflected waves at the input and output.
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that V1+ denotes a wave generated by V;, as if the input impedance of the circuit were
equal to Rg. Since that may not be the case, we include the reflected wave, V|, so that the
actual voltage measured at the input is equal to V1+ + V. Also, V2+ denotes the incident
wave traveling info the output port or, equivalently, the wave reflected from R;. These four
quantities are uniquely related to one another through the S-parameters of the network:

Vi =SuV{ +Spv,y (2.202)
Vy =8SuV{ + SnV;. (2.203)

With the aid of Fig. 2.69, we offer an intuitive interpretation for each parameter:

1. For S11, we have from Fig. 2.69(a)

V-

- L
St = Jrlvs -0 (2.204)

Thus, Sy is the ratio of the reflected and incident waves at the input port when the
reflection from Ry, (i.e., V2Jr ) is zero. This parameter represents the accuracy of the
input matching.

2. For S1», we have from Fig. 2.69(b)

S = (2.205)

1
V2+ |V1Jr =0-

Thus, S17 is the ratio of the reflected wave at the input port to the incident wave
into the output port when the input port is matched. In this case, the output port is
driven by the signal source. This parameter characterizes the “reverse isolation” of
the circuit, i.e., how much of the output signal couples to the input network.

Rs , Rs | R
' AA ' AA
H vy H + Yyy
Two-Port : 4 Two-Port —V +
L EA - - Vx
Network : - v, Network v, - 2
V=0 Vi=o0
(@ (b)
Rs | RL
A AA
Wy Ty
: Two-Port -V, + Two-Port <
H _ VX _ H :: RL
Network vV, > - Network v,
Vi=0 V,=0

(©) (d)

Figure 2.69 Illustration of four S-parameters.
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3. For S22, we have from Fig. 2.69(c)

V-

_
S = V2+ |V1+ =0 (2.206)

Thus, S2» is the ratio of reflected and incident waves at the output when the reflec-
tion from Ry (i.e., Vfr ) is zero. This parameter represents the accuracy of the output
matching.

4. For S»1, we have from Fig. 2.69(d)

(2.207)

Thus, S7; is the ratio of the wave incident on the load to that going to the input when
the reflection from Ry is zero. This parameter represents the gain of the circuit.

We should make a few remarks at this point. First, S-parameters generally have
frequency-dependent complex values. Second, we often express S-parameters in units of
dB as follows

Smnlap = 2010g [Syun|. (2.208)

Third, the condition V2Jr = 0 in Egs. (2.204) and (2.207) requires that the reflection from Ry,
be zero, but it does not mean that the output port of the circuit must be conjugate-matched
to Rz. This condition simply means that if, hypothetically, a transmission line having a char-
acteristic impedance equal to Rg carries the output signal to Ry, then no wave is reflected
from Ry. A similar note applies to the requirement V1+ =0 in Egs. (2.205) and (2.206).
The conditions V1+ = 0 at the input or V2+ = 0 at the output facilitate high-frequency mea-
surements while creating issues in modern RF design. As mentioned in Section 2.3.5 and
exemplified by the cascade of stages in Fig. 2.53, modern RF design typically does not
strive for matching between stages. Thus, if S1; of the first stage must be measured with
R;, = Ry at its output, then its value may not represent the S1; of the cascade.

In modern RF design, S;; is the most commonly-used S parameter as it quantifies the
accuracy of impedance matching at the input of receivers. Consider the arrangement shown
in Fig. 2.70, where the receiver exhibits an input impedance of Z;,,. The incident wave Vfr
is given by V;,/2 (as if Z;, were equal to Rg). Moreover, the total voltage at the receiver

Receiver

Figure 2.70 Receiver with incident and reflected waves.
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input is equal to V;,Z;,/(Zi, + Rs), which is also equal to Vfr + V| . Thus,

Zi Vin

Vi =Vy——— — — 2.209
1 " Zin + Rg 2 ( )
Zin — Rg
= — V. 2.210
2(Zin +Rs) " (2210
It follows that

V- Zin — R
L=Zm o5 2.211)

Vi' Zint+Rs

Called the “input reflection coefficient” and denoted by I';,, this quantity can also be
considered to be Sy if we remove the condition V" = 0 in Eq. (2.204).

Example 2.30
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Example 2.30 (Continued)

Solution:

Drawing the circuit as shown in Fig. 2.71(b), where Cx = Cgs + Csp and Cy = Cgp + Cpg,
we write Z;, = (1/gm)||(Cxs)~ ! and

Zin — R
Sy =2 S (2.212)
Zin + Rg

1 — gnRs — C
B e O 2213)
1+ gmRs + Cxs

For S12, we recognize that the arrangement of Fig. 2.71(b) yields no coupling from the
output to the input if channel-length modulation is neglected. Thus, S1» = 0. For S7,, we
note that Z,,; = Rp|| (Cys)_1 and hence

Zoi — R
Sy, = Zout 7S (2.214)
Zout + RS

Rg¢ — Rp + RsRpC
= 5" DT ALY (2.215)
Rs + Rp + RsRpCys

Lastly, S>; is obtained according to the configuration of Fig. 2.71(c). Since V, /Vi, =
(V5 /VX)(Vx/Vin), V5 /Vx = gmlRp|IRs||(Cys) 11, and Vx/Viy=Zn/(Zin + Rs), we
obtain

V2 1 1
—= = Rp||Rs||— . 2.216
Vin i < ol SHCYs) 1+ g,uRs + RsCxs ( )

It follows that

1 1
S$21 = 28m (RDHRSH_)

. (2.217)
Cys) 1+ guRs + RsCxs

2.7 ANALYSIS OF NONLINEAR DYNAMIC SYSTEMS?*

In our treatment of systems in Section 2.2, we have assumed a static nonlinearity, e.g., in
the form of y(r) = a1 x(¢) + a2x2(f) + a3x3 (7). In some cases, a circuit may exhibit dynamic
nonlinearity, requiring a more complex analysis. In this section, we address this task.

2.7.1 Basic Considerations

Let us first consider a general nonlinear system with an input given by x(#) = Aj coswif +
Aj cos wot. We expect the output, y(¢), to contain harmonics at nwy, mwj, and IM products

25. This section can be skipped in a first reading.
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at kw1 £ qw;, where, n, m, k, and ¢ are integers. In other words,

o0 o0
y(t) = Z a, cos(nwit + 6,) + Z by, cos(nwyt + ¢p)
n=1 n=1

o0 o0
+ Z Z Cm.n COS(nw1t + mawat + ¢y m). (2.218)

n=—oom=—0o0

In the above equation, a,, b,, ¢, and the phase shifts are frequency-dependent quantities.
If the differential equation governing the system is known, we can simply substitute for y(r)
from this expression, equate the like terms, and compute a,, by, ¢, and the phase shifts.
For example, consider the simple RC section shown in Fig. 2.72, where the capacitor is
nonlinear and expressed as C; = Cp(1 + o V). Adding the voltages across Ry and C and
equating the result to V;,, we have

RiCo(1 + aV)—22L + Vour = Vi, (2.219)

dv,
dt
Now suppose Vj,, (1) = Vg coswit+ Vg cos wat (as in a two-tone test) and assume the system
is only “weakly” nonlinear, i.e., only the output terms at wi, w2, w1 & w3z, 2w & wy, and

2wy £ w1 are significant. Thus, the output assumes the form

Vout(t) = aj cos(wit + ¢1) + by cos(wat + ¢p) + ¢ cos[(w + w)t + @3]
+ crcos[(w) — wp)t + ¢pa] + c3cos[(Rwy + wy)t + ¢ps]
+ cq cos[(w) + 2wp)t + ¢g] + ¢5cos[(Qwi — wr)t + ¢7]
+ cg cos[(wy; — 2wo)t + @3], (2.220)

where, for simplicity, we have used ¢, and ¢,,. We must now substitute for V,,,,(f) and
Vin(2) in (2.219), convert products of sinusoids to sums, bring all of the terms to one side of
the equation, group them according to their frequencies, and equate the coefficient of each
sinusoid to zero. We thus obtain a system of 16 nonlinear equations and 16 knowns (ay, b1,

Clyvves C6y D1y -+ oy PB).

R4

in Vout

G4

Figure 2.72 RC circuit with nonlinear capacitor.

This type of analysis is called “harmonic balance” because it predicts the output fre-
quencies and attempts to “balance” the two sides of the circuit’s differential equation by
including these components in V(). The mathematical labor in harmonic balance makes
hand analysis difficult or impossible. The “Volterra series” approach, on the other hand,
prescribes a recursive method that computes the response more accurately in successive
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steps without the need for solving nonlinear equations. A detailed treatment of the concepts
described below can be found in [10-14].

2.8 VOLTERRA SERIES

In order to understand how the Volterra series represents the time response of a system,
we begin with a simple input form, V;,(¢) = Vg exp(jw1t). Of course, if we wish to obtain
the response to a sinusoid of the form Vycoswit = Re{Vpexp(jwit)}, we simply cal-
culate the real part of the output.”® (The use of the exponential form greatly simplifies
the manipulation of the product terms.) For a linear, time-invariant system, the output is
given by

Vou (1) = H(w1) Vo exp(jor ), (2.221)

where H(w1) is the Fourier transform of the impulse response. For example, if the capacitor
in Fig. 2.72 is linear, i.e., C; = Cp, then we can substitute for V,,; and V;, in Eq. (2.219):

R CoH (1) (jw1)Voexp(jwi11) + H(wy) Vo exp(jwi1) = Voexp(jwit). (2.222)
It follows that
1
H = — 2.223
(@1) R1Cpjw; +1 ( )

Note that the phase shift introduced by the circuit is included in H(w) here.

As our next step, let us ask, how should the output response of a dynamic nonlinear
system be expressed? To this end, we apply two tones to the input, V;, (1) = Vgexp(jwi1) +
Vo exp(jwat), recognizing that the output consists of both linear and nonlinear responses.
The former are of the form

Vourt (1) = H(w1)Vo exp(jw11) + H(wz) Vo exp(jwai), (2.224)

and the latter include exponentials such as exp[ j(w; + w2)t], etc. We expect that the coeffi-
cient of such an exponential is a function of both w; and w,. We thus make a slight change
in our notation: we denote H(wj) in Eq. (2.224) by H;(w;) [to indicate first-order (linear)
terms] and the coefficient of exp[ j(w; + wy)t] by Ha(w1, w2). In other words, the overall
output can be written as

Vour (1) = Hi(w1) Vo exp(jw11t) + Hi(w2) Vo exp(jwat)
+ Hy(w1, @) Vi explj(wr + o)f] + - - - . (2.225)

How do we determine the terms at 2wy, 2w, and w1 — w2? If Ha (w1, w2) explj(w) +
w»)t] represents the component at w; + wy, then Ho(wy, ) exp[j(2w;)t] must model

26. From another point of view, in Vjexp(jw1t) = Vgcoswit + jVsinw;t, the first term generates its own
response, as does the second term; the two responses remain distinguishable by virtue of the factor j.
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that at 2w, . Similarly, H> (w7, @2) and H» (w1, —wy) serve as coefficients for exp[ j(2w2)?]
and exp[j(w; — wy)t], respectively. In other words, a more complete form of Eq. (2.225)
reads

Vour (1) = Hi(w1) Vo exp(jw1t) + Hi(w2) Vo exp(jwat) + Ha (w1, wl)Vg exp(2jwi1)
+ Hy(w, w2) V3 expQjant) + Ha(wi, @2)V§ explj(w) + @)1]
+ Hy(w1, —w) V3 explj(wr — w)f] + -+ - . (2.226)

Thus, our task is simply to compute Ha (w1, w3).

Example 2.31

Determine H> (w1, @) for the circuit of Fig. 2.72.

Solution:

We apply the input V;, (1) = Vpexp(jwi1t) + Voexp(jwat) and assume the output is of the
form Vou (1) = Hi(w1)Voexp(jwi1) + Hi(w2)Voexp(joat) + Ha(wi, @2)V explj(wr +
w»)t]. We substitute for V,,,; and V;, in Eq. (2.219):

R1Coll + aHi(w1) Vo™ + aHj(w2) Vo™ + aHa (w1, wp)Viel @101
X [Hi(w1)jwr Vo™ + Hi(w2)jwr Vo™ + Ha(wi, w2)j(wi + w2)
X V3OO 4 H (01)d®! + Hy(02)e " + Hy(wy, wn) V31!
= Vol + Vo', (2.227)
To obtain H», we only consider the terms containing w; + w;:
R ColaH 1 (01)Hy (w2)jw1 Vie' T D" + aH) () Hy (w1)jwr Vie 1 T
+ Hy(w1, w2)j(@1 + w2)Vge! 1] + Hy (w1, )
X V3el@rtodt = ¢ (2.228)
That is,

_aR G j(w1 + wr)Hy(w1)Hi(w2)
R1Cyj(w) + @) + 1 i

Hy(w1, w2) = (2.229)
Noting that the denominator resembles that of (2.223) but with @ replaced by w; + w;,
we simplify Hy (w1, wp) to

Hy (w1, w3) = —aR 1 Cyj(w1 + wr)Hi(w1)Hi (w2)Hi (w1 + @3). (2.230)

Why did we assume V,,(t) = Hi(w1)Voexp(jwit) + Hi(wz) Vo exp(jwat) +
H) Vg (w1, ) explj(w; + wp)t] while we know that V,,(f) also contains terms at
2w1, 2w7, and w1 — w»? This is because these other exponentials do not yield terms of the
form exp[ j(w; + wo)t].
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Example 2.32

If an input Vg exp(jwit?) is applied to the circuit of Fig. 2.72, determine the amplitude of
the second harmonic at the output.
Solution:
As mentioned earlier, the component at 2w is obtained as H (w1, a)l)Vg explj(wi + w1)t].
Thus, the amplitude is equal to
|A201| = |aR1CoQw1)Hi (@) Hi2w1)| Vg (2.231)
2|et|R1 Con V3

(R2C3w? + 1),/4R2C30? + 1

We observe that Ay, falls to zero as w; approaches zero because C; draws little current,
and also as w; goes to infinity because the second harmonic is suppressed by the low-pass
nature of the circuit.

Example 2.33

If two tones of equal amplitude are applied to the circuit of Fig. 2.72, determine the
ratio of the amplitudes of the components at w; + @, and w; — w,. Recall that H| (w) =
(R1Cojor + 1)71.

(2.232)

Solution:
From Eq. (2.230), the ratio is given by

A H ,
‘ wlte2| _ | Ha(w1, 02) (2233)
Apl-w2 Hy (w1, —w2)
¢ H H aF
_ ‘ (w1 + w)H(@)H (w1 + @2) . (2.234)
(w1 — w2)Hi(—w2)H (w1 — w2)
Since |Hy(w7)| = |H1(—w2)|, we have
Aotren| (@ + 02 [R3CH@1 —w2)? + 1
Ol = (2.235)
Aa)l—(uZ

o, = w2)|\/R%Cg(w1 +w)? + 1

The foregoing examples point to a methodical approach that allows us to compute
the second harmonic or second-order IM components with a moderate amount of algebra.
But how about higher-order harmonics or IM products? We surmise that for Nth-order
terms, we must apply the input V;,(f) = Voexp(jwit) + --- + Vgexp(jont) and compute
H,(w1, ..., w,) as the coefficient of the exp[j(w; + - - + wy)t] terms in the output. The
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output can therefore be expressed as
N N

N
Vour (1) = Y Hi(@) Vo exp(joxt) + > Y Ho(wm. 2o) Vg expl jlom £ wp)t]
k=1 m=1k=1

N N N
+ YD Hs(on, £om, o) Vg explj(on + on £ o] + - (2.236)
n=1m=1k=1

The above representation of the output is called the Volterra series. As exemplified by
(2.230), Hy (w1, . . ., wy) can be computed in terms of Hy, ..., H;,—1 with no need to solve
nonlinear equations. We call H,, the m-th “Volterra kernel.”

Example 2.34

Determine the third Volterra kernel for the circuit of Fig. 2.72.

Solution:

We assume V;,(t) = Vg exp(jw1t) + Vo exp(jwat) + Vo exp(jwst). Since the output con-
tains many components, we introduce the short hands Hj) = Hi(w1)Voexp(jwi1),
Hy) = Hi(w2) Vo exp(jwnt), etc., Hy ) = Hy(wi, a)z)Vg explj(wy + wo)t], etc., and
H312,3) = H3 (w1, w2, a)3)V8 explj(w1 + w2 + w3)t]. We express the output as

Vour () = Hiy + Hi2) + Hi3) + Hy1,2) + Hy1,3) + Ha2,3) + Ha1,1)
= H2(2,2) aF H2(3’3) aF H3(1,2,3) + ... (2.237)

We must substitute for V,,; and V;, in Eq. (2.219) and group all of the terms that con-
tain w; + wy + w3. To obtain such terms in the product of aV,,; and dV,,/dt, we
note that aHy (1 2)jw3H 3y and aH @3)j(w1 + @2)Ha(1,2) produce an exponential of the
form exp[j(w1 + w2)tlexp(jws). Similarly, aH> 2 3)jw1Hiq), aHi1j(w2 + ©3)Hy 2 3),
aHy (1 3)jwaH1(2), and aH 1 0)j(w1 + w3)Hy(1,3) result in w; + w; + ws3. Finally, the product
of aVyy and dVy,,/dt also contains 1 X j(wi + wy + w3)H3(1,2,3). Grouping all of the
terms, we have

H3 (w1, w2, w3)
Hy (w1, wp)wsH (w3) + Hy(w2, w3)w1Hi(w1) + Hy (w1, @3)w2H) (w2)
RiCoj(w) + wr + w3) +1
Hy(w1)(w2 + 03)Ha (@2, w3) + Hi(w2) (@1 + w3)Ha (w1, w3)
Ri1Coj(w; + wy + w3) +1
Hy(@3)(w1 + o2)Ha (w1, w2)
R1Cyj(w) + wy + w3) + 1

= —jaR1Cy

— jaR1Cy

— jaR{Cy (2.238)

Note that Hy(1,1), etc., do not appear here and could have been omitted from Eq. (2.237).
With the third Volterra kernel available, we can compute the amplitude of critical terms.
For example, the third-order IM components in a two-tone test are obtained by substituting
w1 for w3 and —wy for wy.
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The reader may wonder if the Volterra series can be used with inputs other than
exponentials. This is indeed possible [14] but beyond the scope of this book.

The approach described in this section is called the “harmonic” method of kernel
calculation. In summary, this method proceeds as follows:

1. Assume Vi, (1) = Voexp(jw1t) and V,: (1) = Hi(w1)Voexp(jwit). Substitute for
Vour and Vi, in the system’s differential equation, group the terms that contain
exp(jw1t), and compute the first (linear) kernel, Hi (w1).

2. Assume Vj, (1) = Vyexp(jwi1t)+Voexp(jwat) and V1 (1) = Hi(w1) Vo exp(jwrt)+
Hi(w2)Vo exp(jwat) + Ha(wi, w2) V3 expl j(wi + w)]. Make substitutions in the
differential equation, group the terms that contain exp[ j(w; + w3)?], and determine
the second kernel, Hy (w1, wy).

3. Assume Vi, (1) = Voexp(jw1t) + Voexp(jwat) + Voexp(jwst) and V(1) is given
by Eq. (2.237). Make substitutions, group the terms that contain exp[ j(w; + wy +
w3)t], and calculate the third kernel, H3 (w1, w2, w3).

4. To compute the amplitude of harmonics and IM components, choose w1, wy, ...
properly. For example, H;(wi, ®1) yields the transfer function for 2w; and
H3(w1, —wy, wy) the transfer function for 2w; — ws.

2.8.1 Method of Nonlinear Currents

As seen in Example 2.34, the harmonic method becomes rapidly more complex as n
increases. An alternative approach called the method of “nonlinear currents” is sometimes
preferred as it reduces the algebra to some extent. We describe the method itself here and
refer the reader to [13] for a formal proof of its validity.

The method of nonlinear currents proceeds as follows for a circuit that contains a two-
terminal nonlinear device [13]:

1. Assume V;,(t) = Vgpexp(jwit) and determine the linear response of the circuit by
ignoring the nonlinearity. The “response” includes both the output of interest and
the voltage across the nonlinear device.

2. Assume V, (f) = Voexp(jw1t) + Vpexp(jwot) and calculate the voltage across the
nonlinear device, assuming it is linear. Now, compute the nonlinear component of
the current flowing through the device, assuming the device is nonlinear.

3. Set the main input to zero and place a current source equal to the nonlinear
component found in Step 2 in parallel with the nonlinear device.

4. Ignoring the nonlinearity of the device again, determine the circuit’s response to the
current source applied in Step 3. Again, the response includes the output of interest
and the voltage across the nonlinear device.

5. Repeat Steps 2, 3, and 4 for higher-order responses. The overall response is equal
to the output components found in Steps 1, 4, etc.

The following example illustrates the procedure.
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Example 2.35

Determine H3 (w1, w2, w3) for the circuit of Fig. 2.72.

Solution:

In this case, the output voltage also appears across the nonlinear device. We know that
Hi(w1) = (R1Cpjow; + D~ Thus, with Vi, (1) =V exp(jwit), the voltage across the
capacitor is equal to

Vo 3
Ver(f) = ————— /@11, 2.239
c1(?) RiCojor +1 ( )

In the second step, we apply Vi, (¥) = Voexp(jwi1t) + Voexp(jwat), obtaining the linear
voltage across C] as

Voejw]t Voejwzt

Veir (@) = . 2.240
) = g Cior +1  RiCojon +1 (2.240)
With this voltage, we compute the nonlinear current flowing through Cj:
dVcy

It non (1) = 01C0V017 (2.241)

Vol Vo2t

=aCo - + o
RiCyojwo; +1  R1Cpjwr + 1

w1 Voel®!! jwy Voel ™!

x L2L20 o A : (2.242)
RiCyjo; +1 R1Cpjwr + 1

Since only the component at w; + w; is of interest at this point, we rewrite the above
expression as

(2.243)

4 ...
(R1Cpjwr + 1)(R1Cp jar + 1)

J(@1 + an)Vgel @1 ren
ICl,non(t) = aCy |: 0

= aColj(@1 + @) Ve 1TV H () Hy (w2) + - - - 1. (2.244)

In the third step, we set the input to zero, assume a linear capacitor, and apply Ic1 non (f) in
parallel with C; (Fig. 2.73). The current component at w; + w; flows through the parallel
combination of R; and Cy, producing V1 ,on(?):

Figure 2.73 Inclusion of nonlinear current in RC section.
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Example 2.35 (Continued)

Vetnon(t) = —aCoj(w1 + @) Vi ) H (w))
R
X Hy(wy)———— (2.245)
R1C0j(a)1 “F 0)2) +1

= —aR;Coj(w1 + w)Hi(w))Hy (w2)Hi(w) + wp) Vi @1Tod!, (2.246)

We note that the coefficient of Vg explj(w; + wy)t] in these two equations is the same as
Hj (w1, w2) in (2.229).

To determine H3(wi, w2, ®3), we must assume an input of the form V;,(7) =
Vo exp(jw1t) + Voexp(jwat) + Vo exp(jwst) and write the voltage across C; as

Vei(t) = Hi(w) Vo™ + Hi(w2)Voe ™' + Hy(w3)Voe™ + Hy(wi, wp) Ve @1 @)
+ Hy(w1, 03) V3 @19 + Hy (w), w3) Vel @2 @31, (2.247)

Note that, in contrast to Eq. (2.240), we have included the second-order nonlinear terms in
the voltage so as to calculate the third-order terms.?”” The nonlinear current through Cj is

thus equal to

dVer
Ic1,non(®) = aCoVer 7 (2.248)

We substitute for V1 and group the terms containing w1 + wy + w3:

Ictnon(t) = aColHi (w1)Ha (w2, @3)j(w2 + @3) + Ha (w2, w3)jw1Hi(w))
+ Hi(o)Ha (01, w3)j(@1 + w3) + Ha(w1, w3)jwrHi(w2)
+ Hy (03)Ha (01, 0)j(@1 + ) + Hy(w1, o)josH (03)]V5e/ @ o2t et
+ee (2.249)

This current flows through the parallel combination of R and Cy, yielding V1 non (). The
reader can readily show that the coefficient of exp[j(w; + w2 + w3)t] in Vi pon(f) is the
same as the third kernel expressed by Eq. (2.238).

The procedure described above applies to two-terminal nonlinear devices. For transis-
tors, a similar approach can be taken. We illustrate this point with the aid of an example.

Example 2.36

Figure 2.74(a) shows the input network of a commonly-used LNA (Chapter 5). Assuming
that g,,,L1/Cgs = Rs (Chapter 5) and Ip = a(Vgs — Vrr)?, determine the nonlinear terms
in /,,;. Neglect other capacitances, channel-length modulation, and body effect.

(Continues)

27. Other terms are excluded because they do not lead to a component at w| + wy + w3.



84 Chap. 2. Basic Concepts in RF Design

Example 2.36 (Continued)

Rs La
-E l + / D,non
= Cas
(a) (b)
Rs Lg / out
— + -
: V4 9 m Vi / D,non

Figure 2.74 (a) CS stage with inductors in series with source and gate, (b) inclusion of nonlinear
current, (c) computation of output current.

Solution:

In this circuit, two quantities are of interest, namely, the output current, /,,; (= Ip), and
the gate-source voltage, V;; the latter must be computed each time as it determines the
nonlinear component in /.

Let us begin with the linear response. Since the current flowing through L; is equal to
V1Cgss + g, V1 and that flowing through Rg and Lg equal to V| Cggss, we can write a KVL
around the input loop as

Vin = (Rs + Lgs)V1Cgss + Vi + (V1Cgss + gnV1)Lis. (2.250)
It follows that
\% 1
AN - : (2.251)
Vin (L1 + Lg)Cgss® + (RsCgs + gmL1)s + 1

Since we have assumed g;,,L1/Cgs = Rs, for s = jo we obtain

1

V
—L(jo) =

Vo = H(w), (2.252)

S

2gmLijo + 1 —

S| &

where 0§ = [(Li + Lg)Cgs] ™. Note that Iy = gnVi = gmHi(®)Vin.
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Example 2.36 (Continued)

Now, we assume V;, (1) = Vpexp(jwoit) + Voexp(jwat) and write
Vi) = Hi(w1) Vo™ + Hy(w2) Voe'?'. (2.253)

Upon experiencing the characteristic Ip = aVlz, this voltage results in a nonlinear current
given by
Ip.non = 20H; (w1)Hy () Vie/ @1 T2, (2.254)

In the next step, we set V;, to zero and insert a current source having the above value in
parallel with the drain current source [Fig. 2.74(b)]. We must compute V; in response to
Ip non, assuming the circuit is linear. From the equivalent circuit shown in Fig. 2.74(c), we
have the following KVL:

(Rs + Lgs)V1Cgss + Vi + (8mV1 + Ip.non + V1Cgss)Lis = 0. (2.255)
Thus, for s = jw
Vi oo —jLiw
(o) = J . (2.256)
ID,non . w
2gmlijo +1— —
@

Since Ip non contains a frequency component at w; + wo, the above transfer function must
be calculated at w; + @, and multiplied by Ip ;5 to yield V. We therefore have

—jLi (o +
Ha (1, ) = el o) S2aH (0)H (@), (2.257)

J’_
DemLijen + ) + 1 — L 22
2y

In our last step, we assume V;, () = Vg exp(jwit) + Vo exp(jwat) + Vo exp(jwst) and write

Vi(t) = Hi(w1)Voe®" + Hy(w2)Voe' + Hi(w3)Voe ™' + Ha(wy, wy) Vel @1
+ Hy(w1, 03) Vi o) + Hy(wn, w3) Vie/ @2t @), (2.258)

Since Ip = onlz, the nonlinear current at w; + wy + w3 is expressed as

Ip non = 20[Hy(w1)Hy (w2, w3) + Hi(w2)Ha (w1, 3)
+ Hy(03)Ha (w1, wp) Vel @1 @rtont, (2.259)

The third-order nonlinear component in the output of interest, I,,, is equal to the
above expression. We note that, even though the transistor exhibits only second-order
nonlinearity, the degeneration (feedback) caused by L; results in higher-order terms.

The reader is encouraged to repeat this analysis using the harmonic method and see
that it is much more complex.
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PROBLEMS

2.1.

2.2.
2.3.

Two nonlinear stages are cascaded. If the input/output characteristic of each stage
is approximated by a third-order polynomial, determine the Pgzp of the cascade in
terms of the P4p of each stage.

Repeat Example 2.11 if one interferer has a level of —3 dBm and the other, —35 dBm.

If cascaded, stages having only second-order nonlinearity can yield a finite /P3. For
example, consider the cascade identical common-source stages shown in Fig. 2.75.

VDD

AL
YYy
AL

Rp Rp

>
>
-

+— Vout

Vin°_||.a-M1 _IEMZ

Figure 2.75 Cascade of CS stages.
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24.

2.5.

2.6.

2.7.

2.8.

2.9.

2.10.

2.11.
2.12.

If each transistor operates in saturation and follows the ideal square-law behavior,
determine the /P3 of the cascade.

Determine the IP3 and Pi4p for a system whose characteristic is approximated by a
fifth-order polynomial.

Consider the scenario shown in Fig. 2.76, where w3 — wy = wy — w3 and the band-
pass filter provides an attenuation of 17 dB at w, and 37 dB at ws.

10 mV 10 mV
0.1 mV Amplifier

“ i i o— BPF %Vm
0)1 (,02 (Ds w ','

Figure 2.76 Cascade of BPF and amplifier.

(a) Compute the IIP3 of the amplifier such that the intermodulation product falling
at wy is 20 dB below the desired signal.

(b) Suppose an amplifier with a voltage gain of 10dB and /IP3 = 500 mV/, precedes
the band-pass filter. Calculate the IIP3; of the overall chain. (Neglect second-
order nonlinearities.)

Prove that the Fourier transform of the autocorrelation of a random signal yields the
spectrum, i.e., the power measured in a 1-Hz bandwidth at each frequency.

A broadband circuit sensing an input Vycoswgt produces a third harmonic
V3 cos(3wot). Determine the 1-dB compression point in terms of Vj and V3.

Prove that in Fig. 2.36, the noise power delivered by R to R» is equal to that deliv-
ered by R» to R; if the resistors reside at the same temperature. What happens if they
do not?

Explain why the channel thermal noise of a MOSFET is modeled by a current source
tied between the source and drain terminals (rather than, say, between the gate and
source terminals).

Prove that the channel thermal noise of a MOSFET can be referred to the gate as a
voltage given by 4kTy /g, As shown in Fig. 2.77, the two circuits must generate the
same current with the same terminal voltages.

Determine the NF of the circuit shown in Fig. 2.52 using Friis’ equation.

Prove that the output noise voltage of the circuit shown in Fig. 2.46(c) is given by
V2 — 12 },.2
n2 nl" 0"
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2.13.

2.14.

2.15.

2.16.

2.17.

2.18.

2.19.

2.20.

2.21.
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Figure 2.77 Equivalent circuits for noise of a MOSFET.

Repeat Example 2.23 if the CS and CG stages are swapped. Does the NF change?
Why?

Repeat Example 2.23 if Rp; and Rp, are replaced with ideal current sources and
channel-length modulation is not neglected.

The input/output characteristic of a bipolar differential pair is given by V,,, =
—2RclIgg tanh[V;, /(2VT)], where Rc denotes the load resistance, Igg is the tail
current, and Vr = kT /q. Determine the /P53 of the circuit.

What happens to the noise figure of a circuit if the circuit is loaded by a noiseless
impedance Zy, at its output?

The noise figure of a circuit is known for a source impedance of Rg;. Is it possible to
compute the noise figure for another source impedance Rg>? Explain in detail.

Equation (2.122) implies that the noise figure falls as Rg rises. Assuming that the
antenna voltage swing remains constant, explain what happens to the output SNR as
Ry increases.

Repeat Example 2.21 for the arrangement shown in Fig. 2.78, where the transformer
amplifies its primary voltage by a factor of n and transforms Ry to a value of n?Rs.

Figure 2.78 CS stage driven by a transformer.

For matched inputs and outputs, prove that the NF of a passive (reciprocal) circuit is
equal to its power loss.

Determine the noise figure of each circuit in Fig. 2.79 with respect to a source
impedance Rs. Neglect channel-length modulation and body effect.
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VDD VDD VDD
M, Voo M, Voo —[= M,
Vout Vout Vout
Vi O_I M1 Vino_l M1 Vil'lo_l M1 M3
(@ (b) ©
V,
VDD DD
M
Vino_l M, 2
R
Vout D
V,
Vb._l M1 M3 out
r— r— Vin O I M1

(@ (e)
Figure 2.79 CS stages for NF calculation.

2.22. Determine the noise figure of each circuit in Fig. 2.80 with respect to a source
impedance Rg. Neglect channel-length modulation and body effect.

Vop Vop Voo
EIE-Mz ", ",
2
——o Vout Rp Vout
M, Il—o Ve Vout M, v
’A V.
n M1 I_. Vb n R
Vin 1
(a) (b) (©)
Voo

© (d)
Figure 2.80 CG stages for NF calculation.
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2.23. Determine the noise figure of each circuit in Fig. 2.81 with respect to a source
impedance Rg. Neglect channel-length modulation and body effect.

V,
VDD DD
Ap Rp= M, Vop
M

Vout '»—}Eo Vout 2

Vb .—I M2 Vb .—I M1 V HF v
in out
Vln m 1 Vln M1
= Ideal
(a) (b) (©)

Figure 2.81 Stages for NF calculation.



CHAPTER

COMMUNICATION CONCEPTS

The design of highly-integrated RF transceivers requires a solid understanding of commu-
nication theory. For example, as mentioned in Chapter 2, the receiver sensitivity depends
on the minimum acceptable signal-to-noise ratio, which itself depends on the type of mod-
ulation. In fact, today we rarely design a low-noise amplifier, an oscillator, etc., with no
attention to the type of transceiver in which they are used. Furthermore, modern RF design-
ers must regularly interact with digital signal processing engineers to trade functions and
specifications and must therefore speak the same language.

This chapter provides a basic, yet necessary, understanding of modulation theory and
wireless standards. Tailored to a reader who is ultimately interested in RF IC design rather
than communication theory, the concepts are described in an intuitive language so that they
can be incorporated in the reader’s daily work. The outline of the chapter is shown below.

Modulation Mobile Systems Multiple Access Technqiues Wireless Standards
= AM, PM, FM = Cellular System = Duplexing = GSM
= Intersymbol Interference = Hand-off = FDMA = |S-95 CDMA
= Signal Constellations = Multipath Fading = TDMA = Wideband CDMA
= ASK, PSK, FSK = Diversity = CDMA = Bluetooth
= QPSK, GMSK, QAM = |[EEE802.11a/b/g
= OFDM

= Spectral Regrowth

3.1 GENERAL CONSIDERATIONS

How does your voice enter a cell phone here and come out of another cell phone miles
away? We wish to understand the incredible journey that your voice signal takes.

The transmitter in a cell phone must convert the voice, which is called a “baseband
signal” because its spectrum (20 Hz to 20kHz) is centered around zero frequency, to a
“passband signal,” i.e., one residing around a nonzero center frequency, w. [Fig. 3.1(b)].
We call w, the “carrier frequency.”

91
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/\'/\ ® G

0 - ¢ 0 +0:; ®

(@ (b)

Figure 3.1 (a) Baseband and (b) passband signal spectra.

More generally, “modulation” converts a baseband signal to a passband signal. From
another point of view, modulation varies certain parameters of a sinusoidal carrier accord-
ing to the baseband signal. For example, if the carrier is expressed as Ag cos w.f, then the
modulated signal is given by

x(t) = a(t) cos[w.t + 0(1)], 3.1)

where the amplitude, a(¢) and the phase, 6(¢), are modulated.

The inverse of modulation is demodulation or detection, with the goal being to recon-
struct the original baseband signal with minimal noise, distortion, etc. Thus, as depicted
in Fig. 3.2, a simple communication system consists of a modulator/transmitter, a chan-
nel (e.g., air or a cable), and a receiver/demodulator. Note that the channel attenuates the
signal. A “transceiver” contains both a modulator and a demodulator; the two are called a
“modem.”

Transmitter %

Baseband Detected
Signal —p| Modulator | .| Channel | ] Demodulator | g Signal

MWM"M Receiver

R

Figure 3.2 Generic communication system.

Important Aspects of Modulation Among various attributes of each modulation scheme,
three prove particularly critical in RF design.

1. Detectability, i.e., the quality of the demodulated signal for a given amount of
channel attenuation and receiver noise. As an example, consider the binary ampli-
tude modulation shown in Fig. 3.3(a), where logical ONEs are represented by full
amplitude and ZEROs by zero amplitude. The demodulation must simply distin-
guish between these two amplitude values. Now, suppose we wish to carry more
information and hence employ four different amplitudes as depicted in Fig. 3.3(b).

1 0 1

(@)

Figure 3.3 (a) Twwo-level and (b) four-level modulation schemes.
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In this case, the four amplitude values are closer to one another and can therefore be
misinterpreted in the presence of noise. We say the latter signal is less detectable.

2. Bandwidth efficiency, i.e., the bandwidth occupied by the modulated carrier for
a given information rate in the baseband signal. This aspect plays a critical role
in today’s systems because the available spectrum is limited. For example, the
GSM phone system provides a total bandwidth of 25 MHz for millions of users
in crowded cities. The sharing of this bandwidth among so many users is explained
in Section 3.6.

3. Power efficiency, i.e., the type of power amplifier (PA) that can be used in the
transmitter. As explained later in this chapter, some modulated waveforms can be
processed by means of nonlinear power amplifiers, whereas some others require
linear amplifiers. Since nonlinear PAs are generally more efficient (Chapter 12),
it is desirable to employ a modulation scheme that lends itself to nonlinear
amplification.

The above three attributes typically trade with one another. For example, we may suspect
that the modulation format in Fig. 3.3(b) is more bandwidth-efficient than that in Fig. 3.3(a)
because it carries twice as much information for the same bandwidth. This advantage comes
at the cost of detectability—because the amplitude values are more closely spaced—and
power efficiency—because PA nonlinearity compresses the larger amplitudes.

3.2 ANALOG MODULATION

If an analog signal, e.g., that produced by a microphone, is impressed on a carrier, then we
say we have performed analog modulation. While uncommon in today’s high-performance
communications, analog modulation provides fundamental concepts that prove essential in
studying digital modulation as well.

3.2.1 Amplitude Modulation

For a baseband signal xpp(¢), an amplitude-modulated (AM) waveform can be construc-
ted as

xam(t) = A1 + mxpp()] cos wet, 3.2)

where m is called the “modulation index.”" Tllustrated in Fig. 3.4(a) is a multiplication
method for generating an AM signal. We say the baseband signal is “upconverted.” The
waveform A, cos .t is generated by a “local oscillator” (LO). Multiplication by cos w.t
in the time domain simply translates the spectrum of xpp(¢) to a center frequency of w,
[Fig. 3.4(b)]. Thus, the bandwidth of x43s(¢) is twice that of xpp(¢). Note that since xpp(?)
has a symmetric spectrum around zero (because it is a real signal), the spectrum of x45s(¥)
is also symmetric around w,. This symmetry does not hold for all modulation schemes and
plays a significant role in the design of transceiver architectures (Chapter 4).

1. Note that m has a dimension of 1/volt if xgg(¢) is a voltage quantity.
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1+ mxgg(t)
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XAm(t).
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Figure 3.4 (a) Generation of AM signal, (b) resulting spectra.

Example 3.1

The modulated signal of Fig. 3.3(a) can be considered as the product of a random binary
sequence toggling between zero and 1 and a sinusoidal carrier. Determine the spectrum of
the signal.

Solution:

The spectrum of a random binary sequence with equal probabilities of ONEs and ZEROs
is given by (Section 3.3.1):

sin 7

2
”) +0.55( f). (3.3)
b

/T,

S(f) = Tb(

Multiplication by a sinusoid in the time domain shifts this spectrum to a center frequency
of +f. (Fig. 3.5).

10logS (f)

I I

f - fc 0 +fc

0

=2

-f +fo f

Figure 3.5 Spectrum of random binary data and AM output.

Except for broadcast AM radios, amplitude modulation finds limited use in today’s
wireless systems. This is because carrying analog information in the amplitude requires
a highly-linear power amplifier in the transmitter. Amplitude modulation is also more
sensitive to additive noise than phase or frequency modulation is.
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3.2.2 Phase and Frequency Modulation

Phase modulation (PM) and frequency modulation (FM) are important concepts that are
encountered not only within the context of modems but also in the analysis of such circuits
as oscillators and frequency synthesizers.

Let us consider Eq. (3.1) again. We call the argument w.t + 6(t) the “total phase.”
We also define the “instantaneous frequency” as the time derivative of the phase; thus,
w. + df/dt is the “total frequency” and df/dt is the “excess frequency” or the “frequency
deviation.” If the amplitude is constant and the excess phase is linearly proportional to the
baseband signal, we say the carrier is phase-modulated:

xpp(t) = Accos[w .t + mxpg(1)], 3.4

where m denotes the phase modulation index. To understand PM intuitively, first note that,
if xpp(#) = 0, then the zero-crossing points of the carrier waveform occur at uniformly-
spaced instants equal to integer multiples of the period, T, = 1/w.. For a time-varying
xpp(1), on the other hand, the zero crossings are modulated (Fig. 3.6) while the amplitude
remains constant.

Xpm(t)

Figure 3.6 Zero crossings in a phase-modulated signal.

Similarly, if the excess frequency, d6/dt, is linearly proportional to the baseband signal,
we say the carrier is frequency-modulated:

t

xpm(t) = Accos[wet + m / xpp(t)dr]. 3.5

Note that the instantaneous frequency is equal to w. + mxgg(r).?

Example 3.2

Determine the PM and FM signals in response to (a) xpp(t) = Ao, (b) xpp(¢) = at.
Solution:
(a) For a constant baseband signal,

xpp (1) = A.cos(wet + mAy); 3.6)

(Continues)

2. In this case, m has a dimension of radian frequency/volt if xgg(#) is a voltage quantity.
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Example 3.2 (Continued)

i.e., the PM output simply contains a constant phase shift. The FM output, on the other
hand, is expressed as

xppm () = A cos(wet + mAgpt) 3.7)
= A, cos[(w, + mAg)t]. 3.8)

Thus, the FM output exhibits a constant frequency shift equal to mAy.
(b) If xgp(t) = at, then

xpy(t) = A cos(wet + mat) 3.9)
= A. cos[(w. + ma)t], (3.10)

i.e., the PM output experiences a constant frequency shift. For the FM output, we have,
mo 5
xEu(®) = A cos (a)ct + o ) . G.11)

This signal can be viewed as a waveform whose phase grows quadratically with time.

The nonlinear dependence of xpys(f) and xgps(¢) upon xpp(t) generally increases the
occupied bandwidth. For example, if xpp(t) = A, cos wy,t, then

mA,, .
xrm(t) = Aqcos | wet + sin wy,t | , (3.12)
Wm

exhibiting spectral lines well beyond w, + w,,. Various approximations for the bandwidth
of PM and FM signals have been derived [1-3].

Narrowband FM Approximation A special case of FM that proves useful in the analysis
of RF circuits and systems arises if mA,,/w,, < 1 rad in Eq. (3.12). The signal can then be
approximated as

X (1) A A COS ot — ApAo— §in wpt $in et (3.13)
W
mA;, A mAmAc
~ A, CcoSw.t — cos(w. — wp)t + cos(w, + wy)t. (3.14)
W W

Illustrated in Fig. 3.7, the spectrum consists of impulses at +w, (the carrier) and “side-
bands” at w. £+ w;,;, and —w. £ w,,. Note that, as the modulating frequency, w,,, increases,
the magnitude of the sidebands decreases.
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Figure 3.7 Spectrum of a narrowband FM signal.

Example 3.3

It is sometimes said that the FM (or PM) sidebands have opposite signs, whereas AM
sidebands have identical signs. Is this generally true?

Solution:

Equation (3.14) indeed suggests that cos(w. — wy,;)t and cos(w. + wy,)t have opposite signs.
Figure 3.8(a) illustrates this case by allowing signs in the magnitude plot. For a carrier
whose amplitude is modulated by a sinusoid, we have

xapm (1) = Ac(1 + mcos wy,t) cos w,t (3.15)

A A
= A.cosw.t + % cos(we + wpy)t + n% cos(w. — wpy)t. (3.16)

Thus, it appears that the sidebands have identical signs [Fig. 3.8(b)]. However, in general,
the polarity of the sidebands per se does not distinguish AM from FM. Writing the four
possible combinations of sine and cosine in Eqs. (3.2) and (3.5), the reader can arrive at
the spectra shown in Fig. 3.9. Given the exact waveforms for the carrier and the sidebands,
one can decide from these spectra whether the modulation is AM or narrowband FM.

: (0] : (OF : ()]
Oct®m OO OctOny

(a) b)
Figure 3.8 Spectra of (a) narrowband FM and (b) AM signals.

However, an important difference between the AM and FM sidebands relates to their
angular rotation with respect to the carrier. In an AM signal, the sidebands must modulate
only the amplitude at any time. Thus, as illustrated by phasors in Fig. 3.10(a), the two must
rotate in opposite directions such that their resultant remains aligned with the carrier. On
the other hand, the sidebands of an FM signal must create no component along the carrier
amplitude, and hence are positioned as shown in Fig. 3.10(b) so that their resultant remains
perpendicular to the carrier at all times.

(Continues)
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Example 3.3 (Continued)

AM
cosine cosine sine cosine
cosine cosine sine cosine sine i sine
0)0 (0] (l)o o (00 w
sine cosine
NBFM
cosine cosine sine sine
cosine sine cosine cosine
- l} . 4 > l} l} -
% o ) ®g [ {7 ®g ® ®g ®
sine sine cosine sine

Figure 3.9 Spectra of AM and narrowband FM signals.

Resultant
AM Sideband FM Sideband
FM Sideband >
/yesultant ( ‘\
AM Sideband et
(v [0
(@) (b)

Figure 3.10 Rotation of (a) AM and (b) FM sidebands with respect to the carrier.

The insights afforded by the above example prove useful in many RF circuits. The
following example shows how an interesting effect in nonlinear circuits can be explained
with the aid of the foregoing observations.

Example 3.4

The sum of a large sinusoid at w. and a small sinusoid at w. + w,, is applied to a differential
pair [Fig. 3.11(a)]. Explain why the output spectrum contains a component at w, — @y,.
Assume that the differential pair experiences “hard limiting,” i.e., A is large enough to steer
Iss to each side.

Solution:

Let us decompose the input spectrum into two symmetric spectra as shown in Fig. 3.11(b).>
The one with sidebands of identical signs can be viewed as an AM waveform, which, due
to hard limiting, is suppressed at the output. The spectrum with sidebands of opposite

3. We call these symmetric because omission of sideband signs would make them symmetric.
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Example 3.4 (Continued)

signs can be considered an FM waveform, which emerges at the output intact because hard
limiting does not affect the zero crossings of the waveform.

A
Voo 2 a
Rp= =R, 2
£ g | b
ot Oy 0)

W, O
2 y @
M le“ _a
2

O, O+ O ?ISS

Il
>N |

o8—[>l\.'o|)>

W O+, ® ~— Wp—0y

Figure 3.11 (a) Differential pair sensing a large and a small signal, (b) conversion of one sideband
to AM and FM components.

The reader may wonder how we decided that the two symmetric spectra in Fig. 3.11(b)
are AM and FM, respectively. We write the inputs in the time domain as

A
A cos wct + acos(we + wy)t = 5 cosw.t + — > cos(wc + wp)t + 3 cos(a)C wm)t
A
+ —coswet + = cos(a)c + wp)t
2 2
-~ gcos(a)c T (.17)

Based on the observations in Example 3.3, we recognize the first three terms in Eq. (3.17)
as an AM signal and the last three terms as an FM signal.

3.3 DIGITAL MODULATION

In digital communication systems, the carrier is modulated by a digital baseband signal.
For example, the voice produced by the microphone in a cell phone is digitized and subse-
quently impressed on the carrier. As explained later in this chapter, carrying the information
in digital form offers many advantages over communication in the analog domain.
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ASK PSK FSK
(a) (b) ©
Figure 3.12 ASK, PSK, and FSK waveforms.

The digital counterparts of AM, PM, and FM are called “amplitude shift keying”
(ASK), “phase shift keying” (PSK), and “frequency shift keying” (FSK), respectively.
Figure 3.12 illustrates examples of these waveforms for a binary baseband signal. A binary
ASK signal toggling between full and zero amplitudes is also known as “on-off key-
ing” (OOIO(). Note that for the PSK waveform, the phase of the carrier toggles between
0 and 180 :

xpsk (t) = A cos w.t if data = ZERO (3.18)
= A, cos(wt + 180)  if data = ONE. (3.19)

It is instructive to consider a method of generating ASK and PSK signals. As shown
in Fig. 3.13(a), if the baseband binary data toggles between O and 1, then the product
of this waveform and the carrier yields an ASK output. On the other hand, as depicted
in Fig. 3.13(b), if the baseband data toggles between —0.5 and +0.5 (i.e., it has a zero
average), then the product of this waveform and the carrier produces a PSK signal because
the sign of the carrier must change (and hence the phase jumps by 180°) every time the data

changes.
X ﬂUnUﬂUnUﬂUnUﬂUﬂUﬂUnU» ﬂUﬂU—nUnUﬂUnU—o
t => t
()
ONE ZERO
+0.5--------
X Wﬂﬂﬂu&v’ ﬂuﬂwnUmUﬂUﬂUnUmUﬂ’
t => t
-0.5------- .
(b)

Figure 3.13 Generation of (a) ASK and (b) PSK signals.

ONE ZERO

=]
~Y

~Y

In addition to ASK, PSK, and FSK, numerous other digital modulation schemes have
been introduced. In this section, we study those that find wide application in RF systems.
But, we must first familiarize ourselves with two basic concepts in digital communications:
“intersymbol interference” (ISI) and “signal constellations.”



Sec. 3.3. Digital Modulation 101

3.3.1 Intersymbol Interference

Linear time-invariant systems can “distort” a signal if they do not provide sufficient
bandwidth. A familiar example of such a behavior is the attenuation of high-frequency
components of a periodic square wave in a low-pass filter [Fig. 3.14(a)]. However, lim-
ited bandwidth more detrimentally impacts random bit streams. To understand the issue,
first recall that if a single ideal rectangular pulse is applied to a low-pass filter, then the
output exhibits an exponential tail that becomes longer as the filter bandwidth decreases.
This occurs fundamentally because a signal cannot be both time-limited and bandwidth-
limited: when the time-limited pulse passes through the band-limited system, the output
must extend to infinity in the time domain.

J |_ \Gno—m—l—cc Vout /\/\/\
I°

(2)

t

"
NN N
Vout /\/\/\

(b)

t

Figure 3.14 Effect of low-pass filter on (a) periodic waveform and (b) random sequence.

Now suppose the output of a digital system consists of a random sequence of ONEs and
ZEROs. If this sequence is applied to a low-pass filter (LPF), the output can be obtained as
the superposition of the responses to each input bit [Fig. 3.14(b)]. We note that each bit level
is corrupted by decaying tails created by previous bits. Called “intersymbol interference”
(ISD), this phenomenon leads to a higher error rate because it brings the peak levels of ONEs
and ZEROs closer to the detection threshold. We also observe a trade-off between noise and
ISI: if the bandwidth is reduced so as to lessen the integrated noise, then ISI increases.

In general, any system that removes part of the spectrum of a signal introduces ISI.
This can be better seen by an example.

Example 3.5

Determine the spectrum of the random binary sequence, xpp(#), in Fig. 3.15(a) and explain,
in the frequency domain, the effect of low-pass filtering it.

(Continues)
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Example 3.5 (Continued)

Sx(f)* Effect of
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Figure 3.15 (a) A random binary sequence toggling between —1 and +1, (b) its spectrum.

Solution:

Consider a general random binary sequence in which the basic pulse is denoted by p(#). We
can express the sequence as

xpp(t) = ) anp(t = nTp), (3.20)
n=0

where a,, assumes a random value of +1 or —1 with equal probabilities. In this example,
p(?) is simply a rectangular pulse. It can be proved [1] that the spectrum of xpp(f) is given
by the square of the magnitude of the Fourier transform of p(¢):

1
Se(f) = E|P(f>|2. (3.21)

For a rectangular pulse of width 7 (and unity height),

sin 7w fT}p
P(f) =T , 3.22
(f) =T — (3.22)
yielding
sin wfT} 2
Sy =T, . 3.23
)] b( 2T, ) (3.23)

Figure 3.15(b) plots the sinc? spectrum, revealing nulls at integer multiples of the bit rate,
1/Tp, and “side lobes” beyond f = £1/T},.

What happens if this signal is applied to a low-pass filter having a narrow bandwidth,
e.g., 1/(2Tp)? Since the frequency components above 1/(27}) are suppressed, the signal
experiences substantial ISI.
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Let us continue our thought process and determine the spectrum if the binary sequence
shown in Fig. 3.15(a) is impressed on the phase of a carrier. From the generation method
of Fig. 3.13(b), we write

xpsk (1) = xpp(t) cos w.t, (3.24)

concluding that the upconversion operation shifts the spectrum of xpp(f) to £f, =
F+w./(2m) (Fig. 3.16). From Fig. 3.13(a) and Example 3.1, we also recognize that the
spectrum of an ASK waveform is similar but with impulses at tf,.

10logSgp(f)

Figure 3.16 Spectrum of PSK signal.

Pulse Shaping The above analysis suggests that, to reduce the bandwidth of the mod-
ulated signal, the baseband pulse must be designed so as to occupy a small bandwidth
itself. In this regard, the rectangular pulse used in the binary sequence of Fig. 3.15(a) is a
poor choice: the sharp transitions between ZEROs and ONEs lead to an unnecessarily wide
bandwidth. For this reason, the baseband pulses in communication systems are usually
“shaped” to reduce their bandwidth. Shown in Fig. 3.17 is a conceptual example where the
basic pulse exhibits smooth transitions, thereby occupying less bandwidth than rectangular
pulses.

Sx(f)
x(t)
ONE sinc2

ZERO

Figure 3.17 Effect of smooth data transitions on spectrum.

What pulse shape yields the tightest spectrum? Since the spectrum of an ideal rectan-
gular pulse is a sinc, we surmise that a sinc pulse in the time domain gives a rectangular
(“brickwall”) spectrum [Fig. 3.18(a)]. Note that the spectrum is confined to +1/(27}).
Now, if a random binary sequence employs such a pulse every T} seconds, from Eq. (3.21)
the spectrum still remains a rectangle [Fig. 3.18(b)] occupying substantially less bandwidth
than Sy ( f) in Fig. 3.15(b). This bandwidth advantage persists after upconversion as well.
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sx(n,

(b)

Figure 3.18 (a) Sinc pulse and its spectrum, (b) random sequence of sinc pulses and its spectrum.

Do we observe ISI in the random waveform of Fig. 3.18(b)? If the waveform is sampled
at exactly integer multiples of T}, then ISI is zero because all other pulses go through zero
at these points. The use of such overlapping pulses that produce no ISI is called “Nyquist
signaling.” In practice, sinc pulses are difficult to generate and approximations are used
instead. A common pulse shape is shown in Fig. 3.19(a) and expressed as

sin(mwt/Ts) cos(mwat/Ts)

1) = .
PO = =T 1 — 4022/T2

(3.25)

This pulse exhibits a “raised-cosine” spectrum [Fig. 3.19(b)]. Called the “roll-off factor,” «
determines how close p(#) is to a sinc and, hence, the spectrum to a rectangle. For o = 0, the
pulse reduces to a sinc whereas for « = 1, the spectrum becomes relatively wide. Typical
values of « are in the range of 0.3 to 0.5.

P(f)A
p(t) )
Raised
/Cosine
-+ : E -
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(2) (b)

Figure 3.19 Raised-cosine pulse shaping: (a) basic pulse and (b) corresponding spectrum.
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3.3.2 Signal Constellations

“Signal constellations” allow us to visualize modulation schemes and, more importantly,
the effect of nonidealities on them. Let us begin with the binary PSK signal expressed by
Eq. (3.24), which reduces to

xpsk(t) = apcosw.t  a, = £1 (3.26)

for rectangular baseband pulses. We say this signal has one “basis function,” cos w.t, and
is simply defined by the possible values of the coefficient, a,. Shown in Fig. 3.20(a), the
constellation represents the values of a,. The receiver must distinguish between these two
values so as to decide whether the received bit is a ONE or a ZERO. In the presence
of amplitude noise, the two points on the constellation become “fuzzy” as depicted in
Fig. 3.20(b), sometimes coming closer to each other and making the detection more prone
to error.

—O—|—0—> —m—l—m—>
-1 0 +1  an -1 0 +1 @n

(@) (b)
Figure 3.20 Signal constellation for (a) ideal and (b) noisy PSK signal.

Example 3.6

Plot the constellation of an ASK signal in the presence of amplitude noise.

Solution:

From the generation method of Fig. 3.13(a), we have
xasx(t) = azcoswet  a, =0, 1. (3.27)

As shown in Fig. 3.21(a), noise corrupts the amplitude for both ZEROs and ONEs. Thus,
the constellation appears as in Fig. 3.21(b).
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Figure 3.21 (a) Noisy ASK signal and (b) its constellation.

Next, we consider an FSK signal, which can be expressed as

xpsk(t) = ajcoswit + arcoswot  ayap = 10 or O1. (3.28)
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Figure 3.22 Constellation of (a) ideal and (b) noisy FSK signal.

We say cos w;t and cos w;t are the basis functions* and plot the possible values of a; and
ay as in Fig. 3.22(a). An FSK receiver must decide whether the received frequency is w;
(.e.,ar = 1,a» = 0)or wp (i.e., ap = 0, ap = 1). In the presence of noise, a “cloud”
forms around each point in the constellation [Fig. 3.22(b)], causing an error if a particular
sample crosses the decision boundary.

A comparison of the constellations in Figs. 3.20(b) and 3.22(b) suggests that PSK sig-
nals are less susceptible to noise than are FSK signals because their constellation points are
farther from each other. This type of insight makes constellations a useful tool in analyzing
RF systems.

The constellation can also provide a quantitative measure of the impairments that cor-
rupt the signal. Representing the deviation of the constellation points from their ideal
positions, the “error vector magnitude” (EVM) is such a measure. To obtain the EVM,
a constellation based on a large number of detected samples is constructed and a vector is
drawn between each measured point and its ideal position (Fig. 3.23). The EVM is defined
as the rms magnitude of these error vectors normalized to the signal rms voltage:

(3.29)

where ¢; denotes the magnitude of each error vector and Vs the rms voltage of the signal.
Alternatively, we can write

N
1 1 2
EVM, = iy Z ¢> (3.30)
Pavg N “
j=1
arh eldeal
€2 o oMeasured
93 e1
€4
>
a

Figure 3.23 Illustration of EVM.

4. Basis functions must be orthogonal, i.e., have zero correlation.
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where P, is the average signal power. Note that to express EVM in decibels, we compute
20log EVM; or 10log EVM,.

The signal constellation and the EVM form a powerful tool for analyzing the effect of
various nonidealities in the transceiver and the propagation channel. Effects such as noise,
nonlinearity, and ISI readily manifest themselves in both.

3.3.3 Quadrature Modulation

Recall from Fig. 3.16 that binary PSK signals with square baseband pulses of width T}
seconds occupy a total bandwidth quite wider than 2/7} hertz (after upconversion to RF).
Baseband pulse shaping can decrease this bandwidth to about 2/7},.

In order to further reduce the bandwidth, “quadrature modulation,” more specifically,
“quadrature PSK” (QPSK) modulation can be performed. Illustrated in Fig. 3.24, the idea
is to subdivide a binary data stream into pairs of two consecutive bits and impress these
bits on the “quadrature phases” of the carrier, i.e., cos w,t and sin w.t:

x(1) = bypAc coS wet — byy+1Ac Sin w,t. (3.31)
A Binary * Tp =
» Baseband
Data
Binary cosu)
Baseband —»] s/p of x(t)

Data Converter sin gt .
= . | | -
> 2T, - t

Figure 3.24 Generation of QPSK signal.

As shown in Fig. 3.24, a serial-to-parallel (S/P) converter (demultiplexer) separates the
even-numbered bits, by, and odd-numbered bits, by,,+ 1, applying one group to the upper
arm and the other to the lower arm. The two groups are then multiplied by the quadra-
ture components of the carrier and subtracted at the output. Since cos w.f and sin w.t are
orthogonal, the signal can be detected uniquely and the bits b,,, and by,,+ 1 can be separated
without corrupting each other.

QPSK modulation halves the occupied bandwidth. This is simply because, as shown in
Fig. 3.24, the demultiplexer “stretches” each bit duration by a factor of two before giving
it to each arm. In other words, for a given pulse shape and bit rate, the spectra of PSK and
QPSK are identical except for a bandwidth scaling by a factor of two. This is the principal
reason for the widespread usage of QPSK. To avoid confusion, the pulses that appear at A
and B in Fig. 3.24 are called “symbols” rather than bits.” Thus, the “symbol rate” of QPSK
is half of its bit rate.

To obtain the QPSK constellation, we assume bits by, and by, 41 are pulses with a
height of £1 and write the modulated signal as x(f) = oA, cos w.t + A, sin w.t, where

5. More precisely, the two consecutive bits that are demultiplexed and appear at A and B together form a
symbol.
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Figure 3.25 QPSK signal constellation in terms of (a) a1 and oy, and (b) quadrature phases of
carrier.

o1 and oy can each take on a value of +1 or —1. The constellation is shown in Fig. 3.25(a).
More generally, the pulses appearing at A and B in Fig. 3.24 are called “quadrature baseband
signals” and denoted by [ (for “in-phase”) and Q (for quadrature). For QPSK, I = oA,
and Q = wpA., yielding the constellation in Fig. 3.25(b). In this representation, too, we
may simply plot the values of o and &, in the constellation.

Example 3.7

Due to circuit nonidealities, one of the carrier phases in a QPSK modulator suffers from a
small phase error (‘“mismatch”) of 6:

x(7) = a1Accos(wet + 0) + arA. sin wt. (3.32)
Construct the signal constellation at the output of this modulator.
Solution:
We must reduce Eq. (3.32) to a form B1A. cos w.t + BrA. sin w,t:
x(t) = 1A cosb cos wet + (p — g Sinh)A, sin w,t. (3.33)

Noting that ; and o assume 1 values, we form four possible cases for the normalized
coefficients of cos w.t and sin w,t:

B1 = +cosf, B =1 —sinb (3.34)
B1 = +cosB, Bp = —1 —sind (3.35)
B1 = —cosf, B =1+ sinb (3.36)
B1 = —cosB, B = —1 +siné. (3.37)

Figure 3.26 superimposes the resulting constellation on the ideal one. As explained in
Chapter 4, this distortion of the constellation becomes critical in both transmitters and
receivers.
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Example 3.7 (Continued)
B2 A
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Figure 3.26 Effect of phase mismatch on QPSK constellation.
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Figure 3.27 Phase transitions in QPSK signal due to simultaneous transitions at A and B.

An important drawback of QPSK stems from the large phase changes at the end of
each symbol. As depicted in Fig. 3.27, when the waveforms at the output of the S/P con-
verter change simultaneously from, say, [—1 — 1] to [+1 + 1], the carrier experiences
a 180" phase step, or equivalently, a transition between two diagonally opposite points in
the constellation. To understand why this is a serious issue, first recall from Section 3.3.1
that the baseband pulses are usually shaped so as to tighten the spectrum. What happens if
the symbol pulses at nodes A and B are shaped before multiplication by the carrier phases?
As illustrated in Fig. 3.28, with pulse shaping, the output signal amplitude (“envelope”)
experiences large changes each time the phase makes a 90" or 180 transition. The resulting
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Figure 3.28 QPSK waveform with (a) square baseband pulses and (b) shaped baseband pulses.

waveform is called a “variable-envelope signal.” We also note the envelope variation is
proportional to the phase change. As explained in Section 3.4, a variable-envelope signal
requires a linear power amplifier, which is inevitably less efficient than a nonlinear PA.

A variant of QPSK that remedies the above drawback is “offset QPSK” (OQPSK). As
shown in Fig. 3.29, the data streams are offset in time by half the symbol period after S/P
conversion, thereby avoiding simultaneous transitions in waveforms at nodes A and B. The
phase step therefore does not exceed +90°. Figure 3.30 illustrates the phase transitions in
the time domain and in the constellation. This advantage is obtained while maintaining
the same spectrum. Unfortunately, however, OQPSK does not lend itself to “differential
encoding” (Section 3.8). This type of encoding finds widespread usage as it obviates the
need for “coherent detection,” a difficult task.

A
—>
Binary s/p cosm¢t
Baseband —»| x(t)
Data Converter smw t

\—»Tb—>

Figure 3.29 Offset QPSK modulator.

o24
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Figure 3.30 Phase transitions in OQPSK.
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A variant of QPSK that can be differentially encoded is “m/4-QPSK” [4, 5]. In this
case, the signal set consists of two QPSK schemes, one rotated 45 with respect to the
other:

x1(t) = A cos (W + k£> k odd, (3.38)
4
xp(t) = Accos <a)ct + k%) k even. (3.39)

As shown in Fig. 3.31, the modulation is performed by alternately taking the output from
each QPSK generator.

2T,

— Accos(wct+an) k=1,3,5,7 :
Baseband ‘\\_’
Data % x (t)

> Accos(wct+an) k=2,4,6,8 —f

Figure 3.31 Conceptual generation of 7w /4-QPSK signal.

To better understand the operation, let us study the simple 7 /4-QPSK generator shown
in Fig. 3.32. After S/P conversion, the digital signal levels are scaled and shifted so as
to present 1 in the upper QPSK modulator and 0 and +/2 in the lower. The outputs are
therefore equal to x;(f) = «jcosw.t + assinw.t, where [a] ap] = [£A. £ A.], and
x2(f) = By coswet + Basinwet, where [B1 Bo] = [0 £ +/2A.] and [£+/2A, 0]. Thus, the
constellation alternates between the two depicted in Fig. 3.32. Now consider a baseband
sequence of [11, 01, 10, 11, 01]. As shown in Fig. 3.33, the first pair, [1 1], is converted to
[+A. + A_] in the upper arm, producing y(t) = A cos(w.t + 7 /4). The next pair, [0 1],
is converted to [0 — «/EAC] in the lower arm, yielding y(¢) = -2 2A. cos w.t. Following

+1, -1

+ o | o

S/P Accosm.t

i
[e]
[e]

| converter A sin ot

+1, -1 2Ty
> ;
Baseband

Data =~ | Q‘io—»x(t)
0,+y2

_ S/P Accosm t
Converter A, siim ot @

0,2
L

Figure 3.32 Generation of w/4-QPSK signals.
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Figure 3.33 (a) Evolution of w/4-QPSK in time domain, (b) possible phase transitions in the
constellation.

the values of y(r) for the entire sequence, we note that the points chosen from the two
constellations appear as in Fig. 3.33(a) as a function of time. The key point here is that,
since no two consecutive points are from the same constellation, the maximum phase step
is 135", 45" less than that in QPSK. This is illustrated in Fig. 3.33(b). Thus, in terms of the
maximum phase change, 7 /4-QPSK is an intermediate case between QPSK and OQPSK.

By virtue of baseband pulse shaping, QPSK and its variants provide high spectral effi-
ciency but lead to poor power efficiency because they dictate linear power amplifiers. These
modulation schemes are used in a number of applications (Section 3.7).

3.3.4 GMSK and GFSK Modulation

A class of modulation schemes that does not require linear power amplifiers, thus exhibiting
high power efficiency, is “constant-envelope modulation.” For example, an FSK waveform
expressed as xpsg(f) = Accos[wct + m f xpp(t)dt] has a constant envelope. To arrive at
variants of FSK, let us first consider the implementation of a frequency modulator. As
illustrated in Fig. 3.34(a), an oscillator whose frequency can be tuned by a voltage [called
a “voltage-controlled oscillator” (VCO)] performs frequency modulation. In FSK, square
baseband pulses are applied to the VCO, producing a broad output spectrum due to the
abrupt changes in the VCO frequency. We therefore surmise that smoother transitions
between ONEs and ZEROs in the baseband signal can tighten the spectrum. A common
method of pulse shaping for frequency modulation employs a “Gaussian filter,” i.e., one
whose impulse response is a Gaussian pulse. Thus, as shown in Fig. 3.34(b), the pulses
applied to the VCO gradually change the output frequency, leading to a narrower spectrum.

Called “Gaussian minimum shift keying” (GMSK), the scheme of Fig. 3.34(b) is used
in GSM cell phones (Section 3.7). The GMSK waveform can be expressed as

xomsk(t) = Aqcoslwct +m / xpp(t) * h(r)dt], (3.40)

where A(f) denotes the impulse response of the Gaussian filter. The modulation index, m,
is a dimensionless quantity and has a value of 0.5. Owing to its constant envelope, GMSK
allows optimization of PAs for high efficiency—with little attention to linearity.
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Figure 3.34 Generation of (a) FSK and (b) GMSK signals.

A slightly different version of GMSK, called Gaussian frequency shift keying (GFSK),
is employed in Bluetooth. The GFSK waveform is also given by Eq. (3.40) but withm = 0.3.

Example 3.8

Construct a GMSK modulator using a quadrature upconverter.

Solution:

Let us rewrite Eq. (3.40) as

xemsk () = A. cos[m /xBB(t) * h(t)dt] cos w.t — A, sin[m /xBB(t) * h(t)dt] sinw.t. (3.41)

We can therefore construct the modulator as shown in Fig. 3.35, where a Gaussian filter
is followed by an integrator and two arms that compute the sine and cosine of the signal
at node A. The complexity of these operations is much more easily afforded in the digital
domain than in the analog domain (Chapter 4).

Gaussian

xpg (t) o= Filter

Y

Digital Analog
—| cos (-) —r>
A co:mct %
c : (t)
f() | sin+a)ct (_:>-> XGMSK
—| sin (-)

Figure 3.35 Mixed-mode generation of GMSK signal.
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3.3.5 Quadrature Amplitude Modulation

Our study of PSK and QPSK has revealed a twofold reduction in the spectrum as a result
of impressing the information on the quadrature components of the carrier. Can we extend
this idea to further tighten the spectrum? A method that accomplishes this goal is called
“quadrature amplitude modulation” (QAM).

To arrive at QAM, let us first draw the four possible waveforms for QPSK corre-
sponding to the four points in the constellation. As predicted by Eq. (3.31) and shown
in Fig. 3.36(a), each quadrature component of the carrier is multipled by +1 or —1 accord-
ing to the values of by, and by, +1. Now suppose we allow four possible amplitudes for the
sine and cosine waveforms, e.g., =1 and %2, thus obtaining 16 possible output waveforms.
Figure 3.36(b) depicts a few examples of such waveforms. In other words, we group four
consecutive bits of the binary baseband stream and select one of the 16 waveforms accord-
ingly. Called “16QAM,® the resulting output occupies one-fourth the bandwidth of PSK
and is expressed as

X16QAM(Z) = a1A. cosw .t — arA, Sina)ct o] = +1,+£2, ap = £1, £2. (3.42)

The constellation of 16QAM can be constructed using the 16 possible combinations of
[e1 a2] (Fig. 3.37). For a given transmitted power [e.g., the rms value of the waveforms
shown in Fig. 3.36(b)], the points in this constellation are closer to one another than those
in the QPSK constellation, making the detection more sensitive to noise. This is the price
paid for saving bandwidth.

In addition to a “dense” constellation, 16QAM also exhibits large envelope variations,
as exemplified by the waveforms in Fig. 3.36. Thus, this type of modulation requires a

+COSMet \/j +COS®t \/o—* - coset /\j —cosw,t /\j
@~ O @~ O
+sine ot /\/ o—f —sin ot \/\ o_f +sine ot /\/ o_f —sinw ot \/\ J

-cosmct /\

+2cos,t
Oc +2cost

B g i
D= ®~ @~
+sino gt /\/ °—f +2sin® ot o—f +2sinw ot o—f

Figure 3.36 Amplitude combinations in (a) QPSK and (b) 16QAM.

6. Also known as QAM16.
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Figure 3.37 Constellation of 16QAM signal.

highly-linear power amplifier. We again observe the trade-offs among bandwidth efficiency,
detectability, and power efficiency.

The concept of QAM can be extended to even denser constellations. For example, if
eight consecutive bits in the binary baseband stream are grouped and, accordingly, each
quadrature component of the carrier is allowed to have eight possible amplitudes, then
64QAM is obtained. The bandwidth is therefore reduced by a factor of eight with respect
to that of PSK, but the detection and power amplifier design become more difficult.

A number of applications employ QAM to save bandwidth. For example,
IEEE802.11g/a uses 64QAM for the highest data rate (54 Mb/s).

3.3.6 Orthogonal Frequency Division Multiplexing

Communication in a wireless environment entails a serious issue called “multipath prop-
agation.” Illustrated in Fig. 3.38(a), this effect arises from the propagation of the electro-
magnetic waves from the transmitter to the receiver through multiple paths. For example,
one wave directly propagates from the TX to the RX while another is reflected from a wall
before reaching the receiver. Since the phase shift associated with reflection(s) depends on
both the path length and the reflecting material, the waves arrive at the RX with vastly
different delays, or a large “delay spread.” Even if these delays do not result in destruc-
tive interference of the rays, they may lead to considerable intersymbol interference. To
understand this point, suppose, for example, two ASK waveforms containing the same
information reach the RX with different delays [Fig. 3.38(b)]. Since the antenna senses the
sum of these waveforms, the baseband data consists of two copies of the signal that are
shifted in time, thus experiencing ISI [Fig. 3.38(c)].

The ISI resulting from multipath effects worsens for larger delay spreads or higher bit
rates. For example, a data rate of 1 Mb/s becomes sensitive to multipath propagation if the
delay spread reaches a fraction of a microsecond. As a rule of thumb, we say communica-
tion inside office buildings and homes begins to suffer from multipath effects for data rates
greater than 10 Mb/s.

How does wireless communication handle higher data rates? An interesting method of
delay spread mitigation is called “orthogonal frequency division multiplexing” (OFDM).
Consider the “single-carrier” modulated spectrum shown in Fig. 3.39(a), which occupies
a relatively large bandwidth due to a high data rate of r; bits per second. In OFDM, the
baseband data is first demultiplexed by a factor of N, producing N streams each having
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Figure 3.38 (a) Multipath propagation, (b) effect on received ASK waveforms, (c) baseband
components exhibiting ISI due to delay spread.
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Figure 3.39 (a) Single-carrier modulator with high-rate input, (b) OF DM with multiple carriers.
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a (symbol) rate of r,/N [Fig. 3.39(b)]. The N streams are then impressed on N differ-
ent carrier frequencies, f.1-fcv, leading to a “multi-carrier” spectrum. Note that the total
bandwidth and data rate remain equal to those of the single-carrier spectrum, but the multi-
carrier signal is less sensitive to multipath effects because each carrier contains a low-rate
data stream and can therefore tolerate a larger delay spread.

Each of the N carriers in Fig. 3.39(b) is called a “subcarrier” and each resulting
modulated output a “subchannel.” In practice, all of the subchannels utilize the same mod-
ulation scheme. For example, IEEE802.11a/g employs 48 subchannels with 64QAM in
each for the highest data rate (54 Mb/s). Thus, each subchannel carries a symbol rate of
(54 Mb/s)/48/8=141 ksymbol/s.

Example 3.9

It appears that an OFDM transmitter is very complex as it requires tens of carrier fre-
quencies and modulators (i.e., tens of oscillators and mixers). How is OFDM realized in
practice?

Solution:

In practice, the subchannel modulations are performed in the digital baseband and subse-
quently converted to analog form. In other words, rather than generate a;(f) cos[w .t +
d1(0)] + ax(t) coslwet + Awt + ¢p(t)] + ---, we first construct ap(z)cos¢p(r) +
ay(t) cos[Awt + ¢p(1)] + --- and ay(¢) sinp(t) + ap(¢) sin[Awt + ¢p(¢)] + ---. These
components are then applied to a quadrature modulator with an LO frequency of w,.

While providing greater immunity to multipath propagation, OFDM imposes severe
linearity requirements on power amplifiers. This is because the N (orthogonal) subchannels
summed at the output of the system in Fig. 3.39(b) may add constructively at some point in
time, creating a large amplitude, and destructively at some other point in time, producing a
small amplitude. That is, OFDM exhibits large envelope variations even if the modulated
waveform in each subchannel does not.

In the design of power amplifiers, it is useful to have a quantitative measure of the
signal’s envelope variations. One such measure is the “peak-to-average ratio” (PAR). As
illustrated in Fig. 3.40, PAR is defined as the ratio of the largest value of the square of the

Peak
Amplitude

Average
° ':> Amplitude ™ T T N
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Figure 3.40 Large amplitude variations due to OFDM.
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signal (voltage or current) divided by the average value of the square of the signal:

_ Max[x%(7)]
20

PAR (3.43)

We note that three effects lead to a large PAR: pulse shaping in the baseband, amplitude
modulation schemes such as QAM, and orthogonal frequency division multiplexing. For N
subcarriers, the PAR of an OFDM waveform is about 2 In N if N is large [6].

3.4 SPECTRAL REGROWTH

In our study of modulation schemes, we have mentioned that variable-envelope signals
require linear PAs, whereas constant-envelope signals do not. Of course, modulation
schemes such as 16QAM that carry information in their amplitude levels experience corru-
ption if the PA compresses the larger levels, i.e., moves the outer points of the constellation
toward the origin. But even variable-envelope signals that carry no significant information
in their amplitude (e.g., QPSK with baseband pulse-shaping) create an undesirable effect
in nonlinear PAs. Called “spectral regrowth,” this effect corrupts the adjacent channels.

A modulated waveform x(¢) = A(¢) cos[w.t + ¢ (¢)] is said to have a constant envelope
if A(f) does not vary with time. Otherwise, we say the signal has a variable envelope.
Constant- and variable-envelope signals behave differently in a nonlinear system. Suppose
A(t) = A, and the system exhibits a third-order memoryless nonlinearity:

Y1) = a3 (1) + - - - (3.44)

= a3A2 cos*[wet + ()] + - -- (3.45)
wA; 3a3A3

= 2 cos[3w.t + 3¢ ()] + 2 cos[w.t + ¢ (1)] (3.46)

The first term in (3.46) represents a modulated signal around w = 3w,. Since the bandwidth
of the original signal, A, cos[w.t + ¢ (¥)], is typically much less than w,, the bandwidth
occupied by cos[3w.t + 3¢ (#)] is small enough that it does not reach the center frequency
of w.. Thus, the shape of the spectrum in the vicinity of w, remains unchanged.
Now consider a variable-envelope signal applied to the above nonlinear system.
Writing x(¢) as
x(t) = xy(1) cos wct — xg(1) sinw,t, (3.47)

where x7 and xg(?) are the baseband I and Q components, we have

y(t) = az[x;(?) cos wet — xg(1) sinwet]® + - - - (3.48)

3 —Co0s 3wt + 3sinw.t
—azxp (0 7 . (3.49)

cos 3w t + 3 cos w.t
4

= a3} (1)

Thus, the output contains the spectra of x?(t) and x3Q(t) centered around w.. Since these
components generally exhibit a broader spectrum than do x;(f) and xp(f), we say the
spectrum ‘“grows” when a variable-envelope signal passes through a nonlinear system.
Figure 3.41 summarizes our findings.
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Figure 3.41 Amplification of constant- and variable-envelope signals and the effect on their spectra.

3.5 MOBILE RF COMMUNICATIONS

A mobile system is one in which users can physically move while communicating with one
another. Examples include pagers, cellular phones, and cordless phones. It is the mobility
that has made RF communications powerful and popular. The transceiver carried by the
user is called the “mobile unit” (or simply the “mobile”), the “terminal,” or the “hand-
held unit.” The complexity of the wireless infrastructure often demands that the mobiles
communicate only through a fixed, relatively expensive unit called the “base station.” Each
mobile receives and transmits information from and to the base station via two RF channels
called the “forward channel” or “downlink” and the “reverse channel” or “uplink,” respec-
tively. Most of our treatment in this book relates to the mobile unit because, compared to
the base station, hand-held units constitute a much larger portion of the market and their
design is much more similar to other types of RF systems.

Cellular System With the limited available spectrum (e.g., 25MHz around
900 MHz), how do hundreds of thousands of people communicate in a crowded metropoli-
tan area? To answer this question, we first consider a simpler case: thousands of FM radio
broadcasting stations may operate in a country in the 88—-108 MHz band. This is possible
because stations that are physically far enough from each other can use the same carrier
frequency (“frequency reuse”) with negligible mutual interference (except at some point in
the middle where the stations are received with comparable signal levels). The minimum
distance between two stations that can employ equal carrier frequencies depends on the
signal power produced by each.

In mobile communications, the concept of frequency reuse is implemented in a “cellu-
lar” structure, where each cell is configured as a hexagon and surrounded by 6 other cells
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(b)

Figure 3.42 (a) Simple cellular system, (b) 7-cell reuse pattern.

[Fig. 3.42(a)]. The idea is that if the center cell uses a frequency f] for communication,
the 6 neighboring cells cannot utilize this frequency, but the cells beyond the immediate
neighbors may. In practice, more efficient frequency assignment leads to the “7-cell” reuse
pattern shown in Fig. 3.42(b). Note that in reality each cell utilizes a group of frequencies.
The mobile units in each cell of Fig. 3.42(b) are served by a base station, and all of the
base stations are controlled by a “mobile telephone switching office” (MTSO).
Co-Channel Interference An important issue in a cellular system is how much two
cells that use the same frequency interfere with each other (Fig. 3.43). Called “co-channel
interference” (CCI), this effect depends on the ratio of the distance between two co-channel
cells to the cell radius and is independent of the transmitted power. Given by the frequency
reuse plan, this ratio is approximately equal to 4.6 for the 7-cell pattern of Fig. 3.42(b) [7].
It can be shown that this value yields a signal-to-co-channel interference ratio of 18 dB [7].

Figure 3.43 Co-channel interference.

Hand-off What happens when a mobile unit “roams” from cell A to cell B
(Fig. 3.44)? Since the power level received from the base station in cell A is insufficient

Figure 3.44 Problem of hand-off.
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to maintain communication, the mobile must change its server to the base station in cell
B. Furthermore, since adjacent cells do not use the same group of frequencies, the channel
must also change. Called “hand-off,” this process is performed by the MTSO. Once the
level received by the base station in cell A drops below a threshold, the MTSO hands off
the mobile to the base station in cell B, hoping that the latter is close enough. This strategy
fails with relatively high probability, resulting in dropped calls.

To improve the hand-off process, second-generation cellular systems allow the mobile
unit to measure the received signal level from different base stations, thus performing hand-
off when the path to the second base station has sufficiently low loss [7].

Path Loss and Multipath Fading Propagation of signals in a mobile communication
environment is quite complex. We briefly describe some of the important concepts here.
Signals propagating through free space experience a power loss proportional to the square
of the distance, d, from the source. In reality, however, the signal travels through both a
direct path and an indirect, reflective path (Fig. 3.45). It can be shown that in this case, the
loss increases with the fourth power of the distance [7]. In crowded areas, the actual loss
profile may be proportional to d for some distance and d* for another.

Direct Path R
} o { Loss
(log scale)
e

Figure 3.45 Indirect signal propagation and resulting loss profile.

In addition to the overall loss profile depicted in Fig. 3.45, another mechanism gives
rise to fluctuations in the received signal level as a function of distance. Since the two
signals shown in Fig. 3.45 generally experience different phase shifts, possibly arriving at
the receiver with opposite phases and roughly equal amplitudes, the net received signal
may be very small. Called “multipath fading” and illustrated in Fig. 3.46, this phenomenon
introduces enormous variations in the signal level as the receiver moves by a fraction of
the wavelength. Note that multipath propagation creates fading and/or ISI.

Loss A
(log scale)

Qy

Figure 3.46 Multipath loss profile.
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In reality, since the transmitted signal is reflected by many buildings and moving
cars, the fluctuations are quite irregular. Nonetheless, the overall received signal can be
expressed as

xr(t) = ay1(¢) cos(w.t + 01) + ax(t) cos(wet + 62) + - - - + a, cos(wet + 6,) (3.50)
n n

= Z a;j(t) cos 6 | coswt — Z aj(t) sin6; | sin wt. (3.51)
j=1 j=1

For large n, each summation has a Gaussian distribution. Denoting the first summation by
A and the second by B, we have

xr(t) = VA2 + B2 cos(wet + ¢), (3.52)

where ¢ = tan_l(B/A). It can be shown that the amplitude, A,, =+A2 + B2, has a
Rayleigh distribution (Fig. 3.47) [1], exhibiting losses greater than 10 dB below the mean
for approximately 6% of the time.

P, (x)

Y

Figure 3.47 Rayleigh distribution.

From the above discussion, we conclude that in an RF system the transmitter out-
put power and the receiver dynamic range must be chosen so as to accommodate signal
level variations due to both the overall path loss (roughly proportional to ¢*) and the deep
multipath fading effects. While it is theoretically possible that multipath fading yields a
zero amplitude (infinite loss) at a given distance, the probability of this event is negligible
because moving objects in a mobile environment tend to “soften” the fading.

Diversity The effect of fading can be lowered by adding redundancy to the transmis-
sion or reception of the signal. “Space diversity” or “antenna diversity” employs two or
more antennas spaced apart by a significant fraction of the wavelength so as to achieve a
higher probability of receiving a nonfaded signal.

“Frequency diversity” refers to the case where multiple carrier frequencies are used,
with the idea that fading is unlikely to occur simultaneously at two frequencies sufficiently
far from each other. “Time diversity” is another technique whereby the data is transmitted
or received more than once to overcome short-term fading.

Delay Spread Suppose two signals in a multipath environment experience roughly
equal attenuations but different delays. This is possible because the absorption coeffi-
cient and phase shift of reflective or refractive materials vary widely, making it likely for
two paths to exhibit equal loss and unequal delays. Addition of two such signals yields
x(t) = Acosw(t—11) tAcosw(t—12) = 2A cos[(Qwt — wt] —wT2) /2] cos[w (t1 — 12) /2],
where the second cosine factor relates the fading to the “delay spread,” At = 71 — 12. An
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Figure 3.48 (a) Flat and (b) frequency-selective fading.

important issue here is the frequency dependence of the fade. As illustrated in Fig. 3.48,
small delay spreads yield a relatively flat fade, whereas large delay spreads introduce
considerable variation in the spectrum.

In a multipath environment, many signals arrive at the receiver with different delays,
yielding rms delay spreads as large as several microseconds and hence fading bandwidths
of several hundreds of kilohertz. Thus, an entire communication channel may be suppressed
during such a fade.

Interleaving The nature of multipath fading and the signal processing techniques
used to alleviate this issue is such that errors occur in clusters of bits. In order to lower the
effect of these errors, the baseband bit stream in the transmitter undergoes “interleaving”
before modulation. An interleaver in essence scrambles the time order of the bits according
to an algorithm known by the receiver [7].

3.6 MULTIPLE ACCESS TECHNIQUES

3.6.1 Time and Frequency Division Duplexing

The simplest case of multiple access is the problem of two-way communication by a
transceiver, a function called “duplexing.” In old walkie-talkies, for example, the user
would press the “talk” button to transmit while disabling the receive path and release the
button to listen while disabling the transmit path. This can be considered a simple form of
“time division duplexing,” (TDD), whereby the same frequency band is utilized for both
transmit (TX) and receive (RX) paths but the system transmits for half of the time and
receives for the other half. Illustrated in Fig. 3.49, TDD is usually performed fast enough
to be transparent to the user.

Another approach to duplexing is to employ two different frequency bands for the
transmit and receive paths. Called “frequency-division duplexing” (FDD) and shown in
Fig. 3.50, this technique incorporates band-pass filters to isolate the two paths, allowing
simultaneous transmission and reception. Since two such transceivers cannot communicate
directly, the TX band must be translated to the RX band at some point. In wireless networks,
this translation is performed in the base station.

It is instructive to contrast the two duplexing methods by considering their merits and
drawbacks. In TDD, an RF switch with a loss less than 1dB follows the antenna to alter-
nately enable and disable the TX and RX paths. Even though the transmitter output power
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Figure 3.49 Time-division duplexing.
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Figure 3.50 Frequency-division duplexing.

may be 100 dB above the receiver input signal, the two paths do not interfere because the
transmitter is turned off during reception. Furthermore, TDD allows direct (“peer-to-peer””)
communication between two transceivers, an especially useful feature in short-range, local
area network applications. The primary drawback of TDD is that the strong signals gener-
ated by all of the nearby mobile transmitters fall in the receive band, thus desensitizing the
receiver.

In FDD systems, the two front-end band-pass filters are combined to form a “duplexer
filter.” While making the receivers immune to the strong signals transmitted by other
mobile units, FDD suffers from a number of issues. First, components of the transmit-
ted signal that leak into the receive band are attenuated by typically only about 50 dB
(Chapter 4). Second, owing to the trade-off between the loss and the quality factor of
filters, the loss of the duplexer is typically quite higher than that of a TDD switch. Note
that a loss of, say, 3dB in the RX path of the duplexer raises the overall noise figure by
3 dB (Chapter 2), and the same loss in the TX path of the filter means that only 50% of the
signal power reaches the antenna.

Another issue in FDD is the spectral leakage to adjacent channels in the transmitter
output. This occurs when the power amplifier is turned on and off to save energy or when
the local oscillator driving the modulator undergoes a transient. By contrast, in TDD such
transients can be timed to end before the antenna is switched to the power amplifier output.

Despite the above drawbacks, FDD is employed in many RF systems, particularly in
cellular communications, because it isolates the receivers from the signals produced by
mobile transmitters.
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3.6.2 Frequency-Division Multiple Access

In order to allow simultaneous communication among multiple transceivers, the available
frequency band can be partitioned into many channels, each of which is assigned to one
user. Called “frequency-division multiple access,” (Fig. 3.51), this technique should be
familiar within the context of radio and television broadcasting, where the channel assign-
ment does not change with time. In multiple-user, two-way communications, on the other
hand, the channel assignment may remain fixed only until the end of the call; after the user
hangs up the phone, the channel becomes available to others. Note that in FDMA with
FDD, two channels are assigned to each user, one for transmit and another for receive.

Channel Channel
1 N

ey

Figure 3.51 Frequency-division multiple access.

The relative simplicity of FDMA made it the principal access method in early cellu-
lar networks, called “analog FM” systems. However, in FDMA the minimum number of
simultaneous users is given by the ratio of the total available frequency band (e.g., 25 MHz
in GSM) and the width of each channel (e.g., 200 kHz in GSM), translating to insufficient
capacity in crowded areas.

3.6.3 Time-Division Multiple Access

In another implementation of multiple-access networks, the same band is available to each
user but at different times (“time-division multiple access”). Illustrated in Fig. 3.52, TDMA
periodically enables each of the transceivers for a “time slot” (7). The overall period
consisting of all of the time slots is called a “frame” (TF). In other words, every Tr seconds,
each user finds access to the channel for T; seconds.

What happens to the data (e.g., voice) produced by all other users while only one user
is allowed to transmit? To avoid loss of information, the data is stored (“buffered”) for
Tr — Ty seconds and transmitted as a burst during one time slot (hence the term “TDMA
burst”). Since buffering requires the data to be in digital form, TDMA transmitters perform
A/D conversion on the analog input signal. Digitization also allows speech compression
and coding.

TDMA systems have a number of advantages over their FDMA counterparts. First,
as each transmitter is enabled for only one time slot in every frame, the power amplifier
can be turned off during the rest of the frame, thus saving considerable power. In practice,
settling issues require that the PA be turned on slightly before the actual time slot begins.
Second, since digitized speech can be compressed in time by a large factor, the required
communication bandwidth can be smaller and hence the overall capacity larger. Equiva-
lently, as compressed speech can be transmitted over a shorter time slot, a higher number
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Figure 3.52 Time-division multiple access.

of users can be accommodated in each frame. Third, even with FDD, the TDMA bursts
can be timed such that the receive and transmit paths in each transceiver are never enabled
simultaneously.

The need for A/D conversion, digital modulation, time slot and frame synchronization,
etc., makes TDMA more complex than FDMA. With the advent of VLSI DSPs, however,
this drawback is no longer a determining factor. In most actual TDMA systems, a combi-
nation of TDMA and FDMA is utilized. In other words, each of the channels depicted in
Fig. 3.51 is time-shared among many users.

3.6.4 Code-Division Multiple Access

Our discussion of FDMA and TDMA implies that the transmitted signals in these systems
avoid interfering with each other in either the frequency domain or the time domain. In
essence, the signals are orthogonal in one of these domains. A third method of multiple
access allows complete overlap of signals in both frequency and time, but employs “ortho-
gonal messages” to avoid interference. This can be understood with the aid of an analogy [8].
Suppose many conversations are going on in a crowded party. To minimize crosstalk, dif-
ferent groups of people can be required to speak in different pitches(!) (FDMA), or only one
group can be allowed to converse at a time (TDMA). Alternatively, each group can be asked
to speak in a different language. If the languages are orthogonal (at least in nearby groups)
and the voice levels are roughly the same, then each listener can “tune in” to the proper
language and receive information while all groups talk simultaneously.

Direct-Sequence CDMA In “code-division multiple access,” different languages
are created by means of orthogonal digital codes. At the beginning of communication,
a certain code is assigned to each transmitter-receiver pair, and each bit of the baseband
data is “translated” to that code before modulation. Shown in Fig. 3.53(a) is an example
where each baseband pulse is replaced with an 8-bit code by multiplication. A method of
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Figure 3.53 (a) Encoding operation in DS-CDMA, (b) examples of Walsh code.

generating orthogonal codes is based on Walsh’s recursive equation:

Wi =20 (3.53)

w, W,
Wy, = | " " (3.54)
w, W,

where W, is derived from W, by replacing all the entries with their complements. For

O I ’

Fig. 3.53(b) shows examples of 8-bit Walsh codes (i.e., each row of Wg).

In the receiver, the demodulated signal is decoded by multiplying it by the same
Walsh code. In other words, the receiver correlates the signal with the code to recover
the baseband data.

How is the received data affected when another CDMA signal is present? Suppose
two CDMA signals x1(f) and x;(¢) are received in the same frequency band. Writing the
signals as xpp1 () - W1(¢¥) and xpp>(¢) - W2 (¢), where W1 (¢) and W, (¢) are Walsh functions,
we express the output of the demodulator as y(¢) = [xpp1 (). W1 () + xpp2 (1) W2 ()].W1(2).
Thus, if Wi(r) and W, (¢) are exactly orthogonal, then y(f) = xpp1(¢) - Wi(¢). In reality,
however, x1(¢) and x,(f) may experience different delays, leading to corruption of y(¢) by
xpp2(t). Nevertheless, for long codes the result appears as random noise.

The encoding operation of Fig. 3.53(a) increases the bandwidth of the data spectrum
by the number of pulses in the code. This may appear in contradiction to our emphasis thus
far on spectral efficiency. However, since CDMA allows the widened spectra of many users
to fall in the same frequency band (Fig. 3.54), this access technique has no less capacity
than do FDMA and TDMA. In fact, CDMA can potentially achieve a higher capacity than
the other two [9].

CDMAA is a special case of “spread spectrum” (SS) communications, whereby the base-
band data of each user is spread over the entire available bandwidth. In this context, CDMA
is also called “direct sequence” SS (DS-SS) communication, and the code is called the
“spreading sequence” or “pseudo-random noise.” To avoid confusion with the baseband
data, each pulse in the spreading sequence is called a “chip” and the rate of the sequence
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Figure 3.54 Overlapping spectra in CDMA.

is called the “chip rate.” Thus, the spectrum is spread by the ratio of the chip rate to the
baseband bit rate.

It is instructive to reexamine the above RX decoding operation from a spread spectrum
point of view (Fig. 3.55). Upon multiplication by Wj(¢), the desired signal is “despread,”
with its bandwidth returning to the original value. The unwanted signal, on the other hand,
remains spread even after multiplication because of its low correlation with Wy (¢). For
a large number of users, the spread spectra of unwanted signals can be viewed as white
Gaussian noise.
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Figure 3.55 Despreading operation in a CDMA receiver.

An important feature of CDMA is its soft capacity limit [7]. While in FDMA and
TDMA the maximum number of users is fixed once the channel width or the time slots are
defined, in CDMA increasing the number of users only gradually (linearly) raises the noise
floor [7].

A critical issue in DS-CDMA is power control. Suppose, as illustrated in Fig. 3.56,
the desired signal power received at a point is much lower than that of an unwanted trans-
mitter,” for example because the latter is at a shorter distance. Even after despreading,
the strong interferer greatly raises the noise floor, degrading the reception of the desired
signal. For multiple users, this means that one high-power transmitter can virtually halt

7. This situation arises in our party analogy if two people speak much more loudly than others. Even with
different languages, communication becomes difficult.
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communications among others, a problem much less serious in FDMA and TDMA. This is
called the “near/far effect.” For this reason, when many CDMA transmitters communicate
with a receiver, they must adjust their output power such that the receiver senses roughly
equal signal levels. To this end, the receiver monitors the signal strength corresponding
to each transmitter and periodically sends a power adjustment request to each one. Since
in a cellular system users communicate through the base station, rather than directly, the
latter must handle the task of power control. The received signal levels are controlled to be
typically within 1 dB of each other.

While adding complexity to the system, power control generally reduces the average
power dissipation of the mobile unit. To understand this, note that without such control,
the mobile must always transmit enough power to be able to communicate with the base
station, whether path loss and fading are significant or not. Thus, even when the channel has
minimum attenuation, the mobile unit produces the maximum output power. With power
control, on the other hand, the mobile can transmit at low levels whenever the channel
conditions improve. This also reduces the average interference seen by other users.

Unfortunately, power control also dictates that the receive and transmit paths of the
mobile phone operate concurrently.® As a consequence, CDMA mobile phones must deal
with the leakage of the TX signal to the RX (Chapter 4).

Frequency-Hopping CDMA Another type of CDMA that has begun to appear in RF
communications is “frequency hopping” (FH). Illustrated in Fig. 3.57, this access technique
can be viewed as FDMA with pseudo-random channel allocation. The carrier frequency in
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Figure 3.57 Frequency-hopping CDMA.

8. If a vehicle moves at a high speed or in an area with tall buildings, the power received by the base station
from it can vary rapidly, requiring continuous feedback.
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each transmitter is “hopped” according to a chosen code (similar to the spreading codes
in DS-CDMA). Thus, even though the short-term spectrum of a transmitter may overlap
with those of others, the overall trajectory of the spectrum, i.e., the PN code, distinguishes
each transmitter from others. Nevertheless, occasional overlap of the spectra raises the
probability of error.

Due to rare overlap of spectra, frequency hopping is somewhat similar to FDMA and
hence more tolerant of different received power levels than is direct-sequence CMDA.
However, FH may require relatively fast settling in the control loop of the oscillator shown
in Fig. 3.57, an important design issue studied in Chapter 10.

3.7 WIRELESS STANDARDS

Our study of wireless communication systems thus far indicates that making a phone call or
sending data entails a great many complex operations in both analog and digital domains.
Furthermore, nonidealities such as noise and interference require precise specification of
each system parameter, e.g., SNR, BER, occupied bandwidth, and tolerance of interferers.
A “wireless standard” defines the essential functions and specifications that govern the
design of the transceiver, including its baseband processing. Anticipating various operating
conditions, each standard fills a relatively large document while still leaving some of the
dependent specifications for the designer to choose. For example, a standard may specify
the sensitivity but not the noise figure.

Before studying various wireless standards, we briefly consider some of the common
specifications that standards quantify:

1. Frequency Bands and Channelization. Each standard performs communication
in an allocated frequency band. For example, Bluetooth uses the industrial-
scientific-medical (ISM) band from 2.400 GHz to 2.480 GHz. The band consists
of “channels,” each of which carries the information for one user. For example,
Bluetooth incorporates a channel of 1 MHz, allowing at most 80 users.

2. Data Rate(s). The standard specifies the data rate(s) that must be supported. Some
standards support a constant data rate, whereas others allow a variable data rate so
that, in the presence of high signal attenuation, the communication is sustained but
at a low speed. For example, Bluetooth specifies a data rate of 1 Mb/s.

3. Antenna Duplexing Method. Most cellular phone systems incorporate FDD, and
other standards employ TDD.

4. Type of Modulation. Each standard specifies the modulation scheme. In some
cases, different modulation schemes are used for different data rates. For exam-
ple, IEEE802.11a/g utilizes 64QAM for its highest rate (54 Mb/s) in the presence
of good signal conditions, but binary PSK for the lowest rate (6 Mb/s).

5. TX Output Power. The standard specifies the power level(s) that the TX must pro-
duce. For example, Bluetooth transmits 0 dBm. Some standards require a variable
output level to save battery power when the TX and RX are close to each other
and/or to avoid near/far effects.

6. TX EVM and Spectral Mask. The signal transmitted by the TX must satisfy sev-
eral requirements in addition to the power level. First, to ensure acceptable signal
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quality, the EVM is specified. Second, to guarantee that the TX out-of-channel
emissions remain sufficiently small, a TX “spectral mask” is defined. As explained
in Section 3.4, excessive PA nonlinearity may violate this mask. Also, the stan-
dard poses a limit on other unwanted transmitted components, e.g., spurs and
harmonics.

7. RX Sensitivity. The standard specifies the acceptable receiver sensitivity, usually
in terms of a maximum bit error rate, BER,,,,. In some cases, the sensitivity is
commensurate with the data rate, i.e., a higher sensitivity is stipulated for lower
data rates.

8. RX Input Level Range. The desired signal sensed by a receiver may range from
the sensitivity level to a much larger value if the RX is close to the TX. Thus,
the standard specifies the desired signal range that the receiver must handle with
acceptable noise or distortion.

9. RX Tolerance to Blockers. The standard specifies the largest interferer that the RX
must tolerate while receiving a small desired signal. This performance is typically
defined as illustrated in Fig. 3.58. In the first step, a modulated signal is applied at
the “reference” sensitivity level and the BER is measured to remain below BER,,,,
[Fig. 3.58(a)]. In the second step, the signal level is raised by 3 dB and a blocker
is added to the input and its level is gradually raised. When the blocker reaches the
specified level, the BER must not exceed BER,,,,, [Fig. 3.58(b)]. This test reveals
the compression behavior and phase noise of the receiver. The latter is described in
Chapter 8.

Many standards also stipulate an intermodulation test. For example, as shown
in Fig. 3.59, two blockers (one modulated and another not) are applied along with
the desired signal at 3 dB above the sensitivity level. The receiver BER must not
exceed BER,,,, as the level of the two blockers reaches the specified level.

In this section, we study a number of wireless standards. In the case of cellular
standards, we focus on the “mobile station” (the handset).
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Figure 3.58 Test of a receiver with (a) desired signal at reference sensitivity and (b) desired signal
3 dB above reference sensitivity along with a blocker.
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Figure 3.59 Intermodulation test.

3.7.1 GSM

The Global System for Mobile Communication (GSM) was originally developed as a uni-
fied wireless standard for Europe and became the most widely-used cellular standard in the
world. In addition to voice, GSM also supports the transmission of data.

The GSM standard is a TDMA/FDD system with GMSK modulation, operating in dif-
ferent bands and accordingly called GSM900, GSM1800 (also known as DCS1800), and
GSM1900 (also known as PCS1900). Figure 3.60 shows the TX and RX bands. Accom-
modating eight time-multiplexed users, each channel is 200 kHz wide, and the data rate
per user is 271 kb/s. The TX and RX time slots are offset (by about 1.73 ms) so that the
two paths do not operate simultaneously. The total capacity of the system is given by the
number of channels in the 25-MHz bandwidth and the number of users is per channel,
amounting to approximately 1,000.
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Duplexer
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Figure 3.60 GSM air interface.

Example 3.10

GSM specifies a receiver sensitivity of —102 dBm.? The detection of GMSK with accept-
able bit error rate (10~) requires an SNR of about 9 dB. What is the maximum allowable
RX noise figure?

Solution:
We have from Chapter 2
NF = 174 dBm/Hz — 102 dBm — 101og(200 kHz) — 9 dB (3.56)
~ 10 dB. (3.57)

9. The sensitivity in GSM1800 is —101 dBm.
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Figure 3.61 GSM receiver blocking test. (The desired channel center frequency is denoted by 0 for
simplicity.)

Blocking Requirements GSM also specifies blocking requirements for the receiver.
Illustrated in Fig. 3.61, the blocking test applies the desired signal at 3 dB above the sensi-
tivity level along with a single (unmodulated) tone at discrete increments of 200 kHz from
the desired channel. (Only one blocker is applied at a time.)'” The tolerable in-band blocker
level jumps to —33 dBm at 1.6 MHz from the desired channel and to —23 dBm at 3 MHz.
The out-of-band blocker can reach 0 dBm beyond a 20-MHz guard band from the edge of
the RX band. With the blocker levels shown in Fig. 3.61, the receiver must still provide the
necessary BER.

Example 3.11

How must the receiver P14p be chosen to satisfy the above blocking tests?

Solution:

Suppose the receiver incorporates a front-end filter and hence provides sufficient attenua-
tion if the blocker is applied outside the GSM band. Thus, the largest blocker level is equal
to —23 dBm (at or beyond 3-MHz offset), demanding a Pj,p of roughly —15 dBm to avoid
compression. If the front-end filter does not attenuate the out-of-band blocker adequately,
then a higher P14p is necessary.

If the receiver Pgp is determined by the blocker levels beyond 3-MHz offset, why
does GSM specify the levels at smaller offsets? Another receiver imperfection, namely, the
phase noise of the oscillator, manifests itself here and is discussed in Chapter 8.

Since the blocking requirements of Fig. 3.61 prove difficult to fulfill in practice, GSM
stipulates a set of “spurious response exceptions,” allowing the blocker level at six in-band

10. This mask and others described in this section symmetrically extend to the left.
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Figure 3.62 Worst-case channel for GSM blocking test.

frequencies and 24 out-of-band frequencies to be relaxed to —43 dBm.!" Unfortunately,
these exceptions do not ease the compression and phase noise requirements. For example,
if the desired channel is near one edge of the band (Fig. 3.62), then about 100 chan-
nels reside above 3-MHz offset. Even if six of these channels are excepted, each of the
remaining can contain a —23 dBm blocker.

Intermodulation Requirements Figure 3.63 depicts the IM test specified by GSM. With
the desired channel 3 dB above the reference sensitivity level, a tone and a modulated
signal are applied at 800-kHz and 1.6-MHz offset, respectively. The receiver must satisfy
the required BER if the level of the two interferers is as high as —49 dBm.

800 kHz 800 kHz

Figure 3.63 GSM intermodulation test.

Example 3.12

Estimate the receiver IP3 necessary for the above test.

Solution:

For an acceptable BER, an SNR of 9dB is required, i.e., the total noise in the desired
channel must remain below —108 dBm. In this test, the signal is corrupted by both the
receiver noise and the intermodulation. If, from Example 3.10, we assume NF = 10dB,
then the total RX noise in 200 kHz amounts to —111 dBm. Since the maximum tolerable

11. In GSM1800 and GSM 1900, 12 in-band exceptions are allowed.
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Example 3.12 (Continued)

noise is —108 dBm, the intermodulation can contribute at most 3 dB of corruption. In other
words, the IM product of the two interferers must have a level of —111 dBm so that, along
with an RX noise of —111 dBm, it yields a total corruption of —108 dBm. It follows from
Chapter 2 that

—49 dBm — (—111 dBm)

2
—18 dBm. (3.59)

ITP; + (—49 dBm) (3.58)

In Problem 3.2, we recompute the IIP5 if the noise figure is lower than 10 dB.

We observe from this example and Example 3.11 that the receiver linearity in
GSM is primarily determined by the single-tone blocking requirements rather than the
intermodulation specification.

Adjacent-Channel Interference A GSM receiver must withstand an adjacent-channel
interferer 9dB above the desired signal or an alternate-adjacent channel interferer 41 dB
above the desired signal (Fig. 3.64). In this test, the desired signal is 20 dB higher than
the sensitivity level. As explained in Chapter 4, the relatively relaxed adjacent-channel
requirement facilitates the use of certain receiver architectures.

-82 dBm Al

Af=200 kHz

EAFEAF f

Figure 3.64 GSM adjacent-channel test.

TX Specifications A GSM (mobile) transmitter must deliver an output power of at least
2 W (+33dBm) in the 900-MHz band or 1 W in the 1.8-GHz band. Moreover, the output
power must be adjustable in steps of 2dB from +5dBm to the maximum level, allowing
adaptive power control as the mobile comes closer to or goes farther from the base station.

The output spectrum produced by a GSM transmitter must satisfy the “mask” shown in
Fig. 3.65, dictating that GMSK modulation be realized with an accurate modulation index
and well-controlled pulse shaping. Also, the rms phase error of the output signal must
remain below 5 .

A stringent specification in GSM relates to the maximum noise that the TX can emit in
the receive band. As shown in Fig. 3.66, this noise level must be less than —129 dBm/Hz
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Figure 3.65 GSM transmission mask for the 900-MHz band.
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Figure 3.66 GSM transmitter noise in receive band.

so that a transmitting mobile station negligibly interferes with a receiving mobile station in
its close proximity. The severity of this requirement becomes obvious if the noise bound
is normalized to the TX output power of +33dBm, yielding a relative noise floor of
—162dBc/Hz. As explained in Chapter 4, this specification makes the design of GSM
transmitters quite difficult.

EDGE To accommodate higher data rates in a 200-kHz channel, the GSM standard has
been extended to “Enhanced Data Rates for GSM Evolution” (EDGE). Achieving a rate
of 384 kb/s, EDGE employs “8-PSK” modulation, i.e., phase modulation with eight phase
values given by km/4, k = 0-7. Figure 3.67 shows the signal constellation. EDGE is
considered a “2.5th-generation” (2.5G) cellular system.

The use of 8-PSK modulation entails two issues. First, to confine the spectrum to
200kHz, a “linear” modulation with baseband pulse shaping is necessary. In fact, the con-
stellation of Fig. 3.67 can be viewed as that of two QPSK waveforms, one rotated by 45
with respect to the other. Thus, two QPSK signals with pulse shaping (Chapter 4) can be
generated and combined to yield the 8-PSK waveform. Pulse shaping, however, leads to
a variable envelope, necessitating a linear power amplifier. In other words, a GSM/EDGE
transmitter can operate with a nonlinear (and hence efficient) PA in the GSM mode but
must switch to a linear (and hence inefficient) PA in the EDGE mode.

The second issue concerns the detection of the 8-PSK signal in the receiver. The
closely-spaced points in the constellation require a higher SNR than, say, QPSK does.
For BER = 1073, the former dictates an SNR of 14 dB and the latter, 7 dB.
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Figure 3.67 Constellation of 8-PSK (used in EDGE).

3.7.2 1S-95 CDMA

A wireless standard based on direct-sequence CMDA has been proposed by Qualcomm,
Inc., and adopted for North America as IS-95. Using FDD, the air interface employs the
transmit and receive bands shown in Fig. 3.68. In the mobile unit, the 9.6 kb/s baseband data
is spread to 1.23 MHz and subsequently modulated using OQPSK. The link from the base
station to the mobile unit, on the other hand, incorporates QPSK modulation. The logic
is that the mobile must use a power-efficient modulation scheme (Chapter 3), whereas
the base station transmits many channels simultaneously and must therefore employ a
linear power amplifier regardless of the type of modulation. In both directions, 1S-95
requires coherent detection, a task accomplished by transmitting a relatively strong “pilot
tone” (e.g., unmodulated carrier) at the beginning of communication to establish phase
synchronization.

In contrast to the other standards studied above, IS-95 is substantially more complex,
incorporating many techniques to increase the capacity while maintaining a reasonable
signal quality. We briefly describe some of the features here. For more details, the reader is
referred to [8, 10, 11].

869-894 MHz
1850-1910 MHz

FDD [

1.23 MHz
Duplexer
- |-
Digital
Baseband
f 0QPSK ® asebar
824-849 MHz Modulator igha
1930-1980 MHz * (9.6 kbls)

PN Sequence

Figure 3.68 1S-95 air interface.
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Power Control As mentioned in Section 3.6.4, in CDMA the power levels received
by the base station from various mobile units must differ by no more than approximately
1dB. In IS-95, the output power of each mobile is controlled by an open-loop procedure
at the beginning of communication so as to perform a rough but fast adjustment. Subse-
quently, the power is set more accurately by a closed-loop method. For open-loop control,
the mobile measures the signal power it receives from the base station and adjusts its
transmitted power so that the sum of the two (indB) is approximately —73 dBm. If the
receive and transmit paths entail roughly equal attenuation, k dB, and the power transmit-
ted by the base station is Ppg, then the mobile output power P,, satisfies the following:
Pps —k+ P, = —73 dBm. Since the power received by the base station is P, — k, we have
P, — k = —73dBm — Py, a well-defined value because Py, is usually fixed. The mobile
output power can be varied by approximately 85 dB in a few microseconds.

Closed-loop power control is also necessary because the above assumption of equal
loss in the transmit and receive paths is merely an approximation. In reality, the two paths
may experience different fading because they operate in different frequency bands. To this
end, the base station measures the power level received from the mobile unit and sends
a feedback signal requesting power adjustment. This command is transmitted once every
1.25 ms to ensure timely adjustment in the presence of rapid fading.

Frequency and Time Diversity Recall from Section 3.5 that multipath fading is
often frequency-selective, causing a notch in the channel transfer function that can be sev-
eral kilohertz wide. Since IS-95 spreads the spectrum to 1.23 MHz, it provides frequency
diversity, exhibiting only 25% loss of the band for typical delay spreads [8].

IS-95 also employs time diversity to use multipath signals to advantage. This is accom-
plished by performing correlation on delayed replicas of the received signal (Fig. 3.69).
Called a “rake receiver,” such a system combines the delayed replicas with proper weight-
ing factors, «;, to obtain the maximum signal-to-noise ratio at the output. That is, if the
output of one correlator is corrupted, then the corresponding weighting factor is reduced
and vice versa.

Rake receivers are a unique feature of CDMA. Since the chip rate is much higher than
the fading bandwidth, and since the spreading codes are designed to have negligible corre-
lation for delays greater than a chip period, multipath effects do not introduce intersymbol
interference. Thus, each correlator can be synchronized to one of the multipath signals.

Y
>
Y
>
Y
>
Y

x(t) o

o4 (0.7 O3 Olgq

y(t)

Figure 3.69 Rake receiver.
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Variable Coding Rate The variable rate of information in human speech can be
exploited to lower the average number of transmitted bits per second. In IS-95, the data rate
can vary in four discrete steps: 9600, 4800, 2400, and 1200 b/s. This arrangement allows
buffering slower data such that the transmission still occurs at 9600 b/s but for a propor-
tionally shorter duration. This approach further reduces the average power transmitted by
the mobile unit, both saving battery and lowering interference seen by other users.

Soft Hand-off Recall from Section 3.5 that when the mobile unit is assigned a dif-
ferent base station, the call may be dropped if the channel center frequency must change
(e.g., in IS-54 and GSM). In CDMA, on the other hand, all of the users in one cell commu-
nicate on the same channel. Thus, as the mobile unit moves farther from one base station
and closer to another, the signal strength corresponding to both stations can be monitored
by means of a rake receiver. When it is ascertained that the nearer base station has a suf-
ficiently strong signal, the hand-off is performed. Called “soft hand-off,” this method can
be viewed as a “make-before-break” operation. The result is lower probability of dropping
calls during hand-off.

3.7.3 Wideband CDMA

As a third-generation cellular system, wideband CDMA extends the concepts realized in
IS-95 to achieve a higher data rate. Using BPSK (for uplink) and QPSK (for downlink) in
a nominal channel bandwidth of 5 MHz, WCDMA achieves a rate of 384 kb/s.

Several variants of WCDMA have been deployed in different graphical regions. In
this section, we study “IMT-2000” as an example. Figure 3.70 shows the air interface of
IMT-2000, indicating a total bandwidth of 60 MHz. Each channel can accommodate a data
rate of 384 kb/s in a (spread) bandwidth of 3.84 MHz; but, with “guard bands” included,
the channel spacing is S MHz. The mobile station employs BPSK modulation for data and
QPSK modulation for spreading.

Transmitter Requirements The TX must deliver an output power ranging from
—49dBm to +24 dBm."? The wide output dynamic range makes the design of WCDMA
transmitters and, specifically, power amplifiers, difficult. In addition, the TX incorpo-
rates baseband pulse shaping so as to tighten the output spectrum, calling for a linear PA.

2110-2170 MHz

FDD E

Duplexer

Baseband and Modulator Baseband
<+ Ssignal
1920-1980 MHz Processor

Figure 3.70 IMT-2000 air interface.

12. The PA may need to deliver about +27 dBm to account for the loss of the duplexer.
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Figure 3.71 Transmitter (a) adjacent-channel power test, and (b) emission mask in IMT-2000.

IMT-2000 stipulates two sets of specifications to quantify the limits on the out-of-channel
emissions: (1) the adjacent and alternate adjacent channel powers must be 33 dB and 43 dB
below the main channel, respectively [Fig. 3.71(a)]; (2) the emissions measured in a 30-kHz
bandwidth must satisfy the TX mask shown in Fig. 3.71(b).

The transmitter must also coexist harmoniously with the GSM and DCS1800 stan-
dards. That is, the TX power must remain below —79 dBm in a 100-kHz bandwidth in the
GSM RX band (935 MHz-960 MHz) and below —71 dBm in a 100-kHz bandwidth in the
DCS1800 RX band (1805 MHz-1880 MHz).

Receiver Requirements The receiver reference sensitivity is —107 dBm. As with GSM,
IMT-2000 receivers must withstand a sinusoidal blocker whose amplitude becomes larger
at greater frequency offsets. Unlike GSM, however, IMT-2000 requires the sinusoidal test
for only out-of-band blocking [Fig. 3.72(a)]. The P14p necessary here is more relaxed than
that in GSM; e.g., at 85 MHz outside the band, the RX must tolerate a tone of —15dBm."?
For in-band blocking, IMT-2000 provides the two tests shown in Fig. 3.72(b). Here, the
blocker is modulated such that it behaves as another WCDMA channel, thus causing both
compression and cross modulation.

Example 3.13

Estimate the required P45 of a WCDMA receiver satistying the in-band test of Fig. 3.72(b).

Solution:

To avoid compression, Pjzp must be 4 to 5dB higher than the blocker level, i.e.,
Piap & —40dBm. To quantify the corruption due to cross modulation, we return to our
derivation in Chapter 2. For a sinusoid Aj coswi¢ and an amplitude-modulated blocker

13. However, if the TX leakage is large, the RX linearity must be quite higher.
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Example 3.13 (Continued)

A3 (1 + mcos wy,t) cos wat, cross modulation appears as

3 2 m?  m?
V() = |a1Ay + 5013A1A2 1+ > 4 7008 2wt + 2mcos wyt | | coswit + - -+ (3.60)

For the case at hand, both channels contain modulation and we make the following assump-
tions: (1) the desired channel and the blocker carry the same amplitude modulation and are
respectively expressed as A1 (1 +m cos wy,1t) cos w1t and Ay (1 +m cos w,,;t) cos wot; (2) the
envelope varies by a moderate amount and hence m?/2 <« 2m. The effect of third-order
nonlinearity can then be expressed as

3
y(1) = [oelAl(l—l-mcosa)mlt)—l-§a3A1(1+mcos wm11A3
X (1+2mcos a)mzt):| coswit+ - -- (3.61)
3 2
= a1A1(1+mcosa)m1t)+zagAlAz(l+mcoswm1t+2mcoswm2t
+2m? cos w1t COS a)mzt)] coswit+ - -- (3.62)

For the corruption to be negligible, the average power of the second term in the square
brackets must remain much less than that of the first:

2
(3osA143) (1 + n? + 4ni? + 4
<1 (3.63)

(a1A1)2(1 4F mz)
Setting this ratio to —15dB (= 0.0316) and neglecting the powers of m, we have

3
Slosla;

= (0.178. (3.64)
oy |

Since A1gp = +/0.145|c; /o3| and hence |a3/ap| = 0'145/A%d3’
Agp = 1.1 Ap. (3.65)

That is, the input compression point must exceed Ay (= —44 dBm) by about 1 dB. Thus,
compression is slightly more dominant than cross modulation in this test.

A sensitivity level of —107 dBm with a signal bandwidth as wide as 3.84 MHz may
appear very impressive. In fact, since 10log(3.84 MHz) &~ 66 dB, it seems that the sum of
the receiver noise figure and the required SNR must not exceed 174 dBm/Hz — 66 dB —
107 dBm = 1 dB! However, recall that CDMA spreads a lower bit rate (e.g., 384 kb/s)
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Figure 3.72 IMT-2000 receiver (a) blocking mask using a tone and (b) blocking test using a
modulated interferer.

by a factor, thus benefitting from the spreading gain after the despreading operation in the
receiver. That is, the NF is relaxed by a factor equal to the spreading gain.

IMT-2000 also specifies an intermodulation test. As depicted in Fig. 3.73, a tone and
a modulated signal, each at —46 dBm, are applied in the adjacent and alternate adjacent
channels, respectively, while the desired signal is at —104 dBm. In Problem 3.3, we repeat
Example 3.12 for WCDMA to determine the required /P3 of the receiver.

-104 dBm A

10MHz 10 MHz

Figure 3.73 IMT-2000 intermodulation test.

Figure 3.74 illustrates the adjacent-channel test stipulated by IMT-2000. With a level
of —93 dBm for the desired signal, the adjacent channel can be as high as —52dBm. As
explained in Chapter 4, this specification requires a sharp roll-off in the frequency response
of the baseband filters.
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Figure 3.74 IMT-2000 receiver adjacent-channel test.

3.7.4 Bluetooth

The Bluetooth standard was originally conceived as a low-cost solution for short-range,
moderate-rate data communication. In fact, it was envisioned that the transceiver would
perform modulation and demodulation in the analog domain, requiring little digital signal
processing. In practice, however, some attributes of the standard have made the analog
implementations difficult, calling for substantial processing in the digital domain. Despite
these challenges, Bluetooth has found its place in the consumer market, serving in such
short-reach applications as wireless headsets, wireless keyboards, etc.

Figure 3.75 shows the Bluetooth air interface, indicating operation in the 2.4-GHz ISM
band. Each channel carries 1 Mb/s, occupies 1 MHz, and has a carrier frequency equal to
(2402 + k) MHz, for k = 0, --- , 78. To comply with out-of-band emission requirements
of various countries, the first 2 MHz and last 3.5 MHz of the ISM band are saved as “guard
bands” and not used.

2.400-2.4835 GHz
TDD [

o 1 MHz
7 - |-
Digital
f GFSK Baseband
Signal
2.400-2.4835 GHz Modulator g
(1 Mb/s)

Figure 3.75 Bluetooth air interface.

Transmitter Characteristics The 1-Mb/s baseband data is applied to a Gaussian Fre-
quency Shift Keying (GFSK) modulator. GFSK can be viewed as GMSK with a modulation
index of 0.28 to 0.35. As explained in Section 3.3.4, GMSK modulation can be realized by
a Gaussian filter and a VCO (Fig. 3.76).

The output can be expressed as

x7x(t) = Acos|w.t + m / xgp(t) * h(t)dt], (3.66)
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Figure 3.76 GFSK modulation using a VCO.
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Figure 3.77 Frequency deviation in Bluetooth.
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t

where h(t) denotes the impulse response of the Gaussian filter. As shown in Fig. 3.77,
Bluetooth specifies a minimum frequency deviation of 115kHz in the carrier. The peak
frequency deviation, Af, is obtained as the maximum difference between the instantaneous
frequency, fi,s, and the carrier frequency. Differentiating the argument of the cosine in
(3.66) yields finsr as

1
Sinst = E[a)c + mxpp(t) * h(1)], (3.67)
suggesting that
1
Af = Em[xBB(t) * h(t)]max~ (368)

Since the peak voltage swing at the output of the Gaussian filter is approximately equal to

that of xgg (1), m
<~ XBB,max — 115 kHz. (369)
2w

As explained in Chapter 8, m is a property of the voltage-controlled oscillator (called the
“gain” of the VCO) and must be chosen to satisfy (3.69).

Bluetooth specifies an output level of 0dBm (1 mW).'* Along with the constant-
envelope modulation, this relaxed value greatly simplifies the design of the power amplifier,
allowing it to be a simple 50-<2 buffer.

The Bluetooth transmit spectrum mask is shown in Fig. 3.78. At an offset of 550 kHz
from the center of the desired channel, the power measured in a 100-kHz bandwidth must
be at least 20 dB below the TX power measured in the same bandwidth but in the center

14. This corresponds to the most common case of “power class 3.” Other power classes with higher output
levels have also been specified.
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Figure 3.78 Bluetooth transmission mask.

of the channel. Moreover, the power measured in the entire 1-MHz alternate adjacent chan-
nel must remain below —20dBm. Similarly, the power in the third and higher adjacent
channels must be less than —40 dBm."

A Bluetooth TX must minimally interfere with cellular and WLAN systems. For exam-
ple, it must produce in a 100-kHz bandwidth less than —47 dBm in the range of 1.8 GHz to
1.9GHz or 5.15 GHz to 5.3 GHz.

The carrier frequency of each Bluetooth carrier has a tolerance of +75kHz (= +30
ppm). Since the carrier synthesis is based on a reference crystal frequency (Chapter 10),
the crystal must have an error of less than 30 ppm.

Receiver Characteristics Bluetooth operates with a reference sensitivity of —70dBm
(for BER=1073), but most commercial products push this value to about —80dBm,
affording longer range.

Example 3.14

Estimate the NF required of a Bluetooth receiver.

Solution:

Assuming an SNR of 17 dB and a channel bandwidth of 1 MHz, we obtain a noise figure
of 27 dB for a sensitivity of —70dBm. It is this very relaxed NF that allows manufacturers
to push for higher sensitivities (lower noise figures).

Figure 3.79 illustrates the blocking tests specified by Bluetooth. In Fig. 3.79(a), the
desired signal is 10 dB higher than the reference sensitivity and another modulated Blue-
tooth signal is placed in the adjacent channel (with equal power) or in the alternate adjacent
channel (with a power of —30dBm. These specifications in turn require a sharp roll-off in
the analog baseband filters (Chapter 4).

15. Up to three exceptions are allowed for the third and higher adjacent channel powers, with a relaxed
specification of —20 dBm.
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Figure 3.79 Bluetooth receiver blocking test for (a) adjacent and alternate channels, and (b) chan-
nels at > 3-MHz offset.

In Fig. 3.79(b), the desired signal is 3 dB above the sensitivity and a modulated blocker
is applied in the third or higher adjacent channel with a power of —27 dBm. Thus, the 1-dB
compression point of the receiver must exceed this value.

A Bluetooth receiver must also withstand out-of-band sinusoidal blockers. As shown
in Fig. 3.80, with the desired signal at —67 dBm, a tone level of —27dBm or —10dBm
must be tolerated according to the tone frequency range. We observe that if the receiver
achieves a Pgp of several dB above —27 dBm, then the filter following the antenna has a
relaxed out-of-band attenuation requirement.

——-10 dBm -10 dBm p—o—

27 dBm -27 dBm

-67 dBm

M

H H >
2000 2399 0 2498 3000 f
(MHz2)

Figure 3.80 Bluetooth receiver out-of-band blocking test.

The intermodulation test in Bluetooth is depicted in Fig. 3.81. The desired signal level
is 6 dB higher than the reference sensitivity and the blockers are applied at —39 dBm with
Af = 3, 4, or 5MHz. In Problem 3.6, we derive the required RX IP3 and note that it is
quite relaxed.

-39dBm oo
-64 dBm /V\
|
- a——p f
Af Af

Figure 3.81 Bluetooth receiver intermodulation test.
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Bluetooth also stipulates a maximum usable input level of —20 dBm. That is, a desired
channel at this level must be detected properly (with BER=10"3) by the receiver.

Example 3.15

Does the maximum usable input specification pose any design constraints?

Solution:

Yes, it does. Recall that the receiver must detect a signal as low as —60dBm; i.e., the
receiver chain must provide enough gain before detection. Suppose this gain is about 60 dB,
yielding a signal level of around 0 dBm (632 mV,,,) at the end of the chain. Now, if the
received signal rises to —20 dBm, the RX output must reach +40dBm (63.2 V), unless
the chain becomes heavily nonlinear. The nonlinearity may appear benign as the signal has
a constant envelope, but the heavy saturation of the stages may distort the baseband data.
For this reason, the receiver must incorporate “automatic gain control” (AGC), reducing
the gain of each stage as the input signal level increases (Chapter 13).

3.7.5 IEEE802.11a/b/g

The IEEE802.11a/b/g standard allows high-speed wireless connectivity, providing a maxi-
mum data rate of 54 Mb/s. The 11a and 11g versions are identical except for their frequency
bands (5 GHz and 2.4 GHz, respectively). The 11b version also operates in the 2.4-GHz
band but with different characteristics. The 11g and 11b standards are also known as
“WiFi.” We begin our study with 11a/g.

The 11a/g standard specifies a channel spacing of 20 MHz with different modulation
schemes for different data rates. Figure 3.82 shows the air interface and channelization
of 11a. We note that higher data rates use denser modulation schemes, posing tougher
demands on the TX and RX design. Also, as explained in Section 3.3.6, for rates higher
than a few megabits per second, wireless systems employ OFDM so as to minimize the
effect of delay spread. This standard incorporates a total of 52 subcarriers with a spacing
of 0.3125 MHz (Fig. 3.83). The middle subchannel and the first and last five subchannels
are unused. Moreover, four of the subcarriers are occupied by BPSK-modulated “pilots” to
simplify the detection in the receiver in the presence of frequency offsets and phase noise.
Each OFDM symbol is 4 us long.

The TX must deliver a power of at least 40 mW (+16dBm) while complying with
the spectrum mask shown in Fig. 3.84. Here, each point represents the power measured
in a 100-kHz bandwidth normalized to the overall output power. The sharp drop between
9MHz and 11 MHz calls for pulse shaping in the TX baseband (Section 3.3.1). In fact,
pulse shaping reduces the channel bandwidth to 16.6 MHz. The carrier frequency has a
tolerance of 20 ppm. Also, the carrier leakage must remain 15 dB below the overall output
power.

The receiver sensitivity in 11a/g is specified in conjunction with the data rate. Table 3.1
summarizes the sensitivities along with adjacent channel and alternate adjacent channel
levels. T?e “packet error rate” must not exceed 10%, corresponding to a BER of less
than 107°.
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Figure 3.82 IEEES802.11a air interface.
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Figure 3.84 IEEES02.11a transmission mask.
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Table 3.1 [EEES02.11a data rates, sensitivities, and
adjacent channel levels.

Reference Adj.
Data Rate Sensitivity | Channel Alt. Channel
(Mb/s) (dBm) Level (dB) Level (dB)
6.0 —82 16 32
9.0 —81 15 31
12 =79 13 29
18 =77 11 27
24 —74 8.0 24
36 —70 4.0 20
48 —66 0 16
54 —65 —1 15

Example 3.16

Estimate the noise figure necessary for 6-Mb/s and 54-Mb/s reception in 11a/g.

Solution:

First, consider the rate of 6 Mb/s. Assuming a noise bandwidth of 20 MHz, we obtain 19 dB
for the sum of the NF and the required SNR. Similarly, for the rate of 54 Mb/s, this sum
reaches 36 dB. An NF of 10dB leaves an SNR of 9dB for BPSK and 26 dB for 64QAM,
both sufficient for the required error rate. In fact, most commercial products target an NF
of about 6 dB so as to achieve a sensitivity of about —70 dBm at the highest date rate.

The large difference between the sensitivities in Table 3.1 does make the receiver
design difficult: the gain of the chain must reach about 82 dB in the low-rate case and
be reduced to about 65 dB in the high-rate case.'

The adjacent channel tests shown in Table 3.1 are carried out with the desired channel
at 3dB above the reference sensitivity and another modulated signal in the adjacent or
alternate channel.

An 11a/g receiver must operate properly with a maximum input level of —30dBm. As
explained for Bluetooth in Section 3.7.4, such a high input amplitude saturates the receiver
chain, a very serious issue for the denser modulations used in 11a/g. Thus, the RX gain
must be programmable from about 82 dB to around 30 dB.

16. As a rule of thumb, a receiver analog baseband output should be around 0 dBm.
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Example 3.17

Estimate the 1-dB compression point necessary for 11a/g receivers.

Solution:

With an input of —30dBm, the receiver must not compress. Furthermore, recall from
Section 3.3.6 that an OFDM signal having N subchannels exhibits a peak-to-average ratio
of about 2InN. For N = 52, we have PAR = 7.9. Thus, the receiver must not compress
even for an input level reaching —30 dBm + 7.9 dB = —22.1 dBm. The envelope variation
due to baseband pulse shaping may require an even higher P14p.

The IEEE802.11b supports a maximum data rate of 11Mb/s with “complementary code
keying” (CCK) modulation."” But under high signal loss conditions, the data rate is scaled
down to 5.5 Mb/s, 2 Mb/s, or 1 Mb/s. The last two rates employ QPSK and BPSK modula-
tion, respectively. Each channel of 11b occupies 22 MHz in the 2.4-GHz ISM band. To offer
greater flexibility, 11b specifies overlapping channel frequencies (Fig. 3.85). Of course,
users operating in close proximity of one another avoid overlapping channels. The carrier
frequency tolerance is £25 ppm.

2412

2437

2462

2417

2442

2467

2422

2447

2472

2427

2452

2432

2457

(MHz2)

Figure 3.85 Overlapping channelization in 11a.

The 11b standard stipulates a TX output power of 100 mW (420 dBm) with the spec-
trum mask shown in Fig. 3.86, where each point denotes the power measured in a 100-kHz
bandwidth. The low emission in adjacent channels dictates the use of pulse shaping in the
TX baseband. The standard also requires that the carrier leakage be 15 dB below the peak
of the spectrum in Fig. 3.86."

An 11b receiver must achieve a sensitivity of —76dBm for a “frame error rate” of
8 X 1072 and operate with input levels as high as —10 dBm. The adjacent channel can be
35 dB above the desired signal, with the latter at —70 dBm.

17. CCK is a variant of QPSK.
18. Note that, unlike the 11a/g specification, this leakage is not with respect to the overall TX output power.
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Figure 3.86 IEEES02.11b transmission mask.

3.8 APPENDIX I: DIFFERENTIAL PHASE SHIFT KEYING

A difficulty in the detection of PSK signals is that the phase relates to the time origin and
has no “absolute” meaning. For example, a 90 phase shift in a QPSK waveform converts
the constellation to a similar one, but with all the symbols interpreted incorrectly. Thus,
simple PSK waveforms cannot be detected noncoherently. However, if the information
lies in the phase change from one bit (or symbol) to the next, then a time origin is not
required and noncoherent detection is possible. This is accomplished through “differential”

encoding and decoding of the baseband signal before modulation and after demodulation,
respectively.

Let us consider binary differential PSK (DPSK). The rule for differential encoding
is that if the present input bit is a ONE, then the output state of the encoder does not

CK

|
D;,(mT) . o—e
intM b Dw p  al4+Dyu(mT,) Din(mTo) L )Do—» Dy (mT,)

CK
(a)
Input Data 0111001101

EncodedData 1 0 0 0 0 1 0 0 0 1 1

Decoded Data 0111001101

(©)

Figure 3.87 (a) Differential encoding, (b) differential decoding, (c) example of encoded and
decoded sequence.
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change, and vice versa. This requires an extra starting bit (of arbitrary value). The con-
cept can be better understood by considering the implementation depicted in Fig. 3.87(a).
An exclusive-NOR (XNOR) gate compares the present output bit, D, (mTp), with the
present input bit, Dj, (mT}), to determine the next output state:

Doy (m + 1)Tp] = Diyy(mTp) @ Doy (mTp), (3.70)

implying that if D;,(mTp) = 1, then Dy, [(m + 1)Tp] = Dyyy(mTp), and if D;,(mTp) = 0
then Dy [(m + 1)Tp] = D,,:(mTp). The extra starting bit mentioned above corresponds to
the state of the flipflop before the data sequence begins.
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PROBLEMS

3.1. Due to imperfections, a 16QAM generator produces 1A, cos(w.t+ AB)—arA (1+¢€)
sinw.t, where ¢y = £1, £2 and ap = +1, £2.
(a) Construct the signal constellation for A8 # 0 bute = 0.
(b) Construct the signal constellation for A6 = O bute # 0.

3.2. Repeat Example 3.12 if the noise figure is less than 10 dB.

3.3. Repeat Example 3.12 for WCDMA.
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3.4.

3.5.
3.6.
3.7.

3.8.

3.0.
3.10.

Determine the maximum tolerable relative noise floor (in dBc/Hz) that an IMT-2000
TX can generate in the DCS1800 band.

Repeat Example 3.12 for the scenario shown in Fig. 3.73.
From Fig. 3.81, estimate the required /P3 of a Bluetooth receiver.

A “ternary” FSK signal can be defined as
xrsk (t) = ajcoswit + apcos wyt + az cos wst, 3.7

where only one of the coefficients is equal to 1 at a time and the other two are equal
to zero. Plot the constellation of this signal.

In order to detect (demodulate) an AM signal, we can multiply it by the LO wave-
form and apply the result to a low-pass filter. Beginning with Eq. (3.2), explain the
operation of the detector.

Repeat the above problem for the BPSK signal expressed by Eq. (3.26).

The BPSK signal expressed by Eq. (3.26) is to be demodulated. As studied in the
previous problem, we must multiply a, cos w.t by an LO waveform. Now suppose
the LO waveform generated in a receiver has a slight “frequency offset” with respect
to the incoming carrier. That is, we in fact multiply a, cos w.t by cos(w. + Aw)t.
Prove that the signal constellation rotates with time at a rate of Aw.
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CHAPTER

TRANSCEIVER
ARCHITECTURES

With the understanding developed in previous chapters of RF design and communication
principles, we are now prepared to move down to the transceiver architecture level. The
choice of an architecture is determined by not only the RF performance that it can pro-
vide but other parameters such as complexity, cost, power dissipation, and the number of
external components. In the past ten years, it has become clear that high levels of integra-
tion improve the system performance along all of these axes. It has also become clear that
architecture design and circuit design are inextricably linked, requiring iterations between
the two. The outline of the chapter is shown below.

Direct-Conversion Image-Reject and
Heterodyne Receivers Receivers Low-IF Receivers Transmitter Architectures

= Problem of Image ¥ LO Leakage and Offsets = Hartley and Weaver Receivers = TX Baseband Processing
= Mixing Spurs u Even-Order Nonlinearity = Low-IF Receivers u Direct-Conversion TX
= Sliding-IF RX = |/Q Mismatch = Polyphase Filters u Heterodyne and Sliding-IF TX

4.1 GENERAL CONSIDERATIONS

The wireless communications environment is often called “hostile” to emphasize the severe
constraints that it imposes on transceiver design. Perhaps the most important constraint
originates from the limited channel bandwidth allocated to each user (e.g., 200 kHz in
GSM). From Shannon’s theorem,' this translates to a limited rate of information, dictating
the use of sophisticated baseband processing techniques such as coding, compression, and
bandwidth-efficient modulation.

1. Shannon’s theorem states that the achievable data rate of a communication channel is equal to Blog, (1 +
SNR), where B denotes the bandwidth and SNR the signal-to-noise ratio.

155
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Figure 4.1 (a) Transmitter and (b) receiver front ends of a wireless system.

The narrow channel bandwidth also impacts the RF design of the transceiver. As
depicted in Fig. 4.1, the transmitter must employ narrowband modulation and amplification
to avoid leakage to adjacent channels, and the receiver must be able to process the desired
channel while sufficiently rejecting strong in-band and out-of-band interferers.

The reader may recall from Chapter 2 that both nonlinearity and noise increase as we
add more stages to a cascade. In particular, we recognized that the linearity of a receiver
must be high enough to accommodate interferers without experiencing compression or sig-
nificant intermodulation. The reader may then wonder if we can simply filter the interferers
so as to relax the receiver linearity requirements. Unfortunately, two issues arise here. First,
since an interferer may fall only one or two channels away from the desired signal (Fig. 4.2),
the filter must provide a very high selectivity (i.e., a high Q). If the interferer level is, say,
50-60 dB above the desired signal level, the required value of Q reaches prohibitively high
values, e.g., millions. Second, since a different carrier frequency may be allocated to the

BPF
Response

. 900 900.4*, f (MHz)

’ .
.

Figure 4.2 Hypothetical filter to suppress an interferer.
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user at different times, such a filter would need a variable, yet precise, center frequency—a
property very difficult to implement.

Example 4.1

A 900-MHz GSM receiver with 200-kHz channel spacing must tolerate an alternate adja-
cent channel blocker 20 dB higher than the desired signal. Calculate the Q of a second-order
LC filter required to suppress this interferer by 35 dB.

Solution:

As shown in Fig. 4.2, the filter frequency response must provide an attenuation of 35 dB at
400 kHz away from center frequency of 900 MHz. For a second-order RLC tank, we write
the impedance as

RLs

RLCs?> + Ls + R’

and assume a resonance frequency of wg=1/+/LC =27(900 MHz). The magnitude
squared of the impedance is thus given by

Zr(s) =

4.1)

[2a?

Zr(jw)|* = .
21Ol = A2 + et R

4.2)

For an attenuation of 35 dB (=56.2) at 900.4 MHz, this quantity must be equal to R?/56.2>
(why?). Solving for L>w?/R?, we obtain

[20?

— —10
~er = 2.504 x 107 4.3)

Recall from Chapter 2 that O = R/(Lw) = 63,200.

Channel Selection and Band Selection The type of filtering speculated above is called
“channel-selection filtering” to indicate that it “selects” the desired signal channel and
“rejects” the interferers in the other channels. We make two key observations here:
(1) all of the stages in the receiver chain that precede channel-selection filtering must
be sufficiently linear to avoid compression or excessive intermodulation, and (2) since
channel-selection filtering is extremely difficult at the input carrier frequency, it must be
deferred to some other point along the chain where the center frequency of the desired
channel is substantially lower and hence the required filter Q’s are more reasonable.’
Nonetheless, most receiver front ends do incorporate a “band-select” filter, which
selects the entire receive band and rejects “out-of-band” interferers (Fig. 4.3), thereby
suppressing components that may be generated by users that do not belong to the standard

2. The Q of a band-pass filter may be roughly defined as the center frequency divided by the —3-dB bandwidth.
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Figure 4.3 Band-selection filtering.

of interest. We thus distinguish between out-of-band interferers and “in-band interferers,”
which are typically removed near the end of the receiver chain.

The front-end band-select (passive) filter suffers from a trade-off between its selectivity
and its in-band loss because the edges of the band-pass frequency response can be sharp-
ened only by increasing the order of the filter, i.e., the number of cascaded sections within
the filter. Now we note from Chapter 2 that the front-end loss directly raises the NF of the
entire receiver, proving very undesirable. The filter is therefore designed to exhibit a small
loss (0.5 to 1 dB) and some frequency selectivity.

Figure 4.4 plots the frequency response of a typical duplexer,® exhibiting an in-band
loss of about 2 dB and an out-of-band rejection of 30 dB at 20-MHz “offset” with respect
to the receive band. That is, an interferer appearing at f; (20 MHz away from the RX band)
is attenuated by only 30dB, a critical issue in the design of both the receive path and the
frequency synthesizer (Chapter 10).

The in-band loss of the above duplexer in the transmit band also proves problematic as
it “wastes” some of the power amplifier output. For example, with 2-dB of loss and a 1-W

X RX
Band Band
7R
y\ B
BN
50-HB / \
10 dB/div. Y T~
fy fy
20 MHz/div.

Figure 4.4 Duplexer characteristics.

3. As mentioned in Chapter 3, a duplexer consists of two band-pass filters, one for the TX band and another
for the RX band.
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PA, as much as 370 mW is dissipated within the duplexer—more than the typical power
consumed by the entire receive path!

Our observations also indicate the importance of controlled spectral regrowth through
proper choice of the modulation scheme and the power amplifier (Chapter 3). The out-of-
channel energy produced by the PA cannot be suppressed by the front-end BPF and must
be acceptably small by design.

TX-RX Feedthrough As mentioned in Chapter 3, TDD systems activate only the TX
or the RX at any point in time to avoid coupling between the two. Also, even though an
FDD system, GSM offsets the TX and RX time slots for the same reason. On the other
hand, in full-duplex standards, the TX and the RX operate concurrently. (As explained in
Chapter 3, CDMA systems require continual power control and hence concurrent TX and
RX operation.) We recognize from the typical duplexer characteristics shown in Fig. 4.4
that the transmitter output at frequencies near the upper end of the TX band, e.g., at f>, is
attenuated by only about 50 dB as it leaks to the receiver. Thus, with a 1-W TX power, the
leakage sensed by the LNA can reach —20 dBm (Fig. 4.5), dictating a substantially higher
RX compression point. For this reason, CDMA receivers must meet difficult linearity
requirements.

-20 dBm

Q7,_
4
>

T

-50dB

Duplexer

PA

1w
(+30 dBm)

Figure 4.5 TX leakage in a CDMA transceiver.

Example 4.2

Explain how a band-pass filter following the LNA can alleviate the TX-RX leakage in a
CDMA system.

Solution:

As depicted in Fig. 4.6, if the BPF provides additional rejection in the TX band, the linearity
required of the rest of the RX chain is proportionally relaxed. The LNA compression point,
however, must still be sufficiently high.

(Continues)
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Example 4.2 (Continued)
TX Leakage
' {.a— BPF

i Frequency Response

i

BPF |—» l

f

Duplexer

Figure 4.6 Use of BPF after LNA to suppress TX leakage.

4.2 RECEIVER ARCHITECTURES

4.2.1 Basic Heterodyne Receivers

As mentioned above, channel-selection filtering proves very difficult at high carrier fre-
quencies. We must devise a method of “translating” the desired channel to a much lower
center frequency so as to permit channel-selection filtering with a reasonable Q. [llustrated
in Fig. 4.7(a), the translation is performed by means of a “mixer,” which in this chapter is
viewed as a simple analog multiplier. To lower the center frequency, the signal is multiplied
by a sinusoid Ag cos wypt, which is generated by a local oscillator (LO). Since multiplica-
tion in the time domain corresponds to convolution in the frequency domain, we observe
from Fig. 4.7(b) that the impulses at wy o shift the desired channel to +(w;, &= wrp). The
components at (w;, + wrp) are not of interest and are removed by the low-pass filter
(LPF) in Fig. 4.7(a), leaving the signal at a center frequency of w;, — wrp. This operation
is called “downconversion mixing” or simply “downconversion.” Due to its high noise, the
downconversion mixer is preceded by a low-noise amplifier [Fig. 4.7(c)].

Called the intermediate frequency (IF), the center of the downconverted channel,
win — wro, plays a critical role in the performance. “Heterodyne” receivers employ an LO
frequency unequal to w;, and hence a nonzero IF.*

How does a heterodyne receiver cover a given frequency band? For an N-channel band,
we can envision two possibilities. (1) The LO frequency is constant and each RF channel

4. In this book, we do not distinguish between heterodyne and “super heterodyne” architectures. The term
heterodyne derives from hetero (different) and dyne (to mix).
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Figure 4.7 (a) Downconversion by mixing, (b) resulting spectra, (c) use of LNA to reduce noise.

is downconverted to a different IF channel [Fig. 4.8(a)], i.e., firj = frrj — fro- (2) The LO
frequency is variable so that all RF channels within the band of interest are translated to a
single value of IF [Fig. 4.8(b)], i.e., fro; = frrj — fir. The latter case is more common as
it simplifies the design of the IF path; e.g., it does not require a filter with a variable center
frequency to select the IF channel of interest and reject the others. However, this approach
demands a feedback loop that precisely defines the LO frequency steps, i.e., a “frequency
synthesizer” (Chapters 9-11).

Problem of Image Heterodyne receivers suffer from an effect called the “image.”
To understand this phenomenon, let us assume a sinusoidal input and express the IF
component as

A coswirt = A cos(wi, — wro)t “4.4)
= Acos(wro — win)t. 4.5)

That is, whether w;;, —wp ¢ is positive or negative, it yields the same intermediate frequency.
Thus, whether w;, lies above wrp or below wyp, it is translated to the same IF. Figure 4.9
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Figure 4.8 (a) Constant-LO and (b) constant-IF downconversion mixing.
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Figure 4.9 Problem of image in heterodyne downconversion.

depicts a more general case, revealing that two spectra located symmetrically around wro
are downconverted to the IF. Due to this symmetry, the component at w;,, is called the
image of the desired signal. Note that w;, = wi, + 2w = 2010 — wiy.

What creates the image? The numerous users in all standards (from police to WLAN
bands) that transmit signals produce many interferers. If one interferer happens to fall at
wim = 2wro — Wiy, then it corrupts the desired signal after downconversion.

While each wireless standard imposes constraints upon the emissions by its own users,
it may have no control over the signals in other bands. The image power can therefore be
much higher than that of the desired signal, requiring proper “image rejection.”
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Example 4.3

Suppose two channels at w1 and w, have been received and w; < w>. Study the downcon-
verted spectrum as the LO frequency varies from below w; to above w;.

Solution:

Shown in Fig. 4.10(a) is the case of wrp < w1. We note that the impulse at —wy o shifts
the components at +w; and +w; to the left. Similarly, the impulse at +wrp shifts

Al
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Figure 4.10 Downconversion of two channels for (a) wro < w1, (b) wro slightly above wy,
(c) wro midway between wy and wy, and (d) wpo > w».

(Continues)
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Example 4.3 (Continued)

the components at —w; and —w; to the right. Since wrp < w1, the positive input fre-
quencies remain positive after downconversion, and the negative input frequencies remain
negative.

Now consider the case depicted in Fig. 4.10(b), where wro is slightly greater than
w1. Here, after downconversion the channel at +w; slides to negative frequencies while
that at +wy remains positive. If wpp reaches (w1 + wy)/2, then the received channels are
translated such that they completely overlap each other at the IF output [Fig. 4.10(c)]. That
is, w1 and w, are images of each other. Finally, if wr o is greater than w,, both positive input
frequencies are shifted to negative values, and both negative input frequencies are shifted
to positive values [Fig. 4.10(d)].

Example 4.4

Formulate the downconversion shown in Fig. 4.9 using expressions for the desired signal
and the image.

Solution:

The two components contain modulation, assuming the forms A;,(¢) cos[w;,t + @i, ()] and
A (t) cos[wjmt + ¢@im ()], where w;, = 2wr0 — wiy. Upon multiplication by Az cos wrot,
they yield

1 1
xip(t) = EAin(t)ALO cos[(win + wro)t + Pin(t)] — EAin(t)ALO[COS(CUin — wro)t + Gint]
+ %Aim(t)ALO cos[(wim + wro)t + Gim(1)]

1
- EAim(t)ALO[COS(wim — wpo)t + ¢imt]. (4.6)
We observe that the components at w;, + wrp and w;, + wro are removed by low-pass
filtering, and those at w;, — wrp = — wyr and w;,, — wro = + wF coincide. The corruption
is given by the ratio of the rms values of A;,(#) and Aj;, (7).

High-Side and Low-Side Injection In the case illustrated in Fig. 4.9, the LO frequency
is above the desired channel. Alternatively, wrp can be chosen below the desired channel
frequency. These two scenarios are called “high-side injection” and “low-side injection,”
respectively.” The choice of one over the other is governed by issues such as high-frequency
design issues of the LO, the strength of the image-band interferers, and other system
requirements.

5. These have also been called “superdyne” and “infradyne,” respectively.
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Example 4.5

The designer of an IEEE802.11g receiver attempts to place the image frequency in the GPS
band, which contains only low-level satellite transmissions and hence no strong interferers.
Is this possible?

Solution:

The two bands are shown in Fig. 4.11. The LO frequency must cover a range of 80 MHz but,
unfortunately, the GPS band spans only 20 MHz. For example, if the lowest LO frequency
is chosen so as to make 1.565 GHz the image of 2.4 GHz, then 802.11g channels above
2.42 GHz have images beyond the GPS band.

GPS Band 11g Band

: '

<<
>

2.400 2.480 f
(GHz)

1.565 1.585

Figure 4.11 Attempt to make the GPS band the image of an 11g receiver.

Example 4.6

A dual-mode receiver is designed for both 802.11g and 802.11a. Can this receiver operate
with a single LO?

Solution:

Figure 4.12(a) depicts the two bands. We choose the LO frequency halfway between the
two so that a single LO covers the 11g band by high-side injection and the 11a band by
low-side injection [Fig. 4.12(b)]. This greatly simplifies the design of the system but makes

11g Band 11a Band

<<
20

2.40 2.48 5.15 5.35 5.725 5.825 7
GHz
@ (GHz)

T

fLo
(b)
Figure 4.12 (a) 11g and 11a bands, (b) choice of fro.

2

(Continues)
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Example 4.6 (Continued)

each band the image of the other. For example, if the receiver is in the 11a mode while an
11g transmitter operates in close proximity, the reception may be heavily corrupted. Note
that also the IF in this case is quite high, an issue revisited later.

Image Rejection If the choice of the LO frequency leads to an image frequency in a high-
interference band, the receiver must incorporate a means of suppressing the image. The
most common approach is to precede the mixer with an “image-reject filter.” As shown in
Fig. 4.13, the filter exhibits a relatively small loss in the desired band and a large attenuation
in the image band, two requirements that can be simultaneously met if 2wy is sufficiently
large.

Image Reject
Filter

LNA . /

Image
Reject —>®—>
Filter ? e

cos(®| o t

Figure 4.13 Image rejection by filtering.

Can the filter be placed before the LNA? More generally, can the front-end band-select
filter provide image rejection? Yes, but since this filter’s in-band loss proves critical, its
selectivity and hence out-of-band attenuation are inadequate.® Thus, a filter with high image
rejection typically appears between the LNA and the mixer so that the gain of the LNA
lowers the filter’s contribution to the receiver noise figure.

The linearity and selectivity required of the image-reject filter have dictated passive,
off-chip implementations. Operating at high frequencies, the filters are designed to provide
50-€2 input and output impedances. The LNA must therefore drive a load impedance of
50 €2, a difficult and power-hungry task.

Image Rejection versus Channel Selection As noted in Fig. 4.13, the desired channel
and the image have a frequency difference of 2w;r. Thus, to maximize image rejection,
it is desirable to choose a large value for wyr, i.e., a large difference between w;, and
wro. How large can 2wjr be? Recall that the premise in a heterodyne architecture is to
translate the center frequency to a sufficiently low value so that channel selection by means

6. As mentioned earlier, passive filters suffer from a trade-off between the in-band loss and the out-of-band
attenuation.
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of practical filters becomes feasible. However, as 2wyr increases, so does the center of the
downconverted channel (wjr), necessitating a higher Q in the IF filter.

Shown in Fig. 4.14 are two cases corresponding to high and low values of IF so as to
illustrate the trade-off. A high IF [Fig. 4.14(a)] allows substantial rejection of the image
whereas a low IF [Fig. 4.14(b)] helps with the suppression of in-band interferers. We
thus say heterodyne receivers suffer from a trade-off between image rejection and channel

selection.
LNA
Image Channel
Reject —>®—> Select [
Filter ? Filter
COS(DLot
Desired
Channel Image Reject Image Channel Select

Filter

0
20\
(a)
""""" ' lil | St => |T‘ -
Win Oim (0] 0 OF 0
20
(b)

Figure 4.14 Trade-off between image rejection and channel selection for (a) high IF and (b) low IF.

Example 4.7

An engineer is to design a receiver for space applications with no concern for interferers.
The engineer constructs the heterodyne front end shown in Fig. 4.15(a), avoiding band-
select and image-select filters. Explain why this design suffers from a relatively high noise
figure.

(Continues)



168 Chap. 4. Transceiver Architectures

Example 4.7 (Continued)

Thermal
LNA o
(Dln I
®0
®
(a) (b)

Figure 4.15 (a) Receiver for space applications, (b) effect of noise in image band.

Solution:

Even in the absence of interferers, the thermal noise produced by the antenna and the LNA
in the image band arrives at the input of the mixer. Thus, the desired signal, the thermal
noise in the desired channel, and the thermal noise in the image band are downconverted to
IF [Fig. 4.15(b)], leading to a higher noise figure for the receiver (unless the LNA has such
a limited bandwidth that it suppresses the noise in the image band). An image-reject filter
would remove the noise in the image band. We return to this effect in Chapter 6.

Dual Downconversion The trade-off between image rejection and channel selection in
the simple heterodyne architecture of Fig. 4.14 often proves quite severe: if the IF is high,
the image can be suppressed but complete channel selection is difficult, and vice versa. To
resolve this issue, the concept of heterodyning can be extended to multiple downconver-
sions, each followed by filtering and amplification. [llustrated in Fig. 4.16, this technique
performs partial channel selection at progressively lower center frequencies, thereby relax-
ing the Q required of each filter. Note that the second downconversion may also entail an
image called the “secondary image” here.

Figure 4.16 also shows the spectra at different points along the cascade. The front-end
filter selects the band while providing some image rejection as well. After amplification and
image-reject filtering, the spectrum at point C is obtained. A sufficiently linear mixer then
translates the desired channel and the adjacent interferers to the first IF (point D). Partial
channel selection in BPF3 permits the use of a second mixer with reasonable linearity.
Next, the spectrum is translated to the second IF, and BPF4 suppresses the interferers to
acceptably low levels (point G). We call MX| and MX the “RF mixer” and the “IF mixer,”
respectively.
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Band Image . Channel . Channel IF
Select Reject RF Mixer  gelect  IF Mixer Select Amplifier
Filter LNA Filter MX 1 Filter MX 2 Filter
BPF4 BPF 5 _>®_> BPF 3 _>®—> BPF 4
A B C f D E ? F G H
Oro1 ®Lo2
Desired
Channel Image
[ P
f f
c D "
f I::> l:\ 5 f
E F

=
—3
v
~Y

o)
-~y
v
T
-y

Figure 4.16 Dual-IF receiver.

Recall from Chapter 2 that in a cascade of gain stages, the noise figure is most critical
in the front end and the linearity in the back end. Thus, an optimum design scales both
the noise figure and the IP3 of each stage according to the total gain preceding that stage.
Now suppose the receiver of Fig. 4.16 exhibits a total gain of, say, 40dB from A to G.
If the two IF filters provided no channel selection, then the /P3 of the IF amplifier would
need to be about 40 dB higher than that of the LNA, e.g., in the vicinity of +30dBm. It is
difficult to achieve such high linearity with reasonable noise, power dissipation, and gain,
especially if the circuit must operate from a low supply voltage. If each IF filter attenuates
the in-band interferers to some extent, then the linearity required of the subsequent stages
is relaxed proportionally. This is sometimes loosely stated as “every dB of gain requires
1 dB of prefiltering,” or “every dB of prefiltering relaxes the /P3 by 1 dB.”

Example 4.8

Assuming low-side injection for both downconversion mixers in Fig. 4.16, determine the
image frequencies.

(Continues)
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Example 4.8 (Continued)

Solution:

As shown in Fig. 4.17, the first image lies at 2w;p1 — wj,. The second image is located at
2wr02 — (Win — @LO1)-

| e

Oimz wLOZ WOjp — wL01

Ojp1 D1 O ®

ey

Figure 4.17 Secondary image in a heterodyne RX.

Mixing Spurs In the heterodyne receiver of Fig. 4.16, we have assumed ideal RF and
IF mixers. In practice, mixers depart from simple analog multipliers, introducing unde-
sirable effects in the receive path. Specifically, as exemplified by the switching mixer
studied in Chapter 2, mixers in fact multiply the RF input by a square-wave LO even if
the LO signal applied to the mixer is a sinusoid. As explained in Chapter 6, this inter-
nal sinusoid/square-wave conversion’ is inevitable in mixer design. We must therefore
view mixing as multiplication of the RF input by all harmonics of the LO.® In other
words, the RF mixer in Fig. 4.16 produces components at w;, = mwr o1 and the IF mixer,
win & mwro1 £ nwppa, where m and n are integers. For the desired signal, of course, only
win — wro1 — wro2 1s of interest. But if an interferer, w;,;, is downconverted to the same
IF, it corrupts the signal; this occurs if

Wiy £ mwro1 £ nwror = wip — wLo1 — WLE2. 4.7)

Called “mixing spurs,” such interferers require careful attention to the choice of the LO
frequencies.

Example 4.9

Figure 4.18(a) shows a 2.4-GHz dual downconversion receiver, where the first LO fre-
quency is chosen so as to place the (primary) image in the GPS band for some of the
channels. Determine a few mixing spurs.

7. Also called “limiting.”
8. Or only the odd harmonics of the LO if the LO and the mixer are perfectly symmetric (Chapter 6).
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Example 4.9 (Continued)
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Figure 4.18 (a) Heterodyne RX for 2.4-GHz band, (b) mixing spurs.

Solution:

Let us consider the second harmonic of LO;, 800 MHz. If an interferer appears at the
first IF at 820 MHz or 780 MHz, then it coincides with the desired signal at the second
IF. In the RF band, the former corresponds to 820 MHz + 1980 MHz = 2.8 GHz and the
latter arises from 780 MHz + 1980 MHz = 2.76 GHz. We can also identify the image cor-
responding to the second harmonic of LO; by writing f;; — 2fLo1 — fro2 = 20 MHz and
hence f;;, = 4.38 GHz. Figure 4.18(b) summarizes these results. We observe that numerous
spurs can be identified by considering other combinations of LO harmonics.

The architecture of Fig. 4.16 consists of two downconversion steps. Is it possible
to use more? Yes, but the additional IF filters and LO further complicate the design
and, more importantly, the mixing spurs arising from additional downconversion mixers
become difficult to manage. For these reasons, most heterodyne receivers employ only two
downconversion steps.

4.2.2 Modern Heterodyne Receivers

The receiver of Fig. 4.16 employs several bulky, passive (off-chip) filters and two local
oscillators; it has thus become obsolete. Today’s architecture and circuit design omits all of
the off-chip filters except for the front-end band-select device.

With the omission of a highly-selective filter at the first IF, no channel selection
occurs at this point, thereby dictating a high linearity for the second mixer. Fortunately,
CMOS mixers achieve high linearities. But the lack of a selective filter also means that the
secondary image—that associated with wypo—may become serious.

Zero Second IF To avoid the secondary image, most modern heterodyne receivers
employ a zero second IF. Illustrated in Fig. 4.19, the idea is to place wrpo at the center
of the first IF signal so that the output of the second mixer contains the desired channel
with a zero center frequency. In this case, the image is the signal itself, i.e., the left part of
the signal spectrum is the image of the right part and vice versa. As explained below, this
effect can be handled properly. The key point here is that no interferer at other frequencies
can be downconverted as an image to a zero center frequency if wrp2 = wyri.
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Figure 4.19 Choice of second LO frequency to avoid secondary image.

Example 4.10

Suppose the desired signal in Fig. 4.19 is accompanied by an interferer in the adjacent
channel. Plot the spectrum at the second IF if wr 02 = wyr1.

Solution:

Let us consider the spectra at the first IF carefully. As shown in Fig. 4.20, the desired
channel appears at +wjr; and is accompanied by the interferer.” Upon mixing in the time
domain, the spectrum at negative frequencies is convolved with the LO impulse at + w2,
sliding to a zero center frequency for the desired channel. Similarly, the spectrum at positive
frequencies is convolved with the impulse at —wy > and shifted down to zero. The output
thus consists of two copies of the desired channel surrounded by the interferer spectrum at
both positive and negative frequencies.

Desired Interferer

Channel
N 0 0
I I I
- Oy 0 +OF; O
‘f T —
L >
-0L02 0 +Wo2 O

Figure 4.20 Downconversion of a desired signal and an interferer in the adjacent channel.

What happens if the signal becomes its own image? To understand this effect, we must
distinguish between “symmetrically-modulated” and “asymmetrically-modulated” signals.
First, consider the generation of an AM signal, Fig. 4.21(a), where a real baseband signal
having a symmetric spectrum S,(f) is mixed with a carrier, thereby producing an output
spectrum that remains symmetric with respect to f1o. We say AM signals are symmetric
because their modulated spectra carry exactly the same information on both sides of the
carrier.'”

9. The spectrum of a real signal is symmetric with respect to the origin.
10. In fact, it is possible to remove one side without losing information.
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Figure 4.21 (a) AM signal generation, (b) FM signal generation.

Now, consider an FM signal generated by a voltage-controlled oscillator [Fig. 4.21(b)]
(Chapter 8). We note that as the baseband voltage becomes more positive, the output fre-
quency, say, increases, and vice versa. That is, the information in the sideband below the
carrier is different from that in the sideband above the carrier. We say FM signals have an
asymmetric spectrum. Most of today’s modulation schemes, e.g., FSK, QPSK, GMSK, and
QAM, exhibit asymmetric spectra around their carrier frequencies. While the conceptual
diagram in Fig. 4.21(b) shows the asymmetry in the magnitude, some modulation schemes
may exhibit asymmetry in only their phase.

As exemplified by the spectra in Fig. 4.20, downconversion to a zero IF superimposes
two copies of the signal, thereby causing corruption if the signal spectrum is asymmetric.
Figure 4.22 depicts this effect more explicitly.
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Figure 4.22 Overlap of signal sidebands after second downconversion.

Example 4.11

Downconversion to what minimum intermediate frequency avoids self-corruption of asym-
metric signals?

Solution:

To avoid self-corruption, the downconverted spectra must not overlap each other. Thus, as
shown in Fig. 4.23, the signal can be downconverted to an IF equal to half of the signal
bandwidth. Of course, an interferer may now become the image.

(Continues)
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Example 4.11 (Continued)
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Figure 4.23 Downconversion without overlap of signal sidebands.

How can downconversion to a zero IF avoid self-corruption? This is accomplished
by creating fwo versions of the downconverted signal that have a phase difference of 90",
Illustrated in Fig. 4.24, “quadrature downconversion” is performed by mixing x;r(¢) with
the quadrature phases of the second LO (wr02 = wjr1). The resulting outputs, xgp ;(¢) and
xpB,0(1), are called the “quadrature baseband signals.” Though exhibiting identical spec-
tra, xpp 1(t) and xgp () are separated in phase and together can reconstruct the original
information. In Problem 4.8, we show that even an AM signal of the form A(¢) cos .t may
require quadrature downconversion.

xgg, (1)

L. cos(® t
X":(t)o—ﬂ LO2

sin(,l)Lozt
4’&» XBB,Q(t)

Figure 4.24 Quadrature downconversion.

Figure 4.25 shows a heterodyne receiver constructed after the above principles. In the
absence of an (external) image-reject filter, the LNA need not drive a 50-€2 load, and the
LNA/mixer interface can be optimized for gain, noise, and linearity with little concern for
the interface impedance values. However, the lack of an image-reject filter requires careful
attention to the interferers in the image band, and dictates a narrow-band LNA design so
that the thermal noise of the antenna and the LNA in the image band is heavily suppressed
(Example 4.7). Moreover, no channel-select filter is shown at the first IF, but some “mild”
on-chip band-pass filtering is usually inserted here to suppress out-of-band interferers. For
example, the RF mixer may incorporate an LC load, providing some filtration.

Sliding-IF Receivers Modern heterodyne receivers entail another important departure
from their older counterparts: they employ only one oscillator. This is because the design
of oscillators and frequency synthesizers proves difficult and, more importantly, oscillators
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Figure 4.25 Heterodyne RX with quadrature downconversion.
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Figure 4.26 (a) Sliding-IF heterodyne RX, (b) divide-by-2 circuit waveforms, (c) resulting spectra.

fabricated on the same chip suffer from unwanted coupling. The second LO frequency
is therefore derived from the first by “frequency division.”"" Shown in Fig. 4.26(a) is an
example, where the first LO is followed by a =-2 circuit to generate the second LO wave-
forms at a frequency of frp1/2. As depicted in Fig. 4.26(b) and explained in Chapter 10,
certain -2 topologies can produce quadrature outputs. Figure 4.26(c) shows the spectra at

different points in the receiver.

11. Frequency division can be performed by a counter: for M input cycles, the counter produces one output

cycle.
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The receiver architecture of Fig. 4.26(a) has a number of interesting properties. To
translate an input frequency of f;,; to a second IF of zero, we must have

1
fror + Efwl = fin (4.8)

and hence )
fro1 = gfin- 4.9)

That is, for an input band spanning the range [ f] f>], the LO must cover a range of [(2/3)f
(2/3)f2] (Fig. 4.27). Moreover, the first IF in this architecture is not constant because

Jirr = fin = fro (4.10)
1
= §fm. 4.11)

Thus, as f;, varies from fi to f>, fir1 goes from f1/3 to f>/3 (Fig. 4.27). For this reason,
this topology is called the “sliding-IF architecture.” Unlike the conventional heterodyne
receiver of Fig. 4.16, where the first IF filter must exhibit a narrow bandwidth to per-
form some channel selection, this sliding IF topology requires a fractional (or normalized)
IF bandwidth'? equal to the RF input fractional bandwidth. This is because the former is
given by

1 1
§f2 - §f1
BWIF,fmC = 1 s (4-12)
—H + = 2
(3f2 3fl) /
and the latter,
L —Nf
BWkr. = - (4.13)
e (B2
RF Range m n
| 1 .
fy fa f
LO Range ﬁ li
<5 -
2h 24 f
3 3
First IF T n
Range e
' ' > >
hooh f
3 3

Figure 4.27 LO and IF ranges in the sliding-IF RX.

12. Fractional bandwidth is defined as the bandwidth of interest divided by the center frequency of the band.
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Example 4.12

Suppose the input band is partitioned into N channels, each having a bandwidth of (f> —
f1)/N = Af. How does the LO frequency vary as the receiver translates each channel to a
zero second IF?

Solution:

The first channel is located between f; and f; + Af. Thus the first LO frequency is chosen
equal to two-thirds of the center of the channel: fro = (2/3)(f1 + Af/2). Similarly, for the
second channel, located between f; + Af and f; + 2Af, the LO frequency must be equal to
(2/3)(f1 + 3Af/2). In other words, the LO increments in steps of (2/3) Af.

Example 4.13

With the aid of the frequency bands shown in Fig. 4.27, determine the image band for the
architecture of Fig. 4.26(a).

Solution:

For an LO frequency of (2/3)fi, the image lies at 2f;p — fin = fi1/3. Similarly, if frpo1 =
(2/3)f>, then the image is located at f> /3. Thus, the image band spans the range [ f1/3 f>/3]
(Fig. 4.28). Interestingly, the image band is narrower than the input band.

Image Band RF Band
1, 1 f fa T
3h 32
LO Band
2 2 f
3 32

Figure 4.28 Image band in the sliding-IF RX.

Does this mean that the image for each channel is also narrower? No, recall from the
above example that the LO increments by (2/3) Af as we go from one channel to the next.
Thus, consecutive image channels have an overlap of Af/3.

The sliding-IF architecture may incorporate greater divide ratios in the generation of
the second LO from the first. For example, a +—4 circuit produces quadrature outputs at
Jfro1/4, leading to the following relationship

1
fror + ZfLOl = fin (4.14)
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and hence

4
Jfro1 = gfm- (4.15)

The detailed spectra of such an architecture are studied in Problem 4.1. But we must
make two observations here. (1) With a +—4 circuit, the second LO frequency is equal to
fin/3, slightly lower than that of the first sliding-IF architecture. This is desirable because
generation of LO quadrature phases at lower frequencies incurs smaller mismatches. (2)
Unfortunately, the use of a =4 circuit reduces the frequency difference between the image
and the signal, making it more difficult to reject the image and even the thermal noise of
the antenna and the LNA in the image band. In other words, the choice of the divide ratio
is governed by the trade-off between quadrature accuracy and image rejection.

Example 4.14

We wish to select a sliding-IF architecture for an 802.11g receiver. Determine the pros and
cons of a =2 or a <4 circuit in the LO path.

Solution:

With a -2 circuit, the 11g band (2.40-2.48 GHz) requires an LO range of 1.600-1.653 GHz
and hence an image range of 800-827 MHz [Fig. 4.29(a)]. Unfortunately, since the CDMA
transmit band begins at 824 MHz, such a sliding-IF receiver may experience a large image
in the range of 824—827 MHz.

Image Band RF Band Image Band RF Band
8—; MHz 80 MHz 20 MHz 80 MHz
- - - -
J I 5 | I >~ | | > | I >~
0.800 0.827 2.400 2480 f 1.440 1.488 2.400 2.480 f
(GHz) (GH2)
(a) ()

Figure 4.29 [mage band in an 11g RX with a (a) divide-by-2 circuit, (b) divide-by-4 circuit.

With a +4 circuit, the LO range is 1.920-1.984 GHz and the image range, 1.440—
1.488 GHz [Fig. 4.29(b)]. This image band is relatively quiet. (Only Japan has allocated a
band around 1.4 GHz to WCDMA..) Thus, the choice of the +4 ratio proves advantageous
here if the LNA selectivity can suppress the thermal noise in the image band. The first IF
is lower in the second case and may be beneficial in some implementations.

The baseband signals produced by the heterodyne architecture of Fig. 4.26(a) suffer
from a number of critical imperfections, we study these effects in the context of direct-
conversion architectures.
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4.2.3 Direct-Conversion Receivers

In our study of heterodyne receivers, the reader may have wondered why the RF spec-
trum is not simply translated to the baseband in the first downconversion. Called the
“direct-conversion,” “zero-IF,” or “homodyne” architecture, this type of receiver entails
its own issues but has become popular in the past decade. As explained in Section 4.2.2
and illustrated in Fig. 4.22, downconversion of an asymmetrically-modulated signal to a
zero IF leads to self-corruption unless the baseband signals are separated by their phases.
The direct-conversion receiver (DCR) therefore emerges as shown in Fig. 4.30, where

WLo = Win.
—>®—> LPF |» I
Vﬂ LNA f
cos® ot
o BPF AD—« Lo
n sin® ot
—>®—> LPF | Q

Figure 4.30 Direct-conversion receiver.

Three aspects of direct conversion make it a superior choice with respect to heterodyn-
ing. First, the absence of an image greatly simplifies the design process. Second, channel
selection is performed by low-pass filters, which can be realized on-chip as active circuit
topologies with relatively sharp cut-off characteristics. Third, mixing spurs are consider-
ably reduced in number and hence simpler to handle.

The architecture of Fig. 4.30 appears to easily lend itself to integration. Except for the
front-end band-select filter, the cascade of stages need not connect to external components,
and the LNA/mixer interface can be optimized for gain, noise, and linearity without requir-
ing a 50-2 impedance. The simplicity of the architecture motivated many attempts in the
history of RF design, but it was only in the 1990s and 2000s that integration and sophisti-
cated signal processing made direct conversion a viable choice. We now describe the issues
that DCRs face and introduce methods of resolving them. Many of these issues also appear
in heterodyne receivers having a zero second IF.

LO Leakage A direct-conversion receiver emits a fraction of its LO power from its
antenna. To understand this effect, consider the simplified topology shown in Fig. 4.31,
where the LO couples to the antenna through two paths: (1) device capacitances between
the LO and RF ports of the mixer and device capacitances or resistances between the output
and input of the LNA; (2) the substrate to the input pad, especially because the LO employs
large on-chip spiral inductors. The LO emission is undesirable because it may desensitize
other receivers operating in the same band. Typical acceptable values range from —50 to
—70 dBm (measured at the antenna).

13. The term homodyne originates from homo (same) and dyne (mixing) and has been historically used for only
“coherent” reception.
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Figure 4.31 LO leakage.

Example 4.15
Determine the LO leakage from the output to the input of a cascode LNA.

Solution:

As depicted in Fig. 4.32(a), we apply a test voltage to the output and measure the voltage
delivered to the antenna, R,,;. Considering only rpy and Cgp1 as the leakage path, we

Voo
RD
= .
Voo =, *Nv. S B Im2V2 Zrop Vx
M <"02 X - -
2 - —
= Cep1 X
CGD1 Vant +
R
Vant liM1 ant Vant gm1 Vant
Rant = o

(@) (b)
Figure 4.32 LO leakage in a cascode LNA.
construct the equivalent circuit shown in Fig. 4.32(b), note that the current flowing through

Run: and Cgpy is given by Vi /Rans, and write Vo = — [V + Ve / (RaniCopis)]- Thus, a
KCL at node X yields

Vant Vant 1 Vant
Vor + —— + + Vor=— | Vx — | Vou + ——— ) |. (4.16
( ant Rant CGDIS ) 8m2 Rant 8ml Vant oo |: X ( ant Rant CGDI s ) :| ( )

If g2 > 1/ro2,

Vant ~ Cepis ; Rant
Vx (&m1Rant + gm2Ranmt + DCap1s + gm2 o2

4.17)
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Example 4.15 (Continued)

This quantity is called the “reverse isolation” of the LNA. In a typical design, the denomi-
nator is approximately equal to g2, yielding a value of R,,;Copirw/(gmaro2) for Vou:/Vx.

Does LO leakage occur in heterodyne receivers? Yes, but since the LO frequency falls
outside the band, it is suppressed by the front-end band-select filters in both the emitting
receiver and the victim receiver.

LO leakage can be minimized through symmetric layout of the oscillator and the RF
signal path. For example, as shown in Fig. 4.33, if the LO produces differential outputs and
the leakage paths from the LO to the input pad remain symmetric, then no LO is emitted
from the antenna. In other words, LO leakage arises primarily from random or deterministic
asymmetries in the circuits and the LO waveform.

-
\/_\\/V\

Figure 4.33 Cancellation of LO leakage by symmetry.

LO

DC Offsets The LO leakage phenomenon studied above also gives rise to relatively large
dc offsets in the baseband, thus creating certain difficulties in the design. Let us first see
how the dc offset is generated. Consider the simplified receiver in Fig. 4.34, where a finite
amount of in-band LO leakage, kV o, appears at the LNA input. Along with the desired
signal, Vrr, this component is amplified and mixed with the LO. Called “LO self-mixing,”
this effect produces a dc component in the baseband because multiplying a sinusoid by
itself results in a dc term.

Vee+ kVio

/ LNA

Figure 4.34 DC offset in a direct-conversion RX.

Why is a dc component troublesome? It appears that, if constant, a dc term does not
corrupt the desired signal. However, such a component makes the processing of the base-
band signal difficult. To appreciate the issue, we make three observations: (1) the cascade
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of RF and baseband stages in a receiver must amplify the antenna signal by typically 70 to
100 dB; (as a rule of thumb, the signal at the end of the baseband chain should reach roughly
0dBm.) (2) the received signal and the LO leakage are amplified and processed alongside
each other; (3) for an RF signal level of, say, —80dBm at the antenna, the receiver must
provide a gain of about 80 dB, which, applied to an LO leakage of, say, —60 dBm, yields a
very large dc offset in the baseband stages. Such an offset saturates the baseband circuits,
simply prohibiting signal detection.

Example 4.16

A direct-conversion receiver incorporates a voltage gain of 30 dB from the LNA input to
each mixer output and another gain of 40 dB in the baseband stages following the mixer
(Fig. 4.35). If the LO leakage at the LNA input is equal to —60 dBm, determine the offset
voltage at the output of the mixer and at the output of the baseband chain.

Ay1=30dB A ,»=40dB
- -

o>

LNA

Figure 4.35 Effect of dc offset in baseband chain.

Solution:

What does Ay; = 30dB mean? If a sinusoid Vj cos w;,? is applied to the LNA input, then
the baseband signal at the mixer output, Vj;, cos(wi, — wrp)t, has an amplitude given by

Vep = Ay - Vo. (4.18)
Thus, for an input Vi.qx cos wrpt, the dc value at the mixer output is equal to
Viae = Avi - Vieak- 4.19)

Since Ay = 31.6 and Vjeqr = (632/2) nV, we have V4. = 10mV. Amplified by another
40 dB, this offset reaches 1 V at the baseband output!

Example 4.17

The dc offsets measured in the baseband I and Q outputs are often unequal. Explain
why.
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Example 4.17 (Continued)

Solution:

Suppose, in the presence of the quadrature phases of the LO, the net LO leakage at the
input of the LNA is expressed as Vieux cos(@wpot + Prear), Where ¢joqx arises from the phase
shift through the path(s) from each LO phase to the LNA input and also the summation of
the leakages Vo cos wrot and Vi sinwrpt (Fig. 4.36). The LO leakage travels through
the LNA and each mixer, experiencing an additional phase shift, ¢, and is multiplied by
VLo cos wrot and Vi sin wppt. The dc components are therefore given by

Vdc,l = & Vieak VLo €OS(Pleak + Pekr) (4.20)
Vie,0 = —aVieak VLo sin(@reak + Geke)- 4.21)

Thus, the two dc offsets are generally unequal.

I\
L

LNA

LO

)
Figure 4.36 Leakage of quadrature phases of LO.

Does the problem of dc offsets occur in heterodyne receivers having a zero second IF
[Fig. 4.26(a)]? Yes, the leakage of the second LO to the input of the IF mixers produces dc
offsets in the baseband. Since the second LO frequency is equal to f;,,/3 in Fig. 4.26(a), the
leakage is smaller than that in direct-conversion receivers,'* but the dc offset is still large
enough to saturate the baseband stages or at least create substantial nonlinearity.

The foregoing study implies that receivers having a final zero IF must incorporate some
means of offset cancellation in each of the baseband I and Q paths. A natural candidate is a
high-pass filter (ac coupling) as shown in Fig. 4.37(a), where C; blocks the dc offset and R;
establishes proper bias, Vj, for the input of A;. However, as depicted in Fig. 4.37(b), such a
network also removes a fraction of the signal’s spectrum near zero frequency, thereby intro-
ducing intersymbol interference. As a rule of thumb, the corner frequency of the high-pass
filter, f{ = (2 R1C1) !, must be less than one-thousandth of the symbol rate for negligi-
ble ISI. In practice, careful simulations are necessary to determine the maximum tolerable
value of f| for a given modulation scheme.

The feasibility of on-chip ac coupling depends on both the symbol rate and the type
of modulation. For example, the bit rate of 271 kb/s in GSM necessitates a corner fre-
quency of roughly 20-30 Hz and hence extremely large capacitors and/or resistors. Note

14. Also because the LO in direct-conversion receivers employs inductors, which couple the LO waveform
into the substrate, whereas the second LO in heterodyne architectures is produced by an inductor-less divider.
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Figure 4.37 (a) Use of a high-pass filter to remove dc offset, (b) effect on signal spectrum.

that the quadrature mixers require four high-pass networks in their differential outputs. On
the other hand, 802.11b at a maximum bit rate of 20 Mb/s can operate with a high-pass
corner frequency of 20 kHz, a barely feasible value for on-chip integration.

Modulation schemes that contain little energy around the carrier better lend themselves
to ac coupling in the baseband. Figure 4.38 depicts two cases for FSK signals: for a small
modulation index, the spectrum still contains substantial energy around the carrier fre-
quency, f., but for a large modulation index, the two frequencies generated by ONEs
and ZEROs become distinctly different, leaving a deep notch at f.. If downconverted to
baseband, the latter can be high-pass filtered more easily.

(@) (b)
Figure 4.38 FSK spectrum with (a) small and (b) large frequency deviation.

A drawback of ac coupling stems from its slow response to transient inputs. With a very
low fi = (2rR C;1) ™!, the circuit inevitably suffers from a long time constant, failing to
block the offset if the offset suddenly changes. This change occurs if (a) the LO frequency
is switched to another channel, hence changing the LO leakage, or (b) the gain of the LNA
is switched to a different value, thus changing the reverse isolation of the LNA. (LNA gain
switching is necessary to accommodate varying levels of the received signal.) For these
reasons, and due to the relatively large size of the required capacitors, ac coupling is rarely
used in today’s direct-conversion receivers.

Example 4.18

Figure 4.39(a) shows another method of suppressing dc offsets in the baseband. Here, the
main signal path consists of G, (a transconductance amplifier), Rp, and Aj, providing
a total voltage gain of G,,1RpA;. The negative feedback branch comprising Ry, C; and
— Gy returns a low-frequency current to node X so as to drive the dc content of V,,;
toward zero. Note that this topology suppresses the dc offsets of all of the stages in the
baseband. Calculate the corner frequency of the circuit.
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Example 4.18 (Continued)

Voo A
G 4—1> @ A
m1i HD Vin
Vin°_> —o Vout A1Gmq Rp
X
-G A A1Gnyy Rp
\ 1+A1Gne Rp :
c 1 1 +A1Gm|: RD 5
T
= R4 Cy Ry Cy4

(a) (b)
Figure 4.39 (a) Offset cancellation by feedback, (b) resulting frequency response.

Solution:

Recognizing that the current returned by —G,,r to node X is equal to —Gu,rVour/
(R1Cys + 1) and the current produced by G,,; is given by G,,1Vi,, we sum the two at
node X, multiply the sum by Rp and A1, and equate the result to V,,;

( - GmF Vout

+ Gu1Vin | RoA1 = Vour. 4.22
R1C1S+1 ml m) DA1 out ( )

It follows that
Vout _ GmiRpA1(R1Cys + 1)

Vin a RiCis+ GurRpA; + 17
The circuit thus exhibits a pole at —(1 + G,,rRpA1)/(R1C1) and a zero at —1/(R;Cy)
[Fig. 4.39(b)]. The input offset is amplified by a factor of G, 1RpA1/(1 + G,,FRpA1) ~
Gm1/Gur if GupRpA; > 1. This gain must remain below unity, i.e., G,,r is typically
chosen larger than G,;;. Unfortunately, the high-pass corner frequency is given by

(4.23)

__ GmrRDA|

U 27 (R1Cy)’

(4.24)

a factor of G,,FRpA higher than that of the passive circuit in Fig. 4.37(a). This “active
feedback” circuit therefore requires greater values for Ry and C; to provide a low fi.
The advantage is that C; can be realized by a MOSFET [while that in Fig. 4.37(a)
cannot].

The most common approach to offset cancellation employs digital-to-analog converters
(DAC:s) to draw a corrective current in the same manner as the G, r stage in Fig. 4.39(a).
Let us first consider the cascade shown in Fig. 4.40(a), where I is drawn from node X
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Figure 4.40 (a) Offset cancellation by means of a current source, (b) actual implementation.

and its value is adjusted so as to drive the dc content in V,,, to zero." For example, if
the mixer produces an offset of AV at X and the subsequent stages exhibit no offset, then
Iy = AV/Rp with proper polarity. In Fig. 4.39(a), the corrective current provided by G;,r
is continuously adjusted (even in the presence of signal), leading to the high-pass behavior;
we thus seek a method of “freezing” the value of I so that it does not affect the baseband
frequency response. This requires that /; be controlled by a register and hence vary in
discrete steps. As illustrated in Fig. 4.40(b), /1 is decomposed into units that are turned on
or off according to the values stored in the register. For example, a binary word D3D,D;
controls “binary-weighted” current sources 4/, 21, and I. These current sources form a
DAC.

How is the correct value of the register determined? When the receiver is turned on, an
analog-to-digital converter (ADC) digitizes the baseband output (in the absence of signals)
and drives the register. The entire negative-feedback loop thus converges such that V,,; is
minimized. The resulting values are then stored in the register and remain frozen during
the actual operation of the receiver.

The arrangement of Fig. 4.40(b) appears rather complex, but, with the scaling of CMOS
technology, the area occupied by the DAC and the register is in fact considerably smaller
than that of the capacitors in Figs. 4.37(a) and 4.39(a). Moreover, the ADC is also used
during signal reception.

The digital storage of offset affords other capabilities as well. For example, since the
offset may vary with the LO frequency or gain settings before or after the mixer, at power-
up the receiver is cycled through all possible combinations of LO and gain settings, and the
required values of /] are stored in a small memory. During reception, for the given LO and
gain settings, the value of /; is recalled from the memory and loaded into the register.

The principal drawback of digital storage originates from the finite resolution with
which the offset is cancelled. For example, with the 3-bit DAC in Fig. 4.40(b), an offset of,
say, 10 mV at node X, can be reduced to about 1.2 mV after the overall loop settles. Thus,
for an A1A; of, say, 40dB, V,,; still suffers from 120 mV of offset. To alleviate this issue,

15. We assume that the mixer generates an output current.
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a higher resolution must be realized or multiple DACs must be tied to different nodes (e.g.,
Y and V,,;) in the cascade to limit the maximum offset.

Example 4.19

In the arrangement of Fig. 4.40(b), another 3-bit DAC is tied to node Y. If the mixer
produces an offset of 10 mV and A1A; = 40dB, what is the minimum offset that can be
achieved in V,,;? Assume A| and A, have no offset.

Solution:

The second DAC lowers the output offset by another factor of 8, yielding a minimum of
about 10 mV X 100/64 ~ 16 mV.

Even-Order Distortion Our study of nonlinearity in Chapter 2 indicates that third-
order distortion results in compression and intermodulation. Direct-conversion receivers
are additionally sensitive to even-order nonlinearity in the RF path, and so are heterodyne
architectures having a second zero IF.

Suppose, as shown in Fig. 4.41, two strong interferers at w; and w; experience a non-
linearity such as y(¥) = a1x(t) + arx2(7) in the LNA. The second-order term yields the
product of these two interferers and hence a low-frequency “beat” at w» — w;. What is
the effect of this component? Upon multiplication by cos wrpt in an ideal mixer, such a
term is translated to high frequencies and hence becomes unimportant. In reality, however,
asymmetries in the mixer or in the LO waveform allow a fraction of the RF input of the
mixer to appear at the output without frequency translation. As a result, a fraction of the
low-frequency beat appears in the baseband, thereby corrupting the downconverted signal.
Of course, the beat generated by the LNA can be removed by ac coupling, making the input
transistor of the mixer the dominant source of even-order distortion.

Beat
Component
Interferers
A i g

0-0y

Desired |

C'I}annel LNA i Feedthrough

W1 0y () 0 o

cos® ot

Figure 4.41 Effect of even-order distortion on direct conversion.

To understand how asymmetries give rise to direct “feedthrough” in a mixer, first con-
sider the circuit shown in Fig. 4.42(a). As explained in Chapter 2, the output can be written
as the product of V;, and an ideal LO, i.e., a square-wave toggling between 0 and 1 with
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Figure 4.42 (a) Simple mixer, (b) mixer with differential output.

50% duty cycle, S(f):
Vour(t) = Vin(t) - S(1) (4.25)

1 1
= Vin(1) [S(t) - 5] +Vin (@) - 5 (4.26)

We recognize that S(f) — 1/2 represents a “dc-free” square wave consisting of only odd
harmonics. Thus, V;,(¢) - [S(¢) — 1/2] contains the product of V;, and the odd harmonics of
the LO. The second term in (4.26), V;,(f) X 1/2, denotes the RF feedthrough to the output
(with no frequency translation).

Next, consider the topology depicted in Fig. 4.42(b), where a second branch driven by
LO (the complement of LO) produces a second output. Expressing LO as 1 — S(£), we have

Vour1 (1) = Vin(0)S(2) 4.27)
Vour2(t) = Vin(D[1 — S(@)]. (4.28)

As with V1 (¢), the second output V() contains an RF feedthrough equal to V;,(¢) X
1/2 because 1 — S(¢) exhibits a dc content of 1/2. If the output is sensed differentially, the
RF feedthroughs in V1 () and V,,2(#) are cancelled while the signal components add. It
is this cancellation that is sensitive to asymmetries; for example, if the switches exhibit a
mismatch between their on-resistances, then a net RF feedthrough arises in the differential
output.

The problem of even-order distortion is critical enough to merit a quantitative measure.
Called the “second intercept point” (IP»), such a measure is defined according to a two-tone
test similar to that for IP3 except that the output of interest is the beat component rather
than the intermodulation product. If V;,(f) = A cos w1t + A cos wat, then the LNA output is
given by

Vour (1) = a1 Vin(1) + a2V, (1) (4.29)
= ajA(cos wit + coswrt) + a2A2 cos(wy + wo)t

+ apA? cos(w) — wa)t + - -+, (4.30)



Sec. 4.2. Receiver Architectures 189
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Figure 4.43 Plot illustrating IP;.

Revealing that the beat amplitude grows with the square of the amplitude of the input
tones. Thus, as shown in Fig. 4.43, the beat amplitude rises with a slope of 2 on a log scale.
Since the net feedthrough of the beat depends on the mixer and LO asymmetries, the beat
amplitude measured in the baseband depends on the device dimensions and the layout and
is therefore difficult to formulate.

Example 4.20

Suppose the attenuation factor experienced by the beat as it travels through the mixer is
equal to k, whereas the gain seen by each tone as it is downconverted to the baseband is
equal to unity. Calculate the IP;.

Solution:

From Eq. (4.30), the value of A that makes the output beat amplitude, kaxA2, equal to the
main tone amplitude, A, is given by

kole%Ipz = a1Anp2 (4.31)
and hence ]
ay
Appy = e (4.32)

Even-order distortion may manifest itself even in the absence of interferers. Suppose
in addition to frequency and phase modulation, the received signal also exhibits amplitude
modulation. For example, as explained in Chapter 3, QAM, OFDM, or simple QPSK with
baseband pulse shaping produce variable-envelope waveforms. We express the signal as
Xin(t) = [Ao + a(®)] cos[w t + ¢(1)], where a(t) denotes the envelope and typically varies
slowly, i.e., it is a low-pass signal. Upon experiencing second-order distortion, the signal
appears as

1 + cos[2w.t + 2¢ ()]
> .

0, (1) = oz [AF + 240a(t) + (1) (433)
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Both of the terms axAga(r) and aaa?(f) /2 are low-pass signals and, like the beat component
shown in Fig. 4.41, pass through the mixer with finite attenuation, corrupting the down-
converted signal. We say even-order distortion demodulates AM because the amplitude
information appears as apApa(t). This effect may corrupt the signal by its own envelope or
by the envelope of a large interferer. We consider both cases below.

Example 4.21

Quantify the self-corruption expressed by Eq. (4.33) in terms of the IP».

Solution:

Assume, as in Example 4.20, that the low-pass components, apAga(?) + azaz(t) /2, expe-
rience an attenuation factor of k and the desired signal, ajAp, sees a gain of unity. Also,
typically a(¢) is several times smaller than Ay and hence the baseband corruption can be
approximated as kapApa(r). Thus, the signal-to-noise ratio arising from self-corruption is
given by

A 2
SNR = M (4_34)
ko Agarms
_ Aup 4.35)

ﬁarms ’

where Ag/ /2 denotes the rms signal amplitude and a,,,; the rms value of a(?).

How serious is the above phenomenon? Equation (4.35) predicts that the SNR falls to
dangerously low levels as the envelope variation becomes comparable with the input IP;.
In reality, this is unlikely to occur. For example, if a,,,s = —20dBm, then Ag is perhaps on
the order of —10 to —15dBm, large enough to saturate the receiver chain. For such high
input levels, the gain of the LNA and perhaps the mixer is switched to much lower values
to avoid saturation, automatically minimizing the above self-corruption effect.

The foregoing study nonetheless points to another, much more difficult, situation. If the
desired channel is accompanied by a large amplitude-modulated interferer, then even-order
distortion demodulates the AM component of the interferer, and mixer feedthrough allows
it to appear in the baseband. In this case, Eq. (4.34) still applies but the numerator must
represent the desired signal, oAy / /2, and the denominator, the interferer koA i ayms:

Ag; 2
oNR = 1Asis/V2 (4.36)
koo AintQrms
_ Aur2Asig/ V2 437)

AjntQrmg
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Example 4.22

A desired signal at —100dBm is received along with an interferer [A;;; + a(f)] cos[w.t +
¢ (1)), where Aj; = 5 mV and a,,,s = 1 mV. What IP; is required to ensure SNR > 20 dB?

Solution:
Since —100dBm is equivalent to a peak amplitude of Ay;e = 3.16 1V, we have

AinQrms

Appr = SNR (4.38)
Asig/\/z

=224V (4.39)

= +37dBm. (4.40)

Note that the interferer level (A;;,; = —36 dBm) falls well below the compression point of
typical receivers, but it can still corrupt the signal if the IIP; is not as high as +37 dBm.

This study reveals the relatively high IP; values required in direct-conversion receivers.
We deal with methods of achieving a high IP, in Chapter 6.

Flicker Noise Since linearity requirements typically limit the gain of the LNA/mixer
cascade to about 30 dB, the downconverted signal in a direct-conversion receiver is still
relatively small and hence susceptible to noise in the baseband circuits. Furthermore, since
the signal is centered around zero frequency, it can be substantially corrupted by flicker
noise. As explained in Chapter 6, the mixers themselves may also generate flicker noise at
their output.

In order to quantify the effect of flicker noise, let us assume the downconverted spec-
trum shown in Fig. 4.44, where fpw is half of the RF channel bandwidth. The flicker noise
is denoted by S /¢ and the thermal noise at the end of the baseband by S,. The frequency
at which the two profiles meet is called f,. We wish to determine the penalty due to flicker

i
(log scale)

f BW fC f BW
1000

Figure 4.44 Spectrum for calculation of flicker noise.
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noise, i.e., the additional noise power contributed by Sj/r. To this end, we note that if

S1r = a/f, then at f,
o
— =Sy (4.41)
foo
That is, o = f, - Sy Also, we assume noise components below roughly fpw /1000 are unim-
portant because they vary so slowly that they negligibly affect the baseband symbols.'® The

total noise power from fpw /1000 to fpw is equal to

Je
Pat = / 2+ Ui — 1050 4.42)
fBw /1000
1000f,
— aln T aw — £)Sm (4.43)
fw
= (6.9 1 )chzh T aw — f)Su (4.44)
fBw
= (5.9 + In f—c>fCSth + fBw St (4.45)
fBw

In the absence of flicker noise, the total noise power from fpw /1000 to fw is given by
P2 = fBwSth- (4.46)

The ratio of P,; and P, can serve as a measure of the flicker noise penalty:

Je ) Je

faw) faw

Example 4.23

An 802.11g receiver exhibits a baseband flicker noise corner frequency of 200 kHz.
Determine the flicker noise penalty.

P
L S (5.9 +1n (4.47)

Py

Solution:
We have fpw = 10 MHz, f. = 200kHz, and hence

P
1= 104, (4.48)
Pn2

How do the above results depend on the gain of the LNA/mixer cascade? In a good
design, the thermal noise at the end of the baseband chain arises mostly from the noise of

16. As an extreme example, a noise component with a period of one day varies so slowly that it has negligible
effect on a 20-minute phone conversation.
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the antenna, the LNA, and the mixer. Thus, a higher front-end gain directly raises Sy in
Fig. 4.44, thereby lowering the value of f. and hence the flicker noise penalty.

Example 4.24

A GSM receiver exhibits a baseband flicker noise corner frequency of 200 kHz. Determine
the flicker noise penalty.

Solution:

Figure 4.45 plots the baseband spectra, implying that the noise must be integrated up to

(log scale)“
Sy (F)
Downconverted
GSM Channel [
Sth
100 200 fow f
(kHz)

Figure 4.45 Effect of flicker noise on a GSM channel.

100kHz. Assuming a lower end equal to about 1/1000 of the bit rate, we write the total
noise as

100 kHz

Py = / 2ar (4.49)
f
27 Hz
100 kHz
=fe-Sml 4.50
fc th 10 27 Hz ( )
= 8.2f:Si. (4.51)
Without flicker noise,
Pyp ~ (100 kHz)S,. (4.52)
That is, the penalty reaches
P 8.2
B (4.53)
P, 100 kHz
=16.4. (4.54)

As expected, the penalty is much more severe in this case than in the 802.11g receiver of
Example 4.23.
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Figure 4.46 Shift of (a) RF signal, or (b) LO waveform by 90"

As evident from the above example, the problem of flicker noise makes it difficult
to employ direct conversion for standards that have a narrow channel bandwidth. In such
cases, the “low-IF” architecture proves a more viable choice (Section 4.2.5).

I/Q Mismatch As explained in Section 4.2.2, downconversion of an asymmetrically-
modulated signal to a zero IF requires separation into quadrature phases. This can be
accomplished by shifting either the RF signal or the LO waveform by 90’ (Fig. 4.46). Since
shifting the RF signal generally entails severe noise-power-gain trade-offs, the approach in
Fig. 4.46(b) is preferred. In either case, as illustrated in Fig. 4.47, errors in the 90° phase
shift circuit and mismatches between the quadrature mixers result in imbalances in the
amplitudes and phases of the baseband I and Q outputs. The baseband stages themselves
may also contribute significant gain and phase mismatches."”

Phase and Gain ErroL

—>®—> LPF > 1

* Phase and
o | [ Gain Error

a0
Veeo— Vo
Phase and
Gain Error
— LPF > Q

-

Phase and Gain Erro?

Figure 4.47 Sources of I and Q mismatch.

17. We use the terms “amplitude mismatch” and “gain mismatch” interchangeably.
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Quadrature mismatches tend to be larger in direct-conversion receivers than in hetero-
dyne topologies. This occurs because (1) the propagation of a higher frequency (f;;) through
quadrature mixers experiences greater mismatches; for example, a delay mismatch of 10 ps
between the two mixers translates to a phase mismatch of 18" at 5 GHz [Fig. 4.48(a)] and
3.6  at 1 GHz [Fig. 4.48(b)]; or (2) the quadrature phases of the LO itself suffer from greater
mismatches at higher frequencies; for example, since device dimensions are reduced to
achieve higher speeds, the mismatches between transistors increase.

xgg,(1)
LNA |
5 GHz E :
+ i xpg,q (1)
: LO, | 24 1 GHz

(a) (b)

Figure 4.48 Effect of a 10-ps propagation mismatch on a (a) direct-conversion and (b) heterodyne
receiver.

To gain insight into the effect of I/Q imbalance, consider a QPSK signal, x;,(f) =
acosw.t + bsinw.t, where a and b are either —1 or +1. Now let us lump all of the gain
and phase mismatches shown in Fig. 4.47 in the LO path (Fig. 4.49)

xroa(t) =2 (1 + %) cos (a)ct + g) (4.55)
xi0,00 =2 (1 - %) sin (W = g) (4.56)
—»(S}—» LPF | xgg,(1)
1+ &
o

o

]
90 |——o x. o (1)
||

Xin (1) 00—

LPF | xggqlt)

Figure 4.49 Mismatches lumped in LO path.
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where the factor of 2 is included to simplify the results and € and 6 represent the amplitude
and phase mismatches, respectively. Multiplying x;,(¢) by the quadrature LO waveforms
and low-pass filtering the results, we obtain the following baseband signals:

xps.1(0) = a (1 + g) cosg —b (1 + g) sing (4.57)
xsm,0() = —a(1 - %) sing +o(1- %) cos g. (4.58)

We now examine the results for two special cases: € 70, 0 =0 and € =0, 6 # 0. In the
former case, xgp (t) = a(1 + €/2) and xpp (1) = b(1 — €/2), implying that the quadrature
baseband symbols are scaled differently in amplitude [Fig. 4.50(a)]. More importantly, the
points in the constellation are displaced [Fig. 4.50(b)].

........ L SR I Ideal

~Y

~Y

(a) (b)

Figure 4.50 Effect of gain mismatch on (a) time-domain waveforms and (b) constellation of a QPSK
signal.

With € =00 #0, we have xpp(t) =acos(0/2) —bsin(0/2) and xppo(t) =
—asin(f/2) + bcos(6/2). That is, each baseband output is corrupted by a fraction of the
data symbols in the other output [Fig. 4.51(a)]. Also, the constellation is compressed along
one diagonal and stretched along the other [Fig. 4.51(b)].

(@ (b)

Figure 4.51 Effect of phase mismatch on (a) time-domain waveforms and (b) constellation of a
QPSK signal.
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Example 4.25

An FSK signal is applied to a direct-conversion receiver. Plot the baseband waveforms and
determine the effect of I/Q mismatch.

Solution:

We express the FSK signal as xpsx (1) = Ag cos[(w. + aw)t], where a = =+ 1 represents the
binary information; i.e., the frequency of the carrier swings by +®; or —®;. Upon multi-
plication by the quadrature phases of the LO, the signal produces the following baseband
components:

xpp,1(t) = —Aj cosawit (4.59)
xBB,Q(t) = +A; sinawit. (4.60)
Figure 4.52(a) illustrates the results: if the carrier frequency is equal to w. + w; (i.e.,

a= +1), then the rising edges of xpp () coincide with the positive peaks of xpp o(1).

Xpsk (1) ©c+®1 -4 Oc+ M1 Wc— M1

LNA f XBB,Q

E cosWqt »|(D —>| ||| ||

AN I\ [\
AV EAVAY, U’

Figure 4.52 (a) Baseband waveforms for an FSK stgnal, (b) FSK detection by a D flipflop,
(c) effect of phase and gain mismatches.

(Continues)



198 Chap. 4. Transceiver Architectures

Example 4.25 (Continued)

Conversely, if the carrier frequency is equal to w. — wj, then the rising edges of xpp 1 (7)
coincide with the negative peaks of xgg o(7). Thus, the binary information is detected if
xgg,1(t) simply samples xpp (1), e.g., by means of a D flipflop [Fig. 4.52(b)].

The waveforms of Fig. 4.52(a) and the detection method of Fig. 4.52(b) suggest that
FSK can tolerate large I/Q mismatches [Fig. 4.52(c)]: amplitude mismatch proves benign
so long as the smaller output does not suffer from degraded SNR, and phase mismatch is
tolerable so long as xpp ; () samples the correct polarity of xgp o(t). Of course, as the phase
mismatch approaches 90°, the additive noise in the receive chain introduces errors.

In the design of an RF receiver, the maximum tolerable I/Q mismatch must be known
so that the architecture and the building blocks are chosen accordingly. For complex signal
waveforms such as OFDM with QAM, this maximum can be obtained by simulations: the
bit error rate is plotted for different combinations of gain and phase mismatches, providing
the maximum mismatch values that affect the performance negligibly. (The EVM can also
reflect the effect of these mismatches.) As an example, Fig. 4.53 plots the BER curves for a
system employing OFDM with 128 subchannels and QPSK modulation in each subchannel
[1]. We observe that gain/phase mismatches below —0.6 dB/6 have negligible effect.

In standards such as 802.11a/g, the required phase and gain mismatches are so small
that the “raw” matching of the devices and the layout may not suffice. Consequently, in

SNR (dB)

Figure 4.53 Effect of I/Q mismatch on an OFDM signal with QPSK modulation. (v7: no imbalance;
0 =6,e=06dB;0:0=10,¢ =0.8dB; A:0 =16 ,¢ = 1.4dB.)
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Figure 4.54 (a) Computation and (b) correction of I/Q mismatch in a direct-conversion receiver.

many high-performance systems, the quadrature phase and gain must be calibrated—either
at power-up or continuously. As illustrated in Fig. 4.54(a), calibration at power-up can
be performed by applying an RF tone at the input of the quadrature mixers and observ-
ing the baseband sinusoids in the analog or digital domain [2]. Since these sinusoids can
be produced at arbitrarily low frequencies, their amplitude and phase mismatches can be
measured accurately. With the mismatches known, the received signal constellation is cor-
rected before detection. Alternatively, as depicted in Fig. 4.54(b), a variable-phase stage,
¢, and a variable-gain stage can be inserted in the LO and baseband paths, respectively,
and adjusted until the mismatches are sufficiently small. Note that the adjustment controls
must be stored digitally during the actual operation of the receiver.

Mixing Spurs Unlike heterodyne systems, direct-conversion receivers rarely encounter
corruption by mixing spurs. This is because, for an input frequency fj to fall in the baseband
after experiencing mixing with nfrp, we must have fi ~ nfrp. Since f1o is equal to the
desired channel frequency, fi lies far from the band of interest and is greatly suppressed by
the selectivity of the antenna, the band-select filter, and the LNA.

The issue of LO harmonics does manifest itself if the receiver is designed for a wide
frequency band (greater than two octaves). Examples include TV tuners, “software-defined
radios,” and “cognitive radios.”
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4.2.4 Image-Reject Receivers

Our study of heterodyne and direct-conversion receivers has revealed various pros and
cons. For example, heterodyning must deal with the image and mixing spurs and direct
conversion, with even-order distortion and flicker noise. “Image-reject” architectures are
another class of receivers that suppress the image without filtering, thereby avoiding the
trade-off between image rejection and channel selection.

90’ Phase Shift Before studying these architectures, we must define a “shift—by—90°”
operation. First, let us consider a tone, A cos w.t = (A/2)[exp(+jw.t) + exp(—jwct)]. The
two exponentials respectively correspond to impulses at +w. and —w, in the frequency
domain. We now shift the waveform by 90"

e+j(a)ct790°) T efj(wctf%o)

Acos(wet —90) = A > (4.61)
A A _.

= —Tjetiwct 4 jpmjwct 4.62

/€ /€ (4.62)

= Asin wI. (4.63)

Equivalently, the impulse at +w, is multiplied by —j and that at —w,, by +j. We illustrate
this transformation in the three-dimensional diagram of Fig. 4.55(a), recognizing that the
impulse at +a, is rotated clockwise and that at —w, counterclockwise.

Similarly, for a narrowband modulated signal, x(f) = A(?)cos|w.t + ¢(t)], we
perform a 90 phase shift as

ol +d)=90T 4 ,~jloct + ¢(1)=90']

A(t) cos[wet + ¢ (£) —90°] = A(D) > (4.64)
—jpTiloct + (0] 4 ;,—jloct + ¢ (1)]
=A@~ . i (4.65)
= A(?) sin[w.t + ¢ (1)]. (4.66)
Im A X () Im |

X (o)
Re

N[>

+(W¢ +Wc

-J
(a) (b)

A -j X (o)
2

Figure 4.55 [llustration of 90" phase shift for (a) a cosine and (b) a modulated signal.
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As depicted in Fig. 4.55(b), the positive-frequency contents are multiplied by —j and
the negative-frequency contents by +;j (if w. is positive). Alternatively, we write in the
frequency domain:

Xop' (@) = X(@)[—jsgn(@)], (4.67)

where sgn(w) denotes the signum (sign) function. The shift-by-90" operation is also called
the “Hilbert transform.” The reader can prove that the Hilbert transform of the Hilbert
transform (i.e., the cascade of two 90 phase shifts) simply negates the original signal.

Example 4.26

In phasor diagrams, we simply multiply a phasor by —j to rotate it by 90" clockwise. Is that
inconsistent with the Hilbert transform?

Solution:

No, it is not. A phasor is a representation of A exp(jw.t), i.e., only the positive fre-
quency content. That is, we implicitly assume that if A exp(jw,?) is multiplied by —j, then
A exp(—jw.t) is also multiplied by +;j.

The Hilbert transform, as expressed by Eq. (4.67), distinguishes between negative and
positive frequencies. This distinction is the key to image rejection.

Example 4.27
Plot the spectrum of A cos @t + jA sin wt.

Solution:

Multiplication of the spectrum of Asinw.t by j rotates both impulses by 90" coun-
terclockwise [Fig. 4.56(a)]. Upon adding this spectrum to that A cos w.t, we obtain the

Im A Im A
_A -M¢ Re Re
2
+= +A
+¢ +Wc
(O (O

() )

Figure 4.56 (a) A sine subjected to 90" phase shift, (b) spectrum of A cos w¢t + j sin w,t.

(Continues)
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Example 4.27 (Continued)

one-sided spectrum shown in Fig. 4.56(b). This is, of course, to be expected because
A cos w.t +jAsinw.t = A exp(—jow.t), whose Fourier transform is a single impulse located
atw = +w,.

Example 4.28

A narrowband signal /(¢) with a real spectrum is shifted by 90° to produce Q(¢). Plot the
spectrum of 1(¢) + jO(r)."®

Solution:

We first multiply /(w) by —jsgn(w) [Fig. 4.57(a)] and then, in a manner similar to the pre-
vious example, multiply the result by j [Fig. 4.57(b)]. The spectrum of jO(¢) therefore
cancels that of /() at negative frequencies and enhances it at positive frequencies
[Fig. 4.57(c)]. The one-sided spectrum of I(¢) + jO(#) proves useful in the analysis of

transceivers.
A
1) Im Im A
I (o) {
g Re
= -
1 (w) c 1)
+W¢
®
(a) (b)
Im
Re
1(®)+jQ(w)
+Wc
)

(©)

Figure 4.57 (a) 90 phase shift applied to I to produce Q, (b) multiplication of the result by j,
(c) analytic signal.

18. This sum is called the “analytic signal” of I(¢).
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Figure 4.58 (a) Use of an RC-CR network to perform a 90" phase shift, (b) frequency response of
the network.

How is the 90’ phase shift implemented? Consider the RC-CR network shown in
Fig. 4.58(a), where the high-pass and low-pass transfer functions are respectively given
by

Vourl R1Cis
H = = 4.68
HpF(S) v, RCis + 1 (4.68)
V 1
Hipr(s) = oz — (4.69)

Vin RiCis+ 1

The transfer functions exhibit a phase of ZHypr = /2 — tan” ' (R;Ciw) and ZHpr =
—tan” '(R|Ciw). Thus, ZHppr — ZHipr = /2 at all frequencies and any choice of R
and C1. Also, |Vour1/Vinl = |Voura/Vinl = 1/«/5 atw = (R1C1)_1 [Fig. 4.58(b)]. We can
therefore consider Vs as the Hilbert transform of V,, at frequencies close to (R;C DL

Another approach to realizing the 90 -phase-shift operation is illustrated in Fig. 4.59(a),
where the RF input is mixed with the quadrature phases of the LO so as to translate the
spectrum to a nonzero IF. As shown in Fig. 4.59(b), as a result of mixing with cos wypt,
the impulse at —wy o is convolved with the input spectrum around +w,, generating that at
—owyr. Similarly, the impulse at +wrp produces the spectrum at +wjr from that at —w,.
Depicted in Fig. 4.59(c), mixing with sin wppt results in an IF spectrum at —w;r with a
coefficient +j/2 and another at +wjr with a coefficient —j/2. We observe that, indeed,
the IF spectrum emerging from the lower arm is the Hilbert transform of that from the
upper arm.
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®_>I

cosm ot

SinO)Lot

Figure 4.59 (a) Quadrature downconversion as a 90’ phase shifter, (b) output spectrum resulting
from multiplication by cos wot, (c) output spectrum resulting from multiplication by
sin wrot.

Example 4.29

The realization of Fig. 4.59(a) assumes high-side injection for the LO. Repeat the analysis
for low-side injection.

Solution:

Figures 4.60(a) and (b) show the spectra for mixing with cos wrpt and sin wypt, respec-
tively. In this case, the IF component in the lower arm is the negative of the Hilbert
transform of that in the upper arm.

ﬁ\

1 1 /\/\
+ +
| | | — 2 2 |

- | —
- 0  +0, O - 0 +0, ®
+1E +1E |:> +%
| -0 0 +OF © | +O0
=W 0 0 +0) o 6 =W 0 0 l 6
J
2

(2) (b)

Figure 4.60 Low-side-injection mixing of an RF signal with (a) cos wrot and (b) sin wrot.
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Let us summarize our findings thus far. The quadrature converter'® of Fig. 4.59(a)
produces at its output a signal and its Hilbert transform if w. > wro or a signal and the
negative of its Hilbert transform if w. < wrp. This arrangement therefore distinguishes
between the desired signal and its image. Figure 4.61 depicts the three-dimensional IF
spectra if a signal and its image are applied at the input and wrp < ..

Signal
Components\

COS(,OLot

r sin® ot
®—> Qsig + Qim

Image —

Components

Figure 4.61 Input and output spectra in a quadrature downconverter with low-side injection.

Hartley Architecture How can the image components in Fig. 4.61 cancel each other? For
example, is I(¢) + Q(¢) free from the image? Since the image components in Q(¢) are 90°
out of phase with respect to those in /(¢), this summation still contains the image. However,
since the Hilbert transform of the Hilbert transform negates the signal, if we shift /() or
Q(?) by another 90" before adding them, the image may be removed. This hypothesis forms
the foundation for the Hartley architecture shown in Fig. 4.62. (The original idea proposed

B o] C
= LPF =1 90 o
Qsig,90
Qsig °
Q: Qim,90
. im
sin® ot IF
——e
cosm ot ( ) ™ Output

—(Dc -Oim +0jy, +O
+ ’sig
—>®—> LPF i

A

Figure 4.62 Hartley image-reject receiver.

19. We can also consider this a quadrature downconverter if wjr < w.. In Problem 4.14, we study the case
OIF > We.



206 Chap. 4. Transceiver Architectures

by Hartley relates to single-sideband transmitters [4].) The low-pass filters are inserted to
remove the unwanted high-frequency components generated by the mixers.

To understand the operation of Hartley’s architecture, we assume low-side injection
and apply a 90" phase shift to the Hilbert transforms of the signal and the image (the
Q arm) in Fig. 4.61, obtaining Qy;, 90> and Qjy, 9o° as shown in Fig. 4.63. Multiplication
of Qsig by —jsgn(w) rotates and superimposes the spectrum of Qg on that of Iy, (from
Fig. 4.61), doubling the signal amplitude. On the other hand, multiplication of Qj, by
—jsgn(w) creates the opposite of /;;,, cancelling the image.

Im |

Figure 4.63 Spectra at points B and C in Hartley receiver.

In summary, the Hartley architecture first takes the negative Hilbert transform of the
signal and the Hilbert transform of the image (or vice versa) by means of quadrature mixing,
subsequently takes the Hilbert transform of one of the downconverted outputs, and sums the
results. That is, the signal spectrum is multiplied by [+/jsgn(w)][—jsgn(w)] = +1, whereas
the image spectrum is multiplied by [—jsgn(w)][—jsgn(w)] = —1.

Example 4.30

An eager student constructs the Hartley architecture but with high-side injection. Explain
what happens.

Solution:

From Fig. 4.60, we note that the quadrature converter takes the Hilbert transform of the sig-
nal and the negative Hilbert transform of the image. Thus, with another 90” phase shift, the
outputs C and A in Fig. 4.62 contain the signal with opposite polarities and the image with
the same polarity. The circuit therefore operates as a “signal-reject” receiver! Of course,
the design is salvaged if the addition is replaced with subtraction.

The behavior of the Hartley architecture can also be expressed analytically. Let us rep-
resent the received signal and image as x(f) = Agjg cOS(wct + @sig) + Aim COS(Wimt + Gim),
where the amplitudes and phases are functions of time in the general case. Multiplying x(¥)
by the LO phases and neglecting the high-frequency components, we obtain the signals at
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points A and B in Fig. 4.62:

_ Asig Aim
xa(r) = N cos[(we — wro)t + ¢sigl + > cos[(wim — wro)t + ¢iml  (4.70)

Asi . Aim .
xp(t) = —Tg sinl(@e = @10)t + sigl = == sinl(@in — @10)t + Gim],  (4.71)

where a unity LO amplitude is assumed for simplicity. Now, xz(f) must be shifted by 90,
With low-side injection, the first sine has a positive frequency and becomes negative of
a cosine after the 90" shift (why?). The second sine, on the other hand, has a negative
frequency. We therefore write —(A;;,/2) sin[(wim — wLo)t + Gim] = (Aim/2) sin[(wro —
wim)t — ¢im] 50 as to obtain a positive frequency and shift the result by 90°, arriving at
—(Aim/2) cos[(wro — @im)t — Pim] = —(Aim/2) cos[(wim — wro)t + Pim]. It follows that
_ Asig Aim

xc(t) = > cos[(we — wro)t + ¢sigl — > cos[(@im — wro)t + iml. 4.72)
Upon addition of x4 () and xc(¢), we retain the signal and reject the image.

The 90" phase shift depicted in Fig. 4.62 is typically realized as a +45 shift in one path
and —45" shift in the other (Fig. 4.64). This is because it is difficult to shift a single signal
by 90 while circuit components vary with process and temperature.

The principal drawback of the Hartley architecture stems from its sensitivity to mis-
matches: the perfect image cancellation described above occurs only if the amplitude and
phase of the negative of the image exactly match those of the image itself. If the LO
phases are not in exact quadrature or the gains and phase shifts of the upper and lower
arms in Fig. 4.64 are not identical, then a fraction of the image remains. To quantify
this effect, we lump the mismatches of the receiver as a single amplitude error, €, and
phase error, A6, in the LO path, i.e., one LO waveform is expressed as sin wrpt and
the other as (1 + €) cos(wrpt + AB). Expressing the received signal and image as x(¢) =
Ajig COS(wct + sig) + Ajm cOS(wimt + ¢iny) and multiplying x(7) by the LO waveforms, we
write the downconverted signal at point A in Fig. 4.62 as

A .
"8 (1 + €) cosl[(we — o)t + bsig + A6]

l’ =
xa (1) >
A.
+ %(1 + €) cos[(wim — wLo)t + Gim + AO]. 4.73)
R4
—>®— LPF
sinw ot

RF
Input cosm of

—>®— LPF

Figure 4.64 Realization of 90 phase shift in Hartley receiver.
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The spectra at points B and C are still given by Eqgs. (4.71) and (4.72), respectively. We
now add x4 (¢) and xc(¢) and group the signal and image components at the output:

A .
Xyig(1) = ;’g(l + €) cos[(we — wro)t + ¢sig + A0]

Asig _ .
+ > cos[(we — wro)t + Psig] 4.74)

A.
Xim (1) = %(1 + €) cos[(wim — wLo)t + Gim + A6]

im

- cos[(wim — wro)t + Pim]. 4.75)

To arrive at a meaningful measure of the image rejection, we divide the image-to-signal
ratio at the input by the same ratio at the output.”® The result is called the “image rejection
ratio” (IRR). Noting that the average power of the vector sum a cos(wt + «) + bcos wt is
given by (a® + 2abcosa + b*)/2, we write the output image-to-signal ratio as

Pin A2 (1+€)?—2(1+€)cosAb + 1

Py ™ " A2 (1+ )2 +2(1 + )cos Af + 1

(4.76)

2
sig’

Since the image-to-signal ratio at the input is given by Al-zm /A% . the IRR can be expressed

as
(14+€)?+2(1 +e€)cosAb + 1

(1+€)2—2(1 +e€)cosAd +1°

Note that € denotes the relative gain error and A# is in radians. Also, to express IRR in dB,
we must compute 101log IRR (rather than 20 log IRR).

Example 4.31

If € « 1 rad, simplify the expression for IRR.

IRR = (4.77)

Solution:
Since cos A8 ~ 1 — AB?/2 for A6 < 1 rad, we can reduce (4.77) to

4+ 4e + €2 — (1 +e)AO?

IRR ~ 4.78
€2+ (1 +e€)A62 (4.78)
In the numerator, the first term dominates and in the denominator € < 1, yielding
IRR ~ 4 4.79)
T2+ A2 '

20. Note that the ratio of the output image power and the input image power is not meaningful because it
depends on the gain.
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Example 4.31 (Continued)

For example, € = 10% (=~ 0.83 dB)?' limits the IRR to 26 dB. Similarly, A6 = 10 yields an
IRR of 21 dB. While such mismatch values may be tolerable in direct-conversion receivers,
they prove inadequate here.

With various mismatches arising in the LO and signal paths, the IRR typically falls
below roughly 35 dB. This issue and a number of other drawbacks limit the utility of the
Hartley architecture.

Another critical drawback, especially in CMOS technology, originates from the varia-
tion of the absolute values of R; and C in Fig. 4.64. Recall from Fig. 4.58 that the phase
shift produced by the RC-CR network remains equal to 90 even with such variations, but
the output amplitudes are equal at only @ = (R;C)~!. Specifically, if R and C; are nomi-
nally chosen for a certain IF, (R C1)_1 = wyr, but respectively experience a small change
of AR and AC with process or temperature, then the ratio of the output amplitudes of the
high-pass and low-pass sections is given by

Hypr|
= (R1 + AR)(Cy + AQ)wiF (4.80)
Hipr
AR AC
A+ —+ —. (4.81)
R G
Thus, the gain mismatch is equal to
AR AC
= — + —. (4.82)
R Cq

For example, AR/R; = 20% limits the image rejection to only 20 dB. Note that these cal-
culations have assumed perfect matching between the high-pass and low-pass sections. If
the resistors or capacitors exhibit mismatches, the IRR degrades further.

Another drawback resulting from the RC-CR sections manifests itself if the signal
translated to the IF has a wide bandwidth. Since the gains of the high-pass and low-
pass sections depart from each other as the frequency departs from wir = (R;Cy)~!
[Fig. 4.58(b)], the image rejection may degrade substantially near the edges of the channel.
In Problem 4.17, the reader can prove that, at a frequency of w;r + Aw, the IRR is given by

IRR = (%)2 (4.83)
Aw
For example, a fractional bandwidth of 2Aw/wir = 5% limits the IRR to 32 dB.
The limitation expressed by Eq. (4.83) implies that w;r cannot be zero, dictating a het-
erodyne approach. Figure 4.65 shows an example where the first IF is followed by another
quadrature downconverter so as to produce the baseband signals. Unlike the sliding-IF

21. To calculate € indB, we write 20log(1 + 10%) = 0.83dB.
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Figure 4.65 Downconversion of Hartley receiver output to baseband.

architecture of Fig. 4.26(a), this topology also requires the quadrature phases of the first
LO, a critical disadvantage. The mixing spurs studied in Section 4.2.1 persist here as well.

The RC-CR sections used in Fig. 4.64 also introduce attenuation and noise. The 3-dB
loss resulting from |Hgpr| = |Hrpr| = 1/\/5 atw = (R1C1)_1 directly amplifies the noise
of the following adder. Moreover, the input impedance of each section, |R; + (C 1974,
reaches v/2R; at @ = (R;C;)~ !, imposing a trade-off between the loading seen by the
mixers and the thermal noise of the 90" shift circuit.

The voltage adder at the output of the Hartley architecture also poses difficulties as its
noise and nonlinearity appear in the signal path. Illustrated in Fig. 4.66, the summation is
typically realized by differential pairs, which convert the signal voltages to currents, sum
the currents, and convert the result to a voltage.

X
o
A
VWY
A
W
]
o

° Vout®

Figure 4.66 Summation of two voltages.

Weaver Architecture Our analysis of the Hartley architecture has revealed several issues
that arise from the use of the RC-CR phase shift network. The Weaver receiver, derived
from its transmitter counterpart [S5], avoids these issues.

As recognized in Fig. 4.59, mixing a signal with quadrature phases of an LO takes the
Hilbert transform. Depicted in Fig. 4.67, the Weaver architecture replaces the 90" phase
shift network with quadrature mixing. To formulate the circuit’s behavior, we begin with
xA(t) and xp(¢) as given by Egs. (4.70) and (4.71), respectively, and perform the second
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Figure 4.67 Weaver architecture.

IF
Output

quadrature mixing operation, arriving at

_ Asig Aim
xc(t) = T cos[(we — w1 — W)t + ¢yig] + e cos[(wim — w1 — @)t + Pl

Aim
[(we — w1 + w2t + d)szg] + — 4 COS[(C‘)zm w1 + @)t + Gim]
(4.84)

Sig

A Aim
xp(t) = _T cos[(we — w1 — wp)t + ¢sig] - T cos[(wim — w1 — w2)t + Pim]

Asig

[((we — w1 + @)t + Pyig] + 1% cos[(wim — w1 + W)t + Pim].
(4.85)

Should these results be added or subtracted? Let us assume low-side injection for both
mixing stages. Thus, w;,; < w1 and w1 — w;, > wy (Fig. 4.68). Also, w1 — wiy + wy > w1 —
wim — wy. The low-pass filters following points C and D in Fig. 4.67 must therefore remove
the components at w; — wj, + wy (= w. — w; + W), leaving only those at w| — wj, — w2
(= w; — w1 — wy). That is, the second and third terms in Eqs. (4.84) and (4.85) are filtered.
Upon subtracting xg(#) from xg(z), we obtain

Asi
xg(H) — xp() = Tg cos[(we — w1 — W)t + Pyigl. (4.86)

The image is therefore removed. In Problem 4.19, we consider the other three combinations
of low-side and high-side injection so as to determine whether the outputs must be added

or subtracted.
Wy Wq-

Figure 4.68 RF and IF spectra in Weaver architecture.
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Example 4.32

Perform the above analysis graphically. Assume low-side injection for both mixing stages.

Solution:

Recall from Fig. 4.60(b) that low-side injection mixing with a sine multiplies the spectrum
by +(j/2)sgn(w). Beginning with the spectra of Fig. 4.61 and mixing them with sin wy?
and cos wyt, we arrive at the spectra shown in Fig. 4.69. Subtraction of Xz (f) from Xg(f)
thus yields the signal and removes the image.

Xg (o)

(O}

Figure 4.69 Signal and image spectra in Weaver architecture.

While employing two more mixers and one more LO than the Hartley architecture, the
Weaver topology avoids the issues related to RC-CR networks: resistance and capacitance
variations, degradation of IRR as the frequency departs from 1/(R;C}), attenuation, and
noise. Also, if the IF mixers are realized in active form (Chapter 6), their outputs are
available in the current domain and can be summed directly. Nonetheless, the IRR is still
limited by mismatches, typically falling below 40 dB.

The Weaver architecture must deal with a secondary image if the second IF is not zero.
Ilustrated in Fig. 4.70, this effect arises if a component at 2w, — wj, +2w; accompanies the
RF signal. Downconversion to the first IF translates this component to 2wy — wj, + w1, i.e.,
image of the signal with respect to w;, and mixing with w; brings it to wy — w;;, + i, the
same IF at which the signal appears. For this reason, the second downconversion preferably
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Figure 4.70 Secondary image in Weaver architecture.
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Figure 4.71 Double quadrature downconversion Weaver architecture to produce baseband outputs.

produces a zero IF, in which case it must perform quadrature separation as well. Figure 4.71
shows an example [6], where the second LO is derived from the first by frequency division.

The Weaver topology also suffers from mixing spurs in both downconversion steps. In
particular, the harmonics of the second LO frequency may downconvert interferers from
the first IF to baseband.

Calibration For image-rejection ratios well above 40 dB, the Hartley or Weaver archi-
tectures must incorporate calibration, i.e., a method of cancelling the gain and phase
mismatches. A number of calibration techniques have been reported [7, 9].
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4.2.5 Low-IF Receivers

In our study of heterodyne receivers, we noted that it is undesirable to place the image
within the signal band because the image thermal noise of the antenna, the LNA, and the
input stage of the RF mixer would raise the overall noise figure by approximately 3 dB.* In
“low-IF receivers,” the image indeed falls in the band but is suppressed by image rejection
operations similar to those described in Section 4.2.4. To understand the motivation for the
use of low-IF architectures, let us consider a GSM receiver as an example. As explained in
Section 4.2.3, direct conversion of the 200-kHz desired channel to a zero IF may signifi-
cantly corrupt the signal by 1/f noise. Furthermore, the removal of the dc offset by means
of a high-pass filter proves difficult. Now suppose the LO frequency is placed at the edge
of the desired (200-kHz) channel [Fig. 4.72(a)], thereby translating the RF signal to an
IF of 100 kHz. With such an IF, and because the signal carries little information near the
edge, the 1/f noise penalty is much less severe. Also, on-chip high-pass filtering of the
signal becomes feasible. Called a “low-IF receiver,” this type of system is particularly
attractive for narrow-channel standards.

200 kHz

- Y 2\ Adjacent
/\/’\ Channel
' - Y
fe f

‘i =>

0 100kHz £ f. f

f

flo
(a) (b)

Figure 4.72 (a) Spectra in a low-IF receiver, (b) adjacent-channel specification in GSM.

The heterodyne downconversion nonetheless raises the issue of the image, which in
this case falls in the adjacent channel. Fortunately, the GSM standard requires that receivers
tolerate an adjacent channel only 9 dB above the desired channel (Chapter 3) [Fig. 4.72(b)].
Thus, an image-reject receiver with a moderate IRR can lower the image to well below the
signal level. For example, if IRR = 30dB, the image remains 21 dB below the signal.

Example 4.33

Repeat Example 4.24 for a low-IF receiver.

Solution:

Assuming that high-pass filtering of dc offsets also removes the flicker noise up to roughly
20 kHz, we integrate the noise from 20 kHz to 200 kHz (Fig. 4.73):

22. This occurs because the entire signal band must see a flat frequency response in the antenna/LNA/mixer
chain.
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Example 4.33 (Continued)
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Figure 4.73 Effect of flicker noise in low-IF GSM receiver.

200 kHz
Py = f 2ar (4.87)
20 kHz f
=fe - SmIn10 (4.88)
= 2.3f.S. (4.89)
Without flicker noise,
P, ~ (200 kKHz) Sy (4.90)
It follows that o
1l —23(=3.62 dB). 4.91)
P

The flicker noise penalty is therefore much lower in this case.

How is image rejection realized in a low-IF receiver? The Hartley architecture
employing the RC-CR network (Fig. 4.64) appears to be a candidate, but the IF spectrum
in a low-IF RX may extend to zero frequency, making it impossible to maintain a high IRR
across the signal bandwidth. (The high-pass Section exhibits zero gain near frequency!)
While avoiding this issue, the Weaver architecture must deal with the secondary image if
the second IF is not zero or with flicker noise if it is.

One possible remedy is to move the 90" phase shift in the Hartley architecture from
the IF path to the RF path. Illustrated in Fig. 4.74, the idea is to first create the quadrature
phases of the RF signal and the image and subsequently perform another Hilbert transform
by means of quadrature mixing. We also recognize some similarity between this topology
and the Weaver architecture: both multiply quadrature components of the signal and the
image by the quadrature phases of the LO and sum the results, possibly in the current
domain. Here, the RC-CR network is centered at a high frequency and can maintain a
reasonable IRR across the band. For example, for the 25-MHz receive band of 900-MHz
GSM, if 27 R;C;) ! is chosen equal to the center frequency, then Eq. (4.83) implies an
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Figure 4.74 Quadrature phase separation in RF path of a Hartley receiver.

IRR of 2010g(900 MHz/12.5 MHz) = 37 dB. However, the variation of R; and Cj still
limits the IRR to about 20 dB [Eq. (4.82)].

Another variant of the low-IF architecture is shown in Fig. 4.75. Here, the downcon-
verted signals are applied to channel-select filters and amplifiers as in a direct-conversion
receiver.”? The results are then digitized and subjected to a Hilbert transform in the digital
domain before summation. Avoiding the issues related to the analog 90" phase shift opera-
tion, this approach proves a viable choice. Note that the ADCs must accommodate a signal
bandwidth twice that in a direct-conversion receiver, thus consuming higher power. This
issue is unimportant in narrow-channel standards such as GSM because the ADC power
dissipation is but a small fraction of that of the overall system.

—»?—» LPF

sinw ot

ADC | 90

Y

XRF(t) ——e
COS(DLol'

* i
—>®—> LPF ADC

Figure 4.75 Low-IF receiver with 90" phase shift in digital domain.

Y

Let us summarize our thoughts thus far. If a low-IF receiver places the image in the
adjacent channel, then it cannot employ an RC-CR 90" phase shift after downconversion.
Also, a 90 circuit in the RF path still suffers from RC variation. For these reasons, the
concept of “low IF” can be extended to any downconversion that places the image within

23. The channel-select filters must, however, provide a bandwidth equal to the RF signal bandwidth rather than
half of it [Fig. 4.72(a)].
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the band so that the IF is significantly higher than the signal bandwidth, possibly allowing
the use of an RC-CR network—but not so high as to unduly burden the ADC. Of course,
since the image no longer lies in the adjacent channel, a substantially higher IRR may be
required. Some research has therefore been expended on low-IF receivers with high image
rejection. Such receivers often employ “polyphase filters” (PPFs) [10, 11].

Polyphase Filters Recall from Section 4.2.4 that heterodyne quadrature downconver-
sion subjects the signal to low-side injection and the image to high-side injection, or vice
versa, thus creating the Hilbert transform of one and the negative Hilbert transform of the
other. Now let us consider the circuit shown in Fig. 4.76(a), where V,,,; can be viewed as a
weighted sum of V| and V>:

Vi + R1CisVp
Vour = ——. (4.92)
R Cis +1

(b) (c)

Figure 4.76 (a) Simple RC circuit, (b) output in response to Vi and —jV1, (c) output in response to
V1 and +jV,.

We consider two special cases.

1. The voltage V> is the Hilbert transform of V1; in phasor form, V>, = —jV; (Example
4.26). Consequently, for s = jo,

RiCiw + 1
Vour =V

e 4.93
YRIClo + 1 (4.93)

If o = (RiC1)~ !, then Vyy = 2V1/(1 +j) = Vi(1 —j). Thatis, V| = V2V,
and LV, = £LVip — 45 [Fig. 4.76(b)]. In this case, the circuit simply computes
the vector summation of V| and V, = —jV|. We say the circuit rotates by —45 the
voltage sensed by the resistor.

2. The voltage V> is the negative Hilbert transform of Vi, i.e., Vo = +jVj.Fors = jw,
—RiCiw + 1

Vo = Vi— 12 7~
out = R Croo + 1

(4.94)
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Interestingly, if = (R1C1)_1, then V,,; = 0 [Fig. 4.76(c)]. Intuitively, we can
say that C; rotates V> by another 90" so that the result cancels the effect of Vi
at the output node. The reader is encouraged to arrive at these conclusions using
superposition.

In summary, the series branch of Fig. 4.76(a) rotates V| by —45° (to produce V,,;) if
Vo = —jVj and rejects V1 if Vo = +jV|. The circuit can therefore distinguish between the
signal and the image if it follows a quadrature downconverter.

Example 4.34

Extend the topology of Fig. 4.76(a) if V| and —jV| are available in differential form and
construct an image-reject receiver.

Solution:

Figure 4.77(a) shows the arrangement and the resulting phasors if Ry = R, = R and
C; = Cy = C. The connections to quadrature downconversion mixers are depicted in
Fig. 4.77(b).

+ Vsig +Vim
= A
f - Vsig' Vim J
cos® o
VRp o—¢ ; +— Vout
sin®| o t C1 = CZ
+ +j Vsig ~/Vim T
—(X)
=J Vsig +JVim
(b)

Figure 4.77 (a) RC circuit sensing differential inputs, (b) quadrature downconverter driving
RC network of part (a).
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In contrast to the Hartley architecture of Fig. 4.62, the circuit of Fig. 4.77(b) avoids
an explicit voltage adder at the output. Nonetheless, this arrangement still suffers from RC
variations and a narrow bandwidth. In fact, at an IF of @ = (R1C;)” ! + Aw, Eq. (4.94)
yields the residual image as

RCAw
Vout| = |Vi|— 4.95
[Vour| ~ V1] T ORCAL (4.95)
RCAw
~ Vil , (4.96)
V2

where it is assumed that Aw <K w.

In the next step of our development of polyphase filters, let us now redraw the circuit
of Fig. 4.77(a) and add two branches to it as shown in Fig. 4.78(a). Here, the capacitors
are equal and so are the resistors. The top and bottom branches still produce differential
outputs, but how about the left and right branches? Since R3 and C3 compute the weighted
sum of +jV;| and +Vj, we observe from Fig. 4.76(b) that V3 is 45" more negative than
+;jV1. By the same token, V4 is 45" more negative than —jVy. Figure 4.78(b) depicts the
resulting phasors at w = (R1C;) !, suggesting that the circuit produces quadrature outputs
that are 45 out of phase with respect to the quadrature inputs.

(@ (b)

Figure 4.78 (a) RC network sensing differential quadrature phases, (b) resulting outputs.

Example 4.35

The outputs of a quadrature downconverter contain the signal, V;e, and the image, Vjy,, and
drive the circuit of Fig. 4.78(a) as shown in Fig. 4.79(a). Determine the outputs, assuming
all capacitors are equal to C and all resistors equal to R.

(Continues)
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Example 4.35 (Continued)

+ Vs,g+ Vim @

—»@) _ _ @
Voig™=Vim R= R, =c, :L Cs
cosa) t
VRp o—¢ o 1—° Voutt Vout2 Vouts: $—° Voura
sin® ot Ci = C, R =R
3 =Ny
+ +jVsig=iVim T @
=JVsig*Vim @
(@
IASIg
~Vsig t———1———+Vq E>

(b)

Vout1 =+++ = Voua =0

|:> ............... P

(©)

Figure 4.79 (a) Quadrature downconverter driving RC sections, (b) resulting signal output, (c)
resulting image output.

Solution:

The quadrature downconverter produces + Vg + Vi, —Visig = Vim, +jVsig — jVim, and
—JVsig +jVim- Atw = (RC)™1, the branch R, C; rotates +V;ig by —45" to generate V1.
Similarly, R,C; rotates —V;, by 45" to generate V,,n, etc. [Fig. 4.79(b)]. The image
components, on the other hand, yield a zero output [Fig. 4.79(c)]. The key point here is that,
if we consider the sequence of nodes 1, 2, 3, and 4, we observe that V;, rotates clockwise by
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Example 4.35 (Continued)

90" from one node to the next, whereas Vim rotates counterclockwise by 90’ from one node
to the next. The circuit therefore exhibits an asymmetry in its response to the “sequence”
of the four inputs.

The multiphase circuit of Fig. 4.78(a) is called a “sequence-asymmetric polyphase
filter” [8]. Since the signal and the image arrive at the inputs with different sequences, one
is passed to the outputs while the other is suppressed. But what happens if @ # (RC)~!?
Substituting @ = (RC;) ! + Aw in Eq. (4.93), we have

v —v 2+ RCAw 4.97)
outl stg1 ¥ +RCAO))’ .
and hence,
5 »4 +4RCAw + R*C*Ao®
|Vout1| = |Vsig| (498)

2 + 2RCAw + R2C?2Aw?

R*C?Aw? R*C?Aw?
~ 2| Vg2 (1 + RCAw + T“’) (1 — RCAw — Tw) (4.99)

5
A 2| Viig | (1 - ZR2C2Aa)2> . (4.100)
That is,
5
WVourt | & V2| Vg (1 - §R2C2Aa)2). (4.101)
The phase of V,,; is obtained from (4.97) as
LVount = £Vsg —tan” (1 + RCAw). (4.102)

Since tan~ (1 + RCAw) ~ /4 + RCAw/2 for RCAw < 1 rad,

RCA
ud “’) (4.103)

LVou1 = ZVsig - (Z + >

Figure 4.80(a) illustrates the effect on all four phases of the signal, implying that the outputs
retain their differential and quadrature relationship.

For the image, we return to Eq. (4.96) and note that the four outputs have a magnitude
equal to V;,,RC Aw/+/2 and phases similar to those of the signal components in Fig. 4.80(a).
The output image phasors thus appear as shown in Fig. 4.80(b). The reader is encouraged
to prove that V,, is at —45 — RCAw/2 and V3 at —135 — RCAw/2.

An interesting observation in Fig. 4.80 is that the output signal and image components
exhibit opposite sequences [10, 11]. We therefore expect that if this polyphase filter is
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Figure 4.81 (a) Cascaded polyphase sections, (b) alternative drawing.

followed by another, then the image can be further suppressed. Figure 4.81(a) depicts such
a cascade and Fig. 4.81(b) shows an alternative drawing that more easily lends itself to
cascading.

We must now answer two questions: (1) how should we account for the loading of the
second stage on the first? (2) how are the RC values chosen in the two stages? To answer
the first question, consider the equivalent circuit shown in Fig. 4.82, where Z;-Z4 represent
the RC branches in the second stage. Intuitively, we note that Z; attempts to “pull” the
phasors V,,;1 and V.3 toward each other, Z; attempts to pull V,,;1 and V4 toward each
other, etc. Thus, if Z; = --- =Z4 =Z, then, V,,;1—Voua experience no rotation, but the
loading may reduce their magnitudes. Since the angles of V,,;1—V,u4 remain unchanged,
we can express them as +a (1 £ )V, where o denotes the attenuation due to the loading
of the second stage. The currents drawn from node X by Z; and Z; are therefore equal to
[@(1 —HVy —a(l + )HV1]/Zy and [a(1 — )V + (1 + j)V1]/Z,, respectively. Summing
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Figure 4.82 Effect of loading of second polyphase section.

all of the currents flowing out of node X and equating the result to zero, we have

1—-pVi =V 1 —=pVi —ad +))V
o J; VL e =V + ViIGe + a(l —pHVi Za( MV
1 —=pVi+a(l +)V
pedzvirad o _ (4.104)
Z
This equality must hold for any nonzero value of V. If RCw = 1, the expression reduces to
2a(1 — )R
-4 BUZIR (4.105)
Z
That is,
Z

a=—_ (4.106)
Z+(1—-))R

For example, if Z = R + (jCw) ™!, then @ = 1/2, revealing that loading by an identical
stage attenuates the outputs of the first stage by a factor of 2.

Example 4.36

IfZ=R+ (jCw)~ ! and RCw = 1, determine V4 in Fig. 4.81(a).

Solution:

We have V,,;1 = (1/2)(1 — jVy1) and Vyyue = (1/2)(—1 — j)Vy, observing that V,,;; and
Vour2 have the same phase relationship as V| and V> in Fig. 4.76(b). Thus, V4 is simply the
vector sum of V,,;1 and V,4:

Va = —jVi. (4.107)

In comparison with Fig. 4.76(b), we note that a two-section polyphase filter produces an
output whose magnitude is +/2 times smaller than that of a single-section counterpart. We
say each section attenuates the signal by a factor of /2.
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The second question relates to the choice of RC values. Suppose both stages employ
RC = RyCy. Then, the cascade of two stages yields an image attenuation equal to the square
of Eq. (4.95) at a frequency of (RoCo) ™' + Aw:

Vimour . (RoCoAw)?

| Vimin 2 + 2RyCoAw’

(4.108)

which reduces to (RgCoAw)? /2 for Aw <K (RoCo) 1. Figure 4.83 plots this behavior,
comparing it with that of a single section.

V.

im,out

V.

im,in

Two-Stage
- PPF

, Single-Stage
PPF

Figure 4.83 Image rejection for single-stage and two-stage polyphase filters.

What happens if the two stages use different time constants? In particular, for a given
IF of wy, let us assume that the time constants in the first and second stages are respectively
equal to R;C; and R,C> such that wg — (R1C) = (RyCy) ™! — wy, i.e., the center fre-
quencies are shifted up and down. From Eq. (4.96), we plot the image rejections of the two
stages as shown in Fig. 4.84(a).>* The product of these two functions is a parabola cross-
ing zero at w) = (RiC) L and wy = (RyCy) 7! [Fig. 4.84(b)]. The reader can prove that
the attenuation at wq is equal to (w; — 2)? /(B8wiwz), which must be chosen sufficiently
small. The reader can also show that for an attenuation of 60dB, w; — w, cannot exceed
approximately 18% of wy.

The advantage of splitting the cut-off frequencies of the two stages is the wider
achievable bandwidth. Figure 4.85 plots the image rejection for w; = wy = wp and w| 7 w>.

The cascading of polyphase filter sections entails both attenuation and additional ther-
mal noise. To alleviate the former, the resistors in the latter stages can be chosen larger than
those in the former, but at the cost of higher noise. For this reason, polyphase filters are
only occasionally used in RF receivers. In low-IF architectures, the polyphase filters can
be realized as “complex filters” so as to perform channel-selection filtering [12].

Double-Quadrature Downconversion In our study of the Hartley architecture, we noted
that mismatches arise in both the RF signal path and the LO path. A method of reducing the
effect of mismatches incorporates “double-quadrature” downconversion [10]. Illustrated
in Fig. 4.86, the circuit decomposes the RF signal into quadrature components, performs

24. For clarity, the plots are allowed to be negative even though Eq. (4.96) contains absolute values.
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Figure 4.84 (a) Image rejections of two unidentical polyphase stages, (b) cascade image rejection,
(c) magnitude of cascade image rejection.

Image Rejection

Ry C, Ry C,

Figure 4.85 Comparison of image rejections of two identical and unidentical polyphase stages.

quadrature downconversion on each of the RF components, and subtracts and adds the
results to produce net quadrature IF outputs. It can be shown [10] that the overall gain and
phase mismatches of this topology are given by

AA AA AA AGyi
a4 RF . LO + mix (4'109)
A ARF ALO Gmix
tan(A i
tan(A¢) = tan(A¢gr) - tan(A¢rp) + M, (4.110)

2
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Figure 4.86 Low-IF receiver with double quadrature downconverter.

cos®t : T

where AAgr/ARr and AArp/Aro denote amplitude mismatches in the RF and LO paths,
respectively, and A¢gr and A¢rp are the corresponding phase mismatches. The quantities
AGpix/Gmix and A¢y,ix denote the conversion gain mismatch and phase mismatch of the
mixers, respectively. Thus, the IRR is only limited by mixer mismatches because the first
terms on the right-hand sides of (4.109) and (4.110) are very small.

Equations (4.109) and (4.110) reveal that the IRR of the double-quadrature architec-
ture is likely to fall well below 60dB. This is because, even with no phase mismatch,
AGix/Gmix must remain less than 0.1% for IRR = 60dB, a very stringent requirement
even for matching of simple resistors. Calibration of the mismatches can therefore raise the
IRR more robustly [7, 9].

4.3 TRANSMITTER ARCHITECTURES

4.3.1 General Considerations

An RF transmitter performs modulation, upconversion, and power amplification. In most of
today’s systems, the data to be transmitted is provided in the form of quadrature baseband
signals. For example, from Chapter 3 the GMSK waveform in GSM can be expanded as

xemsk (1) = A cos[wt + m/xBB(t) * h(t)dr] 4.111)
= Acosw.tcos ¢ — Asinwtsin ¢, (4.112)

where
¢ = m/xBB * h(t)dt. (4.113)

Thus, cos ¢ and sin ¢ are produced from xpp(f) by the digital baseband processor, converted
to analog form by D/A converters, and applied to the transmitter.

We have seen the need for baseband pulse shaping in Chapter 3 and in the above equa-
tions for GMSK: each rectangular data pulse must be transformed to a smoother pulse.
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Since pulse shaping in the analog domain, especially at low frequencies, requires bulky
filters, each incoming pulse is mapped to the desired shape by a combination of digital and
analog techniques. Illustrated in Fig. 4.87 is an example [13, 14], where the input pulse
generates a sequence of addresses, e.g., it enables a counter, producing a set of levels from
two read-only memories (ROMs). (We say the pulse is “oversampled.”) These levels are
subsequently converted to analog form, yielding the desired pulse shape at points A and B.

A

»| | ROM [+ DAC || LPF

}

Baseband Address sinw¢t Motliulated
Data Generator cosm,t Signal

~Y
|

»|Q ROM > DAC | LPF

t t

Figure 4.87 Baseband pulse shaping.

4.3.2 Direct-Conversion Transmitters

Most transmitter architectures are similar to the receiver topologies described in
Section 4.2, but with the operations performed in “reverse” order. For example, an RX
cascade of an LNA and quadrature downconversion mixers suggests a TX cascade of
quadrature upconversion mixers and a PA.

The above expression of a GMSK waveform can be generalized to any narrowband
modulated signal:

x(t) = A(t) cos[wct + ¢ (1)] 4.114)
= A(t) cos wetcos[¢(t)] — A(?) sin w.t sin[¢ (1)]. (4.115)

We therefore define the quadrature baseband signals as

xpp.1(f) = A(7) cos[¢ (1] (4.116)
xpB,o(1) = A(1) sin[¢ (1], (4.117)

and construct the transmitter as shown in Fig. 4.88. Called a “direct-conversion” transmit-
ter, this topology directly translates the baseband spectrum to the RF carrier by means of a
“quadrature upconverter.”* The upconverter is followed by a PA and a matching network,
whose role is to provide maximum power delivery to the antenna and filter out-of-band

25. Also known as a “quadrature modulator” or a “vector modulator.”
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Figure 4.88 Direct-conversion transmitter.

components that result from the PA nonlinearity (Chapter 12). Note that since the baseband
signal is produced in the transmitter and hence has a sufficiently large amplitude (several
hundred millivolts), the noise of the mixers is much less critical here than in receivers.
The design of the TX begins with the PA. This circuit is crafted so as to deliver
the required power to the antenna (and with adequate linearity if applicable). Employing
large transistors to carry high currents, the PA exhibits a large input capacitance. Thus, a
predriver is typically interposed between the upconverter and the PA to serve as a buffer.

Example 4.37

A student decides to omit the predriver and simply “scale up” the upconverter so that it can
drive the PA directly. Explain the drawback of this approach.

Solution:

In order to scale up the upconverter, the width and bias current of each transistor are
scaled up, and the resistor and inductor values are proportionally scaled down. For exam-
ple, if the upconverter is modeled as a transconductance G, and an output resistance R,
(Fig. 4.89),%° then R, can be reduced to yield adequate bandwidth with the input capac-
itance of the PA, and G,, can be enlarged to maintain a constant G,,R,,; (i.e., constant
voltage swings). In practice, the upconverter employs a resonant LC load, but the same
principles still apply.

Gm? %Rout C|:> >

Figure 4.89 Scaling of quadrature upconverter to drive the PA.

The scaling of the transistors raises the capacitances seen at the baseband and LO ports
of the mixers in Fig. 4.88. The principal issue here is that the LO now sees a large load
capacitance, requiring its own buffers. Also, the two mixers consume a higher power.

26. In this conceptual model, we omit the frequency translation inherent in the upconverter.
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Among various TX architectures studied in this chapter, the direct-conversion approach
provides the most compact solution and a relatively “clean” output. That is, the output
spectrum contains only the desired signal around the carrier frequency (and its harmonics)
but no spurious components—an attribute similar to that of direct-conversion receivers.
Nonetheless, direct upconversion entails other issues that demand attention.

I/Q Mismatch We noted in Section 4.2 that I/Q mismatch in direct-conversion receivers
results in “cross-talk” between the quadrature baseband outputs or, equivalently, distortion
in the constellation. We expect a similar effect in the TX counterpart. For example, as
derived in Chapter 3, a phase mismatch of A6 in the upconverter shifts the constellation
points of a QPSK signal to / = £cos A8 and Q = +£1 =+ sin Af, just as observed for a
direct-conversion receiver. The results obtained in Chapter 3 can be extended to include
amplitude mismatch by writing

x(®) = a1(A: + AAL) cos(w.t + AB) + apAe sin w, .t (4.118)
= a1(As + AA.) cos AB cosw.t + [arAs — a1 (A. + AAL) sin Af]sinw.t. (4.119)

Since o1 and ap assume +1 values, the normalized coefficients of cos w.f and sin w.t appear
as follows for the four points in the constellation:

AA. AAC\ .

Br=+11+ cosAf8, Bp=1—(1+ sin A9 (4.120)
Ac Ac
AA. AALN .

Br=+11+ cCosAf, Bp=—-1—|(1+ sin AQ (4.121)
Ac Ac
AA. AAC\ .

B =— (1 + )cos AG, B =1+ (1 + >s1n A6 (4.122)
Ac Ac
AA, AAc\ .

Br=—-11+ cCosAf, Bp=—-1+(1+ sin Af. (4.123)
Ac Ac

The reader is encouraged to compute the error vector magnitude (Chapter 3) of this
constellation.

Another approach to quantifying the I/Q mismatch in a transmitter involves apply-
ing two tones Vpcoswi,t and Vpsinw;,t to the I and Q inputs in Fig. 4.88 and
examining the output spectrum. In the ideal case, the output is simply given by
Vour = Vo cos wj,t cos w t— Vo sin wj,t sin w.t = Vy cos(w, + wiy)t. On the other hand, in
the presence of a (relative) gain mismatch of ¢ and a phase imbalance of Af, we have

Vout () = Vo(1 + &) cos wipt cos(w .t + AB) — Vi sin wj,t sin w.t (4.124)
Vi
= 70[(1 + &) cos A8 + 1]cos(wet + win)t
Vo . .
- 7(1 + &) sin A6 sin(w, + wjp)t

Vi
+

70[(1 + &) cos AO — 1] cos(we — wi)t

v
- 70(1 + &) sin Af sin(@e — wit. (4.125)
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It follows that the power of the unwanted sideband at w. — w;;, divided by that of the wanted
sideband at w. + wjy is given by

P—  [(1+e&)cos A8 — 1] + (1 + &) sin®> A9
Py [(1 + &)cos AO + 112 + (1 + £)2sin®> AO
(1+¢e)2—2(1+¢e)cosAb + 1
T A+l +2(1+e)cosAb + 1

(4.126)

(4.127)

which is similar to the image-rejection ratio expression [Eq. (4.77)]. We may even call
the unwanted sideband the “image” of the wanted sideband with respect to the carrier fre-
quency. In practice, a P— /P4 of roughly —30dB is sufficient to ensure negligible distortion
of the cancellation, but the exact requirement depends on the type of modulation.

Example 4.38

Compute the average power of V,,,(¢) in Eq. (4.125).

Solution:
We add P— and P+ and multiply the result by Vg /4. If ¢ K 1, then

; 4
Vou® = (1 +¢). (4.128)

Interestingly, the output power is independent of the phase mismatch.

If the raw I/Q matching of circuits in a transmitter is inadequate, some means of cali-
bration can be employed. To this end, the gain and phase mismatch must first be measured
and subsequently corrected. Can we use the power of the unwanted sideband as a symptom
of the I/Q mismatch? Yes, but it is difficult to measure this power in the presence of the
large wanted sideband: the two sidebands are too close to each other to allow suppressing
the larger one by tens of decibels by means of a filter.

Let us now apply a single sinusoid to both inputs of the upconverter (Fig. 4.90). The
output emerges as

Vours(t) = Vo(1 + ¢€) cos wit cos(wet + AB) — Vi cos wi,t sin w,t (4.129)
= Vpcos wit(1 + €) cos A cos w,t

— Vo cos wipt[(1 + €) sin AO + 1] sin w,t. (4.130)

It can be shown that the output contains two sidebands of equal amplitudes and carries an
average power equal to

V2 () = V31 + (1 + &) sin AG]. (4.131)
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Figure 4.90 Quadrature upconverter sensing a single sinusoid to reveal phase mismatch.

We observe that ¢ is forced to zero as described above, then

_ 2v2

outl

— sin A@. (4.132)

0ut3

Thus, the calibration of phase mismatch proceeds to drive this quantity to zero.

For gain mismatch calibration, we perform two consecutive tests. Depicted in Fig. 4.91,
the tests entail applying a sinusoid to one baseband input while the other is set to zero. For
the case in Fig. 4.91(a),

Vour1 (1) = Vo(1 + &) cos wipt cos(wct + AB), (4.133)

yielding an average power of

V2
V2 o) = 2 + Ve (4.134)
outl 2 0 .
In Fig. 4.91(b), on the other hand,
Vourz (t) = Vi cos wint sin w,t, (4.135)
producing
- V2
Vour® = 5+ (4.136)
Vocos @i, to—
cosmct cosmt

V
sinw ¢t outt sinw ¢t

-L—>®J Vocos i, t v—>®—T

out2

(a) (®)

Figure 4.91 Quadrature upconverter sensing a cosine at (a) the I input, (b) at the Q input.
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That is,

V2 () — V2 () = Vie, (4.137)

out2

suggesting that the gain mismatch can be adjusted so as to drive this difference to zero.

The measurement of Vozm3 (1) and ngl (1) — Vozm2 (#) in the above tests requires a rel-

atively high resolution. For example, a residual phase mismatch of A9 = 1" translates to
sin A8 = 1.75%, dictating a resolution of about 7-8 bits in the ADC that digitizes ng 0]
in Eq. (4.131).

We should remark that dc offsets in the baseband may affect the accuracy of I/Q cali-
bration. As explained below, another effect, “carrier leakage,” may also require the removal
of dc offsets prior to I/Q calibration.

Carrier Leakage The analog baseband circuitry producing the quadrature signals in
the transmitter of Fig. 4.88 exhibits dc offsets, and so does the baseband port of each
upconversion mixer. Consequently, the output signal appears as

Vour(®) = [A(t) cos ¢ + Vosi]coswct — [A(F) sing + Vosa] sin wet, (4.138)

where Vpgs1 and Vps, denote the total dc offsets referred to the input port of the mixers.
The upconverter output therefore contains a fraction of the unmodulated carrier:

Vour (1) = A(f) cos(w.t + @) + Vosi cos wet — Vpsp sin w,t. (4.139)

Called “carrier leakage,” and quantified as

[y2 2
VOSI + VOS2 (4.140)

Relative Carrier Leakage =

this phenomenon leads to two adverse effects. First, it distorts the signal constellation,
raising the error vector magnitude at the TX output. For example, if V,,;(f) represents a
QPSK signal,

Vour () = a1 (Vg + Vos1) coswet — ap (Vg + Voso) sin w.t, (4.141)

and is applied to an ideal direct-conversion receiver, then the baseband quadrature outputs
suffer from dc offsets, i.e., horizontal and vertical shifts in the constellation (Fig. 4.92).
The second effect manifests itself if the output power of the transmitter must be varied
across a wide range by varying the amplitude of the baseband signals. For example, as
described in Chapter 3, CDMA mobiles must lower their transmitted power as they come
closer to the base station so as to avoid the near-far effect. Figure 4.93(a) conceptually
depicts the power control loop. The base station measures the power level received from the
mobile and, accordingly, requests the mobile to adjust its transmitted power. With a short
distance between the two, the mobile output power must be reduced to very low values,
yielding the spectrum shown in Fig. 4.93(b) in the presence of carrier leakage. In this case,
the carrier power dominates, making it difficult to measure the actual signal power. This
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Figure 4.92 Effect of carrier feedthrough on received signal spectrum.
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Figure 4.93 (a) Power control feedback loop in CDMA, (b) effect of carrier leakage.

issue arises if the mobile output power is adjusted by varying the baseband swings but not
if the PA itself is adjusted.

In order to reduce the carrier leakage, Eq. (4.140) suggests that the baseband signal
swing, A(#), must be chosen sufficiently large. However, as A(#) increases, the input port
of the upconversion mixers becomes more nonlinear. A compromise is therefore necessary.
In stringent applications, the offsets must be trimmed to minimize the carrier leakage. As
illustrated in Fig. 4.94, two DACs are tied to the baseband ports of the TX?’ and a power
detector (e.g., a rectifier or an envelope detector) monitors the output level, and its output
is digitized. During carrier leakage cancellation, the baseband processor produces a zero
output so that the detector measures only the leakage. Thus, the loop consisting of the TX,
the detector, and the DACs drives the leakage toward zero, with the final settings of the
DAC:s stored in the register.

27. The DACs may be embedded within the mixers themselves (Chapter 6).
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Figure 4.94 Reduction of carrier leakage by baseband offset control.

Example 4.39

Is it possible to cancel the carrier leakage by means of a single DAC?

Solution:

No, it is not. Eq. (4.139) implies that no choice of Vs or Vps» can force Vg1 cos w.t —
Vos2 sin w.t to zero if the other remains finite.

How should the two DACs be adjusted so that the loop in Fig. 4.94 converges? An
adaptive loop such as the least mean square (LMS) algorithm can perform this task. Alter-
natively, an “exhaustive” search can arrive at the optimum settings; e.g., for 8-bit DACs,
only 256 X 256 possible combinations exist, and the system can try all to determine which
combination yields the lowest leakage at the output. In this procedure, the system begins
with, say, zero settings for both DACs, measures the carrier leakage, memorizes this value,
increments one DAC by 1 LSB, measures the leakage again, and compares the result with
the previous value. The new settings replace the previous ones if the new leakage is lower.

Mixer Linearity Unlike downconversion mixers in a receiver, upconversion mixers in
a transmitter sense no interferers. However, excessive nonlinearity in the baseband port
of upconversion mixers can corrupt the signal or raise the adjacent channel power (Chap-
ter 3). As an example, consider the GMSK signal expressed by Eq. (4.112) and suppose
the baseband 1/Q inputs experience a nonlinearity given by ajx + a3x>. The upconverted
signal assumes the form [15]

Vour(f) = (1A cos ¢ + a3A> cos® @) cos wet — (a1Asing + azA® sin® ¢) sinw.r (4.142)

azA3

= <a1A + §a3A3> cos(wet + @) + cos(wet — 3¢). (4.143)
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The second term also represents a GMSK signal but with a threefold modulation index,
thereby occupying a larger bandwidth. Simulations indicate that this effect becomes neg-
ligible if the baseband port of the mixers experiences a nonlinearity less than 1% for the
specified baseband swings [15].

For variable-envelope signals, A3(f) appears in both terms of Eq. (4.143), exacerbating
the effect. The required mixer linearity is typically determined by simulations. However, in
most cases (i.e., in a good design), as the baseband signal swings increase, the PA output
begins to compress before the mixer nonlinearity manifests itself. This is explained below.

TX Linearity The linearity of transmitters must be chosen according to the spectral
regrowth (adjacent channel power) requirements and/or the tolerable distortion of the sig-
nal to be transmitted. As mentioned in Chapter 3, both of these effects become critical for
variable-envelope modulation schemes. We defer the former to Chapter 12 and deal with
the latter here.

The distortion of a variable-envelope signal is typically characterized by the compres-
sion that it experiences. As shown in Fig. 4.95, the signal is subjected to a nonlinear
characteristic in simulations and it is determined how close its level can come to the
1-dB compression point while the degradation in the constellation or the bit error rate is
negligible. For example, the average power of the 64-QAM OFDM signal in 802.11a must
remain about 8 dB below P14p of a given circuit. We say the circuit must operate at “8-dB
back-off.” In other words, if a peak swing of Vj places the circuit at the 1-dB compression
point, then the average signal swing must not exceed V/2.51.

In a TX chain, the signal may experience compression in any of the stages. Consider
the example depicted in Fig. 4.96, where the signal levels (in dB) along the chain are also
shown. Since the largest voltage swing occurs at the output of the PA, this stage dominates
the compression of the TX; i.e., in a good design, the preceding stages must remain well
below compression as the PA output approaches Pj4p. To so ensure, we must maximize the
gain of the PA and minimize the output swing of the predriver and the stages preceding it.
This requirement places additional burden on the PA design (Chapters 12 and 13).

1-dB Compression

Point
Vout ’/

ty'

Figure 4.95 Variable-envelope signal applied to a compressive system.
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Figure 4.96 Level chart for the signals along a TX chain.

Example 4.40

If the predriver and the PA exhibit third-order characteristics, compute the 1-dB compres-
sion point of the cascade of the two.

Solution:
Assuming a nonlinearity of ojx + a3x3 for the predriver and Bix + ,B3x3 for the PA, we
write the PA output as
¥(6) = Bi(aix + a3x?) + B3(onx + o3x’)’ (4.144)
= Bragx + (Braz + Bza)x® + - - (4.145)

If the first two terms are dominant, then the input 1-dB compression point is given by the
coefficients of x and x> as follows:

Biay

—. 4.146
Bias + ﬂaaf’l ( )

AldB,in = \/0145|

The reader is encouraged to consider the special cases 83 = 0 or o3 = 0 and justify the
results intuitively. It is interesting to note that if S1a3 = —,83ozf, the coefficient of x> falls
to zero and A4 ;; — o0. This is because the compression in one stage is cancelled by the
expansion in the other.

In transmitters, the output power is of interest, suggesting that the compression behav-
ior must also be quantified at the output. Since at Aj4p,in, the output level is 1 dB below its
ideal value, we simply multiply A4 ;, by the total gain and reduce the result by 1 dB so as
to determine the output compression point:

1
A1aB,our = Alag,in X a1 B1] X i (4.147)
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Example 4.40 (Continued)

where the factor 1/1.12 accounts for the 1-dB gain reduction. It follows that

0341 B1]/|Braq]

AldB,out - 5
V Bras + Baoy

Oscillator Pulling While the issues described above apply to most transmitter archi-
tectures, another one becomes particularly critical in direct-conversion topologies. As
illustrated in Fig. 4.97(a), the PA output exhibits very large swings (20 V,, for 1 W
delivered to a 50-2 load), which couple to various parts of the system through the silicon
substrate, package parasitics, and traces on the printed-circuit board. Thus, it is likely that
an appreciable fraction of the PA output couples to the local oscillator. Even if the PA is off-
chip, the PA driver may still pull the LO. Note that the center frequency of the PA output
spectrum is equal to wy o in direct-conversion transmitters.

Let us consider a “sliver” of the output spectrum centered at wyp + Aw and model it by
an impulse of equal energy [Fig. 4.97(b)]. We therefore inquire what happens if a sinusoid
at a frequency of w1 = wrp + Aw is “injected” into an oscillator operating at a frequency
of wrp, where Aw < wrp. Called “injection pulling,” this phenomenon has been studied
extensively [16, 17] and is analyzed in Chapter 8. In such a condition, the output phase
of the oscillator, ¢, is modulated periodically. In fact, as depicted in Fig. 4.98(a), ¢our
remains around 90  (with respect to the input phase) for part of the period, subsequently
experiencing a rapid 360" rotation. The input and output waveforms therefore appear as in
Fig. 4.98(b). It can be proved that the output spectrum is heavily asymmetric [Fig. 4.98(c)],
with most of the impulses located away from the input frequency, w;,j (=wro + Aw). Note
that the spacing between the impulses is equal to the frequency of the phase variation in
Fig. 4.98(a) and not equal to Aw.”®

(4.148)

1
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Q

—

(@) (b)

Figure 4.97 (a) Injection pulling of LO by PA in a direct-conversion TX, (b) conceptual illustration
of injection into an oscillator.

28. Pulling can also occur if the injected signal frequency is close to a harmonic of the oscillator frequency,
e.g., in the vicinity of 2wy . We call this effect “superharmonic pulling.”
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Figure 4.98 (a) Behavior of LO output phase in the presence of injection pulling, (b) cycle slips in
time domain, (c) resulting spectrum.

At what output power level does injection pulling become significant? The answer
depends on several factors: (1) the internal voltage and current swings of the LO (the larger
they are, the less is the effect of pulling); (2) the Q of the tank used in the oscillator;
(3) whether the PA output is differential, in which case its coupling to the LO is 30-40 dB
lower than if it is single-ended;? (4) how much the feedback loop controlling the LO (the
synthesizer) counteracts the pulling [17]; (5) the symmetry of the layout and the type of
packaging. Nonetheless, for typical designs, as the PA output exceeds 0 dBm, injection
pulling may prove serious.

In order to avoid injection pulling, the PA output frequency and the oscillator frequency
must be made sufficiently different (e.g., by more than 20%), an impossible task in the
architecture of Fig. 4.97. This principle has led to a number of transmitter architectures and
frequency plans that are described below.

Noise in RX Band As explained in Chapter 3, some standards (e.g., GSM) specify the
maximum noise that a TX can transmit in the RX band. In a direct-conversion transmitter,
the baseband circuits, the upconverter, and the PA may create significant noise in the RX
band. To resolve this issue, “offset-PLL" transmitters can be used (Chapter 9).

4.3.3 Modern Direct-Conversion Transmitters

Most of today’s direct-conversion transmitters avoid an oscillator frequency equal to the PA
output frequency. To avoid confusion, we call the former the LO frequency, wr o, and the

29. This is true only if the differential PA incorporates “single-ended” inductors rather than one symmetric
inductor (Chapter 7).
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latter, the carrier frequency, w.. The task is accomplished by choosing wy o sufficiently far
from w, and deriving . from wr o by operations such as frequency division and mixing.

Figure 4.99 depicts a common example where wrp = 2w,. A divide-by-2 circuit fol-
lows the LO, thereby generating wy /2 with quadrature phases. This architecture is popular
for two reasons: (1) injection pulling is greatly reduced, and (2) the divider readily provides
quadrature phases of the carrier, an otherwise difficult task (Chapter 8).

Jo—|
O o=2W®¢ j PA .
LO P> =2 .ﬂ
¢ 20 ®
Qeo—»

Figure 4.99 Use of an LO running at twice the carrier frequency to minimize LO pulling.

The architecture of Fig. 4.99 does not entirely eliminate injection pulling. Since the PA
nonlinearity produces a finite amount of power at the second harmonic of the carrier, the
LO may still be pulled. Nonetheless, proper layout and isolation techniques can suppress
this effect.

Example 4.41

Is it possible to choose wrp = w./2 and use a frequency doubler to generate w.?

Solution:

It is possible, but the doubler typically does not provide quadrature phases, necessitating
additional quadrature generation stages. Figure 4.100 shows an example where the doubler
output is applied to a polyphase filter (Section 4.2.5). The advantage of this architecture
is that no harmonic of the PA output can pull the LO. The serious disadvantage is that the
doubler and the polyphase filter suffer from a high loss, requiring the use of power-hungry
buffers.

OLo= ? PA :
Lo [={ 2x |{Polybhase .ﬂ
¢ ®

Q

Figure 4.100 Use of an LO running at half the carrier frequency to minimize LO pulling.
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The principal drawback of the architecture of Fig. 4.99 stems from the speed required
of the divider. Operating at twice the carrier frequency, the divider may become the speed
bottleneck of the entire transceiver. (We deal with divider design in Chapter 10.) Nev-
ertheless, as seen in the following discussion, other transmitter architectures suffer from
more serious drawbacks. Thus, even a substantial effort on divider design to enable this
architecture is well justified.

Another approach to deriving frequencies is through the use of mixing. For example,
mixing the outputs of two oscillators operating at w; and w; can yield w; + ws or w; — w3.
Nonetheless, as with the receivers studied in Section 4.2, it is desirable to employ a sin-
gle oscillator and utilize division to obtain subharmonics. To this end, let us consider the
arrangement shown in Fig. 4.101(a), where the oscillator frequency is divided by 2 and the
two outputs are mixed. The result contains components at w| w1 /2 with equal magnitudes.
We may call one the “image” of the other with respect to .

)

PA )
xp, (1) o— Quadrature
o, lr T xge,q (1)o—] Upconverter //\\ //\\
o1
2

- ) Q
- 3m
Y J ® 301 © Lol -
2 2
22 o1
(07 3& (J=J
2 2
(a) (b)

Figure 4.101 (a) Mixing of an LO output with half of its frequency, (b) effect of two sidebands on
transmitter output.

Can both components be retained? In a transmitter using such an LO waveform, the
upconverter output would contain, with equal power, the signal spectrum at both carrier
frequencies [Fig. 4.101(b)]. Thus, half of the power delivered to the antenna is wasted.
Furthermore, the power transmitted at the unwanted carrier frequency corrupts communi-
cation in other channels or bands. One component (e.g., that at w;/2) must therefore be
suppressed.

It is difficult to remove the unwanted carrier by means of filtering because the two
frequencies differ by only a factor of 3. For example, in Problem 4.24 we show that a
second-order LC filter resonating at 3w; /2 attenuates the component at w1 /2 by a factor of
8Q/3. For a Q in the range of 5 to 10, this attenuation amounts to 25 to 30 dB, sufficient for
minimizing the waste of power in the unwanted sideband but inadequate for avoiding cor-
ruption of other channels. The other issue is that the output in Fig. 4.101(a) is not available
in quadrature form.

An alternative method of suppressing the unwanted sideband incorporates “single-
sideband” (SSB) mixing. Based on the trigonometric identity cos wifcos wat — sinwyt
sinwyt = cos(w; + wy)t and illustrated in Fig. 4.102(a), SSB mixing involves multiply-
ing the quadrature phases of w; and w; and subtracting the results—just as realized by the
quadrature upconverter of Fig. 4.88. We denote an SSB mixer by the abbreviated symbol
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Figure 4.102 Single-sideband mixer (a) implementation, (b) simplified symbol.

shown in Fig. 4.102(b). Of course, gain and phase mismatches lead to an unwanted side-
band, as expressed by Eq. (4.127). With typical mismatches, P— /P falls in the vicinity of
30 to 40 dB, and filtering by a second-order LC stage attenuates the sideband by another 25
to 30dB.

In addition to the image sideband, the harmonics of the input frequencies also corrupt
the output of an SSB mixer. For example, suppose each mixer in Fig. 4.102(a) exhibits
third-order nonlinearity in the port sensing A sin w1t or A cos w¢. If the nonlinearity is of
the form ajx + oe3x3, the output can be expressed as

Vour(t) = (@jAcoswit + 0ng3 cos’ w1t) COs wyt

— (1A sinwit + a3A> sin® w1 1) sin wot (4.149)
3a3A° 3343 | .
=|a1A + 4 coswitcoswort — [ A + Sin w1t sin wyt
Ot3A3 (04 A3 . .
+ cos 3wt cos wyt + sin 3wt sin wyt (4.150)

3

3a3A3 A
= (alA + az )cos(a)1 + wy)t + %3 cos(Bw; — wp)t. (4.151)

The output spectrum contains a spur at 3w; — wp. Similarly, with third-order nonlinearity
in the mixer ports sensing sin w»t and cos w»?, a component at 3w, — w1 arises at the output.
The overall output spectrum (in the presence of mismatches) is depicted in Fig. 4.103.

P b

0 W1-02 O, 7 33— O1+03 301-Wz ©®

Figure 4.103 Output spectrum of SSB mixer in the presence of nonlinearity and mismatches.

Figure 4.104 shows a mixer example where the port sensing Vj,; is linear while that
driven by Vj,» is nonlinear. As explained in Chapter 2, the circuit multiplies Vj,; by a
square wave toggling between 0 and 1. That is, the third harmonic of Vj,; is only one-third
of its fundamental, thus producing the strong spurs in Fig. 4.103.



242 Chap. 4. Transceiver Architectures
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Figure 4.104 Simple mixer.

How serious are the above spurs? In a typical mixer design (Chapter 6), it is possible
to linearize only one port, thus maintaining a small third harmonic in that port. The other
is highly nonlinear so as to retain a reasonable gain (or loss). We therefore conclude that,
between the two spurs at 3w; — wy and 3wy — wq, only one can be reduced to acceptably
low levels while the other remains only 10dB (a factor of one-third) below the desired
component. As an example, if w» = w1/2, then 3w; — wy = Sw;/2 and 3wy — w1 = w1/2;
we can linearize the port sensing w> to suppress the latter, but the former still requires
substantial filtering.

For use in a direct-conversion TX, the SSB mixer must provide the quadrature phases of
the carrier. This is accomplished by noting that sin w1 cos wyf + cos w1t sin wrt = sin(w; +
w»)t and duplicating the SSB mixer as shown in Fig. 4.105.

cosmqt o—-—>®—'
cosmyt
. cos(mq+my)t
Sln;o)zt

+
sinq to—
cosmyt +l
sin(w{+w5)t
sin,t 1+02)
+

Figure 4.105 SSB mixer providing quadrature outputs.

Figure 4.106 shows a direct-conversion TX with SSB mixing for carrier generation.
Since the carrier and LO frequencies are sufficiently different, this architecture remains free
from injection pulling.*® While suppressing the carrier sideband at w; /2, this architecture

30. This is not strictly correct because the second harmonic of the PA output is also the third harmonic of the
LO, potentially causing “superharmonic” pulling.
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Figure 4.106 Direct-conversion TX using SSB mixing in LO path.

presents two drawbacks: (1) the spurs at Sw;/2 and other harmonic-related frequencies
prove troublesome, and (2) the LO must provide quadrature phases, a difficult issue

(Chapter 8).

Example 4.42

A student replaces the =2 circuit in Fig. 4.106 with a -4 topology. Analyze the unwanted

components in the carrier.

Solution:

Upon mixing w; and w1 /4, the SSB mixer generates Sw; /4 and, due to mismatches, 3w /4.
In the previous case, these values were given by 3w;/2 and w;/2, respectively. Thus,
filtering the unwanted sideband is more difficult in this case because it is closer to the

wanted sideband.

As for the effect of harmonics, the output contains spurs at 3w; — w» and 3wy —
w1, which are respectively equal to 11w /4 and w /4 if wy = w;/4. The spur at 11w; /4
remains slightly higher than its counterpart in the previous case (Sw; /2), while that at w; /4
is substantially lower and can be filtered more easily. Figure 4.107 summarizes the output

components.

‘i L

Y

31 50)1 11 ®q
4 4 4

&8>

Figure 4.107 Output spurs with a divide-by-4 circuit used in LO mixing.
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4.3.4 Heterodyne Transmitters

Another approach to avoiding injection pulling involves performing the signal upconver-
sion in two steps so that the LO frequency remains far from the PA output spectrum. Shown
in Fig. 4.108, such a TX topology is the “dual” of the heterodyne receiver studied in
Section 4.2.1. Here, the baseband I and Q signals are upconverted to an IF of w;, and
the result is mixed with w; and hence translated to a carrier frequency of w; + w;. Since
the second mixer also produces an output at @; — w», a band-pass filter follows this stage.
As with the receiver counterpart, one advantage of this architecture is that the //Q upcon-
version occurs at a significantly lower frequency than the carrier, exhibiting smaller gain
and phase mismatches. The equations quantifying the effect of mismatches are the same as
those derived in Section 4.3.2 for the direct-conversion TX.

| —

sinwqt
BPF
cosmqt 0)1+0)2 S

cos 0)2

A, LN

(,01 (O] (OFEI O P (,01+(02 @

Q—»

0)2

Figure 4.108 Two-step TX.

In analogy with the sliding-IF receiver architecture of Fig. 4.26(a), we eliminate the
first oscillator in the above TX and derive the required phases from the second oscillator
(Fig. 4.109). The carrier frequency is thus equal to 3w1 /2. Let us study the effect of nonide-
alities in this architecture. We call the LO waveforms at w;/2 and w; the first and second
LOs, respectively.

| —
1 RF Mixer PA
-
3
A A E0)1
Q —» =2 |= LO (OF

Figure 4.109 Sliding-IF TX.
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Figure 4.110 Carrier leakage in heterodyne TX.

Carrier Leakage The dc offsets in the baseband yield a component at w /2 at the output
of the quadrature upconverter, and the dc offset at the input of the RF mixer produces
another component at w; (Fig. 4.110). The former can be minimized as described in
Section 4.3.2. The latter, and the lower sideband at w;/2, must be removed by filtering.
The leakage at w is closer to the upper sideband than the lower sideband is, but it is also
much smaller than the lower sideband. Thus, the filter following the RF mixer must be
designed to attenuate both to acceptably low levels.

Mixing Spurs The heterodyne TX of Fig. 4.109 displays various mixing spurs that must
be managed properly. The spurs arise from two mechanisms: the harmonics of the first LO
and the harmonics of the second LO.

The quadrature upconverter mixes the baseband signals with the third and fifth har-
monics of the first LO,*' thus creating replicas of the signal spectrum at /2, 3w1/2, and
Swi /2. The result is shown in Fig. 4.111(a) for an asymmetrically-modulated signal. Note
that the harmonic magnitudes follow a sinc envelope if the mixers operate as the switching
network depicted in Fig. 4.104. In other words, the magnitudes of the replicas at 3w; /2 and
Sw1/2 are one-third and one-fifth of the desired signal magnitude, respectively. Upon mix-
ing with the second LO (w1 ), the components in Fig. 4.111(a) are translated up and down by
an amount equal to w1, yielding the spectrum illustrated in Fig. 4.111(b). Interestingly, the
desired sideband at +3w; /2 is enhanced by a smaller replica that results from the mixing
of Sw1/2 and w;. The unwanted sidebands at w; /2, 5w1/2, and 7w1 /2 must be suppressed
by an RF band-pass filter.

The second mechanism relates to the harmonics of the second LO. That is, the spec-
trum shown in Fig. 4.111(a) is mixed with not only w; but 3w;, 5w, etc. Illustrated in
Fig. 4.112 is the resulting output, revealing that, upon mixing with +3w1, the IF sideband
at —3wy /2 is translated to +3w; /2, thereby corrupting the wanted sideband (if the modu-
lation is asymmetric). Similarly, the IF sideband at —5w; /2 is mixed with +5w; and falls
atop the desired signal.

31. The higher harmonics are neglected here.
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Figure 4.112 Effect of harmonics of second LO on TX output.

How serious is this corruption? Since the IF sideband at —3w;/2 is 10 dB below the
desired signal, and since mixing with 3w; entails another 10 dB attenuation (why?), the
level of corruption is at —20 dB. This value is acceptable only for modulation schemes that
require a moderate SNR (10-12 dB) (e.g., QPSK) or systems with a moderate bit error rate
(e.g., 1072). Even in these cases, some IF filtering is necessary to suppress the unwanted
sidebands before they are upconverted to RF and fall into other users’ channels.
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Figure 4.113 Use of baseband quadrature SSB mixing and IF SSB mixing to reduce the unwanted
component.

Example 4.43

Compare the spurious behavior of the TX architectures shown in Figs. 4.106 and 4.109.

Solution:

In the direct-conversion TX of Fig. 4.106, the primary spur appears at Sw; /2 , and no self-
corruption similar to that illustrated in Fig. 4.112 exists. The heterodyne topology, on the
other hand, suffers from more spurs.

The unwanted sideband at w; — w;/2 produced by the RF mixer in Fig. 4.109 can
be greatly suppressed through the use of SSB mixing. To this end, the IF signal must be
generated in quadrature form. Figure 4.113 shows such a topology [15, 18], where two
quadrature upconverters provide the quadrature components of the IF signal:

w1t . . w1t
xir 1(t) = A(t) cos 6 cos > — A(?) sin 6 sin - (4.152)

= A() cos (‘”7” + 9) (4.153)
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. w1t . w1t
xiF,0(t) = A(f) cos 0 sin - + A(?) sin 6 cos - 4.154)
t
— A(f) sin (‘”71 + 9) : (4.155)

The RF SSB mixer then translates the result to w; + w;/2. The reader is encouraged to
study the mixing spurs in this architecture.

While attenuating the sideband at w| — w1 /2, the architecture of Fig. 4.113 suffers from
three drawbacks: (1) the oscillator must provide quadrature outputs, a difficult issue (Chap-
ter 8), (2) the circuit employs twice as many mixers as those in the original architecture
(Fig. 4.109), and (3) the loading seen by the =2 circuit is doubled. The first issue can be
alleviated by operating the oscillator at 2w; and following it with a =2 stage, but such a
design is only slightly simpler than the direct-conversion architecture of Fig. 4.106.

Our study of the heterodyne sliding-IF TX has thus far assumed that the first LO fre-
quency is half of the second LO frequency. It is possible to replace the =2 circuit with a
—+4 stage so as to produce the IF signal at w;/4 and the RF output at w; + w1/4 = Sw; /4
[19]. We study the spurious effects in such an architecture in Problem 4.25.

4.3.5 Other TX Architectures

In addition to the TX architectures described above, several others find usage in some
applications. These include “offset PLL” topologies, “in-loop modulation” systems, and
“polar modulation” transmitters. We study the first two in Chapter 10 and the last in
Chapter 12.

4.4 OOK TRANSCEIVERS

“On-off keying” (OOK) modulation is a special case of ASK where the carrier amplitude
is switched between zero and maximum. Transceivers employing OOK lend themselves to
a compact, low-power implementation and merit some study here. Figure 4.114 illustrates
two TX topologies. In Fig. 4.114(a), the LO is directly turned on and off by the binary
baseband data. If the LO swings are large enough, the PA also experiences relatively com-
plete switching and delivers an OOK waveform to the antenna. In contrast to the transmitter
architectures studied in the previous sections, OOK does not require quadrature baseband
or LO waveforms or a quadrature upconverter. Of course, it is also less bandwidth-efficient
as unshaped binary pulses modulated on one phase of the carrier occupy a wide spectrum.

ﬂJ_L 3

Figure 4.114 OOK TX with (a) direct LO switching (b) PA switching.

(@)
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Figure 4.115 OOK receiver

Nonetheless, the simplicity of the architecture makes it attractive for low-cost, low-power
applications.

The principal issue in the TX of Fig. 4.114(a) is that the LO cannot be easily controlled

by a phase-locked loop (Chapter 9). The TX of Fig. 4.114(b), on the other hand, keeps the
LO on and directly switches the PA. We study the injection-pulling properties of the two
architectures in Problem 4.29.

OOK receivers are also simple and compact. As shown in Fig. 4.115, an LNA followed

by an envelope detector can recover the binary data, with no need for an LO. Of course,
such a receiver has little tolerance of interferers.
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PROBLEMS

4.1. For the sliding-IF architecture of Fig. 4.26(a), assume the -2 circuit is replaced with
a =4 circuit.
(a) Determine the required LO frequency range and steps.
(b) Determine the image frequency range.

4.2. Since the image band of the sliding-IF receiver of Fig. 4.26(a) is narrower than the

signal band, is it possible to design an 11g receiver whose image is confined to the
GPS band? Explain your reasoning.

4.3. A sliding-IF receiver with fro = (2/3)f; is designed for the 11g band. Determine
some of the mixing spurs that result from the harmonics of the first LO and the
second LO. Assume the second IF is zero.

4.4. Consider the 11g sliding-IF receiver shown in Fig. 4.116.

(a) Determine the required LO frequency range.
(b) Determine the image frequency range.
(c) Is this architecture preferable to that in Fig. 4.26(a)? Why?

4’®_> lout
LNA ’
4

fin
%’ Qout
Q

1

|

-2

LO

Figure 4.116 Sliding-1F RX for 11g.
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4.5. Determine some of the mixing spurs in the architecture of Fig. 4.116.
4.6. The sliding-IF architecture shown in Fig. 4.117 is designed for the 11a band.
(a) Determine the image band.

(b) Determine the interferer frequencies that can appear in the output baseband as a

result of mixing with the third harmonic of the first LO or the third harmonic of
the second LO.

xgg, ()
Vﬂ LNA
— BPF Al > g }—s

fLot 4’5 > Xgsalt)

fLo1

8

L01 -

olo
=<}

Figure 4.117 Sliding-IF RX for 11a.

4.7. Figure 4.118 shows a “half-RF” architecture, where fro = f — in/2 [21, 22].

(a) Assume the RF input is an asymmetrically-modulated signal. Sketch the spectra
at the first and second IFs if the mixers are ideal multipliers.

(b) Repeat part (a) but assuming that the RF mixer also multiplies the RF signal by
the third harmonic of the LO.

(c) The flicker noise of the LNA may be critical here. Explain why.

_>®_> lout
LNA ’
3

in
%—» Qout
I

Q

LO

Figure 4.118 Half-RF RX.

4.8. Suppose an AM signal, A() cos wt, is applied to a single mixer driven by an LO.

(a) If the LO waveform is given by cos w.t, determine the baseband signal.

(b) If the LO waveform is given by sin w.f, what happens? Why does this indicate
the need for quadrature downconversion?
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In this problem we wish to study an interesting effect that arises from LO leakage
in direct-conversion receivers [20]. Consider the LO leakage in a direct-conversion
receiver, Vycoswrot. Suppose this leakage is added to an amplitude-modulated
interferer, Vj,;(f) cos wiyt, and the result experiences third-order nonlinearity in the
LNA (or downconversion mixer).

(a) Determine the components near the carrier at the LNA output.

(b) Determine the resulting baseband components and whether they corrupt the
desired signal.

In Example 4.24, how much gain must precede the given noise spectrum so that the
penalty remains below 1 dB?

In Example 4.24, what flicker noise corner frequency is necessary if the penalty must
remain below 1dB?

An ASK waveform is applied to a direct-conversion receiver. Plot the baseband I and
Q waveforms.

Does the quadrature mixing of Fig. 4.59(a) perform a Hilbert transform if the
upconverted outputs at w. + wrp are considered?

Repeat the analysis in Fig. 4.59 if o > w,.

Does the Hartley architecture cancel the image if the IF low-pass filters are replaced
with high-pass filters and the upconverted components are considered?

In the architecture of Fig. 4.64, assume the two resistors have a mismatch of AR.
Compute the IRR.

Prove that the IRR of the Hartley architecture is given by (wjr/Aw)? at an
intermediate frequency of wjr + Aw if wip = (R1Cy)~ L.

Considering only the thermal noise of the resistors in Fig. 4.64 and assuming a volt-
age gain of A; for each mixer, determine the noise figure of the receiver with respect
to a source impedance of Rp.

In the Weaver architecture of Fig. 4.67, both quadrature downconversions were per-
formed with low-side injection. Study the other three combinations of high-side and
low-side injection with the aid of signal spectra at nodes A-F'.

Figure 4.119 shows three variants of the Hartley architecture. Explain which one(s)
can reject the image.

If sin wrpt and cos wrpt in the Hartley architecture are swapped, does the RX still
reject the image?

Repeat the above problem for the first or second LO in a Weaver architecture.

Using Eq. (4.96), compute the IRR of the receiver shown in Fig. 4.77(b) at an IF of
o+ Aw.

Assume a second-order parallel RLC tank is excited by a current source containing
a component at wg and another at 3wg. Prove that, if the tank resonates at 3w, then
the first harmonic is attenuated by approximately a factor of 8(Q/3 with respect to the
third harmonic.
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4.25. If the =2 circuit in Fig. 4.109 is replaced with a +4 circuit, study the spurious
components arising from the third and fifth harmonics of the first and second LO

frequencies.
4.26.

The simplified Hartley architecture shown in Fig. 4.120 incorporates mixers having a

voltage conversion gain of A,,;, and an infinite input impedance. Taking into account
only the noise of the two resistors, compute the noise figure of the receiver with
respect to a source resistance of Ry at an IF of 1/(R{C).

4.27.

R4
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Figure 4.120 Simplified Hartley RX.

A dual-band receiver employing a Weaver architecture is shown in Fig. 4.121. The

first LO frequency is chosen so as to create high-side injection for the 2.4-GHz band
and low-side injection for the 5.2-GHz band. (The receiver operates only in one band
at a given time.) Neglect the noise and nonlinearity of the receiver itself and assume
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4.28.
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Figure 4.121 Dual-band RX.

an SNR of 20dB is required for the signal to be detected properly. The Weaver
architecture provides an image rejection ratio of 45 dB.

(a) Suppose the receiver must detect a —85-dBm signal in the 2.4-GHz mode
while receiving at the same antenna a —10-dBm 5.2-GHz component as well.
Determine the amount of rejection required of BPF; at 5.2 GHz.

(b) Suppose the receiver operates in the 5.2-GHz band but it also picks up a strong
component at 7.2 GHz. It is possible for this component to be mixed with the
third harmonics of LO; and LO; and appear in the baseband. Does the Weaver
architecture prohibit this phenomenon? Explain in detail.

Consider the single-sideband mixer shown in Fig. 4.122. In the ideal case, the output
has only one component at w; + w;. Now suppose the ports sensing w; suffer from
third- and fifth-order nonlinearity. Plot the output spectrum if (a) @ > 3w, or (b)
w1 < 3w;. Identify the frequency of each component.

cospt o—w

cosmqt

Figure 4.122 SSB mixer.

4.29. Explain why injection pulling is more serious in Fig. 4.114(b) than in Fig. 4.114(a).



CHAPTER

LOW-NOISE AMPLIFIERS

Following our system- and architecture-level studies in previous chapters, we move farther
down to the circuit level in this and subsequent chapters. Beginning with the receive path,
we describe the design of low-noise amplifiers. While our focus is on CMOS implementa-
tions, most of the concepts can be applied to other technologies as well. The outline of the
chapter is shown below.

Alternative LNA

Basic LNA Topologies Topologies Nonlinearity of LNAs
= CS Stage with Inductive Load = Variants of CS LNA = Nonlinearity Calculations
= CS Stage with Resistive Feedback = Noise-Cancelling LNAs = Differential and Quasi-Differential
= CG Stage = Differential LNAs LNAs

= CS Stage with Inductive
Degeneration

5.1 GENERAL CONSIDERATIONS

As the first active stage of receivers, LNAs play a critical role in the overall performance
and their design is governed by the following parameters.

Noise Figure The noise figure of the LNA directly adds to that of the receiver. For a
typical RX noise figure of 6 to 8dB, it is expected that the antenna switch or duplexer
contributes about 0.5 to 1.5 dB, the LNA about 2 to 3 dB, and the remainder of the chain
about 2.5 to 3.5 dB. While these values provide a good starting point in the receiver design,
the exact partitioning of the noise is flexible and depends on the performance of each stage
in the chain. In modern RF electronics, we rarely design an LNA in isolation. Rather, we
view and design the RF chain as one entity, performing many iterations among the stages.

To gain a better feel for a noise figure of 2dB, consider the simple example in
Fig. 5.1(a), where the noise of the LNA is represented by only a voltage source. Rearranging

255
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Vout

Vout

(b)

Figure 5.1 (a) LNA with input-referred noise voltage, (b) simplified circuit.

the input network as shown in Fig. 5.1(b), we have from Chapter 2

V2 1
NF = _mout 5.1
A2 AKTRg ©-1)
2
g4 nin (5.2)
4KTRs

Thus, a noise figure of 2dB with respect to a source impedance of 50 2 translates to

\/ Vf, i = 0.696 nV /+/Hz, an extremely low value. For the gate-referred thermal noise volt-

age of a MOSFET, 4kTy/g,,, to reach this value, the g, must be as high as (29 Q) ™! (if
y = 1). In this chapter, we assume Rg = 50 €2.

Example 5.1

A student lays out an LNA and connects its input to a pad through a metal line 200 ©m long.
In order to minimize the input capacitance, the student chooses a width of 0.5 um for the
line. Assuming a noise figure of 2 dB for the LNA and a sheet resistance of 40 m$2/CJ for
the metal line, determine the overall noise figure. Neglect the input-referred noise current
of the LNA.

Solution:

We draw the equivalent circuit as shown in Fig. 5.2, pretending that the line resistance, Ry,
is part of the LNA. The total input-referred noise voltage of the circuit inside the box is

Vout

Figure 5.2 LNA with metal resistance in series with its input.
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Example 5.1 (Continued)

therefore equal to V2. + 4KTR;. We thus write

n,in

V2. + 4kTR;
NFtOt =1+ n’":‘.kT (53)
V2.
=1+ 2" 4 1& 5.4
4kTRs  Rg
R
— NFina + —=, (5.5)
Rs

where NFpna denotes the noise figure of the LNA without the line resistance. Since
NFrna =2 dB = 1.58 and Ry, = (200/0.5) X 40 mQ2/[] = 16 2, we have

NFiot = 2.79 dB. (5.6)

The point here is that even small amounts of line or gate resistance can raise the noise figure
of LNAs considerably.

The low noise required of LNAs limits the choice of the circuit topology. This often
means that only one transistor—usually the input device—can be the dominant contributor
to NF, thus ruling out configurations such as emitter or source followers.

Gain The gain of the LNA must be large enough to minimize the noise contribution of
subsequent stages, specifically, the downconversion mixer(s). As described in Chapter 2,
the choice of this gain leads to a compromise between the noise figure and the linear-
ity of the receiver as a higher gain makes the nonlinearity of the subsequent stages more
pronounced. In modern RF design, the LNA directly drives the downconversion mixer(s)
with no impedance matching between the two. Thus, it is more meaningful and simpler to
perform the chain calculations in terms of the voltage gain—rather than power gain—of
the LNA.

It is important to note that the noise and IP3 of the stage following the LNA are divided
by different LNA gains. Consider the LNA/mixer cascade shown in Fig. 5.3(a), where the

input-referred noise voltages are denoted by V,% na and V,f mixer

and input noise currents

OL1X+062X2+OL3X3

(a) (b)

Figure 5.3 Appropriate choice of gain for referring (a) noise and (b) IP3 of a mixer to LNA input.



258 Chap. 5. Low-Noise Amplifiers

are neglected. Assuming a unity voltage gain for the mixer for simplicity, we write the total

output noise as A%l (Vi na T 4KkTRs) + 1% The overall noise figure is thus equal to

n,mix*
A%1(V3,LNA + 4kTRs) + Vr%,mix 1
NFtot = ) 4kTR (57)
A2, s
V2 1
= NFpna + 20 . 5.8
LNA Ail KTR; (5.8)

In other words, for NF calculations, the noise of the second stage is divided by the gain
from the input voltage source to the LNA output.

Now consider the same cascade repeated in Fig. 5.3(b) with the nonlinearity of the
LNA expressed as a third-order polynomial. From Chapter 2, we have'

I (5.9)
2 T op2 2 :
IP3 ,tot IP3 ,LNA IP3 ,mixer

In this case, o1 denotes the voltage gain from the input of the LNA to its output. With input
matching, we have R;, = Rg and o1 = 2A,1. That is, the mixer noise is divided by the lower
gain and the mixer IP3 by the higher gain—both against the designer’s wish.

Input Return Loss The interface between the antenna and the LNA entails an interesting
issue that divides analog designers and microwave engineers. Considering the LNA as a
voltage amplifier, we may expect that its input impedance must ideally be infinite. From
the noise point of view, we may precede the LNA with a transformation network to obtain
minimum NF. From the signal power point of view, we may realize conjugate matching
between the antenna and the LNA. Which one of these choices is preferable?

We make the following observations. (1) the (off-chip) band-select filter interposed
between the antenna and the LNA is typically designed and characterized as a high-
frequency device and with a standard termination of 50 €2. If the load impedance seen by
the filter (i.e., the LNA input impedance) deviates from 50 2 significantly, then the pass-
band and stopband characteristics of the filter may exhibit loss and ripple. (2) Even in the
absence of such a filter, the antenna itself is designed for a certain real load impedance, suf-
fering from uncharacterized loss if its load deviates from the desired real value or contains
an imaginary component. Antenna/LLNA co-design could improve the overall performance
by allowing even non-conjugate matching, but it must be borne in mind that, if the antenna
is shared with the transmitter, then its impedance must contain a negligible imaginary part
so that it radiates the PA signal. (3) In practice, the antenna signal must travel a consider-
able distance on a printed-circuit board before reaching the receiver. Thus, poor matching at
the RX input leads to significant reflections, an uncharacterized loss, and possibly voltage
attenuation. For these reasons, the LNA is designed for a 50-$2 resistive input impedance.
Since none of the above concerns apply to the other interfaces within the RX (e.g., between
the LNA and the mixer or between the LO and the mixer), they are typically designed to
maximize voltage swings rather than power transfer.

1. The IM3 components arising from second-order terms are neglected.
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Figure 5.4 Constant-T" contours in the input impedance plane.

The quality of the input match is expressed by the input “return loss,” defined as the
reflected power divided by the incident power. For a source impedance of Rg, the return
loss is given by?

2

_ ‘Zin — Rg (5.10)

Zin + Rg

where Z;,, denotes the input impedance. An input return loss of —10 dB signifies that one-
tenth of the power is reflected—a typically acceptable value. Figure 5.4 plots contours of
constant I' in the Z;, plane. Each contour is a circle with its center shown. For example,
Re{Z;y} = 1.22 X 50Q =61 Q and Im{Z;,} = 0.703 X 50 Q =35.2 Qyield S1; = —10dB.
In Problem 5.1, we derive the equations for these contours. We should remark that, in
practice, a I' of about —15 dB is targeted so as to allow margin for package parasitics, etc.

Stability Unlike the other circuits in a receiver, the LNA must interface with the “outside
world,” specifically, a poorly-controlled source impedance. For example, if the user of a
cell phone wraps his/her hand around the antenna, the antenna impedance changes.’ For
this reason, the LNA must remain stable for all source impedances at all frequencies. One
may think that the LNA must operate properly only in the frequency band of interest and
not necessarily at other frequencies, but if the LNA begins to oscillate at any frequency, it
becomes highly nonlinear and its gain is very heavily compressed.

A parameter often used to characterize the stability of circuits is the “Stern stability
factor,” defined as

p= Lt |AP = 181> = S22
2182111812

, (5.11)

2. Note that I' is sometimes defined as (Z;; — Rs)/(Zi, + Rg), in which case it is expressed in decibels by
computing 20 log I' (rather than 10log I').
3. In the presence of a front-end band-select filter, the LNA sees smaller changes in the source impedance.
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where A = S11520 —S12521. If K > 1 and A < 1, then the circuit is unconditionally stable,
i.e., it does not oscillate with any combination of source and load impedances. In modern
RF design, on the other hand, the load impedance of the LNA (the input impedance of the
on-chip mixer) is relatively well-controlled, making K a pessimistic measure of stability.
Also, since the LNA output is typically not matched to the input of the mixer, S; is not a
meaningful quantity in such an environment.

Example 5.2

A cascade stage exhibits a high reverse isolation, i.e., S;2 & 0. If the output impedance is
relatively high so that S2; & 1, determine the stability conditions.

Solution:
With S12 &~ 0 and S» ~ 1,

1 — |S2n?
~ 1Tl (5.12)
2|82111812]
and hence
1 — [S»n?
I1S21] < ——2221 (5.13)
2|812|

In other words, the forward gain must not exceed a certain value. For A < 1, we have
Siuu<1, (5.14)

concluding that the input resistance must remain positive.

The above example suggests that LNAs can be stabilized by maximizing their reverse
isolation. As explained in Section 5.3, this point leads to two robust LNA topologies that
are naturally stable and hence can be optimized for other aspects of their performance with
no stability concerns. A high reverse isolation is also necessary for suppressing the LO
leakage to the input of the LNA.

LNAs may become unstable due to ground and supply parasitic inductances resulting
from the packaging (and, at frequencies of tens of gigahertz, the on-chip line inductances).
For example, if the gate terminal of a common-gate transistor sees a large series inductance,
the circuit may suffer from substantial feedback from the output to the input and become
unstable at some frequency. For this reason, precautions in the design and layout as well as
accurate package modeling are essential.

Linearity In most applications, the LNA does not limit the linearity of the receiver.
Owing to the cumulative gain through the RX chain, the latter stages, e.g., the baseband
amplifiers or filters tend to limit the overall input IP3 or P145. We therefore design and
optimize LNAs with little concern for their linearity.

An exception to the above rule arises in “full-duplex” systems, i.e., applications that
transmit and receive simultaneously (and hence incorporate FDD). Exemplified by the
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Figure 5.5 TX leakage to RX in a full-duplex system.

CDMA systems studied in Chapter 3, full-duplex operation must deal with the leakage
of the strong transmitted signal to the receiver. To understand this issue, let us consider the
front end shown in Fig. 5.5, where a duplexer separates the TX and RX bands. Modeling
the duplexer as a three-port network, we note that S$3; and S»; represent the losses in the RX
and TX paths, respectively, and are about 1 to 2 dB. Unfortunately, leakages through the fil-
ter and the package yield a finite isolation between ports 2 and 3, as characterized by an S3;
of about —50 dB. In other words, if the PA produces an average output power of +30dBm
(1 W), then the LNA experiences a signal level of —20 dBm in the TX band while sensing
a much smaller received signal. Since the TX signal exhibits a variable envelope, its peak
level may be about 2 dB higher. Thus, the receiver must remain uncompressed for an input
level of —18 dBm. We must therefore choose a Pizg of about —15dBm to allow some
margin.

Such a value for P1zp may prove difficult to realize in a receiver. With an LNA gain of
15 to 20dB, an input of —15dBm yields an output of 0 to +5dBm (632 to 1124 mV,,),
possibly compressing the LNA at its output. The LNA linearity is therefore critical. Simi-
larly, the 1-dB compression point of the downconversion mixer(s) must reach 0 to +5 dBm.
(The corresponding mixer IP3 is roughly +10 to +15dBm.) Thus, the mixer design also
becomes challenging. For this reason, some CDMA receivers interpose an off-chip filter
between the LNA and the mixer(s) so as to remove the TX leakage [1].

The linearity of the LNA also becomes critical in wideband receivers that may sense a
large number of strong interferers. Examples include “ultra-wideband” (UBW), “software-
defined,” and “cognitive” radios.

Bandwidth The LNA must provide a relatively flat response for the frequency range of
interest, preferably with less than 1 dB of gain variation. The LNA —3-dB bandwidth must
therefore be substantially larger than the actual band so that the roll-off at the edges remains
below 1dB.
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In order to quantify the difficulty in achieving the necessary bandwidth in a circuit,
we often refer to its “fractional bandwidth,” defined as the total —3-dB bandwidth divided
by the center frequency of the band. For example, an 802.11g LNA requires a fractional
bandwidth greater than 80 MHz/2.44 GHz = 0.0328.

Example 5.3

An 802.11a LNA must achieve a —3-dB bandwidth from 5 GHz to 6 GHz. If the LNA
incorporates a second-order LC tank as its load, what is the maximum allowable tank Q?
Solution:

As illustrated in Fig. 5.6, the fractional bandwidth of an LC tank is equal to Aw/wp = 1/0.
Thus, the Q of the tank must remain less than 5.5 GHz/1 GHz = 5.5.

| Z ()]

ey

®q

Figure 5.6 Relationship between bandwidth and Q of a tank.

LNA designs that must achieve a relatively large fractional bandwidth may employ
a mechanism to switch the center frequency of operation. Depicted in Fig. 5.7(a) is an

| Z ()]

e
N
ey

(a) (b)

Figure 5.7 (a) Band switching, (b) resulting frequency response.
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example, where an additional capacitor, C,, can be switched into the tank, thereby chang-

ing the center frequency from w; = 1//L1C1 to wy = 1/4/L1(Cy + C2) [Fig. 5.7(b)]. We
return to this concept in Section 5.5.

Power Dissipation The LNA typically exhibits a direct trade-off among noise, linearity,
and power dissipation. Nonetheless, in most receiver designs, the LNA consumes only
a small fraction of the overall power. In other words, the circuit’s noise figure generally
proves much more critical than its power dissipation.

5.2 PROBLEM OF INPUT MATCHING

As explained in Section 5.1, LNAs are typically designed to provide a 50-€2 input resistance
and negligible input reactance. This requirement limits the choice of LNA topologies. In
other words, we cannot begin with an arbitrary configuration, design it for a certain noise
figure and gain, and then decide how to create input matching.

Let us first consider the simple common-source stage shown in Fig. 5.8, where Cr
represents the gate-drain overlap capacitance. At very low frequencies, Rp is much smaller
than the impedances of Cr and Cp, and the input impedance is roughly equal to [(Cgs +
Cr)s]~ L. At very high frequencies, Cr shorts the gate and drain terminals of M, yielding
an input resistance equal to Rp||(1/g,). More generally, the reader can prove that the real
and imaginary parts of the input admittance are, respectively, equal to

2 Cr + guRp(CL + CF)
R%(CL + Cp)2w? + 1

Re{Y,-n} = RDCFa) (5.15)
R%CL(CL + CF)Q)2 + 1+ guRp

Im{Y;,} = Crw
Win = Cr R2(CL + Cr)2e? + 1

(5.16)

Is it possible to select the circuit parameters so as to obtain Re{Y;,} = 1/(50 2)? For exam-
ple, if Cr = 10fF, C; = 301F, g,Rp =4, and Rp = 100 L, then Re{Y;,} = (7.8 kQ) ™! at
5 GHz, far from (50 ) ~!. This is because Cr introduces little feedback at this frequency.

v ICGS = =

in =

Figure 5.8 Input admittance of a CS stage.
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Example 5.4

Why did we compute the input admittance rather than the input impedance for the circuit
of Fig. 5.8.

Solution:

The choice of one over the other is somewhat arbitrary. In some circuits, it is simpler to
compute Y;,. Also, if the input capacitance is cancelled by a parallel inductor, then Im{Y;,}
is more relevant. Similarly, a series inductor would cancel Im{Z;,}. We return to these
concepts later in this chapter.

Can we employ simple resistive termination at the input? Illustrated in Fig. 5.9(a),
such a topology is designed in three steps: (1) M| and Rp provide the required noise figure
and gain, (2) Rp is placed in parallel with the input to provide Re{Z;,} = 50£2, and (3)
an inductor is interposed between Rg and the input to cancel Im{Z;,}. Unfortunately, as
explained in Chapter 2, the termination resistor itself yields a noise figure of 1 + Rg/Rp. To
calculate the noise figure at low frequencies, we can utilize Friis’ equation* or simply treat
the entire LNA as one circuit and, from Fig. 5.9(b), express the total output noise as

V2 o = 4T (Rs||Rp) (gnRp)* + 4kTy gmR3 + 4kTRp, (5.17)

n,out

where channel-length modulation is neglected. Since the voltage gain from Vj, to V,,; in
Fig. 5.9(a) is equal to —[Rp/(Rp + Rs)]gmRp, the noise figure is given by

R R R
NF=1+-5 4 V55 S

+ . (5.18)
Rp  gm(Rs|IRp)>  g2,(Rs||IRp)’Rp

For Rp = Ry, the NF exceeds 3 dB—perhaps substantially.

The key point in the foregoing study is that the LNA must provide a 50-$2 input resis-
tance without the thermal noise of a physical 50-€2 resistor. This becomes possible with the
aid of active devices.

Voo Voo
Rp Rp

Vn,out
Rsl|| Rp

M, 4kTY 9,
NI M
Vin Rp = akT(Rsll RR) O 17T

(a) (b)

Figure 5.9 (a) Use of resistive termination for matching, (b) simplified circuit.

4. That is, consider Rp as one stage and the CS amplifier as another.
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Example 5.5

A student decides to defy the above observation by choosing a large Rp and transforming
its value down to Rg. The resulting circuit is shown in Fig. 5.10(a), where C; represents
the input capacitance of M;. (The input resistance of M| is neglected.) Can this topology
achieve a noise figure less than 3 dB?

AV
N
e X [ s Vour
Vin i |-> %Rp
= R =
(b)
Passive

Reciprocal Network

4KT Rp

(© (@ ©
Figure 5.10 (a) Use of matching circuit to transform the value of Rp, (b) general representation
of (a), (c) inclusion of noise of Rp, (d) simplified circuit of (c), (e) simplified circuit
of (d).

Solution:

Consider the more general circuit in Fig. 5.10(b), where H (s) represents a lossless network
similar to L; and Cj in Fig. 5.10(a). Since it is desired that Z;, = Rg, the power delivered by
Vin to the input port of H(s) is equal to (Vi yms/ 2)2 /Rs. This power must also be delivered
to Rp:

2
Vin,rms _ Vozut,rms ; (519)
4Rg Rp
It follows that
Rp
A2 = —. 5.20
Avl™ =7 Rs (5.20)
Let us now compute the output noise with the aid of Fig. 5.10(c). The output noise due to
the noise of Ry is readily obtained from Eq. (5.19) by the substitution Vl%”ms = 4kTRg:
Rp
Vr%,outhS = 4kTRs - 4_RS (5.21)
= kTRp. (5.22)

(Continues)
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Example 5.5 (Continued)

But, how about the noise of Rp? We must first determine the value of R,,;. To this end, we
invoke the following thermodynamics principle: if Rg and Rp are in thermal equilibrium,
then the noise power delivered by Rs to Rp must remain equal to the noise power delivered
by Rp to Rg; otherwise, one heats up and the other cools down. How much is the noise
delivered to Rg by Rp? We draw the circuit as depicted in Fig. 5.10(d) and recall from
Chapter 2 that a passive reciprocal network exhibiting a real port impedance of Rg also
produces a thermal noise of 4k7TRs. From the equivalent circuit shown in Fig. 5.10(e), we
note that the noise power delivered to the Rg on the left is equal to k7. Equating this value
to the noise delivered by Rp to R, in Fig. 5.10(c), we write

2
Rour 1 .
4kTRp . = kT (5.23)
Rout + RP Rout
and hence
R,.: = Rp. (5.24)

That is, if R;;, = Rg, then R,,; = Rp. The output noise due to Rp is therefore given by
V2 oulrp = kTRp. (5.25)

Summing (5.22) and (5.25) and dividing the result by (5.20) and 4kTRs, we arrive at the
noise figure of the circuit (excluding M ):

NF = 2. (5.26)

Unfortunately, the student has attempted to defy the laws of physics.

In summary, proper input (conjugate) matching of LNAs requires certain circuit tech-
niques that yield a real part of 50 €2 in the input impedance without the noise of a 50-£2
resistor. We study such techniques in the next section.

5.3 LNA TOPOLOGIES

Our preliminary studies thus far suggest that the noise figure, input matching, and gain
constitute the principal targets in LNA design. In this section, we present a number of LNA
topologies and analyze their behavior with respect to these targets. Table 5.1 provides an
overview of these topologies.

5.3.1 Common-Source Stage with Inductive Load

As noted in Section 5.1, a CS stage with resistive load (Fig. 5.8) proves inadequate because
it does not provide proper matching. Furthermore, the output node time constant may pro-
hibit operation at high frequencies. In general, the trade-off between the voltage gain and
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Table 5.1 Overview of LNA topologies.

Common-Source Stage Common-Gate Stage Broadband Topologies
with with

= Inductive Load = Inductive Load = Noise-Cancelling LNAs
= Resistive Feedback = Feedback = Reactance-Cancelling LNAs
= Cascode, = Feedforward

Inductive Load, c d d

i i = Cascode an
Inductive Degeneration Inductive Load

the supply voltage in this circuit makes it less attractive as the latter scales down with
technology. For example, at low frequencies,

|Ay| = gmRpD (5.27)
Vs = Viu  Ip )
2V
= ¢’ (5.29)
Ves — Vi

where Vrp denotes the dc voltage drop across Rp and is limited by Vpp. With channel-
length modulation, the gain is even lower.

In order to circumvent the trade-off expressed by Eq. (5.29) and also operate at higher
frequencies, the CS stage can incorporate an inductive load. Illustrated in Fig. 5.11(a),
such a topology operates with very low supply voltages because the inductor sustains a
smaller dc voltage drop than a resistor does. (For an ideal inductor, the dc drop is zero.)
Moreover, L; resonates with the total capacitance at the output node, affording a much
higher operation frequency than does the resistively-loaded counterpart of Fig. 5.8.

VDD VDD
L4 Ly

|/out |/out
Vino— C, VinL C,

mi I

zin

(@ (b)

Figure 5.11 (a) Inductively-loaded CS stage, (b) input impedance in the presence of Cr,
(c) equivalent circuit.

How about the input matching? We consider the more complete circuit shown in
Fig. 5.11(b), where Cr denotes the gate-drain overlap capacitance. Ignoring the gate-source
capacitance of M| for now, we wish to compute Z;,. We redraw the circuit as depicted in
Fig. 5.11(c) and note that the current flowing through the output parallel tank is equal to
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Ix — gm Vx. In this case, the inductor loss is modeled by a series resistance, Rg, because this

resistance varies much less with frequency than the equivalent parallel resistance does.’

The tank impedance is given by

. Lis + Rg
L1C1s? + RsCys + 1’

Zr (5.30)

and the tank voltage by (Ix — g»Vx)Zr. Adding the voltage drop across Cr to the tank
voltage, we have

Ix
Vx = — + (Ux — gnVx)Zr. (5.3
Crs

Substitution of Z7 from (5.30) gives

1% Li(Cy + Cp)s* + Rs(Cy + Cp)s + 1
Zin(s) = X = 1(C1 + Cr)s s(C1 + Cp)s . (5.32)
Ix  [LiCis®> + (RsC1 + gmLi)s + 1 + guRs]Crs
For s = jw,
1 — Li(Cy + Cp)w? + jRs(C; + C
Zin(j) = 1(Cy F)w” + jRs(Cy F)w (5.33)

[—(RsCi + gmL)w + j(gmRs — LiCiw? + D)]Cro

Since the real part of a complex fraction (a + jb)/(c + jd) is equal to (ac + bd)/ (c? + d?),
we have
Re{Z;,} =
[1 = Li(C1 + CP@’l[=(RsCi + gmL)w] + Rs(C1 + CF)(gmRs — LiC10* + Dw?
D

9

(5.34)

where D is a positive quantity. It is thus possible to select the values so as to obtain
Re{Z;,} =50 Q.

While providing the possibility of Re{Z;,} =502 at the frequency of interest, the
feedback capacitance in Fig. 5.11(b) gives rise to a negative input resistance at other
frequencies, potentially causing instability. To investigate this point, let us rewrite
Eq. (5.34) as

gmL2(C1 + Cp)w? + Rs(1 + gnuRs)(Ci + Cr) — (RsCy + gnL))

Re{Zin} = D (5.35)
We note that the numerator falls to zero at a frequency given by
RsCy + gmLi — (1 + gnRs)Rs(Cy + C
o = B¢ gmL1 — (I + guRs)Rs(C) F)‘ (5.36)

gnl7(C1 + Cr)

5. For example, if Rg simply represents the low-frequency resistance of the wire, its value remains con-
stant and Q = Lw/Rg rises linearly with frequency. For a parallel resistance, Rp, to allow such a behavior
for O = Rp/(Lw), the resistance must rise in proprotion to w? rather than remain constant.



Sec. 5.3.  LNA Topologies 269

Thus, at this frequency (if it exists), Re{Z;,} changes sign. For example, if Cr = 10{F,
C, =30fF, g, = (20 Q)_l, L1 =5 nH, and Rs=20€2, then g,L; dominates in the
numerator, yielding wy ~ [L1(C] + CF)]_1 and hence w; ~ 27 X (11.3 GHz).

It is possible to “neutralize” the effect of Cr in some frequency range through the use
of parallel resonance (Fig. 5.12), but, since CF is relatively small, Lr must assume a large
value, thereby introducing significant parasitic capacitances at the input and output (and
even between the input and output) and degrading the performance. For these reasons, this
topology is rarely used in modern RF design.

Vino

Figure 5.12 Neutralization of Cr by L.

5.3.2 Common-Source Stage with Resistive Feedback

If the frequency of operation remains an order of magnitude lower than the f7 of the tran-
sistor, the feedback CS stage depicted in Fig. 5.13(a) may be considered as a possible
candidate. Here, M, operates as a current source and Rr senses the output voltage and
returns a current to the input. We wish to design this stage for an input resistance equal to
Rg and a relatively low noise figure.

If channel-length modulation is neglected, we have from Fig. 5.13(b),

1
Ry, = — (5.37)
8ml
VDD
Vbo—l M,
Re Re
Vout Vout

;u—ﬂ'
|
"z
A
|
"=

(@ (b)
Figure 5.13 (a) CS stage with resistive feedback, (b) simplified circuit.
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because R is simply in series with an ideal current source and M appears as a diode-
connected device. We must therefore choose

1

= —. 5.38
8ml RS ( )

Figure 5.13(b) also implies that the small-signal drain current of M|, g,,1 Vx, entirely flows
through R, generating a voltage drop of g,,; VxRF. It follows that

Vx — gm1 VxRr = Vour (5.39)
and hence
V
M =1 — gmRp (5.40)
Vx
Rp
=1-—. 5.41
Ry ( )

In practice, Rr > Ry, and the voltage gain from V;, to Vs in Fig. 5.13(a) is equal to

1 R
A, = - (1 - _F> (5.42)
2 Rg
Rp
A~ —— 5.43
Rs (5.43)

In contrast to the resistively-loaded CS stage of Fig. 5.8, this circuit does not suffer from a
direct trade-off between gain and supply voltage because Rr carries no bias current.

Let us determine the noise figure of the circuit, assuming that g,,; = 1/Rs. We first
compute the noise contributions of Rr, M1, and M, at the output. From Fig. 5.14(a), the
reader can show the noise of Rr appears at the output in its entirety:

V2 oulrF = 4KTRp. (5.44)

The noise currents of M| and M> flow through the output impedance of the circuit, R, as
shown in Fig. 5.14(b). The reader can prove that

Rowr = I+ — ) |II(RF + Ry) (5.45)
8ml Rg

%(Rp + Ry). (5.46)

V,out
Rs Rs n,ou

<—|
M1 L Rout _I

III—%
=
=<
2
III—%
|
1“

(@ (b)
Figure 5.14 Effect of noise of (a) Rr and (b) My in CS stage.
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It follows that

(RF + Rs)?

7 (5.47)

Vr%,omlMl,M2 = 4kTy (gm1 + gm2)

The noise of Rg is multiplied by the gain when referred to the output, and the result is
divided by the gain when referred to the input. We thus have

4R + Rp + Rg)?
NE = 1 + F _+ Y (gm1 + gm2)( 2F s) (5.48)
R Rp
Re(1-=2 1-—) Ry
R Rs
4Ry
~ 1+ — 4+ y(gm + gm2)Rs (5.49)
RF
4R
~ 14— +y + yamRs. (5.50)
RF

For y =~ 1, the NF exceeds 3dB even if 4Rs/Rr + ygmaRs < 1.

Example 5.6

Express the fourth term on the right-hand side of Eq. (5.50) in terms of transistor overdrive
voltages.

Solution:

Since g, = 2Ip/(Vgs — Vra), we write g,0Rs = gm2/8gm1 and

gm2 _ (Ves — Vru)

. (5.51)
gmi  |Ves — Vrul2

That is, the fourth term becomes negligible only if the overdrive of the current source
remains much higher than that of M;—a difficult condition to meet at low supply volt-
ages because |Vpso| = Vpp — Vgsi. We should also remark that heavily velocity-saturated
MOSFETs have a transconductance given by g, = Ip/(Vgs — Vrr) and still satisfy (5.51).

Example 5.7

In the circuit of Fig. 5.15, the PMOS current source is converted to an “active load,”
amplifying the input signal. The idea is that, if M> amplifies the input in addition to inject-
ing noise to the output, then the noise figure may be lower. Neglecting channel-length
modulation, calculate the noise figure. (Current source /; defines the bias current, and Cy
establishes an ac ground at the source of M>.)

(Continues)
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Example 5.7 (Continued)

Figure 5.15 CS stage with active load.

Solution:

For small-signal operation, M; and M; appear in parallel, behaving as a single transistor
with a transconductance of g;,1 + gm2. Thus, for input matching, g,,1 + gm2 = 1/Rs. The
noise figure is still given by Eq. (5.49), except that y (gm1 + gm2)Rs = y. That is,

4R
NF~ 1+ — + . (5.52)
Rp

This circuit is therefore superior, but it requires a supply voltage equal to Vgs1 + |Vgs2| +
V11, where Vi denotes the voltage headroom necessary for /;.

5.3.3 Common-Gate Stage

The low input impedance of the common-gate (CG) stage makes it attractive for LNA
design. Since a resistively-loaded stage suffers from the same gain-headroom trade-off as
its CS counterpart, we consider only a CG circuit with inductive loading [Fig. 5.16(a)].
Here, L resonates with the total capacitance at the output node (including the input capaci-
tance of the following stage), and R represents the loss of L;. If channel-length modulation
and body effect are neglected, R;,, = 1/g,,. Thus, the dimensions and bias current of M| are
chosen so as to yield g,, = 1/Rs = (502) . The voltage gain from X to the output node
at the output resonance frequency is then equal to

V.
M = gmR (5.53)
Vx
Ry
= — 5.54
RS (5.54)

and hence V,,;/Vi, = R1/(2Rs).
Let us now determine the noise figure of the circuit under the condition g,, = 1/Rgs and
at the resonance frequency. Modeling the thermal noise of M| as a voltage source in series
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(@ (b)
Figure 5.16 (a) CG stage, (b) effect of noise of M.

with its gate, V2, = 4kT'y /g, [Fig. 5.16(b)], and multiplying it by the gain from the gate
of M to the output, we have

2
— 4kTy R
Vi oulmn = ] (5.55)
L
8m
R2
= kTy —L. (5.56)
Rs

The output noise due to R; is simply equal to 4kTR;. To obtain the noise figure, we divide
the output noise due to M| and R; by the gain and 4kTRg and add unity to the result:

y Rs 1 \?
NF=1+ "4+ —|(1+ —— (5.57)
gmRs R gmRs
Rs
=1ty 442, (5.58)
R

Even if 4Rg/R| < 1 + y, the NF still reaches 3dB (with y & 1), a price paid for the con-
dition g,, = 1/Rs. In other words, a higher g,, yields a lower NF but also a lower input
resistance. In Problem 5.8, we show that the NF can be lower if some impedance mismatch
is permitted at the input.

Example 5.8

We wish to provide the bias current of the CG stage by a current source or a resistor
(Fig. 5.17). Compare the additional noise in these two cases.

(Continues)
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Example 5.8 (Continued)

Voo Voo
L4 L4
Vout Vout
Vi e Vor
Rs €4 M, Rs €y M,

+ +
Vin Vb2 Vin Rg
é_ o é_ T

(@) (b)

Figure 5.17 CG stage biasing with (a) current source and (b) resistor.

Solution:

For a given Vj1 and Vg1, the source voltages of M in the two cases are equal and hence
Vbsz is equal to the voltage drop across Rp (= Vgp). Operating in saturation, M, requires
that Vpsa > Vigso — Vraa. We express the noise current of M; as

7 iy = 4Ty gmo (5.59)
= 4T 2l (5.60)
4 Vesy — V' '
and that of Rp as
——  4kT
rzl,RB = E (561)
Ip
= akT7 2 (5.62)
VrB

Since Vgso — Vrga < Vgp, the noise contribution of M, is about twice that of Rg (for
y ~ 1). Additionally, M> may introduce significant capacitance at the input node.

L4

Vout

Figure 5.18 Proper biasing of CG stage.
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Example 5.8 (Continued)

The use of a resistor is therefore preferable, so long as Rp is much greater than Rg
so that it does not attenuate the input signal. Note that the input capacitance due to M
may still be significant. We will return to this issue later. Figure 5.18 shows an example of
proper biasing in this case.

In deep-submicron CMOS technologies, channel-length modulation significantly
impacts the behavior of the CG stage. As shown in Fig. 5.19, the positive feedback through
ro raises the input impedance. Since the drain-source current of M (without rp) is equal to
—gmVx (if body effect is neglected), the current flowing through ro is given by Ix — g, Vx,
yielding a voltage drop of ro(Ix — g, Vx) across it. Also, Ix flows through the output tank,
producing a voltage of IyR; at the resonance frequency. Adding this voltage to the drop
across ro and equating the result to Vx, we obtain

Vx = ro(Ix — g.Vx) + IxR;. (5.63)

That is,
V. Ry +
XA (5.64)
Ix L+ gmro
If the intrinsic gain, g,,ro, is much greater than unity, then Vx/Ix ~ 1/g, + R1/(gmr0).
However, in today’s technology, g.,ro hardly exceeds 10. Thus, the term R;/(gmro)
may become comparable with or even exceed the term 1/g,,, yielding an input resistance

substantially higher than 50 2.
— Vop

= R,

Figure 5.19 Input impedance of CG stage in the presence of ro.

Example 5.9

Neglecting the capacitances of M in Fig. 5.19, plot the input impedance as a function of
frequency.

(Continues)
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Example 5.9 (Continued)

Solution:

At very low or very high frequencies, the tank assumes a low impedance, yielding
Rin =1/gy lor 1/(gm + gmp) if body effect is considered]. Figure 5.20 depicts the behavior.

ey

Figure 5.20 Input impedance of CG stage with a resonant load.

With the strong effect of Ry on R;;, we must equate the actual input resistance to Rg to
guarantee input matching:
Ry +r
Rg= —L "0 (5.65)
L+ gmro
The reader can prove that the voltage gain of the CG stage shown in Fig. 5.16(a) with a
finite rp is expressed as
Vour gmro +1

= R1, (5.66)
Vi ro + gmroRs + Rs + Ry

which, from Eq. (5.65), reduces to

Vour _ gmro T 1 . (5.67)

This is a disturbing result! If rp and R are comparable, then the voltage gain is on the
order of g,,ro/4, a very low value.

In summary, the input impedance of the CG stage is too low if channel-length mod-
ulation is neglected and too high if it is not! A number of circuit techniques have been
introduced to deal with the former case (Section 5.3.5), but in today’s technology, we face
the latter case.

In order to alleviate the above issue, the channel length of the transistor can be
increased, thus reducing channel-length modulation and raising the achievable g,,7o. Since
the device width must also increase proportionally so as to retain the transconductance
value, the gate-source capacitance of the transistor rises considerably, degrading the input
return loss.
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Figure 5.21 Cascode CG stage.

Cascode CG Stage An alternative approach to lowering the input impedance is to incor-
porate a cascode device as shown in Fig. 5.21. Here, the resistance seen looking into the
source of M3 is given by Eq. (5.64):

Ry +r
Ry = 1 02

= — = (5.68)
I+ gmaron

This load resistance is now transformed to a lower value by M1, again according to (5.64):

Ry + ro1
Rin = ———+ro1) =0+ guiron). (5.69)
1+ gmoron
If gmro > 1, then
1 R 1
Rin ~ — + + (5.70)

8ml 8m1Y018m2702 8m1To18m2

Since R; is divided by the product of two intrinsic gains, its effect remains negligible.
Similarly, the third term is much less than the first if g,,; and g,,» are roughly equal. Thus,
Ry ~ 1/ 8ml-

The addition of the cascode device entails two issues: the noise contribution of M» and
the voltage headroom limitation due to stacking two transistors. To quantify the former,
we consider the equivalent circuit shown in Fig. 5.22(a), where Rs (= 1/g,,1) and M are
replaced with an output resistance equal to 2rp; (why?), and Cx = Cpp1 + Cgp1 + Cspo.
For simplicity, we have also replaced the tank with a resistor Ry, i.e., the output node has a
broad bandwidth. Neglecting the gate-source capacitance, channel-length modulation, and
body effect of M, we express the transfer function from V,;; to the output at the resonance
frequency as

V R
nOot (5) = ‘ (5.71)
Vi ] ]

" — + Cro)ll+—
Em2 Cxs
2ro1Cxs + 1

= R;. 5.72
2ro1Cxs + 2gmaro1 + 1gm2 ! ( )
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ey
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2roq Cx 2rgq Cyx

(a) (®

Figure 5.22 (a) Cascode transistor noise, (b) output contribution as a function of frequency.

Figure 5.22(b) plots the frequency response, implying that the noise contribution of M;
is negligible for frequencies up to the zero frequency, (2rp1Cx) ™', but begins to mani-
fest itself thereafter. Since Cx is comparable with Cgs and 2ro; > 1/g,,, we note that
Qro1Cx) ! « gm/Ccs (&= wr). That is, the zero frequency is much lower than the fr of
the transistors, making this effect potentially significant.

Example 5.10

Assuming 2rp1 > |Cxs| ™! at frequencies of interest so that the degeneration impedance in
the source of M» reduces to Cx, recompute the above transfer function while taking Cgs
into account. Neglect the effect of rp;.

Solution:

From the equivalent circuit shown in Fig. 5.23, we have g,2Vi = —V,,/R1 and
hence Vi = —Vyu:/(gm2R1). The current flowing through Cgsy is therefore equal to
—VourCss25/(gmaR1). The sum of this current and —V,,;/R; flows through Cy, produc-
ing a voltage of [—V,u:Cis25/(gm2R1) — Vour/R11/(Cxs). Writing a KVL in the input loop
gives

(_ VourCis2s _ Vout) L _ Vour =V, (5.73)

gmR1 Cxs gm2Ry

Figure 5.23 Computation of gain from the gate of cascode device to output.
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Example 5.10 (Continued)

and hence
V. —gmwR C
out _ Em2ixX1 L xS ' (5.74)
Vin  (Cgs2 + Cx)s + gm
At frequencies well below the f7 of the transistor, [(Cgs2 + Cx)s| < gm2 and
\%
M ~ —R,Cxs. (5.75)
Vi

That is, the noise of M, reaches the output unattenuated if @ is much greater than
(2ro1Cx) ! [but much less than g,»/(Cgs2 + Cx)].

The second issue stemming from the cascode device relates to the limited voltage head-
room. To quantify this limitation, let us determine the required or allowable values of Vj;
and Vp; in Fig. 5.21. Since the drain voltage of M> begins at Vpp and can swing below
its gate voltage by as much as V7y; while keeping M» in saturation, we can simply choose
Vo = Vpp. Now, Vx = Vpp — Viso, allowing a maximum value of Vpp — Vgso + Vrai
for V1 if M| must remain saturated. Consequently, the source voltage of M| cannot exceed
Vop — Vgso — (Vgs1 — Vra1). We say the two transistors consume a voltage headroom of
one Vg plus one overdrive (Vgs1 — Vrm1).

It may appear that, so long as Vpp > Vigsa + (Vgs1 — Vra1), the circuit can be prop-
erly biased, but how about the path from the source of M; to ground? In comparison with
the CG stages in Fig. 5.17, the cascode topology consumes an additional voltage head-
room of Vgs1 — VrH1, leaving less for the biasing transistor or resistor and hence raising
their noise contribution. For example, suppose Ip; = Ip» = 2mA. Since g;,1 = (50 Q)_l =
2Ip/(Vgst — V1), we have Vg1 — Vg = 200 mV. Also assume Vgsa &~ 500 mV. Thus,
with Vpp =1V, the voltage available for a bias resistor, Rp, tied between the source
of M1 and ground cannot exceed 300 mV /2 mA = 150 Q. This value is comparable with
Rs =502 and degrades the gain and noise behavior of the circuit considerably.

In order to avoid the noise-headroom trade-off imposed by Rp, and also cancel the
input capacitance of the circuit, CG stages often employ an inductor for the bias path.
Illustrated in Fig. 5.24 with proper biasing for the input transistor, this technique minimizes
the additional noise due to the biasing element (Lg) and significantly improves the input
matching. In modern RF design, both Lp and L; are integrated on the chip.

Design Procedure With so many devices present in the circuit of Fig. 5.24, how do we
begin the design? We describe a systematic procedure that provides a “first-order” design,
which can then be refined and optimized.

The design procedure begins with two knowns: the frequency of operation and the
supply voltage. In the first step, the dimensions and bias current of M| must be chosen such
that a transconductance of (50 2) ! is obtained. The length of the transistor is set to the
minimum allowable by the technology, but how should the width and the drain current be
determined?

Using circuit simulations, we plot the transconductance and fr of an NMOS transis-
tor with a given width, Wy, as a function of the drain current. For long-channel devices,
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I'no Ip

Figure 5.25 Behavior of g, and fr as a function of drain current.

gm o< /Ip, but submicron transistors suffer from degradation of the mobility with the ver-
tical field in the channel, exhibiting the saturation behavior shown in Fig. 5.25. To avoid
excessive power consumption, we select a bias current, Ipg, that provides 80 to 90% of
the saturated g,,. That is, the combination of Wy and Ipg (the “current density”) is nearly
optimum in terms of speed (transistor capacitances) and power consumption.

With Wy and Ipg known, any other value of transconductance can be obtained by sim-
ply scaling the two proportionally. The reader can prove that if Wy and Ipg scale by a factor
of «, then so does g, regardless of the type and behavior of the transistor. We thus arrive
at the required dimensions and bias current of M (for 1/g,,1 = 50 2), which in turn yield
its overdrive voltage.

In the second step, we compute the necessary value of Lp in Fig. 5.24. As shown in
Fig. 5.26, the input of the circuit sees a pad capacitance to the substrate.® Thus, Lg must
resonate with Cpaq + Csp1 + Cgs1 and its own capacitance at the frequency of interest.
(Here, R, models the loss of Lg.) Since the parasitic capacitance of Lg is not known a priori,
some iteration is required. (The design and modeling of spiral inductors are described in
Chapter 7.)

6. The input may also see additional capacitance due to electrostatic discharge (ESD) protection devices that
are tied to Vpp and ground.
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Figure 5.26 Effect of pad capacitance on CG stage.

Does Lp affect the performance of the circuit at resonance? Accompanying Lp is the
parallel equivalent resistance R, = QLpw, which contributes noise and possibly attenuates
the input signal. Thus, R, must be at least ten times higher than Rg = 50 €2. In other words,
if the total capacitance at the input is so large as to dictate an excessively small inductor
and Rj,, then the noise figure is quite high. This situation may arise only at frequencies
approaching the fr of the technology.

In the third step, the bias of M is defined by means of Mp and IggF in Fig. 5.24. For
example, Wp = 0.2W| and Iggr = 0.2Ip; so that the bias branch draws only one-fifth of
the current of the main branch.” Capacitor Cp provides a sufficiently low impedance (much
less than 50 2) from the gate of M to ground and also bypasses the noise of Mp and Ip
to ground. The choice of a solid, low-inductance ground is critical here because the high-
frequency performance of the CG stage degrades drastically if the impedance seen in series
with the gate becomes comparable with Rg.

Next, the width of M> in Fig. 5.24 must be chosen (the length is the minimum allowable
value). With the bias current known (Ip; = Ipy), if the width is excessively small, then Vs
may be so large as to drive M into the triode region. On the other hand, as W, increases,
M, contributes an increasingly larger capacitance to node X while its g, reaches a nearly
constant value (why?). Thus, the optimum width of M5 is likely to be near that of M1, and
that is the initial choice. Simulations can be used to refine this choice, but in practice, even
a twofold change from this value negligibly affects the performance.

In order to minimize the capacitance at node X in Fig. 5.24, transistors M1 and M,
can be laid out such that the drain area of the former is shared with the source area of the
latter. Furthermore, since no other connection is made to this node, the shared area need not
accommodate contacts and can therefore be minimized. Depicted in Fig. 5.27 and feasible
only if W = W», such a structure can be expanded to one with multiple gate fingers.

Drain 2

Source 1

Figure 5.27 Layout of cascode devices.

7. For proper matching between the two transistors, M incorporates five unit transistors (e.g., gate fingers) and
Mp one unit transistor.
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In the last step, the value of the load inductor, L, must be determined (Fig. 5.24). In a
manner similar to the choice of Lp, we compute L; such that it resonates with Cgpy + Cpp2,
the input capacitance of the next stage, and its own capacitance. Since the voltage gain of
the LNA is proportional to R; = QLjw, R must be sufficiently large, e.g., 500 to 1000 2.
This condition is met in most designs without much difficulty.

The design procedure outlined above leads to a noise figure around 3 dB [Eq. (5.58)]
and a voltage gain, V,,;/ Vi, = R1/(2Rs), of typically 15 to 20dB. If the gain is foo high,
i.e., if it dictates an unreasonably high mixer IP3, then an explicit resistor can be placed in
parallel with R; to obtain the required gain. As studied in Section 5.7, this LNA topology
displays a high IIP3, e.g., +5 to +10dBm.

Example 5.11

Design the LNA of Fig. 5.24 for a center frequency of 5.5 GHz in 65-nm CMOS technology.
Assume the circuit is designed for an 11a receiver.

Solution:

Figure 5.28 plots the transconductance of an NMOS transistor with W = 10 um and L = 60
nm as a function of the drain current. We select a bias current of 2 mA to achieve a g, of about
10mS = 1/(100 2). Thus, to obtain an input resistance of 50 2, we must double the width
and drain current.® The capacitance introduced by a 20-um transistor at the input is about
30fF. To this we add a pad capacitance of 50fF and choose Lg = 10 nH for resonance at
5.5 GHz. Such an inductor exhibits a parasitic capacitance of roughly 30 {F, requiring that
a smaller inductance be chosen, but we proceed without this refinement.

] ] ] ] ] ] -
' 05 1.0 15 20 25 30 |

(mA)

Figure 5.28 Transcoductance of a 10 um/60 nm NMOS device as a function of drain current.

Next, we choose the width of the cascode device equal to 20 um and assume a load
capacitance of 30fF (e.g., the input capacitance of subsequent mixers). This allows the
use of a 10-nH inductor for the load, too, because the total capacitance at the output node
amounts to about 75 fF. However, with a Q of about 10 for such an inductor, the LNA

8. The body effect lowers the input resistance, but the feedback from the drain to the gate raises it. We therefore
neglect both.
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Example 5.11 (Continued)

gain is exessively high and its bandwidth excessively low (failing to cover the 11a band).
For this reason, we place a resistor of 1 k<2 in parallel with the tank. Figure 5.29 shows
the design details and Fig. 5.30 the simulated characteristics. Note that the inductor loss

Inductor Model

Vpp=1V
Ly {10nH 30 fF £6.9kQ! =1kQ
170
Vout® i —————————
30fF'L
T 20um 1mA
=  60nm
20 um (= Sum
60 nm '™ 60 nm
Rs =
Vin() 50fFI E10nH
i 17Q
Figure 5.29 CG LNA example.
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Figure 5.30 Simulated charactersitics of CG LNA example.

(Continues)
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Example 5.11 (Continued)

is modeled by series and parallel resistances so as to obtain a broadband representation
(Chapter 7).

The simulation results reveal a relatively flat noise figure and gain from 5 to 6 GHz.
The input return loss remains below —18 dB for this range even though we did not refine
the choice of Lg.

5.3.4 Cascode CS Stage with Inductive Degeneration

Our study of the CS stage of Fig. 5.11(a) indicates that the feedback through the gate-
drain capacitance many be exploited to produce the required real part, but it also leads to a
negative resistance at lower frequencies. We must therefore seek a topology in which the
input is “isolated” from the inductive load and the input resistance is established by means
other than Cgp.

Let us first develop the latter concept. As mentioned in Section 5.2, we must employ
active devices to provide a 50-2 input resistance without the noise of a 50-€2 resistor. One
such method employs a CS stage with inductive degeneration, as shown in Fig. 5.31(a). We
first compute the input impedance of the circuit while neglecting Cgp and Csp.” Flowing
entirely through Cgsi, Ix generates a gate-source voltage of Ix/(Cgs1s) and hence a drain
current of g,,Ix/(Cgs1s). These two currents flow through L, producing a voltage

1
Vp = (IX + EmX >L1s. (5.76)
Cgsi1s
Since Vx = Vgs1 + Vp, we have
V 1 L
X - + Lys+ SmoL (5.77)
Ix  Cgsis Casi

Interestingly, the input impedance contains a frequency-independent real part given by
gmL1/Cgs1. Thus, the third term can be chosen equal to 50 €2.

Bond Wire

Package Ground Plane

(a) (b)

Figure 5.31 (a) Input impedance of inductively-degenerated CS stage, (b) use of bond wire for
degeneration.

9. We also neglect channel-length modulation and body effect.
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The third term in Eq. (5.77) carries a profound meaning: since g,,/Cgs1 ~ or ( = 27 fr),
the input resistance is approximately equal to Ljwr and directly related to the fr
of the transistor. For example, in 65-nm technology, wr~2m X (160 GHz), dictating
L1 ~50pH (!) for a real part of 50 Q.

In practice, the degeneration inductor is often realized as a bond wire with the reason-
ing that the latter is inevitable in packaging and must be incorporated in the design. To
minimize the inductance, a “downbond” can directly connect the source pad to a ground
plane in the package [Fig. 5.31(b)], but even this geometry yields a value in the range of
0.5 to 1 nH—far from the 50-pH amount calculated above! That is, the input resistance
provided by modern MOSFETs tends to be substantially higher than 50 Q2 if a bond wire
inductance is used."

How do we obtain a 50-€2 resistance with L; =~ 0.5 nH? At operation frequencies far
below fr of the transistor, we can reduce the fr. This is accomplished by increasing the
channel length or simply placing an explicit capacitor in parallel with Cggs. For example, if
L; = 0.5 nH, then fr must be lowered to about 16 GHz.

Example 5.12

Determine the input impedance of the circuit shown in Fig. 5.32(a) if Cgp is not neglected
and the drain is tied to a load resistance R;. Assume R| ~ 1/g,, (as in a cascode).

(a) (b)

Figure 5.32 (a) Input impedance of CS stage in the presence of Cgp, (b) equivalent circuit.

Solution:
From the equivalent circuit depicted in Fig. 5.32(b), we note the current flowing through
Ly is equal to V1 Cgss + g, V1 and hence

Vx = Vi + (ViCgss + gnV1)L1s. (5.78)

(Continues)

10. This is a rare case in which the transistor is too fast!
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Example 5.12 (Continued)

Also, the current flowing through R; is equal to Ix — V1Cgss — g V1, leading to

Vx = (Ix — ViCgss — gmVDR1 + (Ix — V1Cqss) ; (5.79)
Cgps
Substituting for V; from (5.78), we have
1 2
Ry + —— ) (L1Cgss™ + gmlyis + 1)
Yx _ Cops (5.80)

Ix  LiCgss> + (RiCgs + gmL1)s + gmR1 + Cs/Cop + 1

If Ry ~ 1/gn < |Cgps|~" and Cgs/Cgp dominates in the denominator, (5.80) reduces to

Vx < 1 gle) [ 2C6p ) Cop
— & +Lis+——)|1— — L1Cgps” — | RiCgp + gnli—— | s
Ix Cgss Ces Ces sm Ces
(5.81)

Assuming that the first two terms in the square brackets are dominant, we conclude that the
input resistance falls by a factor of 1 — 2Cgp/Cgs.

Effect of Pad Capacitance In addition to Cgp, the input pad capacitance of the circuit
also lowers the input resistance. To formulate this effect, we construct the equivalent cir-
cuit shown in Fig. 5.33(a), where Cgs1, L1, and Ry represent the three terms in Eq. (5.77),
respectively. Denoting the series combination jLiw — j/(Cgsiw) by jX1 and —j/(Cpaaw)
by jX», we first transform jX; + R; to a parallel combination [Fig. 5.33(b)]. From
Chapter 2,

Rp = —. (5.82)

(2) (b) (©)

Figure 5.33 (a) Equivalent circuit for inclusion of pad capacitance, (b) simplified circuit of (a), (c)
simplified circuit of (b).
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We now merge the two parallel reactances into jX1X» /(X + X2) and transform the resulting
circuit to a series combination [Fig. 5.33(c)], where

R, = (X1%2 : (5.83)
“ \X;+X2) Rp '
X \?
= R;. (5.84)
X1 +Xo
In most cases, we can assume Liw < 1/(Cgsiw) + 1/(Cpaqw) at the frequency of interest,
obtaining
C 2
Reg ~ (¢> Ry (5.85)
Ces1 + Cpaad

For example, if Cgs1 ~ Cpqq, then the input resistance falls by a factor of four.

We can now make two observations. First, the effect of the gate-drain and pad capac-
itance suggests that the transistor fr need not be reduced so much as to create Ry = 50 2.
Second, since the degeneration inductance necessary for Re{Z;,} = 50 €2 is insufficient to
resonate with Cgs1 + Cpaq, another inductor must be placed in series with the gate as shown
in Fig. 5.34, where it is assumed L is off-chip.

Rs La
L my
F (o
Vil'l ) Cpad I G P
- = Lq

Figure 5.34 Addition of Lg for input matching.

Example 5.13

A 5-GHz LNA requires a value of 2 nH for L. Discuss what happens if Lg is integrated
on the chip and its Q does not exceed 5.

Solution:

With Q = 5, Lg suffers from a series resistance equal to Lgw/Q = 12.6 Q2. This value
is not much less than 50 2, degrading the noise figure considerably. For this reason, Lg is
typically placed off-chip.

NF Calculation Let us now compute the noise figure of the CS circuit, excluding the
effect of channel-length modulation, body effect, Cgp, and Cp,q for simplicity (Fig. 5.35).
The noise of M| is represented by I,,;. For now, we assume the output of interest is the
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Figure 5.35 Equivalent circuit for computation of NF.
current /,,;. We have

Lows = gmV1 + In1. (5.86)

Also, since L sustains a voltage of Lis(l,; + V1Cgs1s), a KVL around the input loop
yields

Vin = (Rs + Lgs)V1Cgsi1s + Vi + Lis(lpur + V1Cgs15). (5.87)
Substituting for V; from (5.86) gives

Ly + L(;)CGSLS2 + 1+ RsCgs1s
Vin = LousL1s + 2 Tour = In1). (5.88)
m

The input network is designed to resonate at the frequency of interest, wg. Thatis, (L1 + Lg)
Cgs1 = wy 2 and hence, (L} + Lg)Cgsis> + 1 =0ats= Jjwo. We therefore obtain

. JRsCgs1wo JRsCgs1wo
Vin = Lous <JL1600 + —) —L—.

8m

(5.89)

8m

The coefficient of 1,,; represents the transconductance gain of the circuit (including Rg):

|Iout| 1

= (5.90)

Viy RsC, '
R (L1 N sg GSl)
m

Now, recall from Eq. (5.77) that, for input matching, g,,L;/Cgs1 = Rs. Since g,,/Cgs1 =
T,

o = 2T (5.91)

Interestingly, the transconductance of the circuit remains independent of L, Lg, and g;, so
long as the input is matched.
Setting V;, to zero in Eq. (5.89), we compute the output noise due to M;:

RsCgsi

— (5.92)
gmlL1 + RsCgsi

|In,out|M1 = |In1|
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which, for g,,L1/Cgs1 = Rs, reduces to

[Fn1]
[ outlM1 = ; ) (5.93)
and hence
Iz%,outhl = kTygm. (5.94)

Dividing the output noise current by the transconductance of the circuit and by 4kTRg and
adding unity to the result, we arrive at the noise figure of the circuit [2]:

2

NF = 1 + gnRsy (ﬂ) : (5.95)
wr

It is important to bear in mind that this result holds only at the input resonance frequency

and if the input is matched.

Example 5.14

A student notes from Eq. (5.95) above that, if the transistor width and bias current are scaled
down proportionally, then g, and Cgs; decrease while g,,/Cgs1 = wr remains constant.
That is, the noise figure decreases while the power dissipation of the circuit also decreases!
Does this mean we can obtain NF = 1 with zero power dissipation?

Solution:

As Cgsy decreases, Lg + L1 must increase proportionally to maintain a constant wg. Sup-
pose L is fixed and we simply increase Lg. As Cgs approaches zero and Lg infinity, the O
of the input network (= Lgwo/Rs) also goes to infinity, providing an infinite voltage gain at
the input. Thus, the noise of Rg overwhelms that of M, leading to NF = 1. This result is not
surprising; after all, in a circuit such as the network of Fig. 5.36, |V,,:/Vin| = (RsCawp) !
at resonance, implying that the voltage gain approaches infinity if C, goes to zero (and L,
goes to infinity so that wg is constant). In practice, of course, the inductor suffers from a
finite O (and parasitic capacitances), limiting the performance.

Rs La

Vout
C. T

Figure 5.36 Equivalent circuit of CS input network.

What if we keep L constant and increase the degeneration inductance, L;? The NF still
approaches 1 but the transconductance of the circuit, Eq. (5.90), falls to zero if Cgs1/gm
remains fixed.!! That is, the circuit provides a zero-dB noise figure but with zero gain.

11. If Cgs1/8m is constant and L increases, the input cannot remain matched and Eq. (5.95) is invalid.
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The above example suggests that maximizing Lg can minimize the noise figure by
providing voltage gain from V;, to the gate of M. The reader can prove that this gain is
given by

Ve 1 L
26— 21 4+ 2620 (5.96)
Vi 2 Rg

Note that Lgwo/Rs represents the Q of the series combination of Lg and Rg. Indeed, as
explained below, the design procedure begins with the maximum available value of Lg
(typically an off-chip inductor) whose parasitic capacitances are negligible. The voltage
gain in the input network (typically as high as 6 dB) does lower the IP3 and P14p of the
LNA, but the resulting values still prove adequate in most applications.

We now turn our attention to the output node of the circuit. As explained in
Section 5.3.1, an inductive load attached to a common-source stage introduces a negative
resistance due to the feedback through Cgp. We therefore add a cascode transistor in the
output branch to suppress this effect. Figure 5.37 shows the resulting circuit, where R| mod-
els the loss of Lp. The voltage gain is equal to the product of the circuit’s transconductance
[Eq. (5.91)] and the load resistance, R;:'?

Vour or R

= —— 5.97
Vin 20 Rs G97
R
i (5.98)
2L1wo

The effect of Cgp1 on the input impedance may still require attention because the
impedance seen at the source of M5, Ry, rises sharply at the output resonance frequency.
From Eq. (5.64),

Ry +ron

Ry = (5.99)

I

Figure 5.37 Inductively-degenerated cascode CS LNA.

12. The output impedance of the cascode is assumed much higher than R;.
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Using the transconductance expression in (5.90) and Vg/Vj, in (5.96), we compute the
voltage gain from the gate to the drain of M;:
Vx Rs Ry +ro

- . . (5.100)
Ve Liwo (1 + gmaro2)(Rs + Lgwo)

Since Rs > Liwp (why?) and the second fraction is typically near or higher than unity,
Cgp1 may suffer from substantial Miller multiplication at the output resonance frequency.

In the foregoing noise figure calculation, we have not included the noise contribution
of M;. As formulated for the cascode CG stage in Section 5.3.3, the noise of the cascode
device begins to manifest itself if the frequency of operation exceeds roughly (2ro1Cx) .

Example 5.15

Determine the noise figure of the cascode CS stage of Fig. 5.37, including the noise
contributed by R; but neglecting the noise of M>.

Solution:

Dividing the noise of R; by the gain given by (5.98) and the noise of Rg and adding the
result to the noise figure in (5.95), we have

2 2

4R

NF = 1 + gnRsy <@> + 8 (ﬂ) : (5.101)
T Ri \or

Design Procedure Having developed a good understanding of the cascode CS LNA of
Fig. 5.37, we now describe a procedure for designing the circuit. The reader is encouraged
to review the CG design procedure. The procedure begins with four knowns: the frequency
of operation, wy, the value of the degeneration inductance, L1, the input pad capacitance,
Cpaa, and the value of the input series inductance, Lg. Each of the last three knowns is
somewhat flexible, but it is helpful to select some values, complete the design, and iterate

if necessary.
Governing the design are the following equations:
1 2

= (5.102)

(L + L1)(Cgs1 + Cpaa)

C 2
<¢) Lior = Rs. (5.103)
Cgs1 + Cpad

With wg known, Cgg; is calculated from (5.102), and wr and g, ( = wrCgs1) from (5.103).
We then return to the plots of g, and fr in Fig. 5.25 and determine whether a transistor
width can yield the necessary g, and f7 simultaneously. In deep-submicron technologies
and for operation frequencies up to a few tens of gigahertz, the fr is likely to be “too high,”
but the pad capacitance alleviates the issue by transforming the input resistance to a lower
value. If the requisite f7 is quite low, a capacitance can be added to Cp,q. On the other hand,
if the pad capacitance is so large as to demand a very high f7, the degeneration inductance
can be increased.



292 Chap. 5. Low-Noise Amplifiers

In the next step, the dimensions of the cascode device are chosen equal to those of the
input transistor. As mentioned in Section 5.3.3 for the cascode CG stage, the width of the
cascode device only weakly affects the performance. Also, the layout of M| and M, can
follow the structure shown in Fig. 5.27 to minimize the capacitance at node X.

The design procedure now continues with selecting a value for Lp such that it resonates
at wo with the drain-bulk and drain-gate capacitances of M», the input capacitance of the
next stage, and the inductors’s own parasitic capacitance. If the parallel equivalent resis-
tance of Lp results in a gain, R;/(2Ljwp), greater than required, then an explicit resistor
can be placed in parallel with Lp to lower the gain and widen the bandwidth.

In the last step of the design, we must examine the input match. Due to the Miller
multiplication of Cgp; (Example 5.12), it is possible that the real and imaginary parts
depart from their ideal values, necessitating some adjustment in L.

The foregoing procedure typically leads to a design with a relatively low noise figure,
around 1.5 to 2 dB—depending on how large L can be without displaying excessive para-
sitic capacitances. Alternatively, the design procedure can begin with known values for NF
and L; and the following two equations:

w( 2
NF = 1 + gmiRsy <—) (5.104)
wr
Casi 2
Rg = (—) Loy, (5.105)
Ces1 + Cpaa

where the noise of the cascode transistor and the load is neglected. The necessary values of
wTt and g, can thus be computed (g;,1/Cgs1 & wr). If the plots in Fig. 5.25 indicate that
the device fr is too high, then additional capacitance can be placed in parallel with Cggg.
Finally, L¢ is obtained from Eq. (5.102). (If advanced packaging minimizes inductances,
then L can be integrated on the chip and assume a small value.)

The overall LNA appears as shown in Fig. 5.38, where the antenna is capacitively tied
to the receiver to isolate the LNA bias from external connections. The bias current of M is

VDD

iR1

=

—o Vout

Figure 5.38 Inductively-degenerated CS stage with pads and bias network.



Sec. 5.3.  LNA Topologies 293

established by Mp and Ip, and resistor Rp and capacitor Cp isolate the signal path from the
noise of /g and Mp. The source-bulk capacitance of M| and the capacitance of the pad at the
source of M may slightly alter the input impedance and must be included in simulations.

Example 5.16

How is the value of Rp chosen in Fig. 5.387

Solution:

Since Rp appears in parallel with the signal path, its value must be maximized. Is
Rp = 10R; sufficiently high? As illustrated in Fig. 5.39, the series combination of Rg and
L can be transformed to a parallel combination with Rp ~ 0*Rs ~ (Lgwy /RS)ZRS. From
Eq. (5.96), we note that a voltage gain of, say, 2 at the input requires Q = 3, yielding
Rp =~ 450 Q. Thus, Rp = 10Rs becomes comparable with Rp, raising the noise figure and
lowering the voltage gain. In other words, Rp must remain much greater than Rp.

Rp
AMA
AAA
Rs Lg La
M1 P_%b\_‘ﬁ' M1 _‘_| M1
R.= Cast Ry Cest Ry

T Cs o f Cs b |_> [ P Q/

: % J_ l

ac G;\ID? ac GF\ID?
(a) (b) (©)

Figure 5.39 (a) Effect of bias resistor Rp on CS LNA, (b) conversion of Rs and Lg to a parallel
network, (c) effect of distributed capacitance of Rp.

Large resistors may suffer from significant parasitic capacitance. However, increasing
the length of a resistor does not load the signal path anymore even though it leads to a larger
overall parasitic capacitance. To understand this point, consider the arrangement shown in
Fig. 5.39(b), where the parasitic capacitance of Rp is represented as distributed elements
C1-C,. Which node should be bypassed to ground, P or Q? We recognize that Zg is higher
if O is bypassed even though the longer resistor has a higher capacitance. Thus, longer bias
resistors are better. Alternatively, a small MOSFET acting as a resistor can be used here.

The choice between the CG and CS LNA topologies is determined by the trade-off
between the robustness of the input match and the lower bound on the noise figure. The
former provides an accurate input resistance that is relatively independent of package par-
asitics, whereas the latter exhibits a lower noise figure. We therefore select the CG stage if
the required LNA noise figure can be around 4 dB, and the CS stage for lower values.

An interesting point of contrast between the CG and CS LNAs relates to the contri-
bution of the load resistor, R, to the noise figure. Equation (5.58) indicates that in a CG
stage, this contribution, 4Rg/R], is equal to 4 divided by the voltage gain from the input
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source to the output. Thus, for a typical gain of 10, this contribution reaches 0.4, a sig-
nificant amount. For the inductively-degenerated CS stage, on the other hand, Eq. (5.101)
reveals that the contribution is equal to 4Rs/R| multiplied by (wo/ a)T)2. Thus, for opera-
tion frequencies well below the fr of the transistor, the noise contribution of R; becomes
negligible.

Example 5.17

It is believed that input matching holds across a wider bandwidth for the CG stage than for
the inductively-degenerated CS stage. Is this statement correct?
Solution:

Consider the equivalent circuits shown in Fig. 5.40 for the two LNA configurations, where
R1 =50%, C; and C, are roughly equal, and the inductors represent (inevitable) bond

T Tt

1
|_> R4 |_> CGS"'CSB%CZ %RFI‘]
zin1 = zin2 = =

(@) (b)
Figure 5.40 Input networks of (a) CS and (b) CG LNAs.

wires. For the CS stage [Fig. 5.40(a)], we have

Re{Zin1} = Ry (5.106)
LiCio? — 1

Im{Z;} = o

(5.107)

If the center frequency of interest is wg (= 1/+/L1C1) and w = @wp + Aw, then

LA
Im{Zim} ~ 2L Ao—22 . (5.108)
w0

That is, the imaginary part varies in proportion to deviation from the center frequency,
limiting the bandwidth across which |S11| remains acceptably low.
In the network of Fig. 5.40(b), on the other hand,

Ry

RelZip}) = ————
Gk = R c

(5.109)

Im{Zipa} = Low — (5.110)
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Example 5.17 (Continued)

In practice, 1/(R1C>) is comparable with the wr of the transistor [e.g., if Ry =1/g;, and
Cy = Cgs, then 1/(R1C2) = wr]. Thus, for v K wr,

Re{Zin} ~ R; (5.111)
Im{Zinp) ~ (Ly — RRCY)w. (5.112)

Interestingly, if Ly = R%Cz, then Im{Z;,»} falls to zero and becomes independent of fre-
quency. Thus the CG stage indeed provides a much broader band at its input, another
advantage of this topology.

Example 5.18

Design a cascode CS LNA for a center frequency of 5.5 GHz in 65-nm CMOS technology.

Solution:

We begin with a degeneration inductance of 1 nH and the same input transistor as that in the
CG stage of Example 5.11. Interestingly, with a pad capacitance of 50 fF, the input resis-
tance happens to be around 60 2. (Without the pad capacitance, Re{Z;,} is in the vicinity
of 600 2.) We thus simply add enough inductance in series with the gate (Lg = 12 nH) to
null the reactive component at 5.5 GHz. The design of the cascode device and the output
network is identical to that of the CG example.

Figure 5.41 shows the details of the design and Fig. 5.42 the simulated characteristics.
We observe that the CS stage has a higher gain, a lower noise figure, and a narrower
bandwidth than the CG stage in Example 5.11.

Inductor Model

""""""""" J_ Vpp=1V
{10 nH 30 fF =6.9kQi =1kQ
{170 T
1mA
= Sum
' 60 nm

Figure 5.41 CS LNA example.

(Continues)
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Example 5.18 (Continued)

1'8 1 1 1 1
1 1 1 1
17k ---Fr-=-=-F=-=-=-F=-==F=-=--
o
<
»
36 —_
1 1 1 1 C} 1
> o
— = 50""l"'Re{Zir'i}'l"" =T
m — 1 ] 1 1
) 2 | | i
c E 0"'"!'"'!' -r==-"r==-=
— — 1 H 1
3 e 1 , Imi{Zin}
®© -50F - - T T
E 1 1 1 1
Q 1 1 1 1
E _100 L L L L
5 5.2 5.4 5.6 5.8 6 5 5.2 5.4 5.6 5.8 6
Frequency (GHz) Frequency (GHz)

Figure 5.42 Simulated characteristics of CS LNA example.

5.3.5 Variants of Common-Gate LNA

As revealed by Eq. (5.57), the noise figure and input matching of the CG stage are inex-
tricably related if channel-length modulation is negligible, a common situation in older
CMOS technologies. For this reason, a number of efforts have been made to add another
degree of freedom to the design so as to avoid this relationship. In this section, we describe
two such examples.

Figure 5.43 shows a topology incorporating voltage-voltage feedback [3]."* The block
having a gain (or attenuation factor) of « senses the output voltage and subtracts a fraction
thereof from the input. (Note that M| operates as a subtractor because Ip; « Vg — Vj,.)
The loop transmission can be obtained by breaking the loop at the gate of M and is equal
to gmZr - o.'* If channel-length modulation and body effect are neglected, the closed-loop
input impedance is equal to the open-loop input impedance, 1/g,,, multiplied by 1+ g,,Zrc:

1
Zin = — +aZ;. (5.113)
8&m
At resonance,
1
Zin = — + aRy. (5.114)
8&m

13. This technique was originally devised for bipolar stages.
14. The input impedance of the feedback circuit is absorbed in Z; .
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Vout

(b)

Figure 5.44 (a) Input impedance and (b) noise behavior of CG stage with feedback.

The input resistance can therefore be substantially higher than 1/g,,, but how about the
noise figure? We first calculate the gain with the aid of the circuit depicted in Fig. 5.44(a).
The voltage gain from X to the output is equal to the open-loop gain, g,,R;, divided by
1 + ag,R; (at the resonance frequency). Thus,

V Z; R
out _ i ) E&mi\] (5.115)
Vi Zin + Rg 1+ agnRy
R
= ‘ : (5.116)
— + aRy + Ry
8&m

which reduces to Ry /(2Ry) if the input is matched.

For output noise calculation, we construct the circuit of Fig. 5.44(b), where V,; rep-
resents the noise voltage of M; and noise of the feedback circuit is neglected. Since Rg
carries a current equal to —Vj, os/R1 (Why?), we recognize that Vgs1 = aV, our + Vi1 +
Vi.ourRs/R1. Equating g, Vgs1 to —Vy o /R1 yields

Vn, out

, 5.117
R, (5.117)

Rs
Em aVn,out + Vi + R_lvn,out = -
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and hence

— gVl
Voourl1 = gmPm (5.118)

@+ 554
a —_— —_—
gmle + 20+ -

The noise current of R is multiplied by the output impedance of the circuit, R,,;. The
reader can show that R, is equal to R; in parallel with (1 + g,,Rs)/(ctg,). Summing this
noise and that of M1, dividing the result by the square of (5.116) and 4kTRg, and assuming
the input is matched, we have

14 Rs 1 \?
NF=1+-2—+3(1+—). (5.119)
ngS Rl ngS

That is, the NF can be lowered by raising g,,. Note that this result is identical to that
expressed by Eq. (5.57) for the simple CG stage, except that g,,Rs need not be equal to
unity here. For example, if g,,Rs = 4 and y = 1, then the first two terms yield a noise figure
of 0.97 dB. In Problem 5.15 we reexamine these results if channel-length modulation is not
neglected.

Example 5.19

How is the feedback factor, o, chosen in the above circuit?

Solution:

The design begins with the choice of g,,Rs and R;/(2Rs) to obtain the required noise figure
and voltage gain, A,. For input matching, g,,Rs — 1 = ag,R1 = agm(2A,Rs). It follows
that

_ gmRs — 1

. (5.120)
2g mRSAv

For example, if g,,Rs =4 and A, = 6 (= 15.6dB), then Ry = 600 2 and « = 1/16.

Another variant of the CG LNA employs feedforward to avoid the tight relationship
between the input resistance and the noise figure [4]. llustrated in Fig. 5.45(a), the idea is
to amplify the input by a factor of —A and apply the result to the gate of M. For an input
voltage change of AV, the gate-source voltage changes by —(1 + A)AV and the drain
current by —(1 + A)g,,AV. Thus, the g,, is “boosted” by a factor of 1 + A [4], lowering
the input impedance to R;, = [gn(1 + A)] ! and raising the voltage gain from the source
to the drain to (1 + A)g,,R; (at resonance).

We now compute the noise figure with the aid of the equivalent circuit shown in Fig.
5.45(b). Since the current flowing through Ryg is equal to —V,, ,,;/R1, the source voltage is
given by —V,, ,,sRs/R1 and the gate voltage by (—Vj, ourRs/R1)(—A) + Vy1. Multiplying
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(®)

Figure 5.45 (a) CG stage with feedforward, (b) calculation of NF.

the gate-source voltage by g,, and equating the result to —V,, ,,;/R1, we have

Vn,out
R

Rs Rs
8m AR_IVn,out + Vi + F]Vn,out = - , (5121)

and hence
—gmR1 V1
(1+A)guRs+ 1

VioutlM1 = (5.122)

This expression reduces to —g,,R1V,1/2 if the input is matched, indicating that half of the
noise current of M; flows through R;."> With input matching, the voltage gain from the left
terminal of Rg in Fig. 5.45(b) to the output is equal to (1 + A)g,,,R1/2. We therefore sum
the output noise contribution of M and Ry, divide the result by the square of this gain and
the noise of Rg, and add unity:
NF=1+_2L 4% (5.123)
1+A R
This equation reveals that the NF can be lowered by raising A with the constraint g,,(1 +
A) = RS_1 (for input matching).
The above analysis has neglected the noise of the gain stage A in Fig. 5.45(a). We show
in Problem 5.17 that the input-referred noise of this stage, V,%A, is multiplied by A and added
to V,;1 in Eq. (5.122), leading to an overall noise figure equal to

4R A2 V2,
NF=1+-2 +254 2 'm
1+A R (I +A)24kTRs

(5.124)

In other words, V,%A is referred to the input by a factor of A>/(1 + A)?, which is not much
less than unity. For this reason, it is difficult to realize A by an active circuit.

It is possible to obtain the voltage gain through the use of an on-chip transformer. As
shown in Fig. 5.46 [4], for a coupling factor of k between the primary and the secondary and

15. Where does the other half go?



300 Chap. 5. Low-Noise Amplifiers

Vout
Rs Voo
Iy
+
Vin(O Lo
= H M,
CBE =

Figure 5.46 CG stage with transformer feedforward.

a turns ratio of n ( = /L /L), the transformer provides a voltage gain of kn. The direction
of the currents is chosen so as to yield a negative sign. However, on-chip transformer
geometries make it difficult to achieve a voltage gain higher than roughly 3, even with
stacked spirals [5]. Also, the loss in the primary and secondary contributes noise.

5.3.6 Noise-Cancelling LNAs

In our previous derivations of the noise figure of LNAs, we have observed three terms: a
value of unity arising from the noise of Ry itself, a term representing the contribution of
the input transistor, and another related to the noise of the load resistor. “Noise-cancelling
LNAs” aim to cancel the second term [6]. The underlying principle is to identify two nodes
in the circuit at which the signal appears with opposite polarities but the noise of the input
transistor appears with the same polarity. As shown in Fig. 5.47, if nodes X and Y satisfy
this condition, then their voltages can be properly scaled and summed such that the signal
components add and the noise components cancel.

Auxiliary Amplifier

Figure 5.47 Conceptual illustration of noise-cancelling LNAs.

The CS stage with resistive feedback studied in Section 5.3.2 serves as a good candidate
for noise cancellation because, as shown in Fig. 5.48(a), the noise current of M flows
through Rr and Ry, producing voltages at the gate and drain of the transistor with the
same polarity. The signal, on the other hand, experiences inversion. Thus, as conceptually
shown in Fig. 5.48(b), if Vx is amplified by —A; and added to Vy, the noise of M| can
be removed [6]. Since the noise voltages at nodes ¥ and X bear a ratio of 1 + Rp/Rg
(why?), we choose A} = 1 + Rr/Rgs. The signal experiences two additive gains: the original
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() (b)

Figure 5.48 (a) Noise of input transistor in a feedback CS stage, (b) cancellation of noise of M.

gain, Vy/Vx =1 — gwRr =1 — Rr/Ry (if the input is matched), and the additional gain,
—(1 + Rr/Rgs). It follows that

v, R R
out _p _ZF_ (142 (5.125)
Vx Rg Rg
2R
iy (5.126)
Rs

if the input is matched. The gain V,,,;/ Vi, is half of this value.

Let us now compute the noise figure of the circuit, assuming that the auxiliary amplifier
exhibits an input-referred noise voltage V,4; and a high input impedance. Recall from
Section 5.3.2 that the noise voltage of Rr appears directly at the output as 4kTRr. Adding
this noise to A%VfA |» dividing the result by (Rr/Rs)? and 4kTRg, and adding unity, we
obtain the noise figure as

Rs

NF=1+ﬁ+A2v2 2 (5.127)
Rp 1Al grRY '
SinceA; =1 + RF/Rs,
R 1%; Rg\?
NE =1+ — + AL (4 35 (5.128)
Rr  4kTRg Rr

The NF can therefore be minimized by maximizing Rr and minimizing Vr%Al‘ Note that
Rs/RF is the inverse of the gain and hence substantially less than unity, making the third

term approximately equal to V,fA] /(4kTRys). That is, the noise of the auxiliary amplifier is
directly referred to the input and must therefore be much less than that of Rg.

The input capacitance, Cj,, arising from M; and the auxiliary amplifier degrades both
S11 and the noise cancellation, thereby requiring a series (or parallel) inductor at the input
for operation at very high frequencies. It can be proved [6] that the frequency-dependent
noise figure is expressed as

2
NF(f) = NF(0) + [NF(0) — 1+ y] (]é) : (5.129)
0

where NF(0) is given by (5.128) and fy = 1/(wRsCip).



302 Chap. 5. Low-Noise Amplifiers

Figure 5.49 Example of noise-cancelling LNA.

Figure 5.49 depicts an implementation of the circuit [6]. Here, M> and M3 serve as a CS
amplifier, providing a voltage gain of g,2/(gm3 + gmp3), and also as the summing circuit.
Transistor M3 operates as a source follower, sensing the signal and noise at the drain of M.
The first stage is similar to that studied in Example 5.7.

Example 5.20

Figure 5.50 shows an alternative implementation of a noise-cancelling LNA that also
performs single-ended to differential conversion. Neglecting channel-length modulation,
determine the condition for noise cancellation and derive the noise figure.

Figure 5.50 CG/CS stage as a noise-cancelling LNA.

Solution:

The circuit follows the noise cancellation principle because (a) the noise of M1, V,1, sees a
source follower path to node X and a common-source path to node Y, exhibiting opposite
polarities at these two nodes, and (b) the signal sees a common-gate path through X and Y,
exhibiting the same polarity. Transistor M; produces half of its noise voltage at X if the
input is matched (why?). Transistor M senses this noise and amplifies it by a factor of
—gm2Ro>. The reader can prove that the output noise of the CG stage due to M; (at Y) is
equal to (V,1/2)gm1R1. For noise cancellation, we must have

Vi Vai
gmlRlTn = ngRZTn, (5.130)
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Example 5.20 (Continued)

and, since g,;,1 = 1/Rg,
R1 = gmaRoRs. (5.131)

If the noise of M is cancelled, the noise figure arises from the contributions of M>, Ry,
and R;. The noise at Y is equal to 4k7R; and at N equal to 4kTy gmzR% + 4kTR;. Since the
total voltage gain, V,;/Vin, is given by (gm1R1 + gm2R2)/2 = gm1R1 = R1/Rs, we have

R 2
NF = 1+ <ITS) (4KTR| + 4kTy guoR3 + 4kTR) (5.132)
1

4KTRs

Rs Ry  RsR
R B

2 (5.133)
Ry Ry R%

The principal advantage of the above noise cancellation technique is that it affords the
broadband characteristics of feedback or CG stages but with a lower noise figure. It is there-
fore suited to systems operating in different frequency bands or across a wide frequency
range, e.g., 900 MHz to 5 GHz.

5.3.7 Reactance-Cancelling LNAs

It is possible to devise an LNA topology that inherently cancels the effect of its own
input capacitance. Illustrated in Fig. 5.51(a) [7], the idea is to exploit the inductive input
impedance of a negative-feedback amplifier so as to cancel the input capacitance, Cj,. If
the open-loop transfer function of the core amplifier is modeled by a one-pole response,
Ao/(1 + s/wp), then the input admittance is given by

s+ (Ag + Do

FTTTTToTTosmorossrossrocsossoseiossoossooees : A 1
v Re{Y,}
YVy E RF /

| | > 1+A :
r» —o Vout ' 0 -Im{y,}

Core
Amplifier

ey

Wo
() (b)

Figure 5.51 (a) Reactance-cancelling LNA topology, (b) behavior of components of Y| with
frequency.
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It follows that

1 _ Rr(@ + ap) (5.135)
Re{Y1}  (1+Ap)w] '
—A
Im{Y,) = 0w (5.136)

RF(a)2 + w%) '

At frequencies well below wg, 1/Re{Y;} reduces to Rr/(1 + Ag), which can be set
equal to Rg, and Im{Y}} is roughly —Agw/(RFwo), which can be chosen to cancel Cj,w.
Figure 5.51(b) illustrates the behavior of 1/Re{Y} and —Im{Y}.

The input matching afforded by the above technique holds for frequencies up to about
wy, dictating that the open-loop bandwidth of the core amplifier reach the maximum fre-
quency of interest. The intrinsic speed of deep-submicron devices provides the gain and
bandwidth required here.

The reader may wonder if our modeling of the core amplifier by a one-pole response
applies to multistage implementations as well. We return to this point below.

Figure 5.52 shows a circuit realization of the amplifier concept for the frequency range
of 50 MHz to 10 GHz [7]. Three common-source stages provide gain and allow negative
feedback. Cascodes and source followers are avoided to save voltage headroom. The input
transistor, M1, has a large width commensurate with flicker noise requirements at 50 MHz,
thus operating with a Vg of about 200 mV. If this voltage also appears at node Y, it leaves
no headroom for output swings, limiting the linearity of the circuit. To resolve this issue,
current /7 is drawn from R so as to shift up the quiescent voltage at ¥ by approximately
250mV. Since Rr =1 k€2, I need be only 200 pA, contributing negligible noise at the
LNA input.'

With three gain stages, the LNA can potentially suffer from a small phase margin
and exhibit substantial peaking in its frequency response. In this design, the open-loop
poles at nodes A, B, X, and Y lie at 10 GHz, 24.5 GHz, 22 GHz, and 75 GHz, respec-
tively, creating a great deal of phase shift. Nonetheless, due to the small feedback factor,

VDD

75 Q:E 200 Q:: 150 Q=

=

R LII:_|_25MmLI a—p=-

—— 200 um |j1 25 um
V. + M1 60 nm 60 nm Mg 60 nm
in

= AAA
Yy

1
’1? 000 Q

Figure 5.52 Implementation of reactance-cancelling LNA.

VVV

16. Alternatively, capacitive coupling can be used in the feedback path. But the large value necessary for the
capacitor would introduce additional parasitics.
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Rs/(Rs + Rr) = 0.048, simulations indicate that the circuit provides a phase margin of
about 50 and a peaking of 1dB in its closed-loop frequency response.

The multi-pole LNA of Fig. 5.52 contains an inductive component in its input
impedance but with a behavior more complex than the above analysis suggests. Fortu-
nately, behavioral simulations confirm that, if the poles at B, X, and Y are “lumped” (i.e.,
their time constants are added), then the one-pole approximation still predicts the input
admittance accurately. The pole frequencies mentioned above collapse to an equivalent
value of wp =27 (9.9 GHz), suggesting that the real and imaginary parts of Y] retain the
desired behavior up to the edge of the cognitive radio band.

The LNA output is sensed between nodes X and Y. Even though these nodes provide
somewhat unequal swings and a phase difference slightly greater than 180°, the pseudo-
differential sensing still raises both the gain and the IP,, the latter because second-order
distortion at X also appears at Y and is thus partially cancelled in Vy — Vx.!”

5.4 GAIN SWITCHING

The dynamic range of the signal sensed by a receiver may approach 100 dB. For example,
a cell phone may receive a signal level as high as —10dBm if it is close to a base station
or as low as —110dBm if it is in an underground garage. While designed for the highest
sensitivity, the receiver chain must still detect the signal correctly as the input level contin-
ues to increase. This requires that the gain of each stage be reduced so that the subsequent
stages remain sufficiently linear with the large input signal. Of course, as the gain of the
receiver is reduced, its noise figure rises. The gain must therefore be lowered such that
the degradation in the sensitivity is less than the increase in the received signal level, i.e.,
the SNR does not fall. Figure 5.53 shows a typical scenario.

Gain switching in an LNA must deal with several issues: (1) it must negligibly affect
the input matching; (2) it must provide sufficiently small “gain steps”; (3) the additional
devices performing the gain switching must not degrade the speed of the original LNA;

Log A

Scale _l_l_l_

Signal Strength

Figure 5.53 Effect of gain switching on NF and P14p.

17. To ensure stability in the presence of package parasitics, a capacitor of 10-20 pF must be placed between
Vpp and GND.
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Figure 5.54 Example of gain switching in CG stage.

(4) for high input signal levels, gain switching must also make the LNA more linear so that
this stage does not limit the receiver linearity. As seen below, some LNA topologies lend
themselves more easily to gain switching than others do.

Let us first consider a common-gate stage. Can we reduce the transconductance of the
input transistor to reduce the gain? To switch the gain while maintaining input matching,
we can insert a physical resistance in parallel with the input as g, is lowered. Figure 5.54
shows an example [8], where the input transistor is decomposed into two, M1, and My,
and transistor M; introduces a parallel resistance if it is on. In the “high-gain mode,” the
gain select line, G§, is high, placing M, and M, in parallel, and M, is off. In the “low-
gain mode,” M1y turns off, reducing the gain, and M turns on, ensuring that Ryu2||(gm1x +
gmb1x) ' = Rg. For example, to reduce the gain by 6 dB, we choose equal dimensions for
M, and M1y and Ryp2 = (gmix + gmblx)’1 = 2Rg (why?). Also, the gate of My, is secured
to ground by a capacitor to avoid the on-resistance of the switch at high frequencies.

Example 5.21

Choose the devices in the above circuit for a gain step of 3 dB.

Solution:
To reduce the voltage gain by /2, we have

Wix _

1
— = — (5.137)
Wiy + le \/5

and hence Wy, /Wy, = V2 — 1. We also note that, with M 1y off, the input resistance rises to
V2Rg. Thus, R, ||(v2Rs) = Rg and hence

V2
V2-1

In Problem 5.21, we calculate the noise figure after the 3-dB gain reduction.

Rona = Rs. (5.138)
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In the above calculation, we have neglected the effect of channel-length modulation. If
the upper bound expressed by Eq. (5.67) restricts the design, then the cascode CG stage of
Fig. 5.24 can be used.

Another approach to switching the gain of a CG stage is illustrated in Fig. 5.55, where
the on-resistance of M5 appears in parallel with Rj. With input matching and in the absence
of channel-length modulation, the gain is given by

Voul _ R1||R0n2
Vin 2RS .

(5.139)

For multiple gain steps, a number of PMOS switches can be placed in parallel with R;. The
following example elaborates on this point.

Figure 5.55 Effect of load switching on input impedance.

Example 5.22
Design the load switching network of Fig. 5.55 for two 3-dB gain steps.

Solution:

As shown in Fig. 5.56, M5, and My, switch the gain. For the first 3-dB reduction in gain,
M>,, is turned on and

Rl”Ron,a = E’ (5.140)
VDD
LES=R, JF*6S -GS,
M 2a m 2b

Vout®

M Vv,

Rs 1 |_° b1

+

Figure 5.56 Load switching for 3-dB gain steps.

(Continues)
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Example 5.22 (Continued)

1., Ron.a = R1/ (ﬁ — 1). For the second 3-dB reduction, both M;, and M>;, are turned on
and
Ry

R1|[Ron,al|Ron.p = 2 (5.141)

ie,Ropp =R1/(2— ﬁ). Note that if only M5, were on in this case, then it would need to
be wider, thus contributing a greater capacitance to the output node.

The principal difficulty with switching the load resistance in a CG stage is that it alters
the input resistance, as expressed by R;;, = (R1 + ro)/(1 + gmro). This effect can be min-
imized by adding a cascode transistor as in Fig. 5.24. The use of a cascode transistor also
permits a third method of gain switching. [llustrated in Fig. 5.57, the idea is to route part of
the drain current of the input device to Vpp—rather than to the load—by means of another
cascode transistor, M3. For example, if M, and M3 are identical, then turning M3 on yields
o = 0.5, dropping the voltage gain by 6 dB.

The advantage of the above technique over the previous two is that the gain step
depends only on W3/ W, (if M, and M3 have equal lengths) and not the absolute value of the
on-resistance of a MOS switch. The bias and signal currents produced by M split between
M3 and M5 in proportion to W3 /W>, yielding a gain change by a factor of 1 + W3/W,. As
a result, gain steps in the circuit of Fig. 5.57 are more accurate than those in Figs. 5.54
and 5.55. However, the capacitance introduced by M3 at node Y degrades the performance
at high frequencies. For a single gain step of 6 dB, we have W3 = W>, nearly doubling the
capacitance at this node. For a gain reduction by a factor of N, W3 = (N — 1) W», possibly
degrading the performance considerably.

Figure 5.57 Gain switching by cascode device.
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Example 5.23

If W3 =W, in Fig. 5.57, how does the input impedance of the circuit change from the
high-gain mode to the low-gain mode? Neglect body effect.

Solution:

In the high-gain mode, the input impedance is given by Eq. (5.70). In the low-gain mode,
the impedance seen looking into the source of M, changes because both g, and rp»
change. For a square-law device, a twofold reduction in the bias current (while the dimen-
sions remain unchanged) translates to a twofold increase in rp and a /2 reduction in Sm-
Thus, in Fig. 5.57,

Ry + 2rpo

=Y (5.142)
1+ v2gm2ron

Rinp =

where g,,» and rgy correspond to the values while M3 is off. Transistor M3 presents an
impedance of (1/g.3)||703 at Y, yielding

Ry + 2rpn
Ry = —|lro3l| ——=— (5.143)
8m3 1+ v2gmaron
Transistor M transforms this impedance to
Ry +
Ry = —y ot (5.144)
L+ gmiro1

This impedance is relatively independent of the gain setting because Ry is on the order of
1/gm.

In order to reduce the capacitance contributed by the gain switching transistor, we can
turn off part of the main cascode transistor so as to create a greater imbalance between the
two. Shown in Fig. 5.58 (on page 310) is an example where M is decomposed into two
devices so that, when M3 is turned on, M», is turned off. Consequently, the gain drops by a
factor of 1 + W3/Wy rather than 1 + W3 /(Wyp, + Wa,).

Example 5.24

Design the gain switching network of Fig. 5.58 for two 3-dB steps. Assume equal lengths
for the cascode devices.

Solution:

To reduce the gain by 3 dB, we turn on M3 while M>, and My, remain on. Thus,

W3
1+ ——= =42 (5.145)
Woq + Woyp

(Continues)
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Example 5.24 (Continued)

For another 3-dB reduction, we turn off Mpp:

W
14+ -2 =9, (5.146)

It follows from Egs. (5.145) and (5.146) that

1%
Wi = Wy, = % (5.147)

In a more aggressive design, M> would be decomposed into three devices, such that
one is turned off for the first 3-dB step, allowing M3 to be narrower. The calculations are
left as an exercise for the reader.

Figure 5.58 Gain switching by programmable cascode devices.

We now turn our attention to gain switching in an inductively-degenerated cascode
LNA. Can we switch part of the input transistor to switch the gain (Fig. 5.59)? Turning M
off does not alter wr because the current density remains constant. Thus, Re{Z;,} = Liwr
is relatively constant, but Im{Z;,} changes, degrading the input match. If the input match
is somehow restored, then the voltage gain, R;/(2Ljw), does not change! Furthermore, the
thermal noise of S7 degrades the noise figure in the high gain mode. For these reasons, gain
switching must be realized in other parts of the circuit.

As with the CG LNA of Fig. 5.55, the gain can be reduced by placing one or more
PMOS switches in parallel with the load [Fig. 5.60(a)]. Alternatively, the cascode switching
scheme of Fig. 5.57 can be applied here as well [Fig. 5.60(b)]. The latter follows the
calculations outlined in Example 5.24, providing well-defined gain steps with a moderate
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Figure 5.59 Gain switching in CS stage.

Voo
Lp —Gs
Vout
My
Lg Y
il G 1L my
Lq
(a)

Figure 5.60 Gain switching in cascode CS stage by (a) load switching, (b) additional cascode
device.

additional capacitance at node Y. It is important to bear in mind that cascode switching is
attractive because it reduces the current flowing through the load by a well-defined ratio
and it negligibly alters the input impedance of the LNA.

For the two variants of the CG stage studied in Section 5.3.3, gain switching can be
realized by cascode devices as illustrated in Fig. 5.57. The use of feedback or feedforward
in these topologies makes it difficult to change the gain through the input transistor without
affecting the input match.

Lastly, let us consider gain switching in the noise-cancelling LNA of Fig. 5.48(b).
Since Vy/Vx =1 — Rp/Rs and R;;, is approximately equal to 1/g;,,1 and independent of
RF, the gain can be reduced simply by lowering the value of Rr. Though not essential in
the low-gain mode, noise cancellation can be preserved by adjusting A; so that it remains
equal to 1 + Rr/Rs.
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Which one of the foregoing gain reduction techniques also makes the LNA more
linear? None, except for the last one! Since the CG and CS stages retain the gate-source
voltage swing (equal to half of the input voltage swing), their linearity improves negligibly.
In the feedback LNA of Fig. 5.48(b), on the other hand, a lower R strengthens the negative
feedback, raising the linearity to some extent.

Receiver designs in which the LNA nonlinearity becomes problematic at high input
levels can “bypass” the LNA in very-low-gain modes. [llustrated conceptually in Fig. 5.61,
the idea is to omit the LNA from the signal path so that the mixer (presumably more lin-
ear) directly senses the received signal. The implementation is not straightforward if input
matching must be maintained. Figure 5.62 depicts a common-gate example, where M is
turned off, M5 is turned on to produce a 50-Q2 resistance, and M3 is turned on to route the

signal to the mixer.
—
gw—”s H >l@-
+
n —_—

LNA ?

Figure 5.61 LNA bypass.

- Vop

= Ry

Figure 5.62 Realization of LNA bypass.

5.5 BAND SWITCHING

As mentioned in Section 5.1, LNAs that must operate across a wide bandwidth or in differ-
ent bands can incorporate band switching. Figure 5.63(a) repeats the structure of Fig. 5.7(a),
with the switch realized by a MOS transistor. Since the bias voltage at the output node is
near Vpp, the switch must be a PMOS device, thus contributing a larger capacitance for a
given on-resistance than an NMOS transistor. This capacitance lowers the tank resonance
frequency when S is off, reducing the maximum tolerable value of C; and hence limit-
ing the size of the input transistor of the following stage. (If L; is reduced to compensate
for the higher capacitance, then so are R; and the gain.) For this reason, we prefer the
implementation in Fig. 5.63(b), where S is formed as an NMOS device tied to ground.
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(a) b
Figure 5.63 (a) Band switching, (b) effect of switch parasitics.

The choice of the width of S7 in Fig. 5.63(b) proves critical. For a very narrow transis-
tor, the on-resistance, R,,1, remains so high that the tank does not “feel” the presence of
C> when S is on. For a moderate device width, R,, limits the Q of C,, thereby lowering
the Q of the overall tank and hence the voltage gain of the LNA. This can be readily seen
by transforming the series combination of C; and R, to a parallel network consisting of
Cy and Rp; ~ QzRonl, where Q = (Cza)Ronl)_l. That is, Ry is now shunted by a resistance
Rp1 = (C30"Ron) ™.

The foregoing observation implies that R,,; must be minimized such that Rp; > R;.
However, as the width of S in Fig. 5.63(b) increases, so does the capacitance that it intro-
duces in the off state. The equivalent capacitance seen by the tank when S is off is equal
to the series combination of C> and Cgp; + Cpgi, which means C| must be less than its
original value by this amount. We therefore conclude that the width of S poses a trade-off
between the tolerable value of C; when S is off and the reduction of the gain when S is
on. (Recall that C| arises from M,,, the input capacitance of the next stage, and the parasitic
capacitance of L.)

An alternative method of band switching incorporates two or more tanks as shown in
Fig. 5.64 [8]. To select one band, the corresponding cascode transistor is turned on while
the other remains off. This scheme requires that each tank drive a copy of the following
stage, e.g., a mixer. Thus, when M and band 1 are activated, so is mixer MX;. The prin-
cipal drawback of this approach is the capacitance contributed by the additional cascode
device(s) to node Y. Also, the spiral inductors have large footprints, making the layout and
routing more difficult.

5.6 HIGH-IP, LNAS

As explained in Chapter 4, even-order distortion can significantly degrade the performance
of direct-conversion receivers. Since the circuits following the downconversion mixers are
typically realized in differential form,'® they exhibit a high IP,, leaving the LNA and the

18. And since they employ large devices and hence have small mismatches.
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Figure 5.64 Band switching by programmable cascode branches.

mixers as the IP; bottleneck of the receivers. In this section, we study techniques of raising
the IP; of LNAs, and in Chapter 6, we do the same for mixers.

5.6.1 Differential LNAs

Differential LNAs can achieve high IP,’s because, as explained in Chapter 2, symmetric
circuits produce no even-order distortion. Of course, some (random) asymmetry plagues
actual circuits, resulting in a finite, but still high, IP;.

In principle, any of the single-ended LNAs studied thus far can be converted to differ-
ential form. Figure 5.65 depicts two examples. Not shown here, the bias network for the
input transistors is similar to those described in Sections 5.3.3 and 5.3.4.

VDD VDD

L1 L1 L1 L1

Vout Vout

(a) (b)
Figure 5.65 Differential (a) CG and (b) CS stages.
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But what happens to the noise figure of the circuit if it is converted to differential
form? Before answering this question, we must determine the source impedance driving
the LNA. Since the antenna and the preselect filter are typically single-ended, a transformer
must precede the LNA to perform single-ended to differential conversion. Illustrated in
Fig. 5.66(a), such a cascade processes the signal differentially from the input port of the
LNA to the end of the baseband section. The transformer is called a “balun,” an acronym
for “balanced-to-unbalanced” conversion because it can also perform differential to single-
ended conversion if its two ports are swapped.

1-to-1 Balun

(a) (®)
Figure 5.66 (a) Use of balun at RX input, (b) simplified circuit.

If the source impedance provided by the antenna and the band-pass filter in Fig. 5.66(a)
is Rg; (e.g., 50 €2), what is the differential source impedance seen by the LNA, Rs,? For
a lossless 1-to-1 balun, i.e., for a lossless transformer with an equal number of turns in
its primary and secondary, we have Rs» = Rg;. We must thus obtain the noise figure of
the differential LNA with respect to a differential source impedance of Rg;. Figure 5.66(b)
shows the setup for output noise calculation.

Note that the differential input impedance of the LNA, R;,, must be equal to Rg; for
proper input matching. Thus, in the LNAs of Figs. 5.66(a) and (b), the single-ended input
impedance of each half circuit must be equal to Rg;/2, e.g., 25 2.

Differential CG LNA We now calculate the noise figure of the differential CG LNA
of Fig. 5.65(a), assuming it is designed such that the impedance seen between each input
node and ground is equal to Rg;/2. In other words, each CG transistor must provide an
input resistance of 25 Q2. Figure 5.67(a) shows the simplified environment, emphasizing
that the noise figure is calculated with respect to a source impedance of Rg;. Redrawing
Fig. 5.67(a) as shown in Fig. 5.67(b), we recognize from the symmetry of the circuit that

n,out1

n,out2

Figure 5.67 (a) Cascade of balun and LNA, (b) simplified circuit of (a), and (c) simplified circuit
of (b).
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we can compute the output noise of each half circuit as in Fig. 5.67(c) and add the output
powers:

+ V2

n,out2”

= V2

n,outl

2
Vn, out

(5.148)

Since each half circuit provides matching at the input, the CG results of Section 5.3.3
apply here as well with the substitution Rg = Rgs1/2. Specifically, the voltage gain from
X to Y is equal to R1/(2Rs1/2), where R denotes the load resistance of the CG half cir-
cuit. The output noise consists of (1) the input transistor contribution, given by Eq. (5.56),
(2) the load resistor contribution, 4kTR;, and (3) the source impedance contribution,
(4kTRs1/2)[R1/(2R1/2)]:

2
R? Rs1 R
2 — 1
Vn,outl = kT)/ RSl/Z + 4kTR1 + 4kTT TS] (5149)
2

From Eq. (5.148), the total output noise power is twice this amount. Noting that the total
voltage gain A, = (Vy — Vw)/(Vx — Vz) is equal to that of half of the circuit, Vy/Vx
(= R1/Rs1), we compute the noise figure with respect to a source impedance of R as

_ Vr%,oul 1
NF = A2 AR (5.150)
v S1
- 2R51
1

Interestingly, this value is lower than that of the single-ended counterpart [Eq. (5.58)]. But
why? Since in Fig. 5.67(c), Vy/Vx = R1/(2Rs1/2) = R1/Rs1, we observe that the voltage
gain is twice that of the single-ended CG LNA. (After all, the transconductance of the
input transistor is doubled to lower the input impedance to Rg;/2.) On the other hand, the
overall differential circuit contains two R;’s at its output, each contributing a noise power
of 4kTR,. The total, 8kTR, divided by (R /R51)2 and 4kTRyg yields 2Rg;/R;. Of course,
the value stipulated by Eq. (5.151) can be readily obtained in a single-ended CG LNA
by simply doubling the load resistance. Figure 5.68 summarizes the behavior of the two
circuits, highlighting the greater voltage gain in the differential topology. If identical gains
are desired, the value of the load resistors in the differential circuit must be halved, thereby
yielding identical noise figures.

In summary, a single-ended CG LNA can be converted to differential form according
to one of three scenarios: (1) simply copy the circuit, in which case the differential input
resistance reaches 100 €2, failing to provide matching with a 1-to-1 balun; (2) copy the
circuit but double the transconductance of the input transistors, in which case the input is
matched but the overall voltage gain is doubled; (3) follow the second scenario but halve the
load resistance to retain the same voltage gain. The second choice is generally preferable.
Note that, for a given noise figure, a differential CG LNA consumes four times the power
of a single-ended stage."

19. To halve the input resistance, the transistor width and bias current must be doubled.
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(b)
Figure 5.68 Comparison of (a) single-ended and (b) differential CG LNAs.

Our NF calculations have assumed an ideal balun. In reality, even external baluns have
a loss as high as 0.5 dB, raising the NF by the same amount.

Example 5.25

An amplifier having a high input impedance employs a parallel resistor at the input to
provide matching [Fig. 5.69(a)]. Determine the noise figure of the circuit and its differential
version, shown in Fig. 5.69(b), where two replicas of the amplifier are used.

Rs1 V2
n

2
Rs1 "

<

Vn,out1

(a) (b) (©)
Figure 5.69 (a) NF of an LNA with resistive termination, (b) differential version of (a), (c) simplified
circuit of (b).
Solution:
In the circuit of Fig. 5.69(a), the amplifier input-referred noise current is negligible and
the total noise at the output is equal to (4kTRs;/2)A% + A2V,%. The noise figure of the

(Continues)
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Example 5.25 (Continued)

single-ended circuit is therefore given by

R —
UTZA +AVE

NFine, = . 152
sing 22 4KkTRs, (5.152)
4
7%}
=2+ -2, 5.153
kTRs1 ( )

For the differential version, we write from the simplified half circuit shown in Fig. 5.69(c),

V2 = (4kTRg /4)A% + AZV_,%. The total output noise power of the differential circuit is

noutl
twice this amount. The corresponding noise figure is then given by

R -
2 <4kT—le2 + AZV,%) |
NFgi = : 5.154
diff A2 4kTRg ( )
4

22
=2+ =2 (5.155)

kTRgs

In this case, the noise figure of the differential circuit is higher. We conclude that whether
the differential version of an LNA exhibits a higher or lower NF depends on the circuit
topology.

Differential CS LNA The differential CS LNA of Fig. 5.65(b) behaves differently from
its CG counterpart. From Section 5.3.4, we recall that the input resistance of each half
circuit is equal to Liowr and must now be halved. This is accomplished by halving L.
With input matching and a degeneration inductance of Lj, the voltage gain was found in
Section 5.3.4 to be R /(2L1wp), which is now doubled. Figure 5.70(a) illustrates the overall
cascade of the balun and the differential LNA. We assume that the width and bias current
of each input transistor are the same as those of the single-ended LNA.

To compute the noise figure, let us first determine the output noise of the half circuit
depicted in Fig. 5.70(b). Neglecting the contribution of the cascode device, we note from
Section 5.3.4 that, if the input is matched, half of the noise current of the input transistor
flows from the output node. Thus,

2
Vn,outl

R R \?
= kTy gmR? + 4kTR, + 4kT—2" <—‘) : (5.156)
2 \Liwy
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(@) (b)
Figure 5.70 (a) Differential CS LNA and (b) its half circuit.

Multiplying this power by two, dividing it by A% = R% /(Liwo)? and 4kTRs;, and noting
that Liwr/2 = Rs1/2, we have

2 2

2R

NF = Lo Rer (£2) + 2580 (20 4. (5.157)
2 T R \or

How does this compare with the noise figure of the original single-ended LNA
[Eq. (5.101)]? We observe that both the transistor contribution and the load contribution
are halved. The transistor contribution is halved because g,,; and hence the transistor noise
current remain unchanged while the overall fransconductance of the circuit is doubled.
To understand this point, recall from Section 5.3.4 that G,,, = w1/ (2woRs) for the original
single-ended circuit. Now consider the equivalent circuit shown in Fig. 5.71, where the dif-
ferential transconductance, (I1 — I2)/Vi,, is equal to wr/(woRs1) (why?). The differential
output current contains the noise currents of both M| and M» and is equal to 2(kTy gim1)-
If this power is divided by the square of the transconductance and 4kTRgs1, the first term in
Eq. (5.157) is obtained.

Figure 5.71 Differential CS stage viewed as a transconductor.
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The reduction of the input transistor noise contribution in Eq. (5.157) is a remarkable
property of differential operation, reinforcing the NF advantage of the degenerated CS
stage over the CG LNA. However, this result holds only if the design can employ two
degeneration inductors, each having half the value of that in the single-ended counterpart.
This is difficult with bond wires as their physical length cannot be shortened arbitrarily.
Alternatively, the design can incorporate on-chip degeneration inductors while converting
the effect of the (inevitable) bond wire to a common-mode inductance. Figure 5.72 shows
such a topology. With perfect symmetry, the bond wire inductance has no effect on the
differential impedance seen between the gates. Nonetheless, as explained in Chapter 7,
on-chip inductors suffer from a low quality factor (e.g., a high series resistance), possibly
degrading the noise figure. We compare the power consumptions of the single-ended and
differential implementations in Problem 5.22.

/ Bond

Wire
= On-Chip
- Inductors

Figure 5.72 Differential CS stage with on-chip degeneration inductors.

The NF advantage implied by Eq. (5.157) may not materialize in reality because the
loss of the balun is not negligible.

Is it possible to use a differential pair to convert the single-ended antenna signal to
differential form? As shown in Fig. 5.73(a), the signal is applied to one input while the other
is tied to a bias voltage. At low to moderate frequencies, Vx and Vy are differential and the
voltage gain is equal to g1 2Rp. At high frequencies, however, two effects degrade the
balance of the phases: the parasitic capacitance at node P attenuates and delays the signal
propagating from M to M», and the gate-drain capacitance of M provides a non-inverting
feedforward path around M; (whereas M, does not contain such a path).

T

(2) (b)

Figure 5.73 Single-ended to differential conversion by (a) a simple differential pair, (b) a differen-
tial pair including tail resonance.
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The capacitance at P can be nulled through the use of a parallel inductor [Fig. 5.73(b)]
[9], but the Cgp; feedforward persists. The tail inductor can be realized on-chip because
its parallel equivalent resistance at resonance (Rp = QLpwy) is typically much greater than

l/gml,z-

Example 5.26

A student computes Cp in Fig. 5.73(b) as Csp; + Csp> + Cgsa2, and selects the value of Lp
accordingly. Is this an appropriate choice?

Solution:

No, it is not. For Lp to null the phase shift at P, it must resonate with only Csp; + Cspa.
This point can be seen by examining the voltage division at node P. As shown in Fig. 5.74,
in the absence of Csg; + Cspo,

4)
Vin M1 M2
Cc;s1-|- P T Ces2 =
Zy | 2

Figure 5.74 Impedances seen at the common source of differential pair.

For Vp to be exactly equal to half of V;,, (with zero phase difference), we must have Z; = Z,.
Since each impedance is equal to (g, + gmb)_1 [|(Cgss) ™', we conclude that Cgsr must
not be nulled.?’

The topology of Fig. 5.73(b) still does not provide input matching. We must therefore
insert (on-chip) inductances in series with the sources of M| and M, (Fig. 5.75). Here, Lp;
and Lpo resonate with Cp; and Cp, respectively, and Lg; + Lg» provides the necessary
input resistance. Of course, Lg; + Lg» is realized as one inductor. However, as explained in
Section 5.7, this topology exhibits a lower IP3 than that of Fig. 5.65(b).

Balun Issues The foregoing development of differential LNAs has assumed ideal 1-to-1
baluns. Indeed, external baluns with a low loss (e.g., 0.5dB) in the gigahertz range are
available from manufacturers, but they consume board space and raise the cost. Inte-
grated baluns, on the other hand, suffer from a relatively high loss and large capacitances.

20. But the parasitic capacitance of /gg must be nulled.
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Figure 5.75 Use of on-chip inductors for resonance and degeneration.

A B

Figure 5.76 Simple planar 1-to-1 balun.

Shown in Fig. 5.76 is an example, where two spiral inductors L4c and Lcp are intertwined
to create a high mutual coupling. As explained in Chapter 7, the resistance and capaci-
tance associated with the spirals and the sub-unity coupling factor make such baluns less
attractive.

Example 5.27

A student attempts to use a 1-to-N balun with a differential CS stage so as to amplify the
input voltage by a factor of N and potentially achieve a lower noise figure. Compute the
noise figure in this case.

Solution:

[lustrated in Fig. 5.77, such an arrangement transforms the source impedance to a value
of N?Rg, requiring that each half circuit provide an input real part equal to N?Rg/2. Thus,
Lior = N2Rg /2, i.e., each degeneration inductance must be reduced by a factor of N2,
Since still half of the noise current of each input transistor flows to the output node, the
noise power measured at each output is given by

R2
— 4kTygm171 + 4kTR;. (5.159)

V2 V2

soutl — Vnout2
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Example 5.27 (Continued)

Figure 5.77 Use of 1-to-N balun in an LNA.

The gain from Vj, to the differential output is now equal to NR;/(2Ljwp). Doubling the
above power, dividing by the square of the gain, and normalizing to 4k7TRg, we have

2 2

NF = N2L g,.1Rs <@> +on2Rs <@> +1. (5.160)
2 wr R \wr

We note, with great distress, that the first two terms have risen by a factor of N!?! This

is because the condition Ljwr = N2Rg /2 inevitably leads to an NV 2_fold reduction in the

transconductance of the circuit. Thus, even with the N-fold amplification of V;, by the

balun, the overall voltage gain drops by a factor of .

The reader may wonder if an N-to-1 (rather than 1-to-N) balun proves beneficial in
the above example as it would multiply the first two terms of Eq. (5.160) by 1/N? rather
than N2. Indeed, off-chip baluns may provide a lower noise figure if L; (a bond wire) can be
reduced by a factor of N2. On the other hand, on-chip baluns with a non-unity turns ratio are
difficult to design and suffer from a higher loss and a lower coupling factor. Figure 5.78(a)
shows an example [5], where one spiral forms the primary (secondary) of the balun and
the series combination of two spirals constitutes the secondary (primary). Alternatively, as
shown in Fig. 5.78(b), spirals having different numbers of turns can be embedded [10].

5.6.2 Other Methods of IP, Improvement

The difficulty with the use of off-chip or on-chip baluns at the input of differential LNAs
makes single-ended topologies still an attractive choice. A possible approach to raising the
IP; entails simply filtering the low-frequency second-order intermodulation product, called
the beat component in Chapter 4. Illustrated in Fig. 5.79, the idea is to remove the beat by
a simple high-pass filter (HPF) following the LNA. For example, suppose two interferers

21. Assuming that g,,,1 and w7 remain unchanged.
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Primary

7

Secondary

N

(a) (b)
Figure 5.78 Realization of 1-to-2 balun as (a) stacked spirals, (b) embedded spirals.

Figure 5.79 Removal of low-frequency beat by first-order high-pass filter.

are located at the edges of the 2.4-GHz band, fi = 2.4 GHz and f> = 2.480 GHz. The beat
therefore lies at 80 MHz and is attenuated by approximately a factor of 2400/80 = 30 for
a first-order HPF. With this substantial suppression, the IP; of the LNA is unlikely to limit
the RX performance, calling for techniques that improve the IP; of mixers (Chapter 6).

Example 5.28

A student considers the above calculation pessimistic, reasoning that an 80-MHz beat leak-
ing to the baseband of an 11b/g or Bluetooth receiver does not fall within the desired
channel. Is the student correct?

Solution:

Yes, the student is correct. For a direct-conversion 11b/g receiver, the baseband signal
spans —10 MHz to +10 MHz. Thus, the worst-case beat occurs at 10 MHz, e.g., between
two interferers at 2.400 GHz and 2.410 GHz. Such a beat is attenuated by a factor of
2400/10 = 240 by the first-order HPF.

The filtration of the IM; product becomes less effective for wider communication
bands. For example, if a receiver must accommodate frequencies from 1 GHz to 10 GHz,
then two interferers can produce a beat within the band, prohibiting the use of filters to
remove the beat. In this case, the LNA may become the receiver’s IP, bottleneck.
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5.7 NONLINEARITY CALCULATIONS

The general behavior of nonlinear systems was formulated in Chapter 2. In this section, we
develop a methodology for computing the nonlinear characteristics of some circuits.

Recall from Chapter 2 that systems with weak static nonlinearity can be approximated
by a polynomial such as y = a1x + ax? + a3x>. Let us devise a method for computing
a1-a3 for a given circuit. In many circuits, it is difficult to derive y as an explicit function
of x. However, we recognize that

3
a = 2o (5.161)
0x
19%y
_ 1oy 5.162
@ = 5230 (5.162)
= 183y| (5.163)
a3 6 *=0- .

These expressions prove useful because we can obtain the derivatives by implicit differen-
tiation. It is important to note that in most cases, x = 0 in fact corresponds to the bias point
of the circuit with no input perturbation. In other words, the total y may not be zero for
x = 0. For example, in the common-source stage of Fig. 5.80, M| is biased at a gate-source
voltage of Vgso = Vj and Vj, is superimposed on this voltage.

Figure 5.80 CS stage with gate bias.

5.7.1 Degenerated CS Stage

As an example, let us study the resistively-degenerated common-source stage shown in

Fig. 5.81,
C; Io
Ve M
+
Vin R1 GS_ R
- S
= Vb -

Figure 5.81 CS stage for nonlinearity calculations.
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assuming the drain current is the output of interest. We wish to compute the IP3 of the
circuit. For a simple square-law device

Ip = K(Vgs — Viu)?, (5.164)

where K = (1/2)pupCox(W/L) and channel-length modulation and body effect are
neglected. Since Vgs = Vi, — Rsip,

Ip = K(Vip — Rslp — Vin)?, (5.165)
and hence
8ID E)ID
=2K(V;, — Rslp — V 1—R . 5.166
oV, (Vin slp TH) ( SBVin> ( )
We also note that
dlp
gmn = —— = 2K(Vgs — Vrn) (5.167)
aVas
= 2K(Vino — RsIpo — V), (5.168)

where Vi,0 (= V) and Ipg denote the bias values. Thus, in the absence of signals,

dlp 8m
—|vino = 0¢] = —————, 5.169
3V, lvino = o1 T+ g5 ( )
an expected result.
We now compute the second derivative from Eq. (5.166):
92 alp \> 92
D k(1 -Rs—2) +2K(Viy — Rslp — Vi) | —Rs—= ) . (5.170)
2 aV; aV?
in n in
With no signals, (5.168) and (5.169) can be substituted in (5.170) to produce
3?Ip 2K
— =20 = ——————. 5.171
5 [vino = 202 0+ guRs) ( )

in
Lastly, we determine the third derivative from (5.170):

931 ol 021 al 921
—§=4K(1—RS D) —RS—,? +2K(1—RS D) —R—f
v Vi V2 dVin PY%

in

331Ip
— 2K(Vin — Rslp — VTH)RSW, (5.172)

which, from (5.169) and (5.171) reduces to

331y —12K2Rg

——|vinop = 6003 = ———. (5.173
gy3 0 = 00 = e Ry )
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While lengthy, the foregoing calculations lead to interesting results. Equation (5.173)
reveals that o3 =0 if Rg =0, an expected outcome owing to the square-law behavior
assumed for the transistor. Additionally, «; and a3 have opposite signs, implying a com-
pressive characteristic—whereas the undegenerated transistor would exhibit an expansive
behavior. In other words, resistive degeneration of a square-law device creates third-order
distortion.

To compute the IP3 of the stage, we write from Chapter 2,

4 oy
Appz = | 51— (5.174)
3 a3

[28m (1 + gmRs)>
3Rs K

The 1-dB compression point follows the same expression but lowered by a factor of 3.03
(9.6dB).

The reader may wonder if the above analysis of nonlinearity confuses large-signal and
small-signal operations by expression «1-«3 in terms of the device transconductance. It is
helpful to bear in mind that g, in the above expressions is merely a short-hand notation for
a constant value, 2K (Vino — Rslpo — Vry), and independent of the input. It is, of course,
plausible that «j-o3 must be independent of the input; otherwise, the polynomial’s order
exceeds 3.

Example 5.29

A student measures the IP3 of the CS stage of Fig. 5.81 in the laboratory and obtains a
value equal to half of that predicted by Eq. (5.175). Explain why.

Solution:

The test setup is shown in Fig. 5.82, where the signal generator produces the required
input.>? The discrepancy arises because the generator contains an internal output resis-
tance Rg =50€2, and it assumes that the circuit under test provides input matching,
i.e., Zi, =50Q. The generator’s display therefore shows Ag/2 for the peak amplitude.

Signal Generator

Figure 5.82 CS stage driven by finite signal source impedance.

(Continues)

22. In reality, the outputs of two generators are summed for a two-tone test.
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Example 5.29 (Continued)

The simple CS stage, on the other hand, exhibits a high input impedance, sensing a peak
amplitude of Ag rather than Ag/2. Thus, the level that the student reads is half of that
applied to the circuit. This confusion arises in IP3 measurements because this quantity has
been traditionally defined in terms of the available input power.

Example 5.30

Compute the IP3 of a common-gate stage if the input is matched. Neglect channel-length
modulation and body effect.

Solution:

The circuit is shown in Fig. 5.83, where we have

Ip = K(Vp — Viy — IpRs — V)2, (5.176)

Figure 5.83 CG stage for nonlinearity calculations.
and K = (1/2)u,,Cox(W/L). Differentiating both sides with respect to V;, gives

dlp
aVin

a1
=2K(Vp — Vin —IpRs — Vru) | =1 — Rg b. (5.177)
Vin

In the absence of signals, 2K (V, — Viyo — IpoRs — Vrr) is equal to the transconductance
of M, and hence

dlp —8m
— = ——. 5.178
aVin |V1n0 1+ ngS ( )
The second derivative is identical to that of the CS stage, Eq. (5.171):
3%Ip 2K
—|vino = ————=, 5.179
9v2 " = (T guRs)? GA7)
and the third derivative emerges as
3’1 12K%R
2 S (5.180)

— 0 = —
av3 "0 T (T guks)3
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Example 5.30 (Continued)

Thus, the IP3 expression in Eq. (5.175) applies here as well. For input matching, Rg = 1/g;,.
However, as explained in Example 5.29, the definition of IP3 is based on the available
signal power, i.e., that which is delivered to a matched load. Thus, the peak value predicted
by Eq. (5.175) must be divided by 2, yielding

P 2\/5
1IP3 K

3gm (5.181)
2
= 4\f§<vaso — Vi), (5.182)

where Vso denotes the bias value of the gate-source voltage.

5.7.2 Undegenerated CS Stage

Consider the CS stage shown in Fig. 5.80. Submicron transistors substantially depart from
square-law characteristics. The effect of mobility degradation due to both vertical and
lateral fields in the channel can be approximated as

1 W (Ves — Vru)?
ID - _I’LOCOX_ MO k)
+0)(Ves — Vrn)

(5.183)

where g denotes the zero-field mobility, v, the saturation velocity of the carriers, and 6
the effect of the vertical field [11]. If the second term in the denominator remains much less
than unity, we can write (1 + €)~ ! ~ 1 — ¢ and hence

m
2VSLIIL

1 W )
Ip ~ zpoCox— | Vs — Vi)™ —

2 L + 9) (Ves — VTH)3]. (5.184)

The input signal, Vj,, is superimposed on a bias voltage, Vgso = V. We therefore replace
Vs with V;, + Viso, obtaining
Ip ~ K[2 = 3a(Veso — Vi) (Vaso = Viu)Via + K11 = 3a(Veso — Vi)V,

— KaV;, + K(Vgso — Vrn)* — aK(Veso — Vin)®, (5.185)
where K = (1/2)uoCox(W/L) and a = o/ (2vsq:L) + 0. We recognize the coefficient of Vj,
as the transconductance (dlp/dV;,) and the last two terms as the bias current. It follows
that

a; = K[2 = 3a(Vgso — Vrw)l(Veso — Vru) (5.186)
o3 = —Ka. (5.187)
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----------------------------

1
3lo
2vg, L

Vaso - V1H
+30

Figure 5.84 Behavior of IP3 as a function of overdrive.

The IP; is given by

(Veso — Vrr) (5.188)

4  2-=3a(Vgso — Vru)
Aqp3 \/ X

3 a

8
3(Veso = Vru)
o — 4(Veso — Vn)*. (5.189)

+6
2VsatL

We note that the IP3 rises with the bias overdrive voltage, reaching a maximum of

1
Mo
2VsarL

[SSEI )

2
Ap3,max = eVl (5.190)

+6

at Vgso — Viu = (3a) ! (Fig. 5.84).

Example 5.31

If the second term in the denominator of Eq. (5.183) is only somewhat less than unity, a
better approximation must be used, e.g., (1 + &)~ ! &~ 1 — & + 2. Compute o and a3 with
this approximation.

Solution:

The additional term az(VGS = VTH)2 is multiplied by K(Vgs — VTH)Z, yielding two terms
of interest: 4Ka2Vi,,(VGS = VTH)3 and 4Ka2Vi3n(VGS — Vrg). The former contributes to o/
and the latter to a3. It follows that

a1 = K[2 — 3a(Vgso — Vru) + 4a*(Vaso — Vin)*1(Veso — Vi) (5.191)
o3 = —Kal[l — 4a(Vgso — Vra)l- (5.192)
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5.7.3 Differential and Quasi-Differential Pairs

In RF systems, differential signals can be processed using the differential pair shown in
Fig. 5.85(a) or the “quasi-differential” pair depicted in Fig. 5.85(b). The two topologies
exhibit distinctly different nonlinear characteristics. We know from our above analysis that
the dependence of the mobility upon vertical and lateral fields in the channel results in
third-order nonlinearity in the quasi-differential pair and an IP3 given by Eq. (5.189). To
study the nonlinearity of the standard differential pair, we recall from basic analog circuits
that

1 w 4fgs >
Ipi —Ipp = Eﬂncovain W Vina (5.193)
Mncoxz
where V;,, denotes the input differential voltage. If |V;,| < Iss/(u,CoxW/L), then

1 w 4gg 1 V2
Ip1 = Ip; ~ Eﬂncoxzvm W 1 ETSS . (5.194)
:uncox_ —
L unCoxW/L
That is,
/ w
a] = MnconISS (5.195)
( C W)3/2 ! (5.196)
o3 = — — , i
3 Mn oxL 8\/15_5
and hence
6lss
Apps = | ——=——~ (5.197)
Ml’lCOXW/L
= V6(Vgso — Vin), (5.198)

where (Vgso — Vrp) is the overdrive voltage of each transistor in equilibrium (V;, = 0).

Ipq Ipp Ipq Iny v
V-O_I M, M, I—‘ Vin:_"_‘_l |—‘_||—| oo
L

-
=
=

] =

-
=
=

YYy

ISS ~ |
1

(@ (b)
Figure 5.85 (a) Differential and (b) quasi-differential pairs.

23. Note that one transistor turns off if the differential input reaches v2(Vgso — Vrr).
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Interestingly, the standard differential pair suffers from third-order nonlinearity even in
the absence of field-dependent mobility (i.e., with square-law devices). For this reason, the
quasi-differential pair of Fig. 5.85(b) is preferred in cases where linearity is important. In
fact, it is for this reason that the differential CS LNA of Fig. 5.65(b) does not employ a tail
current source. The quasi-differential pair also saves the voltage headroom associated with
the tail current source, proving more attractive as the supply voltage is scaled down.

5.7.4 Degenerated Differential Pair

Consider the degenerated pair shown in Fig. 5.86, where Ip; — Ip3 is the output of interest.
Since Ip; + Ipy = 2ly, we have d(Ip; — Ip2)/0Vi, = 20Ip1/dVi,. Also, Viy1 — Vgs1 —
IsRs = Viyo — Vigso and I = Ip; — I. It follows that

1
Vin — RsIp1 + Rsly = ﬁ(\/IDI — Vip), (5.199)

where Vi, = Vi1 — Vip and K = (1/2)u,,Cox (W /L). Differentiating both sides with respect
to Vi, yields

py [R ;! ( Py )] 1 (5.200)
S =L .
Vi 2WK \VIpt Vi
AtV;, =0, Ip; =Ipp and
1
o= —, (5.201)
Ry + —
8m

where g, = 2lyp/(Vgso — Vrm). Differentiating both sides of (5.200) with respect to Vi,
gives

9%Ip [R L] ( Lo, )} alp [ 1 I dlpt 1 3y

— S —_— — — =

V2, 2WK \VIpt  VIm 0Vin | AVK \ 1> 8Vin  1[2 Vi
(5.202)

Note that for V;;,, = 0, we have 821D1/8V§1 = 0 because dlp;/dV;, = — dlp2/dV;, and the
term in the second set of square brackets vanishes. Differentiating once more and exploiting

Figure 5.86 Degenerated differential pair.
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this fact, we have

83Ip -3

SV lVin=0 = 3 = 6a3. (5.203)
in (Rs + =) gml§

m

It follows that 6a3 = 3> (Ip1 — Ip2)/dV3 = 283Ip1 /dV; . We now have that

21, 2\°
Apps = —|/&m (Rs + — | . (5.204)
3 gm
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PROBLEMS

5.1. Assuming Z;, = x + jy, derive an equation for constant-I" contours in Fig. 5.4.

5.2. If R, = Ry and g,;,Rs ~ 1, determine the NF in Eq. (5.18) by considering the first
three terms. What value of g, is necessary to achieve a noise figure of 3.5 dB?

5.3. Repeat Example 5.5 by solving the specific network shown in Fig. 5.10(a).

5.4. Determine the noise figure of the stages shown in Fig. 5.87 with respect to a source
impedance of Rs. Neglect channel-length modulation and body effect.
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5.5.

5.6.

5.7.

5.8.

5.9.

5.10.
5.11.

5.12.

5.13.

5.14.
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Figure 5.87 Stages for NF calculation.

For the inductively-loaded CS stage of Fig. 5.11(b), determine V,,;/V;, and find the
voltage gain at the resonance frequency, wg = 1/+/L1(C1 + CF), if | jC1wo| <K gm-

For the CS stage of Fig. 5.13(a), determine the closed-loop gain and noise figure if
channel-length modulation is not neglected. Assume matching at the input.

For the complementary stage shown in Fig. 5.15, determine the closed-loop gain and
noise figure if channel-length modulation is not neglected. Assume matching at the
input.

For the CG stage of Fig. 5.16(a), compute the noise figure at the output resonance

frequency if g,, # 1/Rs. How can g, be chosen to yield a noise figure lower than
1 +y + 4Rg/Ry?

A circuit exhibits a noise figure of 3 dB. What percentage of the output noise power
is due to the source resistance, Rs? Repeat the problem for NF = 1 dB.

Determine the noise figure of the CG circuits shown in Fig. 5.17.

In Example, 5.10, we concluded that the noise of M; reaches the output unatten-
uated if w is greater than (R;Cx) ! but much less than gm2/(Cgs2 + Cx). Does
such a frequency range exist? In other words, under what conditions do we have
(RiCx) ! <w < gm2/(Cgs2 + Cx) >7? Assume g,2 X g,1 and recall that g, R}
is the gain of the LNA and Cy is on the order of Csgp.

If Lg in Fig. 5.34 suffers from a series resistance of R;, determine the noise figure of
the circuit.

The LNA shown in Fig. 5.88 is designed to operate with low supply voltages. Each
inductor is chosen to resonate with the total capacitance at its corresponding node
at the frequency of interest. Neglect channel-length modulation and body effect and
the noise due to the loss in Lp. Determine the noise figure of the LNA with respect
to a source resistance Rg assuming that L; can be viewed as a resistance equal to
R, at the resonance frequency. Make sure the result reduces to a familiar form if
R, — oo. (Hint: the equivalent transconductance of a degenerated common-source
stage is given by g;,/(1 + gnR1), where R denotes the degeneration resistance.)

Determine S;; for both topologies in Fig. 5.40 and compute the maximum deviation
of the center frequency for which Sy; remains lower than —10 dB.
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5.15.

5.16.

5.17.

5.18.

5.19.
5.20.

Figure 5.88 Folded-cascode LNA.

Repeat the analysis of the CG stage in Fig. 5.43 while including channel-length
modulation.

Repeat the NF analysis of the CG stage in Fig. 5.43 while including the noise of the
feedback network as a voltage, V,%F, in series with its input.

Prove that the input-referred noise of the feedforward amplifier in Fig. 5.45(a)
manifests itself as the fourth term in Eq. (5.124).

Repeat the analysis of the CG stage of Fig. 5.45(a) while including channel-length
modulation.

Is the noise of Rr in Fig. 5.48(b) cancelled? Explain.

For the circuit shown in Fig. 5.89, we express the input-output characteristic as
Tour = To = &1 (Vin = Vo) + c2(Vin = VO)> + -+, (5.205)

where Iy and Vj denote the bias values, i.e., the values in the absence of signals. We
note that 8/,,,/dVin = a1 at Vi, = Vo (or Loy = o). Similarly, 312,,/8%V;, = 2a; at
Vin = Vo (or Ly = Ip).

(a) Write a KVL around the input network in terms of V;, and /,,,; (with no Vgg).
Differentiate both sides implicitly with respect to V;,,. You will need this equation
in part (b). Noting that 2./Kly = g;;, where K = y,,C,xW/L, find d1,,,/9V;, and
hence o;.

(b) Differentiate the equation obtained in part (a) with respect to V;, once more and
compute o in terms of Iy and gy,.

(¢c) Determine the IP; of the circuit.

Figure 5.89 Srage for IP, calculation.
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5.21. Determine the noise figure in Example 5.21 if the gain is reduced by 3 dB.

5.22. Compare the power consumptions of the single-ended and differential CS stages
discussed in Section 5.6.1. Consider two cases: (a) the differential stage is derived
by only halving L; (and hence has a lower noise figure), or (b) the differential stage
is designed for the same NF as the single-ended circuit.

5.23. Repeat the analysis of the differential CG stage NF if a 1-to-2 balun is used. Such a
balun provides a voltage gain of 2.

5.24. Consider a MOS transistor configured as a CS stage and operating in saturation.
Determine the IP3 and Py4p if the device (a) follows the square-law behavior, Ip
(Vgs — Vrm)?, or (b) exhibits field-dependent mobility [Eq. (5.183)]. (Hint: /P3 and
P14p may not be related by a 9.6-dB difference in this case.)



CHAPTER

MIXERS

In this chapter, our study of building blocks focuses on downconversion and upconversion
mixers, which appear in the receive path and the transmit path, respectively. While a decade
ago, most mixers were realized as a Gilbert cell, many more variants have recently been
introduced to satisfy the specific demands of different RX or TX architectures. In other
words, a stand-alone mixer design is no longer meaningful because its ultimate perfor-
mance heavily depends on the circuits surrounding it. The outline of the chapter is shown

below.
General Upconversion
Considerations Passive Mixers Active Mixers Improved Mixer Topologies Mixers
= Mixer Noise Figures = Conversion Gain = Conversion Gain = Active Mixers with Current = Passive Mixers
= Port-to-Port Feedthrough = Noise = Noise Source Helpers = Active Mixers
= Single-Balanced and = Input Impedance = Linearity = Active Mixers with High IP,
Double-Balanced Mixers = Current-Driven = Active Mixers with Low
= Passive and Active Mixers  Mixers Flicker Noise

6.1 GENERAL CONSIDERATIONS

Mixers perform frequency translation by multiplying two waveforms (and possibly their
harmonics). As such, mixers have three distinctly different ports. Figure 6.1 shows a
generic transceiver environment in which mixers are used. In the receive path, the down-
conversion mixer senses the RF signal at its “RF port” and the local oscillator waveform
at its “LO port.” The output is called the “IF port” in a heterodyne RX or the “baseband
port” in a direct-conversion RX. Similarly, in the transmit path, the upconversion mixer
input sensing the IF or the baseband signal is called the IF port or the baseband port, and
the output port is called the RF port. The input driven by the LO is called the LO port.
How linear should each input port of a mixer be? A mixer can simply be realized
as depicted in Fig. 6.2(a), where Vi turns the switch on and off, yielding Vir = Vgr or

3317
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LNA Downconversion

Mixer IF/Baseband
Port
RF
Port LO
Y Port
Duplexer LO
LO
PA RF
Port Port
IF/Baseband
Upconversion Port

Mixer

Figure 6.1 Role of mixers in a generic transceiver.
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Figure 6.2 (a) Mixer using an ideal switch, (b) input and output spectra.

Vir = 0. As explained in Chapter 2, with abrupt switching, the operation can be viewed
as multiplication of the RF input by a square wave toggling between 0 and 1, even if Vi
itself is a sinusoid. Thus, as illustrated in Fig. 6.2(b), the circuit mixes the RF input with
all of the LO harmonics, producing what we called “mixing spurs” in Chapter 4. In other
words, the LO port of this mixer is very nonlinear. The RF port, of course, must remain
sufficiently linear to satisfy the compression and/or intermodulation requirements.

The reader may wonder if the LO port of mixers can be linearized so as to avoid mixing
with the LO harmonics. As seen later in this chapter, mixers suffer from a lower gain and
higher noise as the switching in the LO port becomes less abrupt. We therefore design mix-
ers and LO swings to ensure abrupt switching and deal with mixing spurs at the architecture
level (Chapter 4).

6.1.1 Performance Parameters
Let us now consider mixer performance parameters and their role in a transceiver.

Noise and Linearity In a receive chain, the input noise of the mixer following the LNA
is divided by the LNA gain when referred to the RX input. Similarly, the IP3 of the mixer
is scaled down by the LNA gain. (Recall from Chapter 5 that the mixer noise and IP3
are divided by different gains.) The design of downconversion mixers therefore entails a
compromise between the noise figure and the IP3 (or P14p). Also, the designs of the LNA
and the mixer are inextricably linked, requiring that the cascade be designed as one entity.

Where in the design space do we begin then? Since the noise figure of mixers is rarely
less than 8 dB, we typically allocate a gain of 10 to 15dB to the LNA and proceed with



Sec. 6.1. General Considerations 339

the design of the mixer, seeking to maximize its linearity while not raising its NF. If the
resulting mixer design is not satisfactory, some iteration becomes necessary. For example,
we may decide to further linearize the mixer even if the NF increases and compensate for
the higher noise by raising the LNA gain. We elaborate on these points in various design
examples in this chapter.

In direct-conversion receivers, the IP; of the LNA/mixer cascade must be maximized.
In Section 6.4, we introduce methods of raising the IP; in mixers. Also, as mentioned
in Chapter 4, the mixing spurs due to the LO harmonics become important in broadband
receivers.

For upconversion mixers, the noise proves somewhat critical only if the TX output
noise in the RX band must be very small (Chapter 4), but even such cases demand more
relaxed mixer noise performance than receivers do. The linearity of upconversion mixers
is specified by the type of modulation and the baseband signal swings.

Gain Downconversion mixers must provide sufficient gain to adequately suppress the
noise contributed by subsequent stages. However, low supply voltages make it difficult to
achieve a gain of more than roughly 10dB while retaining linearity. Thus, the noise of
stages following the mixer still proves critical.

In direct-conversion transmitters, it is desirable to maximize the gain and hence the
output swings of upconversion mixers, thereby relaxing the gain required of the power
amplifier. In two-step transmitters, on the other hand, the IF mixers must provide only a
moderate gain so as to avoid compressing the RF mixer.

The gain of mixers must be carefully defined to avoid confusion. The *“voltage con-
version gain” of a downconversion mixer is given by the ratio of the rms voltage of the IF
signal to the rms voltage of the RF signal. Note that these two signals are centered around
two different frequencies. The voltage conversion gain can be measured by applying a
sinusoid at wrr and finding the amplitude of the downconverted component at wjr. For
upconversion mixers, the voltage conversion gain is defined in a similar fashion but from
the baseband or IF port to the RF port.

In traditional RF and microwave design, mixers are characterized by a “power conver-
sion gain,” defined as the output signal power divided by the input signal power. But in
modern RF design, we prefer to employ voltage quantities because the input impedances
are mostly imaginary, making the use of power quantities difficult and unnecessary.

Port-to-Port Feedthrough Owing to device capacitances, mixers suffer from unwanted
coupling (feedthrough) from one port to another [Fig. 6.3(a)]. For example, if the mixer

RF°—>®—> IF

\' LIO ( Vae o ?: Ve

(a) (b)

X ‘Lo
A

Figure 6.3 (a) Feedthrough mechanisms in a mixer, (b) feedthrough paths in a MOS mixer.
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Figure 6.4 Effect of LO-RF feedthrough.

is realized by a MOSFET [Fig. 6.3(b)], then the gate-source and gate-drain capacitances

create feedthrough from the LO port to the RF and IF ports.

The effect of mixer port-to-port feedthrough on the performance depends on the
architecture. Consider the direct-conversion receiver shown in Fig. 6.4. As explained in
Chapter 4, the LO-RF feedthrough proves undesirable as it produces both offsets in the
baseband and LO radiation from the antenna. Interestingly, this feedthrough is entirely
determined by the symmetry of the mixer circuit and LO waveforms (Section 6.2.2). The
LO-IF feedthrough is benign because it is heavily suppressed by the baseband low-pass

filter(s).

Example 6.1

Consider the mixer shown in Fig. 6.5, where Vi o = V| cos wrpt + Vg and Cgs denotes the
gate-source overlap capacitance of M. Neglecting the on-resistance of M| and assuming
abrupt switching, determine the dc offset at the output for Rg =0 and Rg > 0. Assume

Rp > Rs.

Figure 6.5 LO-RF feedthrough in a MOS device operating as a mixer.

Solution:
The LO leakage to node X is expressed as

RsC
Vy = sCass

B RsCgss + 1 Lo:

6.1)
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Example 6.1 (Continued)

because even when M is on, node X sees a resistance of approximately Rg to ground. With
abrupt switching, this voltage is multiplied by a square wave toggling between 0 and 1.
The output dc offset results from the mixing of Vx and the first harmonic of the square
wave. Exhibiting a magnitude of 2 sin(x/2)/m = 2/, this harmonic can be expressed as
(2/m) cos wrpt, yielding

2
Vour(1) = Vx(£) X ; coswrot + -+ (6.2)

RsC 2
= ST GSOLO Vi cos(wrot + ¢) X —coswpot + -+ -, (6.3)
T

[p22 2
RsCoswpo T 1

where ¢ = (7 /2) — tan~ ' (RsCgswro). The dc component is therefore equal to

Vi RsCgswro cos ¢
Vae = T o222 '
RCoswio t1

As expected, the output dc offset vanishes if Rg = 0.

6.4)

The generation of dc offsets can also be seen intuitively. Suppose, as shown in Fig. 6.6,
the RF input is a sinusoid having the same frequency as the LO. Then, each time the switch
turns on, the same portion of the input waveform appears at the output, producing a certain
average.

The RF-LO and RF-IF feedthroughs also prove problematic in direct-conversion
receivers. As shown in Fig. 6.7, a large in-band interferer can couple to the LO and
injection-pull it (Chapter 8), thereby corrupting the LO spectrum. To avoid this effect,

~Y

Figure 6.6 Offset generated by LO leakage.
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Figure 6.7 Effect of RF-LO feedthrough in a direct-conversion receiver.

a buffer is typically interposed between the LO and the mixer. Also, as explained in
Chapter 4, the RF-IF feedthrough corrupts the baseband signal by the beat component
resulting from even-order distortion in the RF path. (This phenomenon is characterized by
the IP,.)

Now, consider the heterodyne RX depicted in Fig. 6.8. Here, the LO-RF feedthrough is
relatively unimportant because (1) the LO leakage falls outside the band and is attenuated
by the selectivity of the LNA, the front-end band-select filter, and the antenna; and (2) the
dc offset appearing at the output of the RF mixer can be removed by a high-pass filter. The
LO-IF feedthrough, on the other hand, becomes serious if w;r and wrp are too close to
allow filtering of the latter. The LO feedthrough may then desensitize the IF mixers if its
level is comparable with their 1-dB compression point.

LNA e %
Mixer
WF
4
o \1/ ror
Feedthrough Feedthrough
LO

Figure 6.8 Effect of LO feedthrough in a heterodyne RX.

Example 6.2

Shown in Fig. 6.9 is a receiver architecture wherein wypp = wgrr/2 so that the RF channel
is translated to an IF of wgr — wro = wro and subsequently to zero. Study the effect of
port-to-port feedthroughs in this architecture.
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Example 6.2 (Continued)

RF
LNA  Mixer

Figure 6.9 Half-RF RX architecture.

Solution:

For the RF mixer, the LO-RF feedthrough is unimportant as it lies at wgr/2 and is sup-
pressed. Also, the RF-LO feedthrough is not critical because in-band interferers are far
from the LO frequency, creating little injection pulling. (Interferers near the LO frequency
are attenuated by the front end before reaching the mixer.) The RF-IF feedthrough proves
benign because low-frequency beat components appearing at the RF port can be removed
by high-pass filtering.

The most critical feedthrough in this architecture is that from the LO port to the IF
port of the RF mixer. Since wjr = wrp, this leakage lies in the center of the IF channel,
potentially desensitizing the IF mixers (and producing dc offsets in the baseband). Thus,
the RF mixer must be designed for minimal LO-IF feedthrough (Section 6.1.3).

The IF mixers also suffer from port-to-port feedthroughs. Resembling a direct-
conversion receiver, this section of the architecture follows the observations made for the
topologies in Figs. 6.4 and 6.7.

The port-to-port feedthroughs of upconversion mixers are less critical, except for the
LO-RF component. As explained in Chapter 4, the LO (or carrier) feedthrough corrupts the
transmitted signal constellation and must be minimized.

6.1.2 Mixer Noise Figures

The noise figure of downconversion mixers is often a source of great confusion. For
simplicity, let us consider a noiseless mixer with unity gain. As shown in Fig. 6.10, the
spectrum sensed by the RF port consists of a signal component and the thermal noise of Rg
in both the signal band and the image band. Upon downconversion, the signal, the noise
in the signal band, and the noise in the image band are translated to w;r. Thus, the out-
put SNR is half the input SNR if the two noise components have equal powers, i.e., the
mixer exhibits a flat frequency response at its input from the image band to the signal band.
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Figure 6.10 SSB noise figure.

We therefore say the noise figure of a noiseless mixer is 3 dB. This quantity is called the
“single-sideband” (SSB) noise figure to indicate that the desired signal resides on only one
side of the LO frequency, a common case in heterodyne receivers.

Now, consider the direct-conversion mixer shown in Fig. 6.11. In this case, only the
noise in the signal band is translated to the baseband, thereby yielding equal input and
output SNRs if the mixer is noiseless. The noise figure is thus equal to 0 dB. This quantity is
called the “double-sideband” (DSB) noise figure to emphasize that the input signal resides
on both sides of wyp, a common situation in direct-conversion receivers.

Signal
Spectrum at X Thermal Band
Noise
N ER) - *,
Y
"\ f Spectrum at Y
= W0 ‘ i
0 0]

Figure 6.11 DSB noise figure.

In summary, the SSB noise figure of a mixer is 3 dB higher than its DSB noise figure
if the signal and image bands experience equal gains at the RF port of the mixer. Typical
noise figure meters measure the DSB NF and predict the SSB value by simply adding 3 dB.

Example 6.3

A student designs the heterodyne receiver of Fig. 6.12(a) for two cases: (1) wro1 is far from
oRF; (2) wpo1 lies inside the band and so does the image. Study the noise behavior of the
receiver in the two cases.
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Example 6.3 (Continued)
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Figure 6.12 (a) Heterodyne RX, (b) downconversion of noise with image located out of band,
(c) downconversion of noise with image located in band.

Solution:

In the first case, the selectivity of the antenna, the BPF, and the LNA suppresses the thermal
noise in the image band. Of course, the RF mixer still folds its own noise. The overall
behavior is illustrated in Fig. 6.12(b), where S4 denotes the noise spectrum at the output
of the LNA and S,,;x the noise in the input network of the mixer itself. Thus, the mixer
downconverts three significant noise components to IF: the amplified noise of the antenna
and the LNA around wgp, its own noise around wgr, and its image noise around wjy,.

In the second case, the noise produced by the antenna, the BPF, and the LNA exhibits
a flat spectrum from the image frequency to the signal frequency. As shown in Fig. 6.12(c),
the RF mixer now downconverts four significant noise components to IF: the output noise
of the LNA around wgr and w;;,, and the input noise of the mixer around wgrr and w;;,.
We therefore conclude that the noise figure of the second frequency plan is substantially
higher than that of the first. In fact, if the noise contributed by the mixer is much less

(Continues)
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Example 6.3 (Continued)

than that contributed by the LNA, the noise figure penalty reaches 3dB. The low-IF
receivers of Chapter 4, on the other hand, do not suffer from this drawback because they
employ image rejection.

NF of Direct-Conversion Receivers It is difficult to define a noise figure for receivers
that translate the signal to a zero IF (even in a heterodyne system). To understand the issue,
let us consider the direct-conversion topology shown in Fig. 6.13. We recognize that the
noise observed in the / output consists of the amplified noise of the LNA plus the noise of
the I mixer. (The mixer DSB NF is used here because the signal spectrum appears on both
sides of wrp.) Similarly, the noise in the Q output consists of the amplified noise of the
LNA plus the noise of the Q mixer.

| Mixer

—>®—> LPF |1

LNA T ®Lo
., | Lo

—>®—> LPF =@

Q Mixer

Figure 6.13 Direct-conversion RX for NF calculation.

But, how do we define the overall noise figure? Even though the system has two output
ports, one may opt to define the NF with respect to only one,
SNR;, SNR;,

NF = = , (6.5)
SNR;  SNRgp

where SNR; and SNR( denote the SNRs measured at the I and Q outputs, respectively.
Indeed, this is the most common NF definition for direct-conversion receivers. However,
since the / and Q outputs are eventually combined (possibly in the digital domain), the
SNR in the final combined output would serve as a more accurate measure of the noise
performance. Unfortunately, the manner in which the outputs are combined depends on
the modulation scheme, thus making it difficult to obtain the output SNR. For example,
as described in Chapter 4, an FSK receiver may simply sample the binary levels in the /
output by the data edges in the Q output, leading to a nonlinear combining of the baseband
quadrature signals. For these reasons, the NF is usually obtained according to Eq. (6.5), a
somewhat pessimistic value because the signal component in the other output is ignored.
Ultimately, the sensitivity of the receiver is characterized by the bit error rate, thereby
avoiding the NF ambiguity.
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Example 6.4

Consider the simple mixer shown in Fig. 6.14(a). Assuming R; > Rg and the LO has a
50% duty cycle, determine the output noise spectrum due to Ryg, i.e., assume Ry, is noiseless.

Rg
Vn,out
— +
2 t
Vn,RS /) RL
(2)
|/n,RS Ll [
X M—E»
2kTRs 2KTRs
| - * -3 fLO,"’ ““+3 fLO ' - = |

0 f $ S -flo 0 +fg {7 if 0

(b)

|

Figure 6.14 (a) Passive mixer, (b) input and output signals in time and frequency domains.

Solution:

Since V,,; is equal to the noise of Ry for half of the LO cycle and equal to zero for the
other half, we expect the output power density to be simply equal to half of that of the

input, i.e., V,%ou, = 2kTRgs. (This is the one-sided spectrum.) To prove this conjecture, we
view V), ou:(¢) as the product of V;, rs(?) and a square wave toggling between 0 and 1. The
output spectrum is thus obtained by convolving the spectra of the two [Fig. 6.14(b)]. It is
important to note that the power spectral density of the square wave has a sinc? envelope,
exhibiting an impulse with an area of 0.5 at f = 0, two with an area of (1/7)% atf = +f;0,
etc. The output spectrum consists of (a) 2kTRg X 0.52, (b) 2kTRy shifted to the right and to
the left by &£ and multiplied by (1/7)?2, (c) 2kTRs shifted to the right and to the left by
+3f10 and multiplied by [1/ (37)]2, etc. We therefore write

— 1 2 2 2
V2w =2kIRs | =+ — 4+ —— + "= + - 6.6
ot > [22 72 (u)?  (n)? ] ©0)
_ 1 2 1 1
It can be proved that 172+ 372+ 572+ ... = 72/8. It follows that the rwo-sided output

spectrum is equal to k7Rs and hence the one-sided spectrum is given by

V2 ous = 2KTRs. (6.8)
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The above example leads to an important conclusion: if white noise is switched on
and off with 50% duty cycle, then the resulting spectrum is still white but carries half the
power. More generally, if white noise is turned on for AT seconds and off for 7 — AT
seconds, then the resulting spectrum is still white and its power is scaled by AT/T. This
result proves useful in the study of mixers and oscillators.

6.1.3 Single-Balanced and Double-Balanced Mixers

The simple mixer of Fig. 6.2(a) and its realization in Fig. 6.3(b) operate with a single-
ended RF input and a single-ended LO. Discarding the RF signal for half of the LO period,
this topology is rarely used in modern RF design. Figure 6.15(a) depicts a more efficient
approach whereby two switches are driven by differential LO phases, thus “commutating”
the RF input to the two outputs. Called a “single-balanced” mixer because of the bal-
anced LO waveforms, this configuration provides twice the conversion gain of the mixer of
Fig. 6.2(a) (Section 6.2.1). Furthermore, the circuit naturally provides differential outputs
even with a single-ended RF input, easing the design of subsequent stages. Also, as seen in
Fig. 6.15(b), the LO-RF feedthrough at w; o vanishes if the circuit is symmetric.'

The single-balanced mixer of Fig. 6.15(b) nonetheless suffers from significant LO-IF
feedthrough. In particular, denoting the coupling of Vi to V,,;1 by + a Vi and that from
Vio to Vour by —aVip, we observe that V,,;1 — Vouo contains an LO leakage equal to
2aVro. To eliminate this effect, we connect two single-balanced mixers such that their
output LO feedthroughs cancel but their output signals do not. Shown in Fig. 6.16, such a
topology introduces two opposing feedthroughs at each output, one from V¢ and another
from V7. The output signals remain intact because, when Vo is high, V. = V;F and
Vour2 = Vgp» and when Vio is high, Vo1 = Vip and Vourr = V;F. That is, Vyur1 — Vour2 1S
equal to V;F — Vg forahigh LO and Vg, — VI';F for a low LO.

Called a “double-balanced” mixer, the circuit of Fig. 6.16 operates with both balanced
LO waveforms and balanced RF inputs. It is possible to apply a single-ended RF input

V,
VLO LO ]
Cas1| Cep1
— Vout1 J_I I—l R_
R
VR —¢ WO VRF o— "
: 2
: - - v,
: AT ° Vout2
L Voutz | R
R, L
Cas2| Cap2 =
Vio

(a) (b)

Figure 6.15 (a) Single-balanced passive mixer, (b) implementation of (a).

1. Due to nonlinearities, a component at 2wy ¢ still leaks to the input (Problem 6.3).
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Figure 6.16 Double-balanced passive mixer.

(e.g., if the LNA is single-ended) while grounding the other, but at the cost of a higher
input-referred noise.

Ideal LO Waveform What is the “ideal” LO waveform, a sinusoid or a square wave?
Since each LO in an RF transceiver drives a mixer,”> we note from the above observations
that the LO waveform must ideally be a square wave to ensure abrupt switching and hence
maximum conversion gain. For example, in the circuit of Fig. 6.16(b), if V;o and V; ¢ vary
gradually, then they remain approximately equal for a substantial fraction of the period
(Fig. 6.17). During this time, all four transistors are on, treating Vgr as a common-mode
input. That is, the input signal is “wasted” because it produces no differential component
for roughly 2AT seconds each period. As explained later, the gradual edges may also raise
the noise figure.

At very high frequencies, the LO waveforms inevitably resemble sinusoids. We there-
fore choose a relatively large amplitude so as to obtain a high slew rate and ensure a
minimum overlap time, AT.

Vio

Vio

~Y

> - > -

AT AT

Figure 6.17 LO waveforms showing when the switches are on simultaneously.

2. One exception is when an LO drives only a frequency divider to avoid injection pulling (Chapter 4).
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Since mixers equivalently multiply the RF input by a square wave, they can down-
convert interferers located at the LO harmonics, a serious issue in broadband receiver.
For example, an interferer at 3f7o is attenuated by about only 10dB as it appears in the
baseband.

Passive and Active Mixers Mixers can be broadly categorized into “passive” and
“active” topologies; each can be realized as a single-balanced or a double-balanced circuit.
We study these types in the following sections.

6.2 PASSIVE DOWNCONVERSION MIXERS

The mixers illustrated in Figs. 6.15 and 6.16 exemplify passive topologies because their
transistors do not operate as amplifying devices. We wish to determine the conversion
gain, noise figure, and input impedance of a certain type of passive mixers. We first assume
that the LO has a duty cycle of 50% and the RF input is driven by a voltage source.

6.2.1 Gain

Let us begin with Fig. 6.18(a) and note that the input is multiplied by a square wave toggling
between 0 and 1. The first harmonic of this waveform has a peak amplitude of 2/7 and
can be expressed as (2/m) cos wrpt. In the frequency domain, this harmonic consists of
two impulses at *wrp, each having an area of 1/x. Thus, as shown in Fig. 6.18(b), the
convolution of an RF signal with these impulses creates the IF signal with a gain of 1/7
(&~ —10dB). The conversion gain is therefore equal to 1/7 for abrupt LO switching. We
call this topology a “return-to-zero” (RZ) mixer because the output falls to zero when the

switch turns off.
VRF o—o/ V":
% R
(a)

1

"WYY

-Oge 0 +Ogr “O0 0 +00 ® O 0 +OF ©

(b)

Figure 6.18 (a) Input and output waveforms of a return-to-zero mixer, (b) corresponding spectra.
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Example 6.5

Explain why the mixer of Fig. 6.18 is ill-suited to direct-conversion receivers.

Solution:

Since the square wave toggling between 0 and 1 carries an average of 0.5, Vgr itself also
appears at the output with a conversion gain of 0.5. Thus, low-frequency beat compo-
nents resulting from even-order distortion in the preceding stage directly go to the output,
yielding a low IP,.

Example 6.6

Determine the conversion gain if the circuit of Fig. 6.18(a) is converted to a single-balanced
topology.

Solution:

As illustrated in Fig. 6.19, the second output is similar to the first but shifted by 180"
Thus, the differential output contains twice the amplitude of each single-ended output. The
conversion gain is therefore equal to 2/m (~ —4 dB). Providing differential outputs and
twice the gain, this circuit is superior to the single-ended topology of Fig. 6.18(a).

Vio
— Vouti Vouti— Vout2
R, - 4
VRg —9 Vio ‘

Figure 6.19 Waveforms for passive mixer gain computation.

Example 6.7

Determine the voltage conversion gain of a double-balanced version of the above topology
[Fig. 6.20(a)]. (Decompose the differential output to return-to-zero waveforms.)

(Continues)
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Example 6.7 (Continued)

R, r \A h Vout1—-~Vout2

/\/ VRF
v,_ 2>
° Voutg = —
VRF

e QN
5 ]\ -- )V V t

(a) (b)

Figure 6.20 (a) Double-balanced passive mixer, (b) output waveforms.

Solution:

In this case, V1 is equal to V;F for one half of the LO cycle and equal to Vg for the
other half, i.e., R; and R, can be omitted because the outputs do not “float.” From the
waveforms shown in Fig. 6.20(b), we observe that V,,;1 — Vyu2 can be decomposed into
two return-to-zero waveforms, each having a peak amplitude of 2V (why?). Since each of
these waveforms generates an IF amplitude of (1/7)2V and since the outputs are 180" out
of phase, we conclude that V,,;; — V.2 contains an IF amplitude of (1/7)(4Vp). Noting
that the peak differential input is equal to 2Vj,, we conclude that the circuit provides a
voltage conversion gain of 2/, equal to that of the single-balanced counterpart.

The reader may wonder why resistor Ry is used in the circuit of Fig. 6.18(a). What hap-
pens if the resistor is replaced with a capacitor, e.g., the input capacitance of the next stage?
Depicted in Fig. 6.21(a) and called a “sampling” mixer or a “non-return-to-zero” (NRZ)
mixer, such an arrangement operates as a sample-and-hold circuit and exhibits a higher
gain because the output is held—rather than reset—when the switch turns off. In fact, the
output waveform of Fig. 6.21(a) can be decomposed into two as shown in Fig. 6.21(b),
where yj () is identical to the return-to-zero output in Fig. 6.18(a), and y,(¢) denotes the
additional output stored on the capacitor when S is off. We wish to compute the voltage
conversion gain.

We first recall the following Fourier transform pairs:

+ o0 1 + 0o k
> 8t = kD) < > 8<f—?> (6.9)

k=—o00 k= —o00

x(t —T) < e 7“TX(f) (6.10)

I (TL/z _ %) - ]iw (1= e, 6.11)
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y,(t)

~y

t

(®)

Figure 6.21 (a) Sampling mixer, (b) output waveform decomposition.

where [[[#/(T/2) — 1/2] represents a square pulse with an amplitude of 1 between ¢ =0
and ¢ = T/2 and zero elsewhere. The right-hand side of Eq. (6.11) can also be expressed as
a sinc. Since y1 (¢) is equal to x(¢#) multiplied by a square wave toggling between zero and 1,
and since such a square wave is equal to the convolution of a square pulse and a train of
impulses [Fig. 6.22(a)], we have

+ 00

1
i (t) = x(t) {]‘[ (TL;/2 - 5) x Y 8- kTL0)1|, (6.12)

k=—o00

onn. .-

- > —2T|_0 _TLO 0 +T|_0 +2T|_0 t
To

IF Component

in Y1(f)
[ W 1 WP T T T ano 2> [\ 4\

0 f & Aomflo 0 #fig & f Y f

(®)

Figure 6.22 (a) Decomposition of a square wave, (b) input and output spectra corresponding
to y1(1).
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where 770 denotes the LO period. It follows from Eqgs. (6.9) and (6.11) that

_ i _ —joTro/2 L ~ _L
mey—xg)*[h)o e JoTio >ﬂ0k;;;8(f Ho)} (6.13)

Figure 6.22(b) shows the corresponding spectra. The component of interest in Y7 (f) lies at
the IF and is obtained by setting k to £1:

1 . 1 1
Yufﬂu*=xuv*[¢-(1—efwﬂﬂﬂ)-——a(fi-——)]. (6.14)
](U

Tro Tro

The impulse, in essence, computes [1/(jw)][1 — exp(—jwTro/2)] at £1/Trp, which
amounts to =770/ (jm). Multiplying this result by (1/770)5(f & 1/T10) and convolving it
with X(f), we have

Yi(Hlir=

X(f —fro)  X(f+fLo) (6.15)
i o |

JT

As expected, the conversion gain from X (f) to Y1 (f) is equal to 1/, but with a phase shift
of 90".

The second output in Fig. 6.21(b), y»(#), can be viewed as a train of impulses that
sample the input and are subsequently convolved with a square pulse [Fig. 6.23(a)].
That is,

+ o0 T 1
ywr:%m Z:SG—kﬂo—%?XLJT(n;2—§> (6.16)

k=—o00

¥,(t)
To T, 3To 271, 5To ¢ Tio 3To 5To t 0 To t
2 2 2 2 2 2 2

(@)

IF Component
inYy (n

A
g

0

-

(b)

Figure 6.23 (a) Decomposition of y,(t), (b) corresponding spectrum.
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and hence
+ 0o
1 . k 1 .
Ya(f) = | X(f) % =— e‘JwTL0/25< ——) c— (1= e Tol2) - (6.17)
oS |: f TLOk:Z_OO / Tro Jw< )

Figure 6.23(b) depicts the spectrum, revealing that shifted replicas of X(f) are multiplied
by a sinc envelope. Note the subtle difference between Y1 (f) and Y>(f): in the former, each
replica of X(f) is simply scaled by a factor, whereas in the latter, each replica experiences a
“droop” due to the sinc envelope. The component of interest in Y>(f) is obtained by setting
kto+l:

1 1 ,
Dl = 7 [=X(f = fio) = X(f +fio)] LZ (1- e‘f“’Tw/z)} . 618)

The term in the second set of square brackets must be calculated at the IF. If the IF is much
lower than 2f; o, then exp(—jwirTro/2) ~ 1 — joirTro/2. Thus,

—X(f = fro) — X(f +frLo)
5 .

Y2(H)lir = (6.19)

Note that Y>(f) in fact contains a larger IF component than does Y1 (f). The total IF output
is therefore equal to

1 1
(VD) + a(Dlir = = + 7 UIX = fro) + IX(f + /o)l (6.20)
= 0.593[|X(f — fro)| + IX(f + fro)ll. (6.21)

If realized as a single-balanced topology (Fig. 6.24), the circuit provides a gain twice this
value, 1.186 ~ 1.48dB. That is, a single-balanced sampling mixer exhibits about 5.5 dB
higher gain than its return-to-zero counterpart. It is remarkable that, though a passive cir-
cuit, the single-ended sampling mixer actually has a voltage conversion gain greater than
unity, and hence is a more attractive choice. The return-to-zero mixer is rarely used in
modern RF design.

Vio T
° Lo
— Vout1
o—e

in VLO

_°/E,° I ° Vout2
I“

Figure 6.24 Single-balanced sampling mixer.
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Example 6.8

Determine the voltage conversion gain of a double-balanced sampling mixer.

Solution:

Shown in Fig. 6.25, such a topology operates identically to the counterpart in Fig. 6.20(a).
In other words, the capacitors play no role here because each output is equal to one of the
inputs at any given point in time. The conversion gain is therefore equal to 2/, about
5.5 dB lower than that of the single-balanced topology of Fig. 6.24.

i i
VF-;F O_Ei Voutt
"
VR_F O_Ei Vout2
VIE.O ; “

Figure 6.25 Double-balanced sampling mixer.

The above example may rule out the use of double-balanced sampling mixers. Since
most receiver designs incorporate a single-ended LNA, this is not a serious limitation.
However, if necessary, double-balanced operation can be realized through the use of two
single-balanced mixers whose outputs are summed in the current domain. lllustrated con-
ceptually in Fig. 6.26 [1], the idea is to retain the samples on the capacitors, convert each
differential output voltage to a current by means of M1—M4, add their output currents, and

VDD
Vio __T_ ! b __T_ Vio
+ J— M M M M N -
Vin o—¢ VLO 1 - - 2 3 - - 4 |_o —oO Vin
o o

Figure 6.26 Output combining of two single-balanced mixers in the current domain.
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apply the currents to load resistors, thus generating an output voltage. In this case, the
mixer conversion gain is still equal to 1.48 dB.

6.2.2 LO Self-Mixing

Recall from Chapter 4 that the leakage of the LO waveform to the input of a mixer is added
to the RF signal and mixed with the LO, generating a dc offset at the output. We now study
this mechanism in the single-balanced sampling mixer. Consider the arrangement shown
in Fig. 6.27(a), where Rg denotes the output impedance of the previous stage (the LNA).
Suppose the LO waveforms and the transistors are perfectly symmetric. Then, due to the
nonlinearity of Cgs; and Cggsz arising from large LO amplitudes, Vp does change with time
but only at rwice the LO frequency [Fig. 6.27(b)] (Problem 6.3). Upon mixing with the LO
signal, this component is translated to frp and 3f;p—but not to dc. In other words, with
perfectly-symmetric devices and LO waveforms, the mixer exhibits no LO self-mixing and
hence no output dc offsets.

In practice, however, mismatches between M| and M> and within the oscillator circuit
give rise to a finite LO leakage to node P. Accurate calculation of the resulting dc offset is
difficult owing to the lack of data on various transistor, capacitor, and inductor mismatches
that lead to asymmetries. A rough rule of thumb is 10-20 millivolts at the output of the
mixer.

6.2.3 Noise

In this section, we study the noise behavior of return-to-zero and sampling mixers. Our
approach is to determine the output noise spectrum, compute the output noise power in
1 Hz at the IF, and divide the result by the square of the conversion gain, thus obtaining the
input-referred noise.

Let us begin with the RZ mixer, shown in Fig. 6.28. Here, R,,, denotes the on-resistance
of the switch. We assume a 50% duty cycle for the LO. The output noise is given by
4kT(R,,||RL) when S is on and by 4kTRy when it is off. As shown in Example 6.4, on the

Hin

° Vout1

' P v
* M; Lo
VRe ) [ LXK o Vout2
Cas2

(a) (b)

a—H
=

~Y

Figure 6.27 (a) LO-RF leakage path in a sampling mixer, (b) LO and leakage waveforms.
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Figure 6.28 RZ mixer for noise calculation.

average, the output contains half of 4kT(R,,||Ry) and half of 4kTR;
V2 out = 2KT[(Ron|IRL) + RL]. (6.22)
If we select R,;;, << Ry, so as to minimize the conversion loss, then
V2 it ¥ 2kTRy. (6.23)

Dividing this result by 1/72, we have

V2

n,in

~ 27 °kTR;, (6.24)
~ 20kTR;. (6.25)

That is, the noise power of Ry ( = 4kTRy) is “amplified” by a factor of 5 when referred to
the input.

Example 6.9

If R,;, = 100 2 and Ry, = 1k€2, determine the input-referred noise of the above RZ mixer.

Solution:
We have
VV2,, =8.14nV/VHz. (6.26)

This noise would correspond to a noise figure of 10log[1 + (8.14/0.91)2] = 19dB in a
50-2 system.

The reader may wonder if our choice R,, < Ry is optimum. If Ry is very high, the
output noise decreases but so does the conversion gain. We now remove the assump-
tion R,, < Ry and express the voltage conversion gain as (1/m)Rr/(Ry, + Rp). Dividing
Eq. (6.22) by the square of this value gives

— R, + R) (2R, + R
V,% o= 27‘[2kT( on L)Rf on L) ]
’ L

(6.27)
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This function reaches a minimum of

V2
n,in,min

=272(23/2 + 3)kTR,, (6.28)
~ 117kTR (6.29)

for R, = «/ER(,,,. For example, if R,, =100Q and Ry = V2 X100 2, then the input-
referred noise voltage is equal to 6.96 nV/v/Hz (equivalent to an NF of 17.7dB in a 50-$2
system).

In reality, the output noise voltages calculated above are pessimistic because the input
capacitance of the following stage limits the noise bandwidth, i.e., the noise is no longer
white. This point becomes clearer in our study of the sampling mixer.

We now wish to compute the output noise spectrum of a sampling mixer. The output
noise at the IF can then be divided by the conversion gain to obtain the input-referred noise
voltage. We begin with three observations. First, in the simple circuit of Fig. 6.29(a) (where
R, denotes the switch resistance), if V;;, =0,

Vg = Ve L
n,LPF nR1 1+ (Rlclw)Z’

where V,%Rl = 2kTR; (for —00 <w < + 00). We say the noise is “shaped” by the filter.?
Second, in the switching circuit of Fig. 6.29(b), the output is equal to the shaped noise of

(6.30)

Track-Mode Hold-Mode

Noise \ ’/ Noise

To 1 370 274
2 2

(a) (b)

o ¢ ¢ | t
Two T 370 21
2 2

(©

Figure 6.29 (a) Equivalent circuit of sampling mixer for noise calculations, (b) noise in on and
off states, and (c) decomposition of output waveform.

3. Recall from basic analog circuits that the integral of this output noise from O to oo is equal to kT'/Cj.
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R when S is on and a sampled, constant value when it is off. Third, in a manner similar
to the gain calculation in Fig. 6.21, we can decompose the output into two waveforms V,;;
and V;;» as shown in Fig. 6.29(c).

It is tempting to consider the overall output spectrum as the sum of the spectra of V,;
and V,». However, as explained below, the low-frequency noise components generated
by Ry create correlation between the track-mode and hold-mode noise waveforms. For
this reason, we proceed as follows: (1) compute the spectrum of V,; while excluding the
low-frequency components in the noise of Ry, (2) do the same for V,, and (3) add the
contribution of the low-frequency components to the final result. In the derivations below,
we refer to the first two as simply the spectra of V,; and V,, even though V,((¢) and
Vo (t) in Fig. 6.29 are affected by the low-frequency noise of R;. Similarly, we use the

notation V,% 1pr(f) even though its low-frequency components are removed and considered
separately.

Spectrum of V,;; To calculate the spectrum of V1, we view this waveform as the product
of V. 1pr(f) and a square wave toggling between 0 and 1. As shown in Fig. 6.30, the

spectrum of V1 is given by the convolution of Vi 1pr(f) and the power spectral density of

the square wave (impulses with a sinc? envelope). In practice, the sampling bandwidth of

the mixer, 1/(R1Cy), rarely exceeds 3wrp, and hence

(6.31)

— (R 2KTR;
V(N =2%(—+

972 ) 1+ Q2R Cif)?’

where the factor of 2 on the right-hand side accounts for the aliasing of components at
negative and positive frequencies. At low output frequencies, this expression reduces to

V31 = 0.226(2kTRy). (6.32)
Note that this is the two-sided spectrum of V_,%]

PSD of
Square Wave

1

sinc  Envelope . 2 1
\ TC
* .. \ K T ? “ e, gnz

-3 fLO - fLO 0 + fLO +

Figure 6.30 Aliasing in V.

Spectrum of V,;;  The spectrum of V,;» in Fig. 6.29(c) can be obtained using the approach
illustrated in Fig. 6.21 for the conversion gain. That is, V,;2 is equivalent to sampling V,, 1pr
by a train of impulses and convolving the result with a square pulse, [[[¢/(2TLo) — 1/2].
We must therefore convolve the spectrum of V), ;pr with a train of impulses (each having
an area of 1/ TI%O) and multiply the result by a sinc? envelope. As shown in Fig. 6.31, the
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Spectrum of
Impulse Train
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—3f|_o —2f|_0 _fLO 0 +f|_o +2f|_0 +3f|_0 f

Figure 6.31 Aliasing in V.

convolution translates noise components around %f70, £2f; 0, etc., to the IF. The sum of
these aliased components is given by

V;% alias 2 X 2k€Rl 21 2 22 + 2 ; ) 5 + o (6.33)
: Tio | 1 +47?RiCif7, 1 +472RICE (2f7,)
2kTR| ~— 1
=2X , 6.34
T?, nzl 1 + a’n? (634
where a = 2w R Cfro. For the summation in Eq. (6.34), we have

ad 1 1 /7 T
= (T th——l), 6.35
Z 1+a2n?2 2 (a oty (6.35)

n=1

Also, typically 27 R C 1)_1 > fro and hence coth(2R|C LfLo)_1 ~ 1. It follows that
kT 1
V2 ies = =5~ (— - 2R1>. (6.36)

This result must be multiplied by the sinc? envelope, |(jw) '[1 — exp(—jwTro/2)1I?,
which has a magnitude of Tfo /4 at low frequencies. Thus, the two-sided IF spectrum of

Vo is given by | .
V2 = kT ( - —1). (6.37)
4Cifro 2

Correlation Between V,; and V,, We must now consider the correlation between V,;
and V,» in Fig. 6.29. The correlation arises from two mechanisms: (1) as the circuit enters
the track mode, the previous sampled value takes a finite time to vanish, and (2) when the
circuit enters the hold mode, the frozen noise value, V), is partially correlated with V.
The former mechanism is typically negligible because of the short track time constant. For
the latter, we recognize that the noise frequency components far below f7 o remain relatively
constant during the track and hold modes (Fig. 6.32); it is as if they experienced a zero-
order hold operation and hence a conversion gain of unity. Thus, the R; noise components
from O to roughly f70/10 directly appear at the output, adding a noise PSD of 2kTR;.

Summing the one-sided spectra of V1 and V5 and the low-frequency contribution,
4kTR1, gives the total (one-sided) output noise at the IF:

2
Vn,out,lF

=kT (3.9R1 + ) (6.38)

2Cifro
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Figure 6.32 Correlation between noise components in acquisition and hold modes.

R4 R4
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Vin Vout Vh,out
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Ry = Ry
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Figure 6.33 (a) Equivalent circuit of double-balanced passive mixer, (b) simplified circuit.

The input-referred noise is obtained by dividing this result by 1/72 + 1/4:

V2. =285kT (3.9R1 +

n,in

. (6.39)
2Cifro )
Note that [2] and [3] do not predict the dependence on R or Cj.

For a single-balanced topology, the differential output exhibits a noise power twice
that given by Eq. (6.38), but the voltage conversion gain is twice as high. Thus, the input-
referred noise of a single-balanced passive (sampling) mixer is equal to

) . kT
Vn,in,SB - 1 1
b4 4

= 1.42kT (3.9R1 +

(3.91;»1 + (6.40)

1
2C1fL0)

> . (6.41)
2C1fro

Let us now study the noise of a double-balanced passive mixer. As mentioned in Exam-
ple 6.8, the behavior of the circuit does not depend much on the absence or presence of load
capacitors. With abrupt LO edges, a resistance equal to R appears between one input and

one output at any point in time [Fig. 6.33(a)]. Thus, from Fig. 6.33(b), V,%,(m, = 8kTR;.
Since the voltage conversion is equal to 2/,
V2., =2m°kIRy. (6.42)
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Figure 6.34 (a) Passive mixer followed by gain stage, (b) bias path at the RF input, (c) bias path at
the baseband output.

The low gain of passive mixers makes the noise of the subsequent stage critical.
Figure 6.34(a) shows a typical arrangement, where a quasi-differential pair (Chapter 5)
serves as an amplifier and its input capacitance holds the output of the mixer. Each
common-source stage exhibits an input-referred noise voltage of

5 4kTy 4kT
=27y :
mCS 8m g,%iRD

(6.43)

This power should be doubled to account for the two halves of the circuit and added to the
mixer output noise power.

How is the circuit of Fig. 6.34(a) biased? Depicted in Fig. 6.34(b) is an example. Here,
the bias of the preceding stage (the LNA) is blocked by Cj, and the network consisting of
Rrer, MRer, and Igpr defines the bias current of M| and M». As explained in Chapter 5,
resistor Rrer is chosen much greater than the output resistance of the preceding stage. We
typically select Wgrer ~ 0.2W 5 so that Ip 2 ~ SIRgr.

In the circuit of Fig. 6.34(b), the dc voltages at nodes A and B are equal to Vp unless
LO self-mixing produces a dc offset between these two nodes. The reader may wonder if
the circuit can be rearranged as shown in Fig. 6.34(c) so that the bias resistors provide a
path to remove the dc offset. The following example elaborates on this point.

Example 6.10

A student considers the arrangement shown in Fig. 6.35(a), where V;, models the LO leak-
age to the input. The student then decides that the arrangement in Fig. 6.35(b) is free from
dc offsets, reasoning that a positive dc voltage, V., at the output would lead to a dc current,
Vae/RL, through Ry and hence an equal current through Rg. This is impossible because it
gives rise to a negative voltage at node X. Does the student deserve an A?

(Continues)
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Example 6.10 (Continued)

Vio Vio

~y

_Vin+ RS i v _Vin+ RS i v i B
= X Sy o = Xs 1 o V,
cL RL out S .
T I
(b)

(@) ©)

Figure 6.35 (a) Sampling and (b) RZ mixer; (c) RZ mixer waveforms.

Solution:

The average voltage at node X can be negative. As shown in Fig. 6.35(c), Vx is an attenu-
ated version of V;, when S is on and equal to V;, when S is off. Thus, the average value
of Vyx is negative while Ry, carries a finite average current as well. That is, the circuit of
Fig. 6.35(b) still suffers from a dc offset.

6.2.4 Input Impedance

Passive mixers tend to present an appreciable load to LNAs. We therefore wish to formulate
the input impedance of passive sampling mixers.

Consider the circuit depicted in Fig. 6.36, where S is assumed ideal for now. Recall
from Fig. 6.21 that the output voltage can be viewed as the sum of two waveforms y; () and
y2(1), given by Eqgs. (6.12) and (6.16), respectively. The current drawn by C; in Fig. 6.36 is

equal to
. dy
lou(H) = Cy o (6.44)
Moreover, ij, () = iy, (t). Taking the Fourier transform, we thus have
Lin(f) = CijoY (f), (6.45)

where Y (f) is equal to the sum of Y1 (f) and Y>(f).

As evident from Figs. 6.22 and 6.23, Y(f) contains many frequency components. We
must therefore reflect on the meaning of the “input impedance.” Since the input voltage
signal, x(), is typically confined to a narrow bandwidth, we seek frequency components in
Iin(f) that lie within the bandwidth of x(#). To this end, we set k in Eqgs. (6.13) and (6.17)
to zero so that X(f) is simply convolved with §(f) [i.e., the center frequency of X(f) does

iin(t) iout(t)

Figure 6.36 Input impedance of sampling mixer.
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not change]. (This stands in contrast to gain and noise calculations, where k was chosen to
translate X (f) to the IF of interest.) It follows that

Lin(f) _ i — ,joTro/2 L
- —X(f)*[jw (1= et )Twc%(f)}

+ {X( ) * [Le‘f'wTw/za( f)“ 1 (1—eemor) (646)
Tro Jw

In the square brackets in the first term, » must be set to zero to evaluate the impulse at
f = 0. Thus, the first term reduces to (1/2)X(f). In the second term, the exponential in the
square brackets must also be calculated at v = 0. Consequently, the second term simplifies
to (1/Tro)X()I1/(jw)I[1 —exp(—jwTro/2)]. We then arrive at an expression for the input

admittance: / | 1
) _iciw| L+ (1 _efijLo/Z) , (6.47)
X(f) 2 joTro

Note that the on-resistance of the switch simply appears in series with the inverse of (6.47).
It is instructive to examine Eq. (6.47) for a few special cases. If w (the input frequency)
is much less than wr, then the second term in the square brackets reduces to 1/2 and

Iin(f) _
X(f)

In other words, the entire capacitance is seen at the input [Fig. 6.37(a)]. If w &~ 271 (as in
direct-conversion receivers), then the second term is equal to 1/(jm) and

X(f) 2
The input impedance thus contains a parallel resistive component equal to 1/(2fCy)
[Fig. 6.37(b)]. Finally, if @ >> 27 f; 0, the second term is much less than the first, yielding
Lin(f) _ jC1o
X(f) 2

For the input impedance of a single-balanced mixer, we must add the switch on-
resistance, Ry, to the inverse of Eq. (6.47) and halve the result. If v &~ wr, then

jCiow. (6.48)

(6.50)

1 1

| —
C
jle+2fC1

R (6.51)

Zin, SB 5

™~ G =
2 2fCy
zin

(a) (b)

Figure 6.37 Input impedance of passive mixer for (a) w < wro and (b) o ~ wro.
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Figure 6.38 Baseband input capacitance reflected at the input of passive mixer.

Flicker Noise An important advantage of passive mixers over their active counterparts
is their much lower output flicker noise. This property proves critical in narrowband appli-
cations, where 1/f noise in the baseband can substantially corrupt the downconverted
channel.

MOSFETs produce little flicker noise if they carry a small current [4], a condition
satisfied in a passive sampling mixer if the load capacitance is relatively small. However,
the low gain of passive mixers makes the 1/f noise contribution of the subsequent stage
critical. Thus, the baseband amplifier following the mixer must employ large transistors,
presenting a large load capacitance to the mixer (Fig. 6.38). As explained above, Cpp
manifests itself in the input impedance of the mixer, Z,,;y, thereby loading the LNA.

LO Swing Passive MOS mixers require large (rail-to-rail) LO swings, a disadvantage
with respect to active mixers. Since LC oscillators typically generate large swings, this is
not a serious drawback, at least at moderate frequencies (up to 5 or 10 GHz).

In Chapter 13, we present the design of a passive mixer followed by a baseband
amplifier for 11a/g applications.

6.2.5 Current-Driven Passive Mixers

The gain, noise, and input impedance analyses carried out in the previous sections have
assumed that the RF input of passive mixers is driven by a voltage source. If driven by a
current source, such mixers exhibit different properties. Figure 6.39(a) shows a conceptual
arrangement where the LNA has a relatively high output impedance, approximating a cur-
rent source. The passive mixer still carries no bias current so as to achieve low flicker noise
and it drives a general impedance Zpp. Voltage-driven and current-driven passive mixers
entail a number of interesting differences.

First, the input impedance of the current-driven mixer in Fig. 6.39 is quite different
from that of the voltage-driven counterpart. The reader may find this strange. Indeed, famil-
iar circuits exhibit an input impedance that is independent of the source impedance: we can
calculate the input impedance of an LNA by applying a voltage or a current source to the
input port. A passive mixer, on the other hand, does not satisfy this intuition because it is a
time-variant circuit. To determine the input impedance of a current-driven single-balanced
mixer, we consider the simplified case depicted in Fig. 6.39(b), where the on-resistance of
the switches is neglected. We wish to calculate Z;,(f) = Vrr(f)/Iin(f) in the vicinity of
the carrier (LO) frequency, assuming a 50% duty cycle for the LO.

The input current is routed to the upper arm for 50% of the time and flows through Zpp.
In the time domain [5],

Vi) = [iin(1) X S@)] * h(1), (6.52)
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Figure 6.39 (a) Current-driven passive mixer, (b) simplified model for input impedance calculation,
(c) spectra at input and output.

where S(¢) denotes a square wave toggling between 0 and 1, and 4(¢) is the impulse response
of Zpp. In the frequency domain,

Vi(f) = Uin(f) * S(H] - Zp(f), (6.53)

where S(f) is the spectrum of a square wave. As expected, upon convolution with the first
harmonic of S(f), I;;(f) is translated to the baseband and is then subjected to the frequency
response of Zpp(f). A similar phenomenon occurs in the lower arm.

We now make a critical observation [5]: the switches in Fig. 6.39(b) also mix the base-
band waveforms with the LO, delivering the upconverted voltages to node A. Thus, V1 (f)
is multiplied by S(¢) as it returns to the input, and its spectrum is translated to RF. The
spectrum of V;(¢) is also upconverted and added to this result.

Figure 6.39(c) summarizes our findings, revealing that the downconverted spectrum
of I;,(f) is shaped by the frequency response of Zpp, and the result “goes back” through
the mixer, landing around f, while retaining its spectral shape. In other words, in response
to the spectrum shown for /;;,(f), an RF voltage spectrum has appeared at the input that
is shaped by the baseband impedance. This implies that the input impedance around f,
resembles a frequency-translated version of Zgg(f). For example, if Zgp(f) is a low-pass
impedance, then Z;,(f) has a band-pass behavior [5].

The second property of current-driven passive mixers is that their noise and nonlinear-
ity contribution are reduced [6]. This is because, ideally, a device in series with a current
source does not alter the current passing through it.
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Figure 6.40 Quadrature LO waveforms with 25% duty cycle.

Passive mixers need not employ a 50% LO duty cycle. In fact, both voltage-driven and
current-driven mixers utilizing a 25% duty cycle provide a higher gain. Figure 6.40 shows
the quadrature LO waveforms according to this scenario. Writing the Fourier series for LO
waveforms having a duty cycle of d, the reader can show that the RF current entering each
switch generates an IF current given by [6]:

2 sinmd
Iip(t) = = d

IrFo cos wyrt, (6.54)

where Igro denotes the peak amplitude of the RF current. As expected, d = 0.5 yields a gain
of 2/7. More importantly, for d = 0.25, the gain reaches 2+/2/7, 3 dB higher. Of course,
the generation of these waveforms becomes difficult at very high frequencies. [Ideally, we
would choose d ~ 0 (impulse sampling) to raise this gain to unity.]

Another useful attribute of the 25% duty cycle in Fig. 6.40 is that the mixer switches
driven by LOg and LO1gg (or by LOgg and LO»79) are not on simultaneously. As a result,
the mixer contributes smaller noise and nonlinearity [6].

6.3 ACTIVE DOWNCONVERSION MIXERS

Mixers can be realized so as to achieve conversion gain in one stage. Called active mixers,
such topologies perform three functions: they convert the RF voltage to a current, “com-
mutate” (steer) the RF current by the LO, and convert the IF current to voltage. These
operations are illustrated in Fig. 6.41. While both passive and active mixers incorporate
switching for frequency translation, the latter precede and follow the switching by voltage-
to-current (V/I) and current-to-voltage (I/V) conversion, respectively, thereby achieving
gain. We can intuitively observe that the input transconductance, Igr/Vgr, and the out-
put transresistance, Vir/Ijr, can, in principle, assume arbitrarily large values, yielding an
arbitrarily high gain.

Figure 6.42 depicts a typical single-balanced realization. Here, M; converts the input
RF voltage to a current (and is hence called a “transconductor”), the differential pair M>—M3
commutates (steers) this current to the left and to the right, and R and R, convert the output
currents to voltage. We call M, and M3 the “switching pair.” As with our passive mixer
study in Section 6.2, we wish to quantify the gain, noise, and nonlinearity of this circuit.
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Figure 6.41 Active mixer viewed as a V/I converter, a current switch, and an 1/V converter.
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Figure 6.42 Single-balanced active mixer.

Note that the switching pair does not need rail-to-rail LO swings. In fact, as explained later,
such swings degrade the linearity.

Double-Balanced Topology If the RF input is available in differential form, e.g., if
the LNA provides differential outputs, then the active mixer of Fig. 6.42 must be mod-
ified accordingly. We begin by duplicating the circuit as shown in Fig. 6.43(a), where
VRJ} and V. denote the differential phases of the RF input. Each half circuit commu-
tates the RF current to its IF outputs. Since VR} = — Vg, the small-signal IF components
at X; and Y| are equal to the negative of those at X, and Y», respectively. That is,
Vx1 = —Vy1 = —Vx2 = Vyp, allowing us to short X; to Y, and X5 to Y| and arrive at the
double-balanced mixer in Fig. 6.43(b), where the load resistors are equal to Rp/2. We
often draw the circuit as shown in Fig. 6.43(c) for the sake of compactness. Transistors
M;, M3, Ms, and Mg are called the “switching quad.” We will study the advantages and
disadvantages of this topology in subsequent sections.

One advantage of double-balanced mixers over their single-balanced counterparts
stems from their rejection of amplitude noise in the LO waveform. We return to this
property in Section 6.3.2.
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Figure 6.43 (a) Two single-balanced mixers sensing differential RF inputs, (b) summation of output
currents, (c¢) compact drawing of circuit.

Example 6.11

Can the load resistors in the circuit of Fig. 6.43(b) be equal to Rp so as to double the gain?

Solution:

No, they cannot. Since the total bias current flowing through each resistor is doubled, Rp
must be halved to comply with the voltage headroom.

6.3.1 Conversion Gain

In the circuit of Fig. 6.42, transistor M; produces a small-signal drain current equal to
gm1Vrr. With abrupt LO switching, the circuit reduces to that shown in Fig. 6.44(a), where
M, multiplies Igr by a square wave toggling between 0 and 1, S(¢), and M3 multiplies Irr
by S(t — T10/2) because LO and LO are complementary. It follows that

I =1Igr-S(t) (6.55)

T,
bh=1Irp-S <r - %0) (6.56)
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Figure 6.44 (a) Equivalent circuit of active mixer, (b) switching waveforms.

Since V,,; = Vpp — I1R1 — (Vpp — hR»), we have for Ry = R> = Rp,

Tro

Vour(t) = IrrRp |:S (t - 7) - S(t):| . (6.57)

From Fig. 6.44(b), we recognize that the switching operation in Eq. (6.57) is equivalent to
multiplying /rr by a square wave toggling between —1 and + 1. Such a waveform exhibits
a fundamental amplitude equal to 4/7,* yielding an output given by

4
Vou(t) = Irr(H)Rp - ; coswiot+ --- . (6.58)

If Irp(t) = gm1 VrF cos wgrt, then the IF component at wgr — wrp is equal to

2
Vir(t) = ;gmlRDVRF cos(wgrr — wro)t. (6.59)

The voltage conversion gain is therefore equal to

ViF, 2
L= —&mRp. (6.60)
VRF,p T

What limits the conversion gain? We assume a given power budget, i.e., a certain
bias current, Ip;, and show that the gain trades with the linearity and voltage headroom.
The input transistor is sized according to the overdrive voltage, Vgs1 — V7m1, that yields
the required IP3 (Chapter 5). Thus, Vpsi min = Ves1 — Vrai. The transconductance of M
is limited by the current budget and IP3, as expressed by g,,1 = 2Ip1/(Vgs1 — Vra1) [or
Ip1/(Vgs1 — Vrm1) for velocity-saturated devices]. Also, the value of Rp is limited by
the maximum allowable dc voltage across it. In other words, we must compute the mini-
mum allowable value of Vx and Vy in Fig. 6.42. As explained in Section 6.3.3, linearity

4. It is helpful to remember that the peak amplitude of the first harmonic of a square wave is greater than the
peak amplitude of the square wave.
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requirements dictate that M> and M3 not enter the triode region so long as both carry
current.

Suppose the gate voltages of M> and M3 in Fig. 6.42 are held at the common-mode level
of the differential LO waveforms, Vcar 1o [Fig. 6.45(a)]. If M| is at the edge of saturation,
then Vy > Vigs1 — Vrm:

Vem,co — Ves2,3 = Vest — V. (6.61)

Now consider the time instant at which the gate voltages of M, and M3 reach Vcy 1o + Vo
and Veyr, Lo — Vo, respectively, where V = \/E(VGSQ’ 3 — Vo) /2, a value high enough to
turn off M3 [Fig. 6.45(b)]. For M, to remain in saturation up to this point, its drain voltage
must not fall below VCM,LO + \/E(VGSQ,g, = Vrg2)/2 — Vrmo:

Vx.min = Vem,Lo + 7("652,3 — Vru2) — Vo, (6.62)

which, from Eq. (6.61), reduces to

V2
VX min = Vst — Vrar + (1 + - (VGs2,3 — V). (6.63)

Thus, Vx nin must accommodate the overdrive of M and about 1.7 times the “equilib-
rium” overdrive of each of the switching transistors. The maximum allowable dc voltage
across each load resistor is equal to

V2
VR,max = VD — |:VGSI — Vg + (1 + - Ves23 — Vo) | - (6.64)

Since each resistor carries half of Ip,

2VR max
RD,max = . (665)
Ipi
Voo Vop
RD ',-\‘ RD RD
Y Vemo +VYo [ 3 X Y
Vi heeeene. :
b= V.o ke : T_l = Vewmio \ ------
‘ Vemo -Vo-t i
Var—[, M,

Figure 6.45 (a) Active mixer with LO at CM level, (b) required swing to turn one device off-
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From (6.64) and (6.65), we obtain the maximum voltage conversion gain as

2
AV,max = ;gmlRD,max (666)

_ 8 VR,max

=2 _ TRmax (6.67)
7w Vgs1 — Vil

We therefore conclude that low supply voltages severely limit the gain of active mixers.

Example 6.12

A single-balanced active mixer requires an overdrive voltage of 300 mV for the input V/I
converter transistor. If each switching transistor has an equilibrium overdrive of 150 mV
and the peak LO swing is 300 mV, how much conversion gain can be obtained with a 1-V

supply?
Solution:
From Eq. (6.64), Vg max = 444 mV and hence

AV max = 3.77 (6.68)
~ 11.5dB. (6.69)

Owing to the relatively low conversion gain, the noise contributed by the load resistors and
following stages may become significant.

How much room for improvement do we have? Given by IP3 requirements, the over-
drive of the input transistor has little flexibility unless the gain of the preceding LNA can be
reduced. This is possible if the mixer noise figure can also be lowered, which, as explained
in Section 6.3.2, trades with the power dissipation and input capacitance of the mixer.
The equilibrium overdrive of the switching transistors can be reduced by making the two
transistors wider (while raising the capacitance seen at the LO port).

The conversion gain may also fall if the LO swing is lowered. As illustrated in
Fig. 6.46, while M> and M3 are near equilibrium, the RF current produced by M; is

Vop
Rp Rp
Yo Vio FEY
e A o = o
' ““ :,' M2 [|/]3 "“ :,' v
Y N IRF “ l:
Vero—[, M,

Figure 6.46 RF current as a CM component near LO zero crossings.
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split approximately equally between them, thus appearing as a common-mode current and
yielding little conversion gain for that period of time. Reduction of the LO swing tends to
increase this time and lower the gain (unless the LO is a square wave).

Example 6.13

Figure 6.47 shows a “dual-gate mixer,” where M and M, can be viewed as one transistor
with two gates. Identify the drawbacks of this circuit.

Voo
Rp
Vie
Vio [, m,
Varo—[, M,

Figure 6.47 Dual-gate mixer.

Solution:

For M to operate as a switch, its gate voltage must fall to Vrg, above zero (why?) regard-
less of the overdrive voltages of the two transistors. For this reason, the dual-gate mixer
typically calls for larger LO swings than the single-balanced active topology does. Further-
more, since the RF current of M is now multiplied by a square wave toggling between O
and 1, the conversion gain is half:

1
Ay = ;gmlRD- (6.70)

Additionally, all of the frequency components produced by M; appear at the output without
translation because they are multiplied by the average value of the square wave, 1/2. Thus,
half of the flicker noise of M1—a high-frequency device and hence small—emerges at IF.
Also, low-frequency beat components resulting from even-order distortion (Chapter 4) in
M directly corrupt the output, leading to a low IP;. The dual-gate mixer does not require
differential LO waveforms, a minor advantage. For these reasons, this topology is rarely
used in modern RF design.

With a sinusoidal LO, the drain currents of the switching devices depart from square
waves, remaining approximately equal for a fraction of each half cycle, AT [Fig. 6.48(a)].
As mentioned previously, the circuit exhibits little conversion gain during these periods.
We now wish to estimate the reduction in the gain.
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Figure 6.48 (a) Effect of gradual LO transitions, (b) magnified LO waveforms.

A differential pair having an equilibrium overdrive of (Vgs — Vrn)eq steers most of
its tail current for a differential input voltage, AVj,, of ﬁ(VGS — VrH)eq (for square-
law devices). We assume that the drain currents are roughly equal for AV;, < (Vgs —
VTH)eq/S and calculate the corresponding value of AT. We note from Fig. 6.48(b) that, if
each single-ended LO waveform has a peak amplitude of V), 1o, then LO and LO reach a
difference of (Vs — Vrn)eq/5 in approximately AT/2 = (Vgs — Vrn)eq/S5/(2Vp,LowL0)
seconds. Multiplying this result by a factor of 4 to account for the total time on both rising
and falling edges and normalizing to the LO period, we surmise that the overall gain of the
mixer is reduced to

2 2AT
Av = ZgmRp (1 - —) 6.71)
b4 Tro
2 Ves — V.
=2 k|1 — YOS = Ve | (6.72)

Example 6.14

Repeat Example 6.12 but take the gradual LO edges into account.

Solution:
The gain expressed by Eq. (6.68) must be multiplied by 1 — 0.0318 ~0.97:

AV max ~ 3.66 (6.73)
~11.3dB. (6.74)

Thus, the gradual LO transitions lower the gain by about 0.2 dB.
The second phenomenon that degrades the gain relates to the total capacitance seen

at the drain of the input transistor. Consider an active mixer in one-half of the LO cycle
(Fig. 6.49). With abrupt LO edges, M> is on and M3 is off, yielding a total capacitance at



376 Chap. 6. Mixers

Figure 6.49 Loss of RF current to ground through Cp.

node P equal to

Cp=Cpp1 + Cgs2 + Cis3 + Cspa + Csas. (6.75)

Note that Cgs3 is substantially smaller than Cgsy in this phase (why?). The RF current
produced by M is split between Cp and the resistance seen at the source of M>, 1/g,2
(if body effect is neglected). Thus, the voltage conversion gain is reduced by a factor of
gm2/(sCp + gmp); i.e., Eq. (6.72) must be modified as

2(Vgs — VTH)eq] Em2 (6.76)

57Vp.Lo /C%wz + g22‘
m

How significant is this current division? In other words, how does Cl%a)2 compare with g}%ﬂ
in the above expression? Note that g,,»/Cp is well below the maximum f7 of M» because
(a) the sum of Cpp1, Csp2, Csp3, and Cgs3 is comparable with or larger than Cgs2, and (b)
the low overdrive voltage of M> (imposed by headroom and gain requirements) also leads
to a low fr. We therefore observe that the effect of Cp may become critical for frequencies
higher than roughly one-tenth of the maximum f7 of the transistors.

Example 6.15

If the output resistance of M> in Fig. 6.49 is not neglected, how should it be included in the
calculations?

2
AV,max = _gmlRD |:1 -
T

Solution:

Since the output frequency of the mixer is much lower than the input and LO frequencies, a
capacitor is usually tied from each output node to ground to filter the unwanted components
(Fig. 6.50). As a result, the resistance seen at the source of M in Fig. 6.50 is simply equal
to (1/gm2)||ro2 because the output capacitor establishes an ac ground at the drain of M, at
the input frequency.
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Example 6.15 (Continued)
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Figure 6.50 Capacitors tied to output nodes to limit the bandwidth.

Example 6.16

Compare the voltage conversion gains of single-balanced and double-balanced active
mixers.

Solution:

From Fig. 6.43(a), we recognize that (Vx1 — Vy1)/ VR'} is equal to the voltage conversion
gain of a single-balanced mixer. Also, Vx1 = Vyz and Vy| = Vxo if Vi = —VR';,. Thus, if
Y, is shorted to Xj, and X to Y7, these node voltages remain unchanged. In other words,
Vx — Vy in Fig. 6.43(b) is equal to Vx; — Vy; in Fig. 6.43(a). The differential voltage
conversion gain of the double-balanced topology is therefore given by

Vx — Vy _ Vxi — Vyi
VRJ;" — Vrr ZVRJ%

) (6.77)

which is half of that of the single-balanced counterpart. This reduction arises because the
limited voltage headroom disallows a load resistance of Rp in Fig. 6.43(b) (Example 6.11).

6.3.2 Noise in Active Mixers

The analysis of noise in active mixers is somewhat different from the study undertaken in
Section 6.2.3 for passive mixers. As illustrated conceptually in Fig. 6.51, the noise com-
ponents of interest lie in the RF range before downconversion and in the IF range after
downconversion. Note that the frequency translation of RF noise by the switching devices
prohibits the direct use of small-signal ac and noise analysis in circuit simulators (as is done
for LNAs), necessitating simulations in the time domain. Moreover, the noise contributed
by the switching devices exhibits time-varying statistics, complicating the analysis.

Qualitative Analysis To gain insight into the noise behavior of active mixers, we
begin with a qualitative study. Let us first assume abrupt LO transitions and consider the
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Figure 6.52 (a) Effect of noise when one transistor is off, (b) equivalent circuit of (a).

representation in Fig. 6.52(a) for half of the LO cycle. Here,

Cp=Cgp1 + Cpp1 + Cspz + Cspz + Cgs3. (6.78)

In this phase, the circuit reduces to a cascode structure, with M, contributing some noise
because of the capacitance at node P (Chapter 5). Recall from the analysis of cascode
LNAs in Chapter 5 that, at frequencies well below fr, the output noise current generated
by M5 is equal to V,, 312Cps [Fig. 6.52(b)]. This noise and the noise current of M (which is
dominant) are multiplied by a square wave toggling between 0 and 1. Transistor M3 plays
an identical role in the next half cycle of the LO.

Now consider a more realistic case where the LO transitions are not abrupt, allowing
M> and M3 to remain on simultaneously for part of the period. As depicted in Fig. 6.53, the
circuit now resembles a differential pair near equilibrium, amplifying the noise of M, and
Msz—while the noise of M has little effect on the output because it behaves as a common-
mode disturbance.
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Figure 6.53 Effect of noise of M> and M3 near equilibrium.

Example 6.17

Compare single-balanced and double-balanced active mixers in terms of their noise
behavior. Assume the latter’s total bias current is twice the former’s.

Solution:
Let us first study the output noise currents of the mixers [Fig. 6.54(a)]. If the total dif-
ferential output noise current of the single-balanced topology is Ii sing? then that of the

double-balanced circuit is equal to Irzl doub = 2137 sing (why?). Next, we determine the output
noise voltages, bearing in mind that the load resistors differ by a factor of two [Fig. 6.54(b)].

‘We have

Vnz,out,sing = Ii%,sing(RD)2 (679)
Rp YV
2 )
Vn,out,doub - In,doub (7) 2 (6.80)

But recall from Example 6.16 that the voltage conversion gain of the double-balanced mixer
is half of that of the single-balanced topology. Thus, the input-referred noise voltages of
the two circuits are related by

5 1

n,in,sing EVn,in,doub' (6.81)

In this derivation, we have not included the noise of the load resistors. The reader can show
that Eq. (6.81) remains valid even with their noise taken into account. The single-balanced
mixer therefore exhibits less input noise and consumes less power.

(Continues)
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Example 6.17 (Continued)
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Figure 6.54 (a) Output noise currents of single-balanced and double-balanced mixers, (b) corre-
sponding output noise voltages.

It is important to make an observation regarding the mixer of Fig. 6.53. The noise
generated by the local oscillator and its buffer becomes indistinguishable from the noise of
M> and M3 when these two transistors are around equilibrium. As depicted in Fig. 6.55, a
differential pair serving as the LO buffer may produce an output noise much higher than

LO Buffer
— Voo
Rp Rp é :
’—I My, M, H § '
’—I Vio

VRF°—||_E|=-M1 ?

Figure 6.55 Effect of LO buffer noise on single-balanced mixer.
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that of M» and M3. It is therefore necessary to simulate the noise behavior of mixers with
the LO circuitry present.

Example 6.18

Study the effect of LO noise on the performance of double-balanced active mixers.

Solution:

Drawing the circuit as shown in Fig. 6.56, we note that the LO noise voltage is con-
verted to current by each switching pair and summed with opposite polarities. Thus, the
double-balanced topology is much more immune to LO noise—a useful property obtained
at the cost of the 3-dB noise penalty expressed by Eq. (6.81) and the higher power dissi-
pation. Here, we have assumed that the noise components in LO and LO are differential.
We study this point in Problem 6.6, concluding that this assumption is reasonable for a true
differential buffer but not for a quasi-differential circuit.

Figure 6.56 Effect of LO noise on double-balanced mixer.

Quantitative Analysis Consider the single-balanced mixer depicted in Fig. 6.51. From
our qualitative analysis, we identify three sections in the circuit: the RF section, the time-
varying (switching) section, and the IF section. To estimate the input-referred noise voltage,
we apply the following procedure: (1) for each source of noise, determine a “conversion
gain” to the IF output; (2) multiply the magnitude of each noise by the corresponding gain
and add up all of the resulting powers, thus obtaining the total noise at the IF output; (3)
divide the output noise by the overall conversion gain of the mixer to refer it to the input.
Let us begin the analysis by assuming abrupt LO transitions with a 50% duty cycle.
In each half cycle of the LO, the circuit resembles that in Fig. 6.57, i.e., the noise of
M1 (In1.0n) and each of the switching devices is multiplied by a square wave toggling
between 0 and 1. We have seen in Example 6.4 that, if white noise is switched on and off
with 50% duty cycle, the resulting spectrum is still white while carrying half of the power.
Thus, half of the noise powers (squared current quantities) of M| and M5 is injected into
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Figure 6.57 Noise of input device and one switching device in an active mixer.

node X, generating an output noise spectral density given by (1/2) (Ii wi T Vi MZCI%wZ)R2 ,

where Vf M2 C%,cu2 denotes the noise current injected by M» into node X. The total noise at
node X is therefore equal to

1
2 2 2 2 2 2
Vix=3 (2 + ViaCho >RD + 4kTRp. (6.82)

The noise power must be doubled to account for that at node Y and then divided by the
square of the conversion gain. From Eq. (6.76), the conversion gain in the presence of

a capacitance at node P is equal to (2/7)gm1Rp8&m2/+/ Cl%a)2 + g}%ﬂ for abrupt LO edges
(i.e., if V;, 10 — 00). Note that the Cp’s used for the noise contribution of M; and gain
calculation are given by (6.75) and (6.78), respectively, and slightly different. Nonethe-
less, we assume they are approximately equal. The input-referred noise voltage is therefore
given by

4kT
<4kTy gm1 + —Y C%wz) R + 8kTRp
2 Em2
V2, = ; . (6.83)
—82 1 %—gmz
20m 2 2
b4 Co? + g,

C2 2 C2 2 2
= (2 e (L R =) (6.84)
8ml  &m28&m1  &mRD

If the effect of Cp is negligible, then

— y 2
Vv o o=g%kT | L+ . (6.85)
n,in (gml g%ﬂRD>



Sec. 6.3. Active Downconversion Mixers 383

Example 6.19

Compare Eq. (6.85) with the input-referred noise voltage of a common-source stage having
the same transconductance and load resistance.

Solution:

For the CS stage, we have

14 1
V2. =4kT | — + . (6.86)
n,in,C§ (gml g,2n1RD>

Thus, even if the second term in the parentheses is negligible, the mixer exhibits 3.92 dB
higher noise power. With a finite Cp and LO transition times, this difference becomes even
larger.

The term 7 2kTy /gm1 in (6.85) represents the input-referred contribution of M. This
appears puzzling: why is this contribution simply not equal to the gate-referred noise of
My, 4kTy /gm1?7 We investigate this point in Problem 6.7.

We now consider the effect of gradual LO transitions on the noise behavior. Simi-
lar to the gain calculations in Section 6.3.1, we employ a piecewise-linear approximation
(Fig. 6.58): the switching transistors are considered near equilibrium for 2AT = 2(Vgs —
V1H)eq/ (SVP,LowLo) seconds per LO cycle, injecting noise to the output as a differential
pair. During this time period, M; contributes mostly common-mode noise, and the output
noise is equal to

V2 4y = 24KTy guaR3, + 4KTRp), (6.87)

where we assume g, ~ gn3. Now, this noise power must be weighted by a factor of
2AT/TLo, and that in the numerator of Eq. (6.83) by a factor of 1 —2AT /Ty . The sum of

M, and M3 operate as
a differential pair

M, operates as i Mjoperates as
acascode | a cascode

t

Figure 6.58 Piecewise-linear waveforms for mixer noise calculation.
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these weighted noise powers must then be divided by the square of (6.76) to refer it to the
input. The input-referred noise is thus given by

2 2AT C%)wz o) 2AT
8kT(ygmoRp + Rp)—— + | 4kTy | gm1 + Ry +8kTRp | (1 — ——
V- Tro gm2 Tro
n,in 4 gz R2 g%ﬂ (1 B 2AT>2
— 2 Ry —Cm2 -
T2om Clzga)z + g’%ﬂ Tro
(6.88)

Equation (6.88) reveals that the equilibrium overdrive voltage of the switching devices
plays a complex role here: (1) in the first term in the numerator, g,» « (Vgs — VTH);]1
(for a given bias current), whereas AT o (Vs — Vra)eq; (2) the noise power expressed by
the second term in the numerator is proportional to 1 — 2AT /T while the squared gain
in the denominator varies in proportion to (1 — 2AT/Trp)?, suggesting that AT must be
minimized.

Example 6.20

A single-balanced mixer is designed for a certain IP3, bias current, LO swing, and supply
voltage. Upon calculation of the noise, we find it unacceptably high. What can be done to
lower the noise?

Solution:

The overdrive voltages and the dc drop across the load resistors offer little flexibility. We
must therefore sacrifice power for noise by a direct scaling of the design. Illustrated in
Fig. 6.59, the idea is to scale the transistor widths and currents by a factor of o and the
load resistors by a factor of 1/c«. All of the voltages thus remain unchanged, but the input-

referred noise voltage, +/ Vi i falls by a factor of (/. Unfortunately, this scaling also
scales the capacitances seen at the RF and LO ports, making the design of the LNA and the
LO buffer more difficult and/or more power-hungry.

Voo a F‘{DD
o o G G
Vioe—] - Vio Vioe—] —Vio
W, A oW, oWs
Io olp
Veee[, W, Var—[ oW,

Figure 6.59 Effect of scaling on noise.
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Flicker Noise Unlike passive mixers, active topologies suffer from substantial flicker
noise at their output, a serious issue if the IF signal resides near zero frequency and has a
narrow bandwidth.

Consider the circuit shown in Fig. 6.60(a). With perfect symmetry, the 1/f noise of Isg
does not appear at the output because it is mixed with wyo (and its harmonics). Thus, only

the flicker noise of M> and M3 must be considered. The noise of M>, V}fz, experiences the
gain of the differential pair as it propagates to the output. Fortunately, the large LO swing
heavily saturates (desensitizes) the differential pair most of the time, thereby lowering the
gain seen by V;%z-

In order to compute the gain experienced by V,» in Fig. 6.60(a), we assume a sinu-
soidal LO but also a small switching time for M, and M3 such that Igs is steered almost
instantaneously from one to the other at the zero crossings of LO and LO [Fig. 6.60(b)].
How does V), alter this behavior? Upon addition to the LO waveform, the noise modulates
the zero crossings of the LO [7]. This can be seen by computing the time at which the gate
voltages of M| and M, are equal; i.e., by equating the instantaneous gate voltages of M,
and M3:

Veu + Vp,LO sinwrot + Vo (t) = Veyr — Vp,LO sin wrot, (6.89)
obtaining
2Vp Lo sinwpot = — Via(1). (6.90)
Vio

Voo

~Y

(@) (b) (©)

Ipa-1Ip3

ZISS

(@

Figure 6.60 (a) Flicker noise of switching device, (b) LO and drain current waveforms, (c) modu-
lation of zero crossing due to flicker noise, (d) equivalent pulsewidth modulation.
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In the vicinity of t = 0, we have
2V, rowrot= — Vipa(t). (6.91)

The crossing of LO and LO is displaced from its ideal point by an amount of AT
(wro AT <« 1 rad) [Fig. 6.60(c)]:

ZVP,Loa)LoAT’*‘« — Vin(p). (6.92)
That is,
Vo (t
a7 = YOl (6.93)
2Vp.Lowro

Note that 2V, jowro is the slope of the differential LO waveform,” S;p, and hence
|AT| = V2 (D)|/SLo-

We now assume nearly abrupt drain current switching for M, and M3 and consider
the above zero-crossing deviation as pulsewidth modulation of the currents [Fig. 6.60(d)].
Drawing the differential output current as in Fig. 6.60(d), we note that the modulated output
is equal to the ideal output plus a noise waveform consisting of a series of narrow pulses
of height 255 and width AT and occurring twice per period [7]. If each narrow pulse is
approximated by an impulse, the noise waveform in Ipy — Ip3 can be expressed as

25V (0) Tro
Lyow(t) = k_z_:oo Ta (z — k7> . (6.94)
In the frequency domain, from Eq. (6.9),
o) = =5 3™ (86— 2. (6.95)
’ TroSro , —_

The baseband component is obtained for k = 0 because V,5(f) has a low-pass spectrum. It
follows that

Iss
In,out(f)|k =0= VnZ(f)’ (696)
ﬂVp7L0
and hence
IssRp
Vn,oul(f) lk=0= VnZ(f)- (6.97)
”Vp,LO

In other words, the flicker noise of each transistor is scaled by a factor of IssRp /(7 V), 10) as
it appears at the output. It is therefore desirable to minimize the bias current of the switching
devices. Note that this quantity must be multiplied by +/2 to account for the flicker noise
of M3 as well.

5. Because the difference between Vo and Vi must reach zero in AT seconds.
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Example 6.21

Refer the noise found above to the input of the mixer.

Solution:

Multiplying the noise by +/2 to account for the noise of M3 and dividing by the conversion
gain, (2/7)gm1Rp, we have

21
Vain(Ple=0 = 2g{—v“wv,ﬂ(f) (6.98)
m P
V2(Vgs — V)i
= Vi . 6.99
T 2(f) (6.99)

For example, if (Vgs — Vrn)1 =250mV and V), 1o = 300 mV, then V;;>(f) is reduced by
about a factor of 3.4 when referred to the input. Note, however, that (1) V2 (f) is typically
very large because M, and M3 are relatively small, and (2) the noise voltage found above
must be multiplied by +/2 to account for the noise of M3.

The above study also explains the low 1/f noise of passive mixers. Since Igs = 0 in
passive topologies, a noise voltage source in series with the gate experiences a high atten-
uation as it appears at the output. (Additionally, MOSFETs carrying negligible current
produce negligible flicker noise.)

The reader may wonder if the above results apply to the thermal noise of M, and M3
as well. Indeed, the analysis is identical [7] and the same results are obtained, with V5 (f)
replaced with 4kTy /g,2. The reader can show that this method and our earlier method of
thermal noise analysis yield roughly equal results if 7V, 10~ 5(VGs — Vra)eq2,3-

Another flicker noise mechanism in active mixers arises from the finite capacitance at
node P in Fig. 6.60(a) [7]. It can be shown that the differential output current in this case
includes a flicker noise component given by [7]

In,out(f) = ZfLOCPVHZ(f)~ (6100)

Thus, a higher tail capacitance or LO frequency intensifies this effect. Nonetheless, the first
mechanism tends to dominate at low and moderate frequencies.

6.3.3 Linearity

The linearity of active mixers is determined primarily by the input transistor’s overdrive
voltage. As explained in Chapter 5, the IP3 of a common-source transistor rises with the
overdrive, eventually reaching a relatively constant value.

The input transistor imposes a direct trade-off between nonlinearity and noise because

IP3 X VGS - VTH (6.101)
—— _4kTy _ 4kTy
Vn,in - - 2]

8m D

Vs — Vrn). (6.102)
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Figure 6.61 Effect of output waveform on current steering when one device enters the triode region.

We also noted in Section 6.3.1 that the headroom consumed by the input transistor,
Ves — Vrm, lowers the conversion gain [Eq. (6.67)]. Along with the above example, these
observations point to trade-offs among noise, nonlinearity, gain, and power dissipation in
active mixers.

The linearity of active mixers degrades if the switching transistors enter the triode
region. To understand this phenomenon, consider the circuit shown in Fig. 6.61, where M>
is in the triode region while M3 is still on and in saturation. Note that (1) the load resistors
and capacitors establish an output bandwidth commensurate with the IF signal, and (2) the
IF signal is uncorrelated with the LO waveform. If both M> and M3 operate in saturation,
then the division of Igr between the two transistors is given by their transconductances and
is independent of their drain voltages.® On the other hand, if M5 is in the triode region, then
Ipy is a function of the IF voltage at node X, leading to signal-dependent current division
between M»> and M3. To avoid this nonlinearity, M> must not enter the triode region so long
as M3 is on and vice versa. Thus, the LO swings cannot be arbitrarily large.

Compression Let us now study gain compression in active mixers. The above effect
may manifest itself as the circuit approaches compression. If the output swings become
excessively large, the circuit begins to compress at the output rather than at the input, by
which we mean the switching devices introduce nonlinearity and hence compression while
the input transistor has not reached compression. This phenomenon tends to occur if the
gain of the active mixer is relatively high.

Example 6.22

An active mixer exhibits a voltage conversion gain of 10dB and an input 1-dB compres-
sion point of 355mV,, (= —5 dBm). Is it possible that the switching devices contribute
compression?

6. We neglect channel-length modulation here.
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Example 6.22 (Continued)

Solution:

At an input level of —5 dBm, the mixer gain drops to 9 dB, leading to an output differential
swing of 355mV, X 2.82~1 V,,. Thus, each output node experiences a peak swing of
250mV; i.e., node X in Fig. 6.61 falls 250 mV below its bias point. If the LO drive is large
enough, the switching devices enter the triode region and compress the gain.

The input transistor may introduce compression even if it satisfies the quadratic char-
acteristics of long-channel MOSFETs. This is because, with a large input level, the gate
voltage of the device rises while the drain voltage falls, possibly driving it into the triode
region. From Fig. 6.51, we can write the RF voltage swing at node P as

VP~ — gmRpVRF, (6.103)

where Rp denotes the “average resistance” seen at the common source node of M, and M3.’
We can approximate Rp as (1/g,2)||(1/gm3), where g2 and g,,3 represent the equilibrium
transconductances of My and M3, respectively. In a typical design, g,,,1 Rp is on the order of
unity. Thus, in the above example, as the input rises by 355mV /2 = 178 mV from its bias
value, the drain voltage of the input device falls by about 178 mV. If M| must not enter the
triode region, then the drain-source headroom allocated to M; must be 355 mV higher than
its quiescent overdrive voltage. Note that we did not account for this extra drain voltage
swing in Example 6.12. If we had, the conversion gain would have been even lower.

The IP, of active mixers is also of great interest. We compute the IP; in Section 6.4.3.

Example 6.23

Design a 6-GHz active mixer in 65-nm technology with a bias current of 2 mA from a 1.2-V
supply. Assume direct downconversion with a peak single-ended sinusoidal LO swing of
400 mV.

Solution:

The design of the mixer is constrained by the limited voltage headroom. We begin by
assigning an overdrive voltage of 300mV to the input transistor, M1, and 150 mV to the
switching devices, M> and M3 (in equilibrium) (Fig. 6.62). From Eq. (6.64), we obtain
a maximum allowable dc drop of about 600 mV for each load resistor, Rp. With a total
bias current of 2 mA, we conservatively choose Rp = 500 2. Note that the LO swing well
exceeds the voltage necessary to switch M> and M3, forcing Ipy or Ip3 to go from 2 mA to
zero in about 5 ps.

(Continues)

7. Since Rp varies periodically, with a frequency equal to 2wy g, we can express its value by a Fourier series
and consider the first term as the average resistance.
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Example 6.23 (Continued)

VDD
Rp= =R,
Cq C,
_L_l ——Vouro—+— |__L

® Voo, mydbeVio T
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Figure 6.62 Active mixer design for the 6-GHz band.

The overdrives chosen above lead to Wi = 15 um and W 3 = 20 um. According to
the g;,-Ip characteristic plotted in Chapter 5 for W = 10 um, g, reaches approximately
8.5mS for Ip =2mA X (10/15) = 1.33 mA. Thus, for W; = 15 um and Ip; = 2 mA, we
have g,,1 =8.5mS X 1.5 =12.75 mS = (78.4 Q)L Capacitors C; and C, have a value of
2 pF to suppress the LO component at the output (which would otherwise help compress
the mixer at the output).

We can now estimate the voltage conversion gain and the noise figure of the mixer.
We have

2
Ay = —&mRp (6.104)
=4.1 (=12.3dB). (6.105)

To compute the noise figure due to thermal noise, we first estimate the input-referred noise
voltage as

— 2
V2, =it [+ (6.106)
' &ml g, Rp

=4.21x10""8 V2 /Hg, (6.107)

where y ~ 1. Note that, at a given IF # 0, this noise results from both the signal band and
the image band, ultimately yielding the single-sideband noise figure. We now write the NF
with respect to Rg = 50 €2 as

V2.
NFgsp =1 + 4k;:;s (6.108)
=6.1(=7.84dB). (6.109)

The double-sideband NF is 3 dB less.
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Example 6.23 (Continued)

In the simulation of mixers, we consider nonzero baseband frequencies even for direct-
conversion receivers. After all, the RF signal has a finite bandwidth, producing nonzero
IF components upon downconversion. For example, a 20-MHz 11a channel occupies a
bandwidth of £210 MHz in the baseband. Simulations therefore assume an LO frequency,
fro, of, say, 6 GHz, and an input frequency, fgr, of, say, 6.01 GHz. The time-domain
simulation must then be long enough to capture a sufficient number of IF cycles for an
accurate Fast Fourier Transform (FFT). If the bandwidth at the mixer output nodes permits,
we may choose a higher IF to shorten the simulation time.

Figure 6.63 plots the simulated conversion gain of the mixer as a function of the peak
input voltage, V;y . Here, fro = 6 GHz, f;, = 5.95 GHz, and Vj;, , is increased in each sim-
ulation. The uncompressed gain is 10.3 dB, about 2 dB less than our estimate, falling by
1dB at Vj,, =170mV (= —5.28 dBm). Note that LO feedthrough and signal distortion
make it difficult to measure the amplitude of the S0-MHz IF in the time domain. For this
reason, the FFTs of the input and the output are examined so as to measure the conversion
gain.

10.2
10.0
9.80

9.60

Conversion Gain (dB)

9.40

920 | ooy EY
20 40 60 80 100 120 140 160 180 Vin(MV,)

Figure 6.63 Compression characteristic of 6-GHz mixer.

Does this mixer design first compress at the input or at the output? As a test, we reduce
the load resistors by a factor of 5, scaling the output voltage swings proportionally, and
perform the above simulation again. We observe that the gain drops by only 0.5dB at
Vin,p = 170 mV. Thus, the output port, i.e., the switching transistors, reach compression
first.

In order to measure the input IP3 of the mixer, we apply to the input two sinusoidal
voltage sources in series with frequencies equal to 5.945 GHz and 5.967 GHz. The peak
amplitude of each tone is chosen after some iteration: if it is too small, the output IM3
components are corrupted by the FFT noise floor, and if it is too large, the circuit may
experience higher-order nonlinearity. We choose a peak amplitude of 40 mV. Figure 6.64
plots the downconverted spectrum, revealing a difference of AP =50dB between the

(Continues)
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Example 6.23 (Continued)

fundamentals and the IM3 tones. We divide this value by 2 and by another factor of 20,
compute 1027/40 =17.8, and multiply the result by the input peak voltage, obtaining
IP3 = 711 mV,, (= +7 dBm in a 50-€2 system). The IIP3 is 12.3 dB higher than the input
P14p in this design—perhaps because when the mixer approaches P14, its nonlinearity has
higher-order terms.

Magnitude (dB)

20 40 60 80 100
Baseband Frequency (MHz)

Figure 6.64 Two-tone test of 6-GHz mixer.
Figure 6.65 plots the simulated DSB noise figure of the mixer. The flicker noise heavily

corrupts the baseband up to several megahertz. The NF at 100 MHz is equal to 5.5 dB, about
0.7 dB higher than our prediction.

18

=y - -
N S (<))

DSB NF (dB)
>

5 6 7 8

10 10
Baseband Frequency (Hz)

Figure 6.65 Noise figure of 6-GHz mixer.
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6.4 IMPROVED MIXER TOPOLOGIES

The mixer performance envelope defined by noise, nonlinearity, gain, power dissipation,
and voltage headroom must often be pushed beyond the typical scenarios studied thus far
in this chapter. For this reason, a multitude of circuit techniques have been introduced to
improve the performance of mixers, especially active topologies. In this section, we present
some of these techniques.

6.4.1 Active Mixers with Current-Source Helpers

The principal difficulty in the design of active mixers stems from the conflicting require-
ments between the input transistor current (which must be high enough to meet noise and
linearity specifications) and the load resistor current (which must be low enough to allow
large resistors and hence a high gain). We therefore surmise that adding current sources
(“helpers”) in parallel with the load resistors (Fig. 6.66) alleviates this conflict by affording
larger resistor values. If Ip; = 21y and each current source carries a fraction, aly, then Rp
can be as large as Vo /[(1 — «)lp], where Vj is the maximum allowable drop across Rp [as
formulated by Eq. (6.64)]. Consequently, the voltage conversion gain rises as « increases.
For example, if « =0.5, then Rp can be doubled and so can the gain. A higher Rp also
reduces its input-referred noise contribution [Eq. (6.85)].

But how about the noise contributed by M4 and M5? Assuming that these devices are
biased at the edge of saturation, i.e., |Vgs — Vrmla,5s = Vo, we write the noise current of
each as 4kTy g,, = 4kTy 2alp)/ Vo, multiply it by R% to obtain the (squared) noise voltage
at each output node,® and sum the result with the noise of Rp itself:

— 2aly ,
Vix= 4kTy TRD + 4kTRp, (6.110)
0

where the noise due to other parts of the mixer is excluded. Since the voltage conversion
gain is proportional to Rp, the above noise power must be normalized to RIZ) [and eventually

Voo
My A= =R Ms
Ve[t Fos Fho v,
j -t
alol = ;° VIF°;‘

Vioe—lmm, My Vo

¢ 21,
Vere—[, M,

Figure 6.66 Addition of load current sources to relax headroom constraints.

8. The output resistance of M, and M5 can be absorbed in Rp for this calculation.
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the other factors in Eq. (6.85)]. We thus write

2

% daly  4kT
X gkry S0+ T 6.111)
R}, Vo Rp
i
— T2 2ay + 1 —a) (6.112)
Vo
Iy
= 4kT X[y = Da + 11, (6.113)
0

Interestingly, the total noise due to each current-source helper and its corresponding load
resistor rises with «, beginning from 4k71y/Vy for « = 0 and reaching (4kT1y/ Vo) (2y) for
oa=1.

Example 6.24

Study the flicker noise contribution of M4 and M5 in Fig. 6.66.

Solution:

Modeled by a gate-referred voltage, V’f e the flicker noise of each device is multiplied by
gr2n4 5R%) as it appears at the output. As with the above derivation, we normalize this result

2.
toRD.
Vi —— (2alp\?
L2 =2 = . 6.114

R% n,l/f( Vo ) ( )

Since the voltage headroom, Vj, is typically limited to a few hundred millivolts, the helper
transistors tend to contribute substantial 1/f noise to the output, a serious issue in direct-
conversion receivers.

The addition of the helpers in Fig. 6.66 also degrades the linearity. In the calculations
leading to Eq. (6.113), we assumed that the helpers operate at the edge of saturation so as
to minimize their transconductance and hence their noise current, but this bias condition
readily drives them into the triode region in the presence of signals. The circuit is therefore
likely to compress at the output rather than at the input.

6.4.2 Active Mixers with Enhanced Transconductance

Following the foregoing thought process, we can insert the current-source helper in the RF
path rather than in the IF path. Depicted in Fig. 6.67 [8], the idea is to provide most of the
bias current of M| by My, thereby reducing the current flowing through the load resistors
(and the switching transistors). For example, if |Ips| =0.75Ip1, then Rp and hence the
gain can be quadrupled. Moreover, the reduction of the bias current switched by M, and
M3 translates to a lower overdrive voltage and more abrupt switching, decreasing AT in
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Figure 6.67 Addition of current source to tail of switching pair.

Figs. 6.48(a) and 6.58 and lessening the gain and noise effects formulated by Egs. (6.72)
and (6.88). Finally, the output flicker noise falls (Problem 6.10).

The above approach nonetheless faces two issues. First, transistor My contributes
additional capacitance to node P, exacerbating the difficulties mentioned earlier. As a
smaller bias current is allocated to M, and M3, raising the impedance seen at their source
[~1/(2gm)], Cp “steals” a greater fraction of the RF current generated by M1, reducing
the gain. Second, the noise current of M4 directly adds to the RF signal. We can readily
express the noise currents of M1 and My as

L vy 17 pg = 4KTy gt + KTy g (6.115)
21 2ul
= 4kTy [ bt c¥D } . (6.116)
Ves = Vra)1 |Vas — Vrulz

Example 6.25

A student eager to minimize the noise of M, in the above equation selects |Vgs — Vg2 =
0.75 V with Vpp = 1 V. Explain the difficulty here.

Solution:

The bias current of M4 must be carefully defined so as to track that of M;. Poor match-
ing may ‘“‘starve” M> and M3, i.e., reduce their bias currents considerably, creating a high
impedance at node P and forcing the RF current to ground through Cp. Now, consider the
simple current mirror shown in Fig. 6.68. If |Vgs — V|4 = 0.75 V, then |Vgsa| may exceed
Vbp, leaving no headroom for Iggr. In other words, |Vgs — Vrg|4 must be chosen less than
Vop — |Vsal — Virer, where Vigrgr denotes the minimum acceptable voltage across Iggr.

(Continues)
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Example 6.25 (Continued)

Figure 6.68 Current mirror voltage limitations.

In order to suppress the capacitance and noise contribution of M, in Fig. 6.68, an
inductor can be placed in series with its drain. Illustrated in Fig. 6.69(a) [9], such an
arrangement not only enhances the input transconductance but allows the inductor to res-
onate with Cp. Additionally, capacitor C; acts as a short at RF, shunting the noise current
of M4 to ground. As a result, most of the RF current produced by M is commutated by M>
and M3, and the noise injected by M> and M3 is also reduced (because they switch more
abruptly).

In the circuit of Fig. 6.69(a), the inductor parasitics must be managed carefully. First,
L; contributes some capacitance to node P, equivalently raising Cp. Second, the loss of
L translates to a parallel resistance, “wasting” the RF current and adding noise. Depicted
in Fig. 6.69(b), this resistance, Rj, must remain much greater than 1/(2g;23) so as to

Voo
Rp Rp M,
X ViFo—Y v
—_— v V|
VLO._I Mz M3 I_.VLO LO._I M2 M3 I_. LO
P L 1 _4 P L
R R ey =
c 4c L
Varo—| EM1 T : T ! Varo—] Rr» R4
- H H My = 1

(@) (b)

Figure 6.69 (a) Use of inductive resonance at tail with helper current source, (b) equivalent circuit
of inductor.
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negligibly shunt the RF current. Also, its noise current must be much less than that of M.
Thus, the choice of the inductor is governed by the following conditions:

1
LiCpior = 5 (6.117)
WrR
Ry = QLiwgr > (6.118)
8m2,3
patl T <K 4kT (6.119)
T AT Y 8ml, .
Ry OLywgr "

where Cp 4, includes the capacitance of L;.

The circuits of Figs. 6.67 and 6.69 suffer from a drawback in deep-submicron tech-
nologies: since M is typically a small transistor, it poorly matches the current mirror
arrangement that feeds M. As a result, the exact current flowing through the switching
pair may vary considerably.

Figure 6.70 shows another topology wherein capacitive coupling permits independent
bias currents for the input transistor and the switching pair [10]. Here, C; acts as a short
circuit at RF and L; resonates with the parasitics at nodes P and N. Furthermore, the voltage
headroom available to M; is no longer constrained by (Vgs — Vrr)2,3 and the drop across
the load resistors. In a typical design, Ip; /Iy may fall in the range of 3 to 5 for optimum
performance. Note that if Iy is excessively low, the switching pair does not absorb all of
the RF current. Another important attribute is that, as formulated by Eq. (6.97), a smaller
Iy leads to lower flicker noise at the output.

Figure 6.70 Active mixer using capacitive coupling with resonance.

6.4.3 Active Mixers with High IP,

As explained in Chapter 4, the second intercept point becomes critical in direct-conversion
and low-IF receivers as it signifies the corruption introduced by the beating of two
interferers or envelope demodulation of one interferer. We also noted that capacitive
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coupling between the LNA and the mixer removes the low-frequency beat, making
the mixer the bottleneck. Thus, a great deal of effort has been expended on high-IP;
mixers.

It is instructive to compute the IP; of a single-balanced mixer in the presence of asym-
metries. (Recall from Chapter 4 that a symmetric mixer has an infinite IP;.) Let us begin
with the circuit of Fig. 6.71(a), where Vg denotes the offset voltage associated with M
and M3. We wish to compute the fraction of Igs that flows to the output without frequency
translation. As with the flicker noise calculations in Section 6.3.2, we assume LO and LO
exhibit a finite slope but M> and M3 switch instantaneously, i.e., they switch the tail current
according to the sign of V4 — Vp.

As shown in Fig. 6.71(b), the vertical shift of Vo displaces the consecutive crossings
of LO and LO by £AT, where AT = Vps/Sro and Sro denotes the differential slope of
the LO (= 2V, LowLo). This forces M, to remain on for T;o/2 + 2AT seconds and M3
for Trp/2 — 2AT seconds. It follows from Fig. 6.71(c) that the differential output cur-
rent, Ipp — Ip3 contains a dc component equal to (4AT/T10)Iss = Voslss/ (7w Vp.L0), and
the differential output voltage a dc component equal to VosIssRp/(m V), 10). As expected,

Vos
+
Vio L)
(@)
Differential T
Output Current L0, oAT
2
-
+lgg--- -~

~y

-lgg--

LO
—-2AT
2

© (d)

Figure 6.71 (a) Active mixer with offset voltage, (b) effect of offset on LO waveforms, (c) duty cycle
distortion of drain currents, (d) circuit for IPy computation .
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this result agrees with Eq. (6.97) because the offset can be considered a very slow noise
component.

An interesting observation offered by the output 1/f noise and offset equations is as
follows. If the bias current of the switching pair is reduced but that of the input transcon-
ductor is not, then the performance improves because the gain does not change but the
output 1/f noise and offset fall. For example, the current helpers described in the previous
section prove useful here.

We now replace Igs with a transconductor device as depicted in Fig. 6.71(d) and assume

Verr = Vi coswit + Vy, cos wat + Vgso, (6.120)

where Vso is the bias gate-source voltage of M. With a square-law device, the IMj
product emerges in the current of M as

1 w
Inn = EM,,C,,XIV; cos(w] — an)t. (6.121)

Multiplying this quantity by VosRp/(m V) 10) yields the direct feedthrough to the output:

1 w VosRp
Vimz,our = [EunCosz,i cos(w; — w2){| Voio (6.122)
s

To calculate the IP,, the value of V,, must be raised until the amplitude of Vi our becomes
equal to the amplitude of the main downconverted components. This amplitude is simply
given by (2/7)gm1Rp V. Thus,

1 W _, VosRp 2
EﬂncoszHPZm = ;gmlRDVIIPZ- (6.123)

Writing g1 as wn,Cox(W/L)(Vgs — Vrr)1, we finally obtain

Vp.Lo

Viipa =4(Vgs — V)i (6.124)

Vos

For example, if (Vgs— Vrg)1 =250mV, V)10 =300mV, and Vpg=10mV, then
Viipa =30 Vp (=39.5dBm in a 50-Q system). Other IP> mechanisms are described
in [12].

The foregoing analysis also applies to asymmetries in the LO waveforms that would
arise from mismatches within the LO circuitry and its buffer. If the duty cycle is denoted
by (Tro/2 — AT)/T1o (e.g., 48%), then the dc component in Ip; — Ipy is equal to
(2AT/Tro)Iss, yielding an average of (2AT /Tro)IssRp at the output. We therefore replace
Igs with the IM, component given by Eq. (6.121), arriving at

2AT

1 w
Vimz,oue = [Eﬂncova,i cos(wy — Q)Z)t] TORD- (6.125)
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Figure 6.72 Input offset in a double-balanced mixer.

Equating the amplitude of this component to (2/m)g.1RpV,, and substituting
mnCox(W/L)(Vgs — Vru)1 for gn1, we have

2T10
Virs = ——Ves — V1. (6.126)
w AT
For example, a duty cycle of 48% along with (Vgs — Vrg)1 =250mV gives rise to
Viipo =7.96 Vp (=28 dBm in a 50-2 system).
In order to raise the IP;, the input transconductor of an active mixer can be realized
in differential form, leading to a double-balanced topology. Shown in Fig. 6.72, such a
circuit produces a finite IMy product only as a result of mismatches between M| and M.
We quantify this effect in the following example. Note that, unlike the previous double-
balanced mixers, this circuit employs a tail current source.

Example 6.26

Assuming square-law devices, determine the IM; product generated by M; and M; in
Fig. 6.72 if the two transistors suffer from an offset voltage of Vg .

Solution:

For an RF differential voltage, AVj,, the differential output current can be expressed as

4] SS

——— — (AVy, =V, 2, 6.127
rinCon(W/L) ( os1) ( )

1 W
Ipy — Ipy = E,uncoxz(AVin - V031)\/

Assuming that the second term under the square root is much less than the first, we write

V1—ex1l—¢g/2:

W 4inCon(W/L)
IDI - ID2 ~ /’anox_ISS |:AVm - VOSI = %

L (AVin — V051)3] . (6.128)
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Example 6.26 (Continued)

The cubic term in the square brackets produces an IM, component if AV;,, =V, cos wit +
V. cos wyt because the term 3AVi2n Vos1 leads to the cross product of the two sinusoids:

3[unCox(W/D)P/? _,
Vivo = V= Vosi cos(w) — w2)t (6.129)
8/ Iss
31
B V2V cos(wr — w)t, (6.130)

~ 8(Vas — V)3,

where (Vgs — Vrn)eq tepresents the equilibrium overdrive of each transistor. Of course,
only a small fraction of this component appears at the output of the mixer. For example, if
only the offset of the switching quad, Vg2, is considered,’ then the IM; amplitude must be
multiplied by Vos2Rp /(' V), 10), yielding an IIP; of

16(Vgs — VTH)Zqu,LO

(6.131)
3Vos1Vosz

Vipy =

For example, if (Vs — Vra)eq = 250mV, V), 1o = 300mV, and Vpgs1 = Vps2 = 10mV, then
Vip2 = 1000 V), (= + 70 dBm in a 50-€2 system).

While improving the IP; significantly, the use of a differential pair in Fig. 6.72 degrades
the IP3. As formulated in Chapter 5, a quasi-differential pair (with the sources held at
ac ground) exhibits a higher IP3. We now repeat the calculations leading to Eq. (6.131)
for such a mixer (Fig. 6.73), noting that the input pair now has poor common-mode

Figure 6.73 Effect of offsets in a double-balanced mixer using a quasi-differential input pair.

9. In this case, Vpgo represents the difference between the offsets of M3—M4 and M5—Mg.
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rejection. Let us apply VR} =V coswit + Vy coswpt + Viggo and Vi = — Vi coswyt —
Vin cos wat + Vigso, obtaining

1 w
Ip1 = = pnCox (—) (Vimcos it + Vi cos wpt + Vosi + Vaso — Vin)® (6.132)
1

2 L
1 w 2
Ipp = E,unch T (Vipcoswit + V, coswat + Vgso — Vra)~. (6.133)
2

While independent of Vpsi, the low-frequency beat in Ip; is multiplied by a factor of
VosaRp/( Vp’ ro) and that in Ipy by Vpos3Rp/(w Vp’ 10). Here, Voso and Vg3 denote the
offsets of M3—M4 and Ms—Msg, respectively. The output thus exhibits an IM> component
given by

Rp

1 w
Vimz,our = [_Mncaxf V,i cos(w) — wz)t} (Vos2 + Vos3). (6.134)

2 T p,.LO

Noting that the output amplitude of each fundamental is equal to (2/7)2V,,8,,1 Rp and that
gmt = unCox(W/L)1(Vgso — Vrr), we have
8(Vgso — Vrr)

Viip, = —————Vp.10- (6.135)
Vosa+Voss

For example, if Vs — Vg =250mV, V), 10 = 300mV, and Vps2 = Vog3 = + 10mV, then
Vipz =30V, (= +39.5dBmin a 50-Q2 system). Comparison of the IIP,’s obtained for the
differential and quasi-differential mixers indicates that the latter is much inferior, revealing
a trade-off between IP; and IP3.

We have thus far considered one mechanism leading to a finite IP;: the passage of the
low-frequency beat through the mixer’s switching devices. On the other hand, even with
no even-order distortion in the transconductor, it is still possible to observe a finite low-
frequency beat at the output if (a) the switching devices (or the LO waveforms) exhibit
asymmetry and (b) a finite capacitance appears at the common source node of the switch-
ing devices [11, 12]. In this case, two interferers, V,, cos w1t + V,, cos w»t, arriving at the
common source node experience nonlinearity and mixing with the LO harmonics, thereby
generating a component at w; — wj after downconversion. The details of this mechanism
are described in [11, 12].

While conceived for noise and gain optimization reasons, the mixer topology in
Fig. 6.70 also exhibits a high IP,. The high-pass filter consisting of L;, Cj, and the resis-
tance seen at node P suppresses low-frequency beats generated by the even-order distortion
in M. From the equivalent circuit shown in Fig. 6.74, we have

i L
m 12 (6.136)
Thear Lis+—+ n

Cis  2gm

Licis (6.137)

_ z .
LG+ =2 11
28m
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@Ibeat 29,
v

Figure 6.74 Effect of low-frequency beat in a mixer using capacitive coupling and resonance.

At low frequencies, this result can be approximated as

In

~L,C;s?, (6.138)

beat

revealing a high attenuation.

Another approach to raising the IP, is to degenerate the transconductor capacitively.
As illustrated in Fig. 6.75 [10], the degeneration capacitor, Cy4, acts as a short circuit
at RF but nearly an open circuit at the low-frequency beat components. Expressing the
transconductance of the input stage as

8ml
Gp=—5— (6.139)
1+ 8ml
Cys
m1C
= M’ (6.140)
Cas + gmi

we recognize that the gain at low frequencies falls in proportion to Cgs, making M;
incapable of generating second-order intermodulation components.

Figure 6.75 Effect of capacitive degeneration on IP;.
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Example 6.27

The mixer of Fig. 6.75 is designed for a 900-MHz GSM system. What is the worst-case
attenuation that capacitive degeneration provides for IM; products that would otherwise be
generated by M ? Assume a low-IF receiver (Chapter 4).

Solution:

We must first determine the worst-case scenario. We may surmise that the highest beat
frequency experiences the least attenuation, thereby creating the largest IM, product. As
depicted in Fig. 6.76(a), this situation arises if the two interferers remain within the GSM
band (so that they are not attenuated by the front-end filter) but as far from each other as
possible, i.e., at a frequency difference of 25 MHz. Let us assume that the pole frequency,
gm/Ca, is around 900 MHz. The IM, product therefore falls at 25 MHz and, therefore,
experiences an attenuation of roughly 900 MHz/25 MHz = 36 (& 31 dB) by capacitive
degeneration. However, in a low-IF receiver, the downconverted 200-kHz GSM channel is
located near zero frequency. Thus, this case proves irrelevant.

& 25 MHz ~ 25 MHz
B -
] Desired
________ A ——— Channel It A
e a :
| l <)<) H H ()() —
0 25 MHz -~ 0 25 MHz > - f
GSM RX band 200 kHz

(2) (b)

Figure 6.76 Beat generation from (a) two blockers near the edges of GSM band, (b) two closely-
spaced blockers in GSM band.

From the above study, we seek two interferers that bear a frequency difference of 200
kHz (i.e., adjacent channels). As shown in Fig. 6.76(b), we place the adjacent interferers
near the edge of the GSM band. Located at a center frequency of 200 kHz, the beat experi-
ences an attenuation of roughly 935 MHz/200 kHz = 4, 675 ~ 73 dB. It follows that very
high IP,’s can be obtained for low-IF 900-MHz GSM receivers.

As mentioned earlier, even with capacitive coupling between the transconductor stage
and the switching devices, the capacitance at the common source node of the switching
pair ultimately limits the IP, (if the offset of the switching pair is considered). We therefore
expect a higher IP, if an inductor resonates with this capacitance. Figure 6.77 shows a
double-balanced mixer employing both capacitive degeneration and resonance to achieve
an IP, of +78 dBm [11].
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Figure 6.77 Use of inductor at sources of switching quad to raise IP;.

6.4.4 Active Mixers with Low Flicker Noise

Our study of noise in Section 6.3.2 revealed that the downconverted flicker noise of the
switching devices is proportional to their bias current and the parasitic capacitance at their
common source node. Since these trends also hold for the IP, of active mixers, we postulate
that the techniques described in Section 6.4.3 for raising the IP lower flicker noise as
well. In particular, the circuit topologies in Figs. 6.69 and 6.74 both allow a lower bias
current for the switching pair and cancel the tail capacitance by the inductor. This approach,
however, demands two inductors (one for each quadrature mixer), complicating the layout
and routing.

Let us return to the helper idea shown in Fig. 6.67 and ask, is it possible to turn on the
helper only at the time when it is needed? In other words, can we turn on the PMOS current
source only at the zero crossings of the LO so that it lowers the bias current of the switching
devices and hence the effect of their flicker noise [13]? In such a scheme, the helper itself
would inject only common-mode noise because it turns on only when the switching pair is
in equilibrium.

Figure 6.78 depicts our first attempt in realizing this concept. Since large LO swings
produce a reasonable voltage swing at node P at 2wy o, the diode-connected transistor turns
on when LO and LO cross and Vp falls. As LO or LO rises, so does Vp, turning My off.
Thus, My can provide most of the bias current of M| near the crossing points of LO and
LO while injecting minimal noise for the rest of the period.

LO o -EIVDD
/'\/ H“;‘"h PM3 = \/\ MI;
YN

L

VRF°—||.E|-M 1

Figure 6.78 Use of a diode-connected device to reduce switching pair current.
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Unfortunately, the diode-connected transistor in Fig. 6.78 does not turn off abruptly as
LO and LO depart from their crossing point. Consequently, My continues to present a low
impedance at node P, shunting the RF current to ac ground. This issue can be resolved in
a double-balanced mixer by reconfiguring the diode-connected devices as a cross-coupled
pair [13]. As illustrated in Fig. 6.79 [13], My and My, turn on and off simultaneously
because Vp and Vj vary identically—as if My and My, were diode-connected devices.
Thus, these two transistors provide most of the bias currents of M1 and M4 at the crossing
points of LO and LO. On the other hand, as far as the differential RF current of M| and
My is concerned, the cross-coupled pair acts as a negative resistance (Chapter 8), partially
cancelling the positive resistance presented by the switching pairs at P and Q. Thus, My
and Mpy» do not shunt the RF current.

Figure 6.79 Use of cross-coupled pair to reduce current of switching quad.

The circuit of Fig. 6.79 nonetheless requires large LO swings to ensure that Vp and
Vg rise rapidly and sufficiently so as to turn off My and Mp,.'° Otherwise, these two
devices continue to inject differential noise for part of the period. Another drawback of this
technique is that it does not lend itself to single-balanced mixers.

Example 6.28

The positive feedback around Mg and My, in Fig. 6.79 may cause latchup, i.e., a slight
imbalance between the two sides may pull P (or Q) toward Vpp, turning Mg (or Mg ) off.
Derive the condition necessary to avoid latchup.

Solution:

The impedance presented by the switching pairs at P and Q is at its highest value when
either transistor in each differential pair is off (why?). Shown in Fig. 6.80 is the resulting
worst case. For a symmetric circuit, the loop gain is equal to (gmu/gm2, 5)2, where g,,g

10. Note that Mg and My, do not help the switching of the differential pairs because the 2wy o waveforms at
P and Q are identical (rather than differential).
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Example 6.28 (Continued)

represents the transconductance of My and Mp». To avoid latchup, we must ensure that

2
(g’”—H) <1 (6.141)

8m2

1
gmz gm5

Figure 6.80 Equivalent circuit for latchup calculation.

The notion of reducing the current through the switching devices at the crossing points
of LO and LO can alternatively be realized by turning off the transconductor momentarily
[14]. Consider the circuit shown in Fig. 6.81(a), where switch S; is driven by a waveform
having a frequency of 2f; o but a duty cycle of, say, 80%. As depicted in Fig. 6.81(b), S1

ID1 /\_\/\/\_\/\/\

2fo —

aTatl s
\—\I

~y

~Y

~Y

~Y

’Dz/\

~y

(a) (b)

Figure 6.81 (a) Use of a switch to turn off the switching pair near LO zero crossings, (b) circuit
waveforms.
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briefly turns the transconductor off twice per LO period. Thus, if the crossing points of LO
and LO are chosen to fall at the times when Ip is zero, then the flicker noise of M, and
M3 is heavily attenuated. Moreover, M» and M3 inject no thermal noise to the output near
the equilibrium. The concept can be extended to quadrature double-balanced mixers [14].
In Problem 6.12, we decide whether this circuit can also be viewed as a differential pair
whose current is modulated (chopped) at a rate of 2f; .

The above approach entails a number of issues. First, the turn-off time of the transcon-
ductor must be sufficiently long and properly phased with respect to LO and LO so that
it encloses the LO transitions. Second, at high frequencies it becomes difficult to generate
2fro with such narrow pulses; the conversion gain thus suffers because the transconductor
remains off for a greater portion of the period. Third, switch Sy in Fig. 6.81 does consume
some voltage headroom if its capacitances must be negligible.

6.5 UPCONVERSION MIXERS

The transmitter architectures studied in Chapter 4 employ upconversion mixers to translate
the baseband spectrum to the carrier frequency in one or two steps. In this section, we deal
with the design of such mixers.

6.5.1 Performance Requirements

Consider the generic transmitter shown in Fig. 6.82. The design of the TX circuitry
typically begins with the PA and moves backward; the PA is designed to deliver the spec-
ified power to the antenna while satisfying certain linearity requirements (in terms of the
adjacent-channel power or 1-dB compression point). The PA therefore presents a certain
input capacitance and, owing to its moderate gain, demands a certain input swing. Thus,
the upconversion mixers must (1) translate the baseband spectrum to a high output fre-
quency (unlike downconversion mixers) while providing sufficient gain, (2) drive the input
capacitance of the PA, (3) deliver the necessary swing to the PA input, and (4) not limit the
linearity of the TX. In addition, as studied in Chapter 4, dc offsets in upconversion mixers
translate to carrier feedthrough and must be minimized.

o—»| DAC

? 1 PA T
LO BPF

o—»| DAC

Figure 6.82 Generic transmitter.
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Example 6.29

Explain the pros and cons of placing a buffer before the PA in Fig. 6.82.

Solution:

The buffer relaxes the drive and perhaps output swing requirements of the upconverter.
However, it may contribute significant nonlinearity. For this reason, it is desirable to
minimize the number of stages between the mixers and the antenna.

The interface between the mixers and the PA entails another critical issue. Since the
baseband and mixer circuits are typically realized in differential form, and since the antenna
is typically single-ended, the designer must decide at what point and how the differential
output of the mixers must be converted to a single-ended signal. As explained in Chapter 5,
this operation presents many difficulties.

The noise requirement of upconversion mixers is generally much more relaxed than
that of downconversion mixers. As studied in Problem 6.13, this is true even in GSM,
wherein the amplified noise of the upconversion mixers in the receive band must meet
certain specifications (Chapter 4).

The interface between the baseband DACs and the upconversion mixers in Fig. 6.82
also imposes another constraint on the design. Recall from Chapter 4 that high-pass filter-
ing of the baseband signal introduces intersymbol interference. Thus, the DACs must be
directly coupled to the mixers to avoid a notch in the signal spectrum.'’ As seen below, this
issue dictates that the bias conditions in the upconversion mixers be relatively independent
of the output common-mode level of the DACs.

6.5.2 Upconversion Mixer Topologies

Passive Mixers The superior linearity of passive mixers makes them attractive for
upconversion as well. We wish to construct a quadrature upconverter using passive mixers.

Our study of downconversion mixers has revealed that single-balanced sampling
topologies provide a conversion gain that is about 5.5 dB higher than their return-to-zero
counterparts. Is this true for upconversion, too? Consider a low-frequency baseband sinu-
soid applied to a sampling mixer (Fig. 6.83). The output appears to contain mostly the
input waveform and litrle high-frequency energy. To quantify our intuition, we return to the
constituent waveforms, y;(¢) and y>(#), given by Egs. (6.12) and (6.16), respectively, and
reexamine them for upconversion, assuming that x(¢) is a baseband signal. The component
of interest in Y7 (f) still occurs at k = £ 1 and is given by

Yi(Olk=+1=

X(f — fro) _ X(f *fi0) (6.142)
i o |

JjT

11. In reality, each DAC is followed by a low-pass filter to suppress the DAC’s high-frequency output
components.
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Figure 6.83 Sampling mixer for upconversion.
For Y,(f), we must also set k to &1:

1 1 .
V(=41 = E)[—X(f — fro) + X(f + fr0)] [J.;(l - e‘f‘”Tw/z)] (6.143)

However, the term in the second set of brackets must be evaluated at the upcon-
verted frequency. If w = wrp + wpp, where wpp denotes the baseband frequency, then
exp(—jwTro/2) = exp(—jm) exp(—jwppTro/2), which, for wpp <« 2fi 0, reduces to — (1 —
ja)BBTLO/z)- Similarly, fo=— wj0 — WBR, then exp(—ja)TLO/2) ~ — (1 +ijBTLO/2)-
Adding Y (f) and Y>(f) gives

wBB 1 1 1 1

Y1(f) + n(Hlk=+1 % —— [(— + —) X(f = fro) + (—.— + —)X(f +fL0)i|,
wro + wpp | \J 2 jro 2

(6.144)

indicating that the upconverted output amplitude is proportional to wpp/(wro + wpp) ~
wpp/wro- Thus, such a mixer is not suited to upconversion.

In Problem 6.14, we study a return-to-zero mixer for upconversion and show that
its conversion gain is still equal to 2/m (for a single-balanced topology). Similarly,
from Example 6.8, a double-balanced passive mixer exhibits a gain of 2/m. Depicted in
Fig. 6.84(a), such a topology is more relevant to TX design than single-balanced structures
because the baseband waveforms are typically available in differential form. We thus focus
on double-balanced mixers here.

While simple and quite linear, the circuit of Fig. 6.84(a) must deal with a number of
issues. First, the bandwidth at nodes X and Y must accommodate the upconverted signal
frequency so as to avoid additional loss. This bandwidth is determined by the on-resistance
of the switches (R,,), their capacitance contributions to the output nodes, and the input
capacitance of the next stage (Cj,). Wider switches increase the bandwidth up to the point
where their capacitances overwhelm C;,, but they also present a greater capacitance at the
LO ports.

It is possible to null the capacitance at nodes X and Y by means of resonance. As
illustrated in Fig. 6.84(b) [15], inductor L resonates with the total capacitance at X and Y,
and its value is chosen to yield

1

wIF = ,
L
\ ?(Cx,y + Cin)

(6.145)
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Figure 6.84 (a) Double-balanced upconversion passive mixer, (b) use of resonance to increase

bandwidth.

where Cx y denotes the capacitances contributed by the switches at X or Y. At resonance,
the mixers are loaded by the parallel equivalent resistance of the inductor, Ry = QL wjF.
Thus, we require that 2R,, << R; to avoid additional loss. This technique becomes
necessary only at very high frequencies, e.g., at 50 GHz and above.

The second issue relates to the use of passive mixers in a quadrature upconverter, where
the outputs of two mixers must be summed. Unfortunately, passive mixers sense and pro-
duce voltages, making direct summation difficult. We therefore convert each output to
current, sum the currents, and convert the result to voltage. Figure 6.85(a) depicts such
an arrangement. Here, the quasi-differential pairs M1—-M, and M3—M4 perform V/I conver-
sion, and the load resistors, I/V conversion. This circuit can provide gain while lending
itself to low supply voltages. The grounded sources of M|—My also yield a relatively high
linearity.'

A drawback of the above topology is that its bias point is sensitive to the input common-
mode level, i.e., the output CM level of the preceding DAC. As shown in Fig. 6.85(b), Ip1
depends on Vpp and varies significantly with process and temperature. For this reason, we

Passive = Summer

Mixer poessnnnnenes ;
i LO
TLO|T TLOC? Vas %r
DAC :
o i Mg
Passive Passive v,
Mixer Mixer BB,Q
—o

(@) (b)

Figure 6.85 (a) Summation of quadrature outputs, (b) bias definition issue.

12. The ac ground at the source nodes reduces third order nonlinearity (Chapter 5).
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Figure 6.86 Addition of tail current to define bias of upconversion V/I converters.

employ ac coupling between the mixer and the V/I converter and define the latter’s bias by
a current mirror. Alternatively, we can resort to true differential pairs, with their common-
source nodes at ac ground (Fig. 6.86). Defined by the tail currents, the bias conditions now
remain relatively independent of the input CM level, but each tail current source consumes
voltage headroom.

Example 6.30

The trade-off between the voltage drop across Rp in Fig. 6.85(a) and the voltage gain proves
undesirable, especially because M|—M4 must be biased with some margin with respect to
the triode region so as to preserve their linearity in the presence of large signals. Explain
how this trade-off can be avoided.

Solution:

Since the output center frequency of the upconverter is typically in the gigahertz range,
the resistors can be replaced with inductors. Illustrated in Fig. 6.87, such a technique con-
sumes little headroom (because the dc drop across the inductor is small) and nulls the total
capacitance at the output by means of resonance.

Voo c,
Passive |‘> >
_Mixer
i Lo >
Ves! L
one T L w, w S [~

Figure 6.87 Use of inductive loads to relax upconversion mixer headroom constraints.
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The third issue concerns the available overdrive voltage of the mixer switches, a par-
ticularly serious problem in Fig. 6.85(b). We note that M5 can be ac coupled to My, but
still requiring a gate voltage of Vrys + Vgs1 + Vpp to turn on. Thus, if the peak LO level
is equal to Vpp, the switch experiences an overdrive of only Vpp — (Vrys + Vpp), thereby
suffering from a tight trade-off between its on-resistance and capacitance. A small over-
drive also degrades the linearity of the switch. For example, if Vpp =1V, V75 =0.3 V,
and Vpp = 0.5V, then the overdrive is equal to 0.2 V. It is important to recognize that
the use of inductors in Fig. 6.87 relaxes the headroom consumption from Vpp through Rp
and M, but the headroom limitation in the path consisting of Vpp, Vigss, and Vpp still
persists.

The foregoing difficulty can be alleviated if the peak LO level can exceed Vpp. This is
accomplished if the LO buffer contains a load inductor tied to Vpp (Fig. 6.88).

Now, the dc level of the LO is approximately equal to Vpp, with the peak reaching
Vpp + Vo. For example, if Vpp =1V, Vzgs = 0.3V, Vg = 0.5V, and Vo = 0.5V, then the
overdrive of M5 is raised to 0.7 V.

LO Buffer

Mixer Summer

-------------------------------------

Figure 6.88 Mixer headroom considerations.

The above-Vpp swings in Fig. 6.88 do raise concern with respect to device voltage
stress and reliability. In particular, if the baseband signal has a peak amplitude of V, and a
CM level of Vpp, then the gate-source voltage of M5 reaches a maximum of Vpp + Vo —
(Ve —V,), possibly exceeding the value allowed by the technology. In the above numerical
example, since the overdrive of M5 approaches 0.7 V, Vgss =0.7 V + Vrgs =1 V in the
absence of the baseband signal. Thus, if the maximum allowable Vg is 1.2V, the baseband
peak swing is limited to 0.2 V. As explained in Chapter 4, small baseband swings exacerbate
the problem of carrier feedthrough in transmitters.

It is important to note that, by now, we have added quite a few inductors to the circuit:
one in Fig. 6.84(b) to improve the bandwidth, one in Fig. 6.87 to save voltage headroom,
and another in Fig. 6.88 to raise the overdrive of the switches. A quadrature upconverter
therefore requires a large number of inductors. The LO buffer in Fig. 6.88 can be omitted
if the LO signal is capacitively coupled to the gate of M5 and biased at Vpp.

Carrier Feedthrough It is instructive to study the sources of carrier feedthrough in
a transmitter using passive mixers. Consider the baseband interface shown in Fig. 6.89,
where the DAC output contains a peak signal swing of V,, and an offset voltage of Vs pac.
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LO

DAC

LO

Figure 6.89 Effect of baseband offset in upconversion mixing.

An ideal double-balanced passive mixer upconverts both the signal and the offset, pro-
ducing at its output the RF (or IF) signal and a carrier (LO) component. If modeled as a
multiplier, the mixer generates an output given by

Vour(t) = a(V, cos wppt + Vos.pac) €os wrot, (6.146)

where « is related to the conversion gain. Expanding the right-hand side yields
aV, aVy,
Vour (1) = - cos(wrp + wpp)t + - cos(wro — wpp)t + aVos.pac coswrot. (6.147)

Since «/2 =2 /7 for a double-balanced mixer, we note that the carrier feedthrough has
a peak amplitude of aVos pac = (4/m)Vos,pac. Alternatively, we recognize that the
relative carrier feedthrough is equal to aVos pac/(@Va./2) =2Vos.pac/Va. For example,
if Vos,pac =10mV and V, = 0.1V, then the feedthrough is equal to —34 dB.

Let us now consider the effect of threshold mismatches within the switches themselves.
As illustrated in Fig. 6.90(a), the threshold mismatch in one pair shifts the LO waveform
vertically, distorting the duty cycle. That is, Vi; is multiplied by the equivalent waveforms
shown in Fig. 6.90(b). Does this operation generate an output component at f7.o? No, carrier
feedthrough can occur only if a dc component in the baseband is mixed with the fundamen-
tal LO frequency. We therefore conclude that threshold mismatches within passive mixers
introduce no carrier feedthrough.'?

13. The threshold mismatch in fact leads to charge injection mismatch between the switches and a slight dis-
turbance at the output at the LO frequency. But this disturbance carries litter energy because it appears only
during LO transitions.
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Figure 6.90 (a) Offset in a passive upconversion mixer, (b) effect on LO waveforms.

Example 6.31

If asymmetries in the LO circuitry distort the duty cycle, does the passive mixer display
carrier feedthrough?

Solution:

In this case, the two switching pairs in Fig. 6.90(a) experience the same duty cycle distor-
tion. The above analysis implies that each pair is free from feedthrough, and hence so does
the overall mixer.

The carrier feedthrough in passive upconversion mixers arises primarily from mis-
matches between the gate-drain capacitances of the switches. As shown in Fig. 6.91, the
LO feedthrough observed at X is equal to

Cop1 — Cgp3

Vx=Vio ,
Ceop1 + Cgps + Cx

(6.148)

where Cx denotes the total capacitance seen from X to ground (including the input
capacitance of the following stage).
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Figure 6.91 LO feedthrough paths in a passive mixer.

Example 6.32

Calculate the relative carrier feedthrough for a Cgp mismatch of 5%, Cx ~ 10Cgp, peak
LO swing of 0.5 V, and peak baseband swing of 0.1 V.

Solution:

At the output, the LO feedthrough is given by Eq. (6.148) and approximately
equal to (5%/12)Vrp =2.1mV. The upconverted signal has a peak amplitude of
0.1 V X (2/m) = 63.7mV. Thus, the carrier feedthrough is equal to —29.6 dB.

Active Mixers Upconversion in a transmitter can be performed by means of active
mixers, facing issues different from those of passive mixers. We begin with a double-
balanced topology employing a quasi-differential pair (Fig. 6.92). The inductive loads
serve two purposes, namely, they relax voltage headroom issues and raise the conversion
gain (and hence the output swings) by nulling the capacitance at the output node. As with
active downconversion mixers studied in Section 6.3, the voltage conversion gain can be
expressed as

2
Ay = ;gml,ZR , (6.149)

where R, is the equivalent parallel resistance of each inductor at resonance.

With only low frequencies present at the gates and drains of M1 and M> in Fig. 6.92, the
circuit is quite tolerant of capacitance at nodes P and Q, a point of contrast to downconver-
sion mixers. However, stacking of the transistors limits the voltage headroom. Recall from
downconversion mixer calculations in Section 6.3 that the minimum allowable voltage at
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Figure 6.92 Active upconversion mixer.

AL

Rp

X (or Y) is given by

V2
Vx,min=Ves1 — V1 + | 1 + > (Vess — Vrus), (6.150)

if the dc drop across the inductors is neglected. For example, if Vgs1 — Vg1 =300 mV
and Vgsz — Vrgz =200mV, then Vy i, = 640mV, allowing a peak swing of Vpp —
Vx.min = 360mV at X if Vpp = 1 V. This value is reasonable.

Example 6.33

Equation 6.150 allocates a drain-source voltage to the input transistors equal to their
overdrive voltage. Explain why this is inadequate.

Solution:

The voltage gain from each input to the drain of the corresponding transistor is about —1.
Thus, as depicted in Fig. 6.93, when one gate voltage rises by V,, the corresponding drain
falls by approximately V,, driving the transistor into the triode region by 2V,. In other
words, the Vpg of the input devices in the absence of signals must be at least equal to their
overdrive voltage plus 2V, further limiting Eq. (6.150) as

V2
Vx,min = Vs1 — Vi1 +2V, + (1 + - (Vesz — Vrms3). (6.151)

The output swing is therefore small. If V, = 100 mV, then the above numerical example
yields a peak output swing of 160 mV.

(Continues)
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Example 6.33 (Continued)

Figure 6.93 Voltage excursions in an active upconversion mixer.

Unfortunately, the bias conditions of the circuit of Fig. 6.92 heavily depend on the
DAC output common-mode level. Thus, we apply the modification shown in Fig. 6.86,
arriving at the topology in Fig. 6.94(a) (a Gilbert cell). This circuit faces two difficulties.
First, the current source consumes additional voltage headroom. Second, since node A
cannot be held at ac ground by a capacitor at low baseband frequencies, the nonlinearity is
more pronounced. We therefore fold the input path and degenerate the differential pair to
alleviate these issues [Fig. 6.94(b)].

VDD
1 1 J P
1 2 RP:E% %:E R,
Rs
o VRF o
Vin1°_| M1 M2 |_°Vin2 X‘ M3 MSY

o
4_
4_
—~—
=Y

Figure 6.94 (a) Gilbert cell as upconversion mixer, (b) mixer with folded input stage.
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Example 6.34

Determine the maximum allowable input and output swings in the circuit of Fig. 6.94(b).

Solution:

Let us consider the simplified topology shown in Fig. 6.95. In the absence of signals, the
maximum gate voltage of M with respect to ground is equal to Vpp — |Vgs1| — | Vi1 |, where
|Vi1| denotes the minimum allowable voltage across /1. Also, Vp = V3. Note that, due to
source degeneration, the voltage gain from the baseband input to P is quite smaller than
unity. We therefore neglect the baseband swing at node P. For M to remain in saturation
as its gate falls by V,, volts,

Vop = |Vgsil = IVl = Va + Va1l = Ve (6.152)

and hence
Va < Vpp — Vst — Vrutl — IVl — Vil (6.153)

Figure 6.95 Simplified folded mixer diagram.

For the output swing, Eq. (6.150) is modified to

N
VX, min = (1 + - (Veszs — Vrus) + Vi3, (6.154)

The tolerable output swing is thus greater than that of the unfolded circuit.

Despite degeneration, the circuit of Fig. 6.94(b) may experience substantial nonlinear-
ity if the baseband voltage swing exceeds a certain value. We recognize that, if Vi1 — Vi
becomes sufficiently negative, |Ip| approaches I3, starving M3 and M5. Now, if the differ-
ential input becomes more negative, M| and /1 must enter the triode region so as to satisfy
KCL at node P, introducing large nonlinearity. Since the random baseband signal occasion-
ally assumes large voltage excursions, it is difficult to avoid this effect unless the amount
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of degeneration (e.g., Rg) is chosen conservatively large, in which case the mixer gain and
hence the output swing suffer.

The above observation indicates that the current available to perform upconversion and
produce RF swings is approximately equal to the difference between I and I3 (or between
I and I4). The maximum baseband peak single-ended voltage swing is thus given by

R S £Y

Va,max = G (6.155)

( 1 RS>
=L —-—hL||—+—=—. (6.156)
gm2 2

Mixer Carrier Feedthrough Transmitters using active upconversion mixers potentially
exhibit a higher carrier feedthrough than those incorporating passive topologies. This is
because, in addition to the baseband DAC offset, the mixers themselves introduce con-
siderable offset. In the circuits of Figs. 6.92 and 6.94(a), for example, the baseband input
transistors suffer from mismatches between their threshold voltages and other parameters.
Even more pronounced is the offset in the folded mixer of Fig. 6.94(b), as calculated in the
following example.

Example 6.35

Figure 6.96(a) shows a more detailed implementation of the folded mixer. Determine the
input-referred offset in terms of the threshold mismatches of the transistor pairs. Neglect
channel-length modulation and body effect.

VDD

Vo1 Mo
Mg

Vin1°_| My, M, |_°Vin2

Vbz'—H;-L—":‘lL
M3 = My =

(a) (b)

Figure 6.96 (a) Role of bias current sources in folded mixer, (b) effect of offsets.

Solution:

As depicted in Fig. 6.96(b), we insert the threshold mismatches and seek the total mismatch
between Ip and Ip. To obtain the effect of Vpgi0, we first recognize that it generates an
additional current of g,,10Vops10 in M1g. This current is split between M, and M according
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Example 6.35 (Continued)

to the small-signal impedance seen at node E, namely,

1
Rg + —
_ 8ml
lIp2lvosio = gmi0Vos1o i i (6.157)
Rg+ — + —
8ml 8m2
1
_ 8m2
IIp1lvosio = gmioVosio I T (6.158)
Rg+ — + —
8ml 8m2

The resulting mismatch between Ip and I is given by the difference between these two:

Rs
lIp — Iplvosio = gmoVos10————5—, (6.159)

Ry + ——
8ml1,2
where g,1.2 = gm1 = gm2. Note that this contribution becomes more significant as the
degeneration increases, approaching g,,10Vos10 for Rs > 2/gm1.2.
The mismatch between M3 and M, simply translates to a current mismatch of g,,4 Vosa.
Adding this component to Eq. (6.159), dividing the result by the transconductance of the
input pair, (Rs/2 + 1/gm1.2) ', and adding Vs, we arrive at the input-referred offset:

Rg 1
Vos.in = gm10RsVos10 + gmaVosa (— + —) + Vosi- (6.160)
2 8gmp2
This expression imposes a trade-off between the input offset and the overdrive voltages
allocated to Mo—M 9 and M3—M4: for a given current, g,, = 2Ip/(Vgs — Vrm) increases as
the overdrive decreases, raising Vos, in.

In addition to offset, the six transistors in Fig. 6.96(a) also contribute noise, potentially
a problem in GSM transmitters.'* It is interesting to note that LO duty cycle distortion
does not cause carrier feedthrough in double-balanced active mixers. This is studied in
Problem 6.15.

Active mixers readily lend themselves to quadrature upconversion because their out-
puts can be summed in the current domain. Figure 6.97 shows an example employing
folded mixers.

Design Procedure As mentioned in Section 6.1, the design of upconversion mixers typi-
cally follows that of the power amplifier. With the input capacitance of the PA (or PA driver)
known, the mixer output inductors, e.g., L1 and L, in Fig. 6.97, are designed to resonate at

14. As explained in Chapter 4, the noise produced by a GSM transmitter in the receive band must be very
small.
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Figure 6.97 Summation of quadrature outputs.

the frequency of interest. At this point, the capacitance contributed by the switching quads,
Cy, is unknown and must be guessed. Thus,

1

Li=L=—T—,
w§(Cy + Cr)

(6.161)

where Cy includes the input capacitance of the next stage and the parasitic of L or L,.
Also, the finite Q of the inductors introduces a parallel equivalent resistance given by

R, = L (6.162)
wo(Cy + Cp)

If sensing quadrature baseband inputs with a peak single-ended swing of V,,, the circuit of

Fig. 6.97 produces an output swing given by

2 R
Voour = 2= =—L——(2V,), (6.163)
’ 7 Rs n 1

2 gmp

where the factor of +/2 results from summation of quadrature signals, 2V, denotes the
peak differential swing at each input, and g, is the transconductance of the input PMOS
devices. Thus, Rs, g, and V, must be chosen so as to yield both the required output swing
and proper linearity.

How do we choose the bias currents? We must first consider the following example.

Example 6.36

The tail current of Fig. 6.98 varies with time as Iss = Iy + Iy cos wppt. Calculate the voltage
swing of the upconverted signal.
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Example 6.36 (Continued)

Figure 6.98 Simplified stage for swing calculation.

Solution:

We know that Iss is multiplied by (2/m)R,, as it is upconverted. Thus, the output voltage
swing at wpo — wpp Or wro + wpp is equal to (2/m)IoR,. We have assumed that Igg swings
between zero and 2/, but an input transistor experiencing such a large current variation
may become quite nonlinear.

The above example suggests that Iy must be sufficiently large to yield the required
output swing. That is, with R, known, I can be calculated. A double-balanced version of
the circuit generates twice the output swing, and a quadrature topology (Fig. 6.97) raises
the result by another factor of ~/2, delivering a peak output swing of (4+/2/7)IpRp. With
Ip (=13/2=14/2 in Fig. 6.97) known, we select Iy =, = 13/2 = 14/2.

How do we select the transistor dimensions? Let us first consider the switching devices,
noting that each switching pair in Fig. 6.97 carries a current of nearly I3 (=14) at the
extremes of the baseband swings. These transistors must therefore be chosen wide enough
to (1) carry a current of /3 while leaving adequate voltage headroom for /3 and /4, and (2)
switch their tail currents nearly completely with a given LO swing.

Next, the transistors implementing /3 and I are sized according to their allowable
voltage headroom. Lastly, the dimensions of the input differential pair and the transistors
realizing /1 and /I, are chosen. With these choices, the input-referred offset [Eq. (6.160)]
must be checked.

Example 6.37

An engineer designs a quadrature upconversion mixer for a given output frequency, a given
output swing, and a given load capacitance, Cz. Much to her dismay, the engineer’s man-
ager raises Cr to 2Cr because the following power amplifier must be redesigned for a
higher output power. If the upconverter output swing must remain the same, how can the
engineer modify her design to drive 2Cr.?

(Continues)
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Example 6.37 (Continued)

Solution:

Following the calculations outlined previously, we observe that the load inductance and
hence R, must be halved. Thus, all bias currents and transistor widths must be doubled so
as to maintain the output voltage swing. This in turn translates to a higher load capacitance
seen by the LO. In other words, the larger PA input capacitance “propagates” to the LO
port. Now, the engineer designing the LO is in trouble.
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PROBLEMS

6.1.

6.2.

6.3.

6.4.

6.5.

6.6.

6.7.

6.8.

6.9.

Suppose in Fig. 6.13, the LNA has a voltage gain of Ag and the mixers have a high
input impedance. If the I and Q outputs are simply added, determine the overall
noise figure in terms of the NF of the LNA and the input-referred noise voltage of
the mixers.

Making the same assumptions as in the above problem, determine the noise figure

of a Hartley receiver. Neglect the noise of the 90°—phase—shift circuit and the output
adder.

Consider the circuit of Fig. 6.99, where C; and C; are identical and represent the
gate-source capacitances in Fig. 6.15(b). Assume V| = — V> = V cos wrpt.

Figure 6.99 Capacitors driven by differential waveforms.

(a) If C; =Cy=Co(1 +a1V), where V denotes the voltage across each capacitor,
determine the LO feedthrough component(s) in V,,;. Assume o1V < 1.

(b) Repeat part (a) if C; = C = Co(1 + a1V + V).

We express V1 in Fig. 6.29(c) as the product of the shaped resistor noise voltage and
a square wave toggling between 0 and 1. Prove that the spectrum of V},; is given by
Eq. (6.31).

Prove that the voltage conversion gain of a sampling mixer approaches 6 dB as the
width of the LO pulses tends to zero (i.e., as the hold time approaches the LO period).

Consider the LO buffer shown in Fig. 6.55. Prove that the noise of M5 and Mg
appears differentially at nodes A and B (but the noise due to the loss of the tanks
does not).

In the active mixer of Fig. 6.57, I, p1 contains all frequency components. Prove
that the convolution of these components with the harmonics of the LO in essence
multiplies 4kT'y /g, by a factor of w2 /4.

If transistors M and M3 in Fig. 6.60(a) have a threshold mismatch of Vg, determine
the output flicker noise due to the flicker noise of Igs.

Shown in Fig. 6.100 is the front end of a 1.8-GHz receiver. The LO frequency is cho-
sen to be 900 MHz and the load inductors and capacitances resonate with a quality
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6.10.

6.11.

6.12.

6.13.

6.14.

6.15.

6.16.

Chap. 6. Mixers

factor of Q at the IF. Assume M is biased at a current of /1, and the mixer and the
LO are perfectly symmetric.

(a) Assuming M, and M3 switch abruptly and completely, compute the LO-IF
feedthrough, i.e., the measured level of the 900-MHz output component in the
absence of an RF signal.

(b) Explain why the flicker noise of M| is critical here.

Voo
L4 Lo

Vir

My My J—
V
LNA ’_I o|_o (900 MHz)
1.8 GHz

N,
Lo

Figure 6.100 Front-end chain for a 1.8-GHz RX.

Suppose the helper in Fig. 6.67 reduces the bias current of the switching pair by a
factor of 2. By what factor does the input-referred contribution of the flicker noise
fall?

In the circuit of Fig. 6.67, we place a parallel RLC tank in series with the source
of M4 such that, at resonance, the noise contribution of M, is reduced. Recalculate
Eq. (6.116) if the tank provides an equivalent parallel resistance of R),. (Bear in mind
that R), itself produces noise.)

Can the circuit of Fig. 6.81(a) be viewed as a differential pair whose tail current is
modulated at a rate of 2f;p? Carry out the analysis and explain your result.

Suppose the quadrature upconversion mixers in a GSM transmitter operate with a
peak baseband swing of 0.3 V. If the TX delivers an output power of 1 W, determine
the maximum tolerable input-referred noise of the mixers such that the transmitted
noise in the GSM RX band does not exceed —155 dBm.

Prove that the voltage conversion gain of a single-balanced return-to-zero mixer is
equal to 2/ even for upconversion.

Prove that LO duty cycle distortion does not introduce carrier feedthrough in double-
balanced active mixers.

The circuit shown in Fig. 6.101 is a dual-gate mixer used in traditional microwave
design. Assume when M is on, it has an on-resistance of R,,;. Also, assume abrupt
edges and a 50% duty cycle for the LO and neglect channel-length modulation and
body effect.
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Figure 6.101 Dual-gate mixer.

(a) Compute the voltage conversion gain of the circuit. Assume M> does not enter
the triode region and denote its transconductance by g».

(b) If Ry, is very small, determine the /P, of the circuit. Assume M> has an
overdrive of Vgso — Vry in the absence of signals (when it is on).

6.17. Consider the active mixer shown in Fig. 6.102, where the LO has abrupt edges and
a 50% duty cycle. Also, channel-length modulation and body effect are negligible.
The load resistors exhibit mismatch, but the circuit is otherwise symmetric. Assume
M, carries a bias current of Igs.

(a) Determine the output offset voltage.
(b) Determine the IP, of the circuit in terms of the overdrive and bias current of M.

Voo
Rp (1+ o) Rp
ViF
VO_I My Mg |“
Lo
(o]
Vre °—||_E|-M1

Figure 6.102 Active mixer with load mismatch.
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CHAPTER

PASSIVE DEVICES

An important factor in the success of today’s RF integrated circuits has been the ability
to incorporate numerous on-chip passive devices, thus reducing the number of off-chip
components. Of course, some integrated passive devices, especially in CMOS technology,
exhibit a lower quality than their external counterparts. But, as seen throughout this book,
we now routinely use hundreds of such devices in RF transceiver design—an impractical
paradigm if they were placed off-chip.

This chapter deals with the analysis and design of integrated inductors, transformers,
varactors, and constant capacitors. The outline of the chapter is shown below.

Inductors Inductor Structures Transformers Varactors
= Basic Structure = Symmetric Inductors = Structures = PN Junctions
= Inductance Equations = Effect of Ground Shield = Effect of Coupling = MOS Varactors
= Parasitic Capacitances = Stacked Spirals Capacitance = Varactor Modeling
= Loss Mechanisms = Transformer Modeling

= Inductor Modeling

7.1 GENERAL CONSIDERATIONS

While analog integrated circuits commonly employ resistors and capacitors, RF design
demands additional passive devices, e.g., inductors, transformers, transmission lines,
and varactors. Why do we insist on integrating these devices on the chip? If the entire
transceiver requires only one or two inductors, why not utilize bond wires or external
components? Let us ponder these questions carefully.

Modern RF design needs many inductors. To understand this point, consider the sim-
ple common-source stage shown in Fig. 7.1(a). This topology suffers from two serious
drawbacks: (a) the bandwidth at node X is limited to 1/[(Rp||ro1)Cp], and (b) the voltage
headroom trades with the voltage gain, g,,1 (Rp||ro1). CMOS technology scaling tends to
improve the former but at the cost of the latter. For example, in 65-nm technology with a
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(a) 0]

Figure 7.1 CS stage with (a) resistive, and (b) inductive loads.

AN/
P Fe 7

Figure 7.2 Coupling between bond wires.

1-V supply, the circuit provides a bandwidth of several gigahertz but a voltage gain in the
range of 3 to 4.

Now consider the inductively-loaded stage depicted in Fig. 7.1(b). Here, Lp resonates
with Cp, allowing operation at much higher frequencies (albeit in a narrow band). More-
over, since Lp sustains little dc voltage drop, the circuit can comfortably operate with low
supply voltages while providing a reasonable voltage gain (e.g., 10). Owing to these two
key properties, inductors have become popular in RF transceivers. In fact, the ability to
integrate inductors has encouraged RF designers to utilize them almost as extensively as
other devices such as resistors and capacitors.

In addition to cost penalties, the use of off-chip devices entails other complications.
First, the bond wires and package pins connecting the chip to the outside world may
experience significant coupling (Fig. 7.2), creating crosstalk between different parts of the
transceiver.

Example 7.1

Identify two undesirable coupling mechanisms if the LO inductor is placed off-chip.

Solution:

As illustrated in Fig. 7.3, the bond wire leading to the inductor couples to the LNA input
bond wire, producing LO emission and large dc offsets in the baseband. Additionally, the
coupling from the PA output bond wire may result in severe LO pulling.
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Example 7.1 (Continued)

Bond
Wire LNA
[ )
Off-Chip
Inductor L
J e — P
— [ )
° PA

4527_<]4

Figure 7.3 Hypothetical transceiver using an off-chip inductor.

Second, external connections introduce parasitics that become significant at higher fre-
quencies. For example, a 1-nH bond wire inductance considerably alters the behavior of
gigahertz circuits. Third, it is difficult to realize differential operation with external loads
because of the poor control of the length of bond wires.

Despite the benefits of integrated components, a critical challenge in RF microelec-
tronics has been how to design high-performance circuits with relatively poor passive
devices. For example, on-chip inductors exhibit a lower quality factor than their off-chip
counterparts, leading to higher “phase noise” in oscillators (Chapter 8). The RF designer
must therefore seek new oscillator topologies that produce a low phase noise even with a
moderate inductor Q.

Modeling Issues Unlike integrated resistors and parallel-plate capacitors, which can be
characterized by a few simple parameters, inductors and some other structures are much
more difficult to model. In fact, the required modeling effort proves a high barrier to entry
into RF design: one cannot add an inductor to a circuit without an accurate model, and
the model heavily depends on the geometry, the layout, and the technology’s metal layers
(which is the thickest).

It is for these considerations that we devote this chapter to the analysis and design of
passive devices.

7.2 INDUCTORS

7.2.1 Basic Structure

Integrated inductors are typically realized as metal spirals (Fig. 7.4). Owing to the mutual
coupling between every two turns, spirals exhibit a higher inductance than a straight line
having the same length. To minimize the series resistance and the parasitic capacitance, the
spiral is implemented in the top metal layer (which is the thickest).
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Figure 7.4 Simple spiral inductor.

Example 7.2

For the three-turn spiral shown in Fig. 7.4, determine the overall inductance.

Solution:

We identify the three turns as AB, BC, and CD, denoting their individual inductances by
L1, Ly, and L3, respectively. Also, we represent the mutual inductance between L; and L,
by M1, etc. Thus, the total inductance is given by

Lioyy=L1+ Ly + Lz + Mp + Mz + M. (7.1)

Equation (7.1) suggests that the total inductance rises in proportion to the square of
the number of turns. In fact, we prove in Problem 7.1 that the inductance expression for an
N-turn structure contains N (N + 1) /2 terms. However, two factors limit the growth rate as a
function of N: (a) due to the geometry’s planar nature, the inner turns are smaller and hence
exhibit lower inductances, and (b) the mutual coupling factor is only about 0.7 for adjacent
turns, falling further for non-adjacent turns. For example, in Eq. (7.1), L3 is quite smaller
than L, and M3 quite smaller than M1>. We elaborate on these points in Example 7.4.

A two-dimensional square spiral is fully specified by four quantities (Fig. 7.5): the
outer dimension, D,;, the line width, W, the line spacing, S, and the number of turns, N.!

w

Din Dout

> - ] T
S

Figure 7.5 Various dimensions of a spiral inductor.

1. One may use the inner opening dimension, Dj;,, rather than D,;; or N.
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The inductance primarily depends on the number of turns and the diameter of each turn,
but the line width and spacing indirectly affect these two parameters.

Example 7.3

The line width of a spiral is doubled to reduce its resistance; Dy, S, and N remain constant.
How does the inductance change?

Solution:

As illustrated in Fig. 7.6, the doubling of the width inevitably decreases the diameter of the
inner turns, thus lowering their inductance, and the larger spacing between the legs reduces
their mutual coupling. We note that further increase in W may also lead to fewer turns,
reducing the inductance.

Doyt Doyt
- -
> - > -
W1 W2

Figure 7.6 Effect of doubling line width of a spiral.

Compared with transistors and resistors, inductors typically have much greater dimen-
sions (“foot prints”), resulting in a large chip area and long interconnects traveling from
one block to another. It is therefore desirable to minimize the outer dimensions of induc-
tors. For a given inductance, this can be accomplished by (a) decreasing W [Fig. 7.7(a)],
or (b) increasing N [Fig. 7.7(b)]. In the former case, the line resistance rises, degrading the
inductor quality. In the latter case, the mutual coupling between the sides of the innermost
turns reduces the inductance because opposite sides carry currents in opposite directions.
As shown in Fig. 7.7(b), the two opposite legs of the innermost turn produce opposing
magnetic fields, partially cancelling each other’s inductance.

Example 7.4

Figure 7.8 plots the magnetic coupling factor between two straight metal lines as a function
of their normalized spacing, S/W. Obtained from electromagnetic field simulations, the
plots correspond to two cases: each line is 20 um or 100 wm long. (The line width is 4 pm.)
What inner diameter do these plots prescribe for spiral inductors?

(Continues)
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Figure 7.7 Effect of (a) reducing the outer dimension and the line width, or (b) reducing the outer
dimension and increasing the number of turns.

Example 7.4 (Continued)

kA
0.6
0.5
Line Length = 100 um
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w

Figure 7.8 Coupling factor between two straight lines as a function of their normalized spacing.

Solution:

We wish to minimize the coupling between the opposite sides of the innermost turn. Rel-
evant to typical inductor designs is the plot for a line length of 20 wm, suggesting that a
diameter of 5 to 6 times W should be chosen for the inner opening to ensure negligible
coupling. It is helpful to remember this rule of thumb.

Even for the basic inductor structure of Fig. 7.5, we must answer a number of ques-
tions: (1) How are the inductance, the quality factor, and the parasitic capacitance of the
structure calculated? (2) What trade-offs do we face in the choice of these values? (3) What
technology and inductor parameters affect the quality factor? These questions are answered
in the context of inductor modeling in Section 7.2.6.
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7.2.2 Inductor Geometries

Our qualitative study of the square spiral inductors reveals some degrees of freedom in the
design, particularly the number of turns and the outer dimension. But there are many other
inductor geometries that further add to the design space.

Figure 7.9 shows a collection of inductor structures encountered in RF IC design. We
investigate the properties of these topologies later in this chapter, but the reader can observe
at this point that: (1) the structures in Figs. 7.9(a) and (b) depart from the square shape,
(2) the spiral in Fig. 7.9(c) is symmetric, (3) the “stacked” geometry in Fig. 7.9(d) employs
two or more spirals in series, (4) the topology in Fig. 7.9(e) incorporates a grounded
“shield” under the inductor, and (5) the structure in Fig. 7.9(f) places two or more spi-
rals in parallel* Of course, many of these concepts can be combined, e.g., the parallel
topology of Fig. 7.9(f) can also utilize symmetric spirals and a grounded shield.

M9
M9
M6 M8
M7

(@ (e ®

Figure 7.9 Various inductor structures: (a) circular, (b) octagonal, (c) symmetric, (d) stacked,
(e) with grounded shield, (f) parallel spirals.

Why are there so many different inductor structures? These topologies have resulted
from the vast effort expended on improving the trade-offs in inductor design, specifically
those between the quality factor and the capacitance or between the inductance and the
dimensions.

While providing additional degrees of freedom, the abundance of the inductor geome-
tries also complicates the modeling task, especially if laboratory measurements are
necessary to fine-tune the theoretical models. How many types of inductors and how many
different values must be studied? Which structures are more promising for a given circuit
application? Facing practical time limits, designers often select only a few geometries and
optimize them for their circuit and frequency of interest.

2. The spirals are shorted to one another by vias, although the vias are not necessary.
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7.2.3 Inductance Equations

With numerous inductors used in a typical transceiver, it is desirable to have closed-form
equations that provide the inductance value in terms of the spiral’s geometric properties.
Indeed, various inductance expressions have been reported in the literature [1-3], some
based on curve fitting and some based on physical properties of inductors. For example,
an empirical formula that has less than 10% error for inductors in the range of 5 to 50 nH
is given in [1] and can be reduced to the following form for a square spiral:

A
1/6

AOWLTS (W + §)0257

L~13x10""7 (7.2)

where A,, is the metal area (the shaded area in Fig. 7.5) and Ay, is the total inductor area
(~ D2, in Fig. 7.5). All units are metric.

Example 7.5

Calculate the inductor metal area in terms of the other geometric properties.

Solution:

Consider the structure shown in Fig. 7.10. We say this spiral has three turns because each
of the four sides contains three complete legs. To determine the metal area, we compute the
total length, /;, of the wire and multiply it by W. The length from A to B is equal to D,
from B to C, equal to D,,; — W, etc. That is,

laB = Dour (7.3)
Ipc = lcp = Do = W (7.4)
IpE = lgp = Dowr — W +5) (7.5)
lrG = lgu = Dowr — BW + 25) (7.6)
lur = 1y = Doy — (4W + 35) (7.7)
Lik = Ik = Dows — (SW + 45) (7.8)
lipe = Doy — (6W + 55). (7.9)

Adding these lengths and generalizing the result for N turns, we have

Ly = 4NDpys — 2W[1 + 2 + --- + 2N — 1)] — 2NW
—2S[1+2+---+(2N—-2)]— 2N - 1)S (7.10)
= AND,,; — AN*W — (2N — 1)2S. (7.11)

Since ;5 > S, we can add one S to the right-hand side so as to simplify the expression:

liot ®4N[Dyyy — W — (N — DH(W + 9)]. (7.12)
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Example 7.5 (Continued)

The metal area is thus given by

Ay = WIANDyy — AN*W — (2N — 1)%S] (7.13)
~ ANW[Dpus — W — (N — 1)(W + S)]. (7.14)

This equation is also used for calculating the area capacitance of the spiral.

c D

i
J M

]

* E
w_[B Al
-

* Dout

Figure 7.10 Spiral inductor for calculation of line length.

An interesting property of inductors is that, for a given wire length, width, and spacing,
their inductance is a weak function of the number of turns. This can be seen by finding D,
from (7.12), noting that A,y =~ D? . and manipulating (7.2) as follows:

out’

S
L~13x 1077 1 fot e . (7.15)
[ﬁ + W+ N - DWW+ S)] WO-083 (W + §)0-25

We observe that N appears only within the square brackets in the denominator, in two terms
varying in opposite directions, with the result raised to the power of 1/3. For example,
if l;p; =2000 um, W =4 pm, and S = 0.5 um, then as N varies from 2 to 3 to 4 to 5,
then inductance rises from 3.96 nH to 4.47 nH to 4.83 nH to 4.96 nH, respectively. In other
words, a given length of wire yields roughly a constant inductance regardless of how it is
“wound.” The key point here is that, since this length has a given series resistance (at low
frequencies), the choice of N only mildly affects the Q (but can save area).

Figure 7.11 plots the inductance predicted by the simulator ASITIC (described below)
as N varies from 2 to 6 and the total wire length remains at 2000 pm.* We observe that L
becomes relatively constant for N > 3. Also, the values produced by ASITIC are lower
than those given by Eq. (7.15).

3. But the number of turns must be at least 2 to create mutual coupling.
4. The outer dimension varies from 260 jLm to 110 j)Lm in this experiment.
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Figure 7.11 Inductance as a function of the number of turns for a given line length.

A number of other expressions have been proposed for the inductance of spirals. For
example,

2

where Dyye = (Dour + Djn)/2 in Fig. 7.5 and p is the “fill factor” and equal to (Do, —
Di,)/(Dous + Din) [3]. The « coefficients are chosen as follows [3]:

N2D,
[ = B aw®l (m% +azp + a4p2), (7.16)
P

a; = 1.27, ar = 2.07, a3 = 0.18, ag = 0.13 for square shape (7.17)
ap = 1.07, ar =2.29, a3 =0, as = 0.19 for octagonal shape. (7.18)

Another empirical expression is given by [3]

L=1.62x 103D 12w 014724 N178g=0.03 £5r square shape (7.19)

out avg

L =133 X 107D, ;' w™1BpZBENT 557009 for octagonal shape.  (7.20)
Accuracy Considerations The above inductance equations yield different levels of accu-
racy for different geometries. For example, the measurements on tens of inductors in [3]
reveal that Eqs. (7.19) and (7.20) incur an error of about 8% for 20% of the inductors
and an error of about 4% for 50% of the inductors. We must then ask: how much error
is tolerable in inductance calculations? As observed throughout this book and exempli-
fied by Fig. 7.1(b), inductors must typically resonate with their surrounding capacitances
at the desired frequency. Since a small error of AL/L shifts the resonance frequency, wy,
by approximately AL/(2L) (why?), we must determine the tolerable error in wyg.

The resonance frequency error becomes critical in amplifiers and oscillators, but much
more so in the latter. This is because, as seen abundantly in Chapter 8, the design of LC
oscillators faces tight trade-offs between the “tuning range” and other parameters. Since
the tuning range must encompass the error in wq, a large error dictates a wider tuning
range, thereby degrading other aspects of the oscillator’s performance. In practice, the tun-
ing range of high-performance LC oscillators rarely exceeds +10%, requiring that both
capacitance and inductance errors be only a small fraction of this value, e.g., a few per-
cent. Thus, the foregoing inductance expressions may not provide sufficient accuracy for
oscillator design.
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Another issue with respect to inductance equations stems from the geometry limitations
that they impose. Among the topologies shown in Fig. 7.9, only a few lend themselves
to the above formulations. For example, the subtle differences between the structures in
Figs. 7.9(b) and (c) or the parallel combination of the spirals in Fig. 7.9(f) may yield several
percent of error in inductance predictions.

Another difficulty is that the inductance value also depends on the frequency of
operation—albeit weakly—while most equations reported in the literature predict the
low-frequency value. We elaborate on this dependence in Section 7.2.6.

Field Simulations With the foregoing sources of error in mind, how do we compute
the inductance in practice? We may begin with the above approximate equations for stan-
dard structures, but must eventually resort to electromagnetic field simulations for standard
or nonstandard geometries. A field simulator employs finite-element analysis to solve the
steady-state field equations and compute the electrical properties of the structure at a given
frequency.

A public-domain field simulator developed for analysis of inductors and transformers
is called “Analysis and Simulation of Spiral Inductors and Transformers” (ASITIC) [4].
The tool can analyze a given structure and report its equivalent circuit components. While
simple and efficient, ASITIC also appears to exhibit inaccuracies similar to those of the
above equations [3, 5].°

Following rough estimates provided by formulas and/or ASITIC, we must analyze the
structure in a more versatile field simulator. Examples include Agilent’s “ADS,” Sonnet
Software’s “Sonnet,” and Ansoft’s “HFSS.” Interestingly, these tools yield slightly different
values, partly due to the types of approximations that they make. For example, some do
not accurately account for the thickness of the metal layers. Owing to these discrepancies,
RF circuits sometimes do not exactly hit the targeted frequencies after the first fabrication,
requiring slight adjustments and “silicon iterations.” As a remedy, we can limit our usage
to a library of inductors that have been measured and modeled carefully but at the cost of
flexibility in design and layout.

7.2.4 Parasitic Capacitances

As a planar structure built upon a substrate, spiral inductors suffer from parasitic capac-
itances. We identify two types. (1) The metal line forming the inductor exhibits parallel-
plate and fringe capacitances to the substrate [Fig. 7.12(a)]. If a wider line is chosen to
reduce its resistance, then the parallel-plate component increases. (2) The adjacent turns
also bear a fringe capacitance, which equivalently appears in parallel with each segment
[Fig. 7.12(b)].

Let us first examine the effect of the capacitance to the substrate. Since in most cir-
cuits, one terminal of the inductor is at ac ground, we construct the uniformly-distributed
equivalent circuit shown in Fig. 7.13, where each segment has an inductance of L,. Our
objective is to obtain a lumped model for this network. To simplify the analysis, we make
two assumptions: (1) each two inductor segments have a mutual coupling of M, and (2)

5. In fact, Egs. (7.19) and (7.20) have been developed based on ASITIC simulations.
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Figure 7.12 (a) Bottom-plate and (b) interwinding capacitances of an inductor and their models.
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Figure 7.13 Model of an inductor’s distributed capacitance to ground.

the coupling is strong enough that M can be assumed approximately equal to L,. While not
quite valid, these assumptions lead to a relatively accurate result.

The voltage across each inductor segment arises from the current flowing through that
segment and the currents flowing through the other segments. That is,

n—1 K
Vi = joLdy + Y jol,M + Y joluM. (7.21)
m=1 m=n+1
If M ~ L,, then
K
Vi = jo Y InLm. (7.22)

Since this summation is independent of n, we note that all inductor segments sustain equal
voltages [6]. The voltage at node n is therefore given by (n/K)V], yielding an electric
energy stored in the corresponding node capacitance equal to

= 5 (K) V2, (7.23)

Summing the energies stored on all of the unit capacitances, we have

K
1 n\2 ,
Eip = ECMZ(f) 1% (7.24)

n=

1 K+ 12K +1
_ Lo B DK D (7.25)
2 6K
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If K — oo and C, — 0 such that KC, is equal to the total wire capacitance, Cy,, then [6]

_ 1 Ctot 2
Eior 573 Vi, (7.26)
revealing that the equivalent lumped capacitance of the spiral is given by Cy,;/3 (if one end
is grounded).
Let us now study the turn-to-turn (interwinding) capacitance. Using the model shown
in Fig. 7.14, where C; = C; = --- = Cg = Cr, we recognize that Eq. (7.22) still applies
for it is independent of capacitances. Thus, each capacitor sustains a voltage equal to V1 /K,

storing an electric energy of
1 2
Cr (—Vl) . (7.27)

The total stored energy is given by

Eior = KE, (7.28)

1
—CpV?. 7.29
2K FVq ( )

Interestingly, E;,; falls to zero as K — oo and Cg — 0. This is because, for a large number
of turns, the potential difference between adjacent turns becomes very small, yielding a
small electric energy stored on the Cf’s.

Ly L Ln Ly Ly Lk Lk
1 2 3 n n+1
- T—— — 0 —
v + I + Vi
1 LR ) LN )
L ———— ——— —— _
- C, C, Cn-1 Cq Chi Ck-1 Ck -

Figure 7.14 Model of an inductor’s turn-to-turn capacitances.

In practice, we can utilize Eq. (7.29) to estimate the equivalent lumped capacitance for
a finite number of turns. The following example illustrates this point.

Example 7.6

Estimate the equivalent turn-to-turn capacitance of the three-turn spiral shown in
Fig. 7.15(a).

Solution:

An accurate calculation would “unwind” the structure, modeling each leg of each turn by
an inductance and placing the capacitances between adjacent legs [Fig. 7.15(b)]. Unfortu-
nately, owing to the unequal lengths of the legs, this model entails unequal inductances and
capacitances, making the analysis difficult. To arrive at a uniformly-distributed model, we
select the value of C; equal to the average of Cy, ..., Cg, and L; equal to the total inductance

(Continues)
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Example 7.6 (Continued)

divided by 12. Thus, Eq. (7.29) applies and

1
Cog = 2Cr (7.30)
= lu (7.31)
8 8 i
CL+-+Cq
= 7.32
64 ( )

In general, for an N-turn spiral,

_ C1+---+CN2_1

C 7.33
eq (N2 _ 1)2 ( )
11 10
7 6
3 2
1
4 5
8 9
12 13]
(@)
Cs
I =
&
5 7
6
il
C, Cs

(b)

Figure 7.15 (a) Spiral inductor for calculation of turn-to-turn capacitances, (b) circuit model.

The frequency at which an inductor resonates with its own capacitances is called the
“self-resonance frequency” (fsg). In essence, the inductor behaves as a capacitor at fre-
quencies above fsg. For this reason, fsg serves as a measure of the maximum frequency at
which a given inductor can be used.

Example 7.7

In analogy with O = Lw/Rgs for an inductor L having a series resistance Rg, the Q of an
impedance Z; is sometimes defined as

0= Im{Z,}

 RelZi}

(7.34)
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Example 7.7 (Continued)

Compute this Q for the parallel inductor model shown in Fig. 7.16(a).

_Im{Zind )
Re{ Z;,4}

L4

YYy

ZF’

¢ II R

(a) (b)
Figure 7.16 (a) Simple tank and (b) behavior of one definition of Q.

|

fsr

Solution:
We have
RyLys
Z1(s) = 5 . (7.35)
RyLiCys= + Lis + R,
Ats = jo,
R,(1 — LiC1w?) — jLiw]jR,L
71 () = [Rp( . 1C107) 2; 160]; 1; 19 (7:36)
Rp(l - LiCiw°)” + Liw
It follows that
R,(1 — L|Ciw?
p= o) (7.37)
Liw
R 2
= = (1 - ‘”—2) , (7.38)
Lo WsR

where wsg = 2mfsg = 1/+/L1C). At frequencies well below wgg, we have Q ~ R, /(L1w),
which agrees with our definition in Chapter 2. On the other hand, as the frequency
approaches fsg, O falls to zero [Fig. 7.16(b)]—as if the tank were useless! This defini-
tion implies that a general impedance (including additional capacitances due to transistors,
etc.) exhibits a Q of zero at resonance. Of course, the tank of Fig. 7.16(a) simply reduces to
resistor R, at fsg, providing a Q of R,,/(Ljwsg) rather than zero. Owing to its meaningless
behavior around resonance, the Q definition given by Eq. (7.34) proves irrelevant to circuit
design. We return to this point in Section 7.2.6.

Example 7.8

In analogy with L; = impedance/® = (Ljw)/w, the equivalent inductance of a structure is
sometimes defined as Im{Z; (jw)}/w. Study this inductance definition for the parallel tank
of Fig. 7.16(a) as a function of frequency.

(Continues)
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Example 7.8 (Continued)

Solution:
From Eq. (7.36), we have

Im{Z, (jo)} R§L1(1 — L Ci0?)
® RX(1 — LiCi0?)? + Ljw?

(7.39)

This expression simplifies to L; at frequencies well below fsg but falls to zero at reso-
nance! The actual inductance, however, varies only slightly with frequency. This definition
of inductance is therefore meaningless. Nonetheless, its value at low frequencies proves
helpful in estimating the inductance.

7.2.5 Loss Mechanisms

The quality factor, Q, of inductors plays a critical role in various RF circuits. For example,
the phase noise of oscillators is proportional to 1/Q? (Chapter 8), and the voltage gain of
“tuned amplifiers” [e.g., the CS stage in Fig. 7.1(b)] is proportional to Q. In typical CMOS
technologies and for frequencies up to 5GHz, a Q of 5 is considered moderate and a Q
of 10, relatively high.

We define the Q carefully in Section 7.2.6, but for now we consider Q as a measure
of how much energy is lost in an inductor when it carries a sinusoidal current. Since only
resistive components dissipate energy, the loss mechanisms of inductors relate to various
resistances within or around the structure that carry current when the inductor does.

In this section, we study these loss mechanisms. As we will see, it is difficult to
formulate the losses analytically; we must therefore resort to simulations and even mea-
surements to construct accurate inductor models. Nonetheless, our understanding of the
loss mechanisms helps us develop guidelines for inductor modeling and design.

Metal Resistance Suppose the metal line forming an inductor exhibits a series resistance,
Rgs (Fig. 7.17). The Q may be defined as the ratio of the desirable impedance, Ly, and the
undesirable impedance, Rg:

= —. (7.40)

For example, a 5-nH inductor operating at 5 GHz with an Rg of 15.7 € has a Q of 10.

Figure 7.17 Metal resistance in a spiral inductor.
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Example 7.9

Assuming a sheet resistance of 22 mS2/[] for the metal, W =4 pm, and S = 0.5 pum,
determine if the above set of values is feasible.

Solution:

Recall from our estimates in Section 7.2.3, a 2000-pwm long, 4-pm wide wire that is wound
into N =5 turns with S = 0.5 pm provides an inductance of about 4.96 nH. Such a wire
consists of 2000/4 = 500 squares and hence has a resistance of 500 X 22 mQ/[]= 11 Q.
It thus appears that a Q of 10 at 5 GHz is feasible.

Unfortunately, the above example portrays an optimistic picture: the Q is limited not
only by the (low-frequency) series resistance but also by several other mechanisms. That is,
the overall Q may fall quite short of 10. As a rule of thumb, we strive to design induc-
tors such that the low-frequency metal resistance yields a Q about twice the desired value,
anticipating that other mechanisms drop the Q by a factor of 2.

How do we reduce the metal dc resistance for a given inductance? As explained in
Section 7.2.3, the total length of the metal wire and the inductance are inextricably related,
i.e., for a given W, S, and wire length, the inductance is a weak function of N. Thus, with W
and S known, a desired inductance value translates to a certain length and hence a certain
dc resistance almost regardless of the choice of N. Figure 7.18 plots the wire resistance of
a 5-nH inductor with N =2 to 6, W =4 um, and S = 0.5 wm. In a manner similar to the
flattening effect in Fig. 7.11, Ry falls to a relatively constant value for N > 3.

16 —
15 -
14 -

Rs (Q2)

13+

121
] ] ] ] ] -
2 3 4 5 6 N

Figure 7.18 Metal resistance of an inductor as a function of number of turns.

From the above discussions, we conclude that the only parameter among D,,, S, N, and
W that significantly affects the resistance is W. Of course, a wider metal line exhibits less
resistance but a larger capacitance to the substrate. Spiral inductors therefore suffer from
a trade-off between their Q and their parasitic capacitance. The circuit design limitations
imposed by this capacitance are examined in Chapters 5 and 8.

As explained in Example 7.3, a wider metal line yields a smaller inductance value
if S, D,,, and N remain constant. In other words, to retain the same inductance while
W increases, we must inevitably increase D,,; (or N), thereby increasing the length and
counteracting the resistance reduction afforded by a wider line. To illustrate this effect,
we can design spirals having a given inductance but different line widths and examine the
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Figure 7.19 Metal resistance of an inductor as a function of line width for different number of turns.

resistance. Figure 7.19 plots Ry as a function of W for an inductance of 2 nH and with four
or five turns. We observe that Rg falls considerably as W goes from 3 pum to about 5 um but
begins to flatten thereafter. In other words, choosing W > 5 um in this example negligibly
reduces the resistance but increases the parasitic capacitance proportionally.

In summary, for a given inductance value, the choice of N has little effect on Rg, and a
larger W reduces Ry to some extent but at the cost of higher capacitance. These limitations
manifest themselves particularly at lower frequencies, as shown by the following example.

Example 7.10

We wish to design a spiral inductor for a 900-MHz GSM system. Is the 5-nH structure
considered in Example 7.9 suited to this application? What other choices do we have?

Solution:

Since Q = Liwop/Rs, if the frequency falls from 5 GHz to 900 MHz, the Q declines from
10 to 1.8.% Thus, a value of 5nH is inadequate for usage at 900 MHz.
Let us attempt to raise the inductance, hoping that, in Q = Liwg/Rs, L1 can increase

at a higher rate than can Ryg. Indeed, we observe from Eq. (7.15) that L; lfo/,3, whereas
Rg o« l;y;. For example, if l;;; = 8 mm, N = 10, W = 6 um, and S = 0.5 pm, then Eq. (7.15)
yields L =~ 35nH. For a sheet resistance of 22 m/[J, Rs= (8000 pm/6 pm) X
22 mQ2/00=29.3 Q. Thus, the O (due to the dc resistance) reaches 6.75 at 900 MHz.
Note, however, that this structure occupies a large area. The reader can readily show that
the outer dimension of this spiral is approximately equal to 265 pm.

Another approach to reducing the wire resistance is to place two or more metal layers
in parallel, as suggested by Fig. 7.9(f). For example, adding a metal-7 and a metal-8 spiral
to a metal-9 structure lowers the resistance by about a factor of 2 because metals 7 and 8 are

6. Note that the actual Q may be even lower due to other losses.
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typically half as thick as metal 9. However, the closer proximity of metal 7 to the substrate
slightly raises the parasitic capacitance.

Example 7.11

A student reasons that placing m spiral inductors in parallel may in fact degrade the QO
because it leads to an m-fold decrease in the inductance but not an m-fold decrease in
resistance. Explain the flaw in the student’s argument.

Solution:

Since the vertical spacing between the spirals is much less than their lateral dimensions,
each two experience a strong mutual coupling (Fig. 7.20). If L1 =L, = L3 =Land M = L,
then the overall inductance remains equal to L (why?).

L4

W]
/

L3.M o

{1}

Figure 7.20 Effect of placing tightly-coupled inductors in parallel.

(I0R
L, .M
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Which approach provides a more favorable resistance-capacitance trade-off: widening
the metal line of a single layer or placing multiple layers in parallel? We surmise the latter;
after all, if W is doubled, the capacitance of a single spiral increases by at least a factor
of 2, but if metal-7 and metal-8 structures are placed in parallel with a metal-9 spiral,
the capacitance may rise by only 50%. For example, the metal-9-substrate and metal-7-
substrate capacitances are around 4 af/um? and 6 af/um?2, respectively. The following
example demonstrates this point.

Example 7.12

Design the inductor of Example 7.10 with W =3 um, S =0.5um, and N = 10, using
metals 7, 8, and 9 in parallel.

Solution:

Since W is reduced from 6 um to 3 wm, the term (W + S)°% in the denominator of
5/3

Eq. (7.15) falls by a factor of 1.17, requiring a similar drop in /;); in the numerator so as to
obtain L ~ 35 nH. Iteration yields /;,; ~ 6800 wm. The length and the outer dimension are
smaller because the narrower metal line allows a tighter compaction of the turns. With three
metal layers in parallel, we assume a sheet resistance of approximately 11 m$2/[], obtain-
ing Rg =25 2 and hence a Q of 7.9 (due to the dc resistance). The parallel combination
therefore yields a higher Q.

(Continues)
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Example 7.12 (Continued)

It is instructive to compare the capacitances of the metal-9 spiral in Exam-
ple 7.10 and the above multi-layer structure. For the former, the total metal area is
Lyt - W =48, 000 pm?, yielding a capacitance of (4 af/um?) X 48,000 wm? = 192 fE.7
For the latter, the area is equal to 20,400 wm? and the capacitance is 122.4 fF.

Skin Effect At high frequencies, the current through a conductor prefers to flow at
the surface. If the overall current is viewed as many parallel current components, these
components tend to repel each other, migrating away so as to create maximum distance
between them. This trend is illustrated in Fig. 7.21. Flowing through a smaller cross section
area, the high-frequency current thus faces a greater resistance. The actual distribution
of the current follows an exponential decay from the surface of the conductor inward,
J(s) = Joexp(—x/§), where Jy denotes the current density (in A/mz) at the surface, and
d is the “skin depth.” The value of § is given by

8= ! (7.41)

Vrfuo '

where f denotes the frequency, 4 the permeability, and o the conductivity. For example,
8 ~ 1.4 um at 10 GHz for aluminum. The extra resistance of a conductor due to the skin

effect is equal to

1
Rgiin = —. (7.42)
od

Parallel spirals can reduce this resistance if the skin depth exceeds the sum of the metal

2L
% Bl

(a) (b)

Figure 7.21 Current distribution in a conductor at (a) low and (b) high frequencies.

In spiral inductors, the proximity of adjacent turns results in a complex current distri-
bution. As illustrated in Fig. 7.22(a), the current may concentrate near the edge of the wire.
To understand this “current crowding” effect, consider the more detailed diagram shown
in Fig. 7.22(b), where each turn carries a current of /(¢) [7, 8]. The current in one turn
creates a time-varying magnetic field, B, that penetrates the other turns, generating loops of
current.® Called “eddy currents,” these components add to I(f) at one edge of the wire and

7. The equivalent (lumped) capacitance of the inductor is less than this value (Section 7.2.4).
8. Faraday’s law states that the voltage induced in a conducting circuit is proportional to the time derivative of
the magnetic field.
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Magnetic Field
Produced by /
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Figure 7.22 (a) Current distribution in adjacent turns, (b) detailed view of (a).

subtract from I(t) at the other edge. Since the induced voltage increases with frequency,
the eddy currents and hence the nonuniform distribution become more prominent at higher
frequencies.

Based on these observations, [7, 8] derive the following expression for the resistance

of a spiral inductor:
Reit ~ Ro | 1+ <—f )2 (7.43)
ff ~ Ko ) .
¢ 10 fcrit

where Ry is the dc resistance and the frequency f.,;; denotes the onset of current crowding
and is given by
31 W+S
fcrit ~ m w2

ROo. (7.44)

In this equation, R represents the dc sheet resistance of the metal.

Example 7.13

Calculate the series resistance of the 30-nH inductors studied in Examples 7.9 and 7.12 at
900 MHz. Assume p =47 X 10”7 H/m.

Solution:

For the single-layer spiral, Rg =22 mQ/[1, W=6um, S =0.5um, and hence f.;; =
1.56 GHz. Thus, Reff = 1.03Rp=30.3 2. For the multilayer spiral, Rg= 11 m/[],
W=3pum, S=05um, and hence f.;=1.68GHz. We therefore have R =
1.03Ry = 26 Q.

Current crowding also alters the inductance and capacitance of spiral geometries. Since
the current is pushed to the edge of the wire, the equivalent diameter of each turn changes
slightly, yielding an inductance different from the low-frequency value. Similarly, as illus-
trated in Fig. 7.23(a), if a conductor carries currents only near the edges, then its middle
section can be “carved out” without altering the currents and voltages, suggesting that the
capacitance of this section, C,,, is immaterial. From another perspective, C,, manifests
itself only if it carries displacement current, which is not possible if the middle section has
no current. Based on this observation, [7, 8] approximate the total capacitance, Cy,y, to vary
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No Current Flow

Figure 7.23 Reduction of capacitance to the substrate as a result of current crowding.

inversely proportional to the wire resistance:

R
= ¢, (7.45)
eff

Cror =

where Cy denotes the low-frequency capacitance.

Capacitive Coupling to Substrate We have seen in our studies that spirals exhibit capac-
itance to the substrate. As the voltage at each point on the spiral rises and falls with
time, it creates a displacement current that flows through this capacitance and the substrate
(Fig. 7.24). Since the substrate resistivity is neither zero nor infinity, this flow of current
translates to loss in each cycle of the operation, lowering the Q.

Figure 7.24 Substrate loss due to capacitive coupling.

Example 7.14

Use a distributed model of a spiral inductor to estimate the power lost in the substrate.

Solution:

We model the structure by K sections as shown in Fig. 7.25(a). Here, each section consists
of an inductance equal to L;,;/K, a capacitance equal to Cy,;/K, and a substrate resistance
equal to KR,p. (The other loss mechanisms are ignored here.) The factor of K in KRy,
is justified as follows: as we increase K for a given inductor geometry (i.e., as the dis-
tributed model approaches the actual structure), each section represents a smaller segment
of the spiral and hence a smaller cross section area looking into the substrate [Fig. 7.25(b)].
Consequently, the equivalent resistance increases proportionally.
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Example 7.14 (Continued)
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Figure 7.25 (a) Distributed model of capacitive coupling to the substrate, (b) diagram showing
an infinitesimal section.

If we assume perfect coupling between every two inductor segments, then the voltage
drop across each segment is given by Eq. (7.22):

K
Vi= Y jolnLn, (7.46)
=1

where I, denotes the current flowing through segment L,,. Interestingly, due to the
uniformly-distributed approximation, all segments sustain equal voltages regardless of the
capacitance and resistance distribution. Thus, the voltage at node number n is given by
(n/K)V and the current flowing through the corresponding RC branch by

Vi

K C -1
KRy + (j I?w)

Since the average power dissipated in the resistor KRy, is equal to |1, |2Rsub, the total lost
power in the spiral is obtained as

(7.47)

Iu,n =

K
Py = Z |Iu,n|2KRsub (7.48)
n=1
K
5 VEKRgup n? v
- Z C -2 g2 (22)
n=1K2R2 + ( ’“w)
_ VZKRup KKK + 12K + 1) (7.50)
Cot \7* 6K> ' '
K2R? , + ( e w)
sub K
Letting K go to infinity, we have
V2 Rsub
Pior = ! — (7.51)
“ R, A+ (Chwd)! 3

For example, if Rfub < (Cfoth)_l, then P;,; ~ VIZRS,,;,Clzma)2 /3. Conversely, if Rfub

(C2,0% 1, then Py ~ VZ/(3Rsup).

>



452 Chap. 7. Passive Devices

The foregoing example provides insight into the power loss due to capacitive cou-
pling to the substrate. The distributed model of the substrate, however, is not accurate. As
depicted in Fig. 7.26(a), since the connection of the substrate to ground is physically far,
some of the displacement current flows laterally in the substrate. Lateral substrate currents
are more pronounced between adjacent turns [Fig. 7.26(b)] because their voltage differ-
ence, V1 — Vj, is larger than the incremental drops in Fig. 7.26(a), V,,+1 — V,. The key
point here is that the inductor-substrate interaction can be quantified accurately only if a
three-dimensional model is used, but a rare case in practice.

n Vi1 Vn+2

e AM-e—Wy
L]
Substrate .

(a) (®)

AA
ivv 1
Yy
W
AA
VW

Figure 7.26 Lateral current flow in the substrate (a) under a branch, and (b) from one branch to
another.

Magnetic Coupling to the Substrate The magnetic coupling from an inductor to the
substrate can be understood with the aid of basic electromagnetic laws: (1) Ampere’s law
states that a current flowing through a conductor generates a