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Abstract—A novel digitally controlled oscillator (DCO)-based example, frequency tuning of a low-voltage deep-submicrom-
architecture for frequency synthesis in wireless RF applications eter CMOS oscillator is an extremely challenging task due to
is proposed and demonstrated. It deliberately avoids any use of jio highly nonlinear frequency versus voltage characteristics

an analog tuning voltage control line. Fine frequency resolution is . . .
achieved through high-speed® A dithering. Other imperfections [1] and low-voltage headroom making it susceptible to the

of analog circuits are compensated through digital means. The pre- Power/ground supply and substrate noise. In such low supply
sented ideas enable the employment of fully-digital frequency syn- voltage case, not only the dynamic range of the signal suffers
thesizers using sophisticated signal processing algorithms, realizedput also the noise floor rises, thus causing even more severe
in the most advanced deep-submicrometer digital CMOS processes yaqradation of the signal-to-noise ratio. At times, it is possible
which allow almost no analog extensions. They also promote cost- find ifi Iuti h ili7i I doubl
effective integration with the digital back-end onto a single silicon to find a specific so gtlon, such as utilizing a V9 tage Ou_ er
die. The demonstrator test chip has been fabricated in a digital [2]. Unfortunately, with each CMOS feature size reduction,
0.134m CMOS process together with a DSP, which acts as a digital the supply voltage needs also to be scaled down, which is
:)asebartl_d ptfoceSSOT withl_a |af%? nurr]nber Of_digi_taliqgtg; i?HOFd(t?f inevitable in order to avoid breakdown and reliability issues.
o investigate noise coupling. The phase noise is c/Hz al S, ; ; e
500-kHz offset. The close-in spurious tones are below62 dBc, C.:IrCUItS d.eSIQHEd to en;ure proper operatlon_of RF amp!lflers,
while the far-out spurs are below —80 dBc. The presented ideas filters, mixers, and .OSCI||atOI’S depend .on C'.rcu't tephmqugs
have been incorporated in a commercial Bluetooth transceiver.  that operate best with long-channel, thick-oxide devices with

Index Terms—Peep-submicrometer CMOS, digital compen- Su_pply VOItage O.f .2'5 V or higher. The propess_utlllzeq n
sation, digital control, digitally controlled oscillator (DCO), NS paper is optimized for short-channel, thin-oxide devices
frequency synthesizer. operating as digital switches at only 1.5 V. In order to address
the various deep-submicrometer RF integration issues for
frequency synthesis, digitally-intensive techniques need to be
developed such that analog imperfections are compensated for

RADITIONAL designs of commercial frequency syntheby using advanced signal processing technigques.

sizers for multigigahertz mobile RF wireless applications So far there have not been any reports in literature (except
have almost exclusively employed the use of a charge-purigeently in [1]) on thefully digital control of oscillators for
phase-locked loofPLL), which acts as &ocal oscillator(LO) RF applications. Lack of the fully digital control is a severe
for both a transmitter and a receiver. Unfortunately, the designpediment for the total integration in a deep-submicrometer
flow and circuit techniques required are analog intensive afdMOS process, without which signal processing algorithms
utilize process technologies that are incompatible witihgital  cannot be used to control or drive the analog circuits. There
basebandDBB). Nowadays, the DBB design constantly mihave been several disclosures on ring-oscillator-based DCOs
grates to the most advanced deep-submicrometer digital CM{® clock recovery and clock generation applications [3] [4].
process available, which usually does not offer any analog dxewever, the frequency resolution is low and spurious tone
tensions and has very limited voltage headroom. Consequengyel is high for these DCOs, which seem to become an effective
the aggressive cost and power reductions of high-volume ndgterrent against digitally-intensive RF synthesizers for wire-
bile wireless solutions can only be realistically achieved by thess communications. DCO in reference [1] deliberately avoids
highest level of integration, and this favors digitally-intensiveny analog tuning voltage controls. This allows for its loop
approach in the most aggressive deep-submicrometer proceggntrol circuitry, including loop filter, to be implemented in a

Deep-submicrometer CMOS processes present new intedtdly digital manner. That DCO, however, provides only a raw
tion opportunities on one hand, but make it extremely difficuand bare minimum of functionality from a signal processing
to implement traditional analog circuits, on the other. Fatandpoint. This paper introduces a circuitry built around it
for the purpose of adding a hierarchical layer of arithmetic

. INTRODUCTION
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Fig. 1. LC tank with dedicated discrete capacitor banks for each of the three operational modes.

domain mathematical model is derived in Section lll. Section IV Fig. 2 demonstrates numerical example of the frequency
describes the normalized DCO and its time-domain model. Ttransversal for the implemented DCO. The acquisition mode
objective there is to suggest possibility of a fully-digital PLLstarts from the mid-point reset value of 128. The desired center
implementation. Section V describes synchronously-timed atequency lies two channels or 2-MHz lower from the center
justments of a tuning word to the DCO input. PVT and acquisthannel of the Bluetooth band. This translates to between four
tion interfaces are presented in Section VI, whereas the trackiugd five acquisition steps. As a result, the loop will first quickly
bit interface is shown in Section VII. An example of a digitamove several steps lower. After reaching the point about 2 MHz
PLL architecture possible with the DCO is given in Section Vlllaway, it will dither between the codes of 123 and 124, not being
The implementation and measured results are presented in Sdxte to resolve any finer. In this example, the transition to the
tion IX. tracking mode happens when the acquisition code is 123. This
code stays frozen for the duration of the packet. The tracking
mode always starts from the mid-point value of 31. It happens
that the desired center frequency is located about 230-kHz
Advanced CMOS process lithography allows nowadays togher from that point—this corresponds to 10 tracking steps.
create extremely small size but well-controlled varactors. TheThe presented oscillator is built as an ASIC cell (Fig. 3) with
switchable capacitance of the finest differential varactor in thisuly digital inputs and outputs (even at the RF frequency of
0.13um CMOS process is 38 attofarads, which corresponds2¢t GHz with rise and fall times specified to be 50 ps) oper-
frequency step size of 23 kHz at 2.4 GHz. Frequency tuning afing in the discrete-time domain, even though the underlying
the presented DCO is accomplished by means of a quantiZedctionality is mainly continuous-time and continuous-ampli-
capacitance (with no analog tuning voltage control) ofltkie tude in nature. The RF signal digitizer is a differential-to-single-

Il. DIGITALLY CONTROLLED OSCILLATOR (DCO)

tank (Fig. 1) based oscillator [1]. ended converter that transforms the analog oscillator waveform
There are three operational modes of the DCO as implato the zero-crossing digital waveform with a high degree of
mented in the presented IC chip: common-mode rejection. The digitizer stops the analog nature

« Process/voltage/temperature (PVT)—calibration mod&0m propagating up in the hierarchy, right at the interface level.
Active during cold power-up and on as-needed basi§he analog design, modeling and simulation constraints of the
Places the nominal center frequency of the DCO in tHystem are thus vastly simplified. An analogy could be drawn
middle of the Bluetooth band. Possible to use this modiere to a flip-flop and its fundamental role in the sequential
on a regular basis as an ultra-fast acquisition before tgital circuits, even though its underlying nature and internals
regular acquisition mode. are analog. The digital nature of the DCO allows the frequency

« Acquisition modeActive during channel select. synthesizer that controls it to be implemented in a fully-digital

- Tracking modeActive during the actual transmit and re-manner, thus extending scalability, insensitivity to process and
ceive. The fractional bits undergo high-speed dithering gfvironmental variations and general ease of design.
increase frequency resolution.

The desired oscillating frequency is acquired step-by-step by
traversing through the three capacitor banks with progressivelyDue to the fact that the conventional RF synthesizers are
finer resolution. At the end of the PVT and acquisition modebased on the frequency-domain model, whereas the proposed
the terminating-mode capacitor state is frozen and it now condliscrete-time architecture is rooted in time domain, this section
tutes a new center frequency from which the frequency offseistroduces basic time-domain equations and modeling concepts
during the following modes, are referenced. that are used in the proposed architecture. It should be noted

Il. TIME-DOMAIN MATHEMATICAL MODEL OF THEDCO
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Fig. 2.  Frequency transversal example for the implemented DCO. (a) PVT to acquisition. (b) Acquisition to tracking. PVT is calibrated to the th&ldle of
Bluetooth band with code 111.
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Fig. 3. DCO as an ASIC cell with digital 1/Os.

here that recently there have been other attempts to model B&FI" = T, — AT'. This will result in a higher frequency of
frequency synthesizers in the time domain, such as in [5] foscillation of f = fy + Af. Let's determine the relationship

YA fractionalN PLLs. betweenA f andAT. Expandingf = 1/T results in

Let the nominal frequency of oscillation bfg. It is related
to the nominal clock period} by its inversef, = 1/T. If fo+ Af = 1 _ fo ' 1
the clock period is shortened kyT’, the new clock period will ' Ty —- AT - 4&r

Ty
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Fig. 4. Development of an accumulative timing deviation (TDEV).
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Fig. 5. nDCO time-domain model a with generic phase detection. The complete transfer function is unity. The generic phase detector suggasts possibil
fully-digital PLL implementation.

For AT /T, < 1, using the approximation formuld/1—¢) ~ The oscillator tuning word(OTW) at the DCO input (active

1+ ¢, (1) simplifies to d* bitsin Fig. 3, whereX is P, A or T andT'F) will change its
operating frequency b f[:] = d[i] - Kpco. On every rising

Af ~ foﬂ = fAAT = AT ) DCO edge event, the DCO event outphjf multiplied by a

To T3 “constant”1/f2 will be accumulated. At the end afcycles,

d velv in this desi ion f it will accumulate the TDEV timing deviation according to (4).
(2) was used extensively in this design as a conversion Orml’Hﬁe accumulated timing deviation is only defined at the end of

for system analysis and simulation. The simulation environm b DCO clock cycle with each rising clock edge. The timing
is based on VHDL which, being an event-driven digital S'MWeviation is a measure of “badness” and signifies the departure

lattor, is foreign to the concept of frequency and exclusively %%om the desired timing instances that has to be corrected by a
erates in the native time domain. As an example of (2), 1 fs edback loop mechanism

a period deviation will cause 5953-Hz frequency deviation in
the middle of the Bluetooth band at 2440 MHz. It is obvious
that a fine timing resolution is required at RF frequencies for
time-domain simulation tools. In fact, it was necessary to resort
to the finest timing resolution of 1 fs that the VHDL standard At a higher level of abstraction, the DCO oscillator, together
provides. From a physical viewpoint, a femtosecond time dewith the DCO gain normalizatiofz / Kpco multiplier, com-
ation is quite meaningless for a single observation, and only Bfise thenormalizedDCO. The DCO gain normalization de-
averaged value could make sense. couples the phase and frequency information throughout the
For a time-invariant oscillator with a fixed frequency excursystem from the process, voltage and temperature variations that
sion, AT period deviation fromf, will result in AT devia- normally affectthe DCO gaik'pco, whose estimate is denoted
tion from ideal timing instances within one oscillator clock peaSKpco. The frequency information is normalized to the value
riod, 2AT" within two clock periods, etc., as shown in Fig. 40f the externafeference frequencyr. The digital input to the

Within i oscillator clock cycles, the accumulattohing devia- NDCO is a fixed-poinhormalized tuning wordNTW), whose
tion (TDEV) will reach integer part LSB bit corresponds §fg;. For additional discus-

sion on the DCO gain normalization issue, see [6].
: . . The time-domain nDCO model is presented in Fig. 5.
TDEV[i]| =i - AT =4 - —5-. 3
i = ' 12 ®) Provided the DCO gain is estimated correctly, trtigmalized
. . tuning word (NTW) (denoted asd[i]) at the nDCO input
For varyingAT values, (3) could be rewritten as will change its operating frequency b/ = d[i] - fz. On
; : every rising DCO edge event f multiplied by 1/ 2 will be
TDEV[] = Y AT = 3 A}fQ[l]_ (4) accumulated. The accumulation interval is established by the
1=1 1=1 “0

IV. DCO GAIN NORMALIZATION AND ITS TIME-DOMAIN
MODEL

Af

inverse of the reference frequenty = 1/fg. Itis related to

the nominal oscillation frequenc, by Tg = N - Ty, where
Equation (4) states that the TDEV defined as the differencé is the traditionally-defined (possibly fractional) frequency

between actual and ideal timing instances is an integral of thiwision ratio. During thél'’ interval, theci[z'] frequency tuning

oscillator frequency deviation. Thi®T" direction is selected to- input is assumed constant. It is justified by the fact that between

ward shortening the period such thaf” andA f signs agree. the reference events there are not any updates to the tuning
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Fig. 6. Synchronously-optimal sampling and timing adjustment of the DCO
input.
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word. At the end ofV cycles, the accumulated timing deviation
TDEV will be sampled with value

Capacitance change

TDEV[k:] . TDEV[k B 1] —N.AT Fig. 7. Waveforms for capacitance change of.@atank oscillator.

=N -— instances when the oscillating energy is fully stored in a capac-

} ]%  fr itor are the worst moments to change the capacitance. The total
=d[i] - 5 charge must be preserved, so changing the capacitance at those
. 0 moments causes the electrical potential to exhibit the largest

=d[i] - To (5) changg AV = Q/AC), as shown plot in Fig. 7(a). These per-

turbations are theam-to-Pm translated by the oscillator circuit

wherek = [i/N |. The samples out of the nDCO are at the DCGhto timing jitter. Changing the varactor capacitance at times
rate while the generic phase detector operates at the referepgen it is fully discharged will hardly affect its voltage and thus
clock. The change of data rate is accomplished using a sampigfdly contribute to the oscillating jitter [Fig. 7(b)].
which employs a first-order interpolation [7]. The proposed solution is to control the timing moments when

The DCO phase accumulation is not tied to any hardware tife varactor capacitance change is allowed to occur, thus min-
simply reflects the workings of a progression of time. Howeveiizing jitter due to the tuning word update. This is imple-
the sampling mechanismrequires anexplicithardware thatwowlénted by feeding the delayed oscillator edge transitions back
take periodic snapshots of the evolving TDEV. Time-domaifs the clock input to theynchronousegister retiming stage,
model of the entire normalized DCO is also given in Fig. 5. As shown in Fig. 6. The retiming stage ensures that the input
generic hardware circuitry is added to the nDCO that woulsbntrol data, as seen by the oscillator, is allowed to change at
detect TDEV and convertit to the digital bit format. At the samgrecise anaptimaltime after the oscillator zero crossings. The
time, it deals with the troublesome unit of time by performingeedback loop delay is set algorithmically to minimize the os-
normalization to the clock period of the DCO oscillation, definegillator jitter. The algorithm to control the delay line value for
asunitinterval(Ul). The diagram does not suggest any particulahe optimal timing adjustment takes advantage of the fact that
mechanism, it merely indicates and mathematically describegha phase error, which is related to the DCO jitter metric to be
timing deviationdetectorthatwould determine any frequency aginimized, is now in digital form and readily available for pro-
phase deviations of the oscillator which would then be fed bagkssing. Various statistics of this signal, such as mean squared
as loop corrections. The transfer function from the normalizegror, could be thus optimized by utilizing the digital signal pro-
tuning word input to the detector output is 1 [bits/bits] withircessing hardware. The tightly-integrated companion DSP en-
one frequency reference clock cycle. An appropriate digitglne is capable of transferring the digital phase error samples
scalerffilter betweer  andd will give rise to the phase-locked to its own memory at the 13-MHz reference frequency and then

loop (PLL). An example is shown in Section VIII. to postprocess them.
The actual delay could be accomplished by a voltage-con-
V. SYNCHRONOUSLY OPTIMAL OSCILLATOR trolled delay line. In the testchip, we chose a long string of
TUNING WORD RETIMING inverters while externally controlling thelr;; supply voltage.

Fig. 6 shows a principle of the synchronously-optimal DC from 1to about 1.8 V) so the delay change contribution per in-

input tuning word retiming method. This idea is based on t ; o o
) . ; . erter is not very significant. However, the delay multiplied by

observation that changing the tuning control input of an oscijl- .

. 0 . e total number of inverters can exceed the DCO clock cycle,
lator, in order to adjust its phase/frequency in a normal PLt .

. : ) ; . .. 1hus guaranteeing the full 36@overage.
operation, is quite a disturbing event that reveals itself as jitter
or phase noise [8]-[10]. This is especially noticeable in case
of a sample-mode oscillator, such as the DCO, where its os-
cillating frequency is commanded to change at discrete times.
Since the oscillating frequency of &€ tank is controlled by  Fig. 8 illustrates the interface control structure for the 8-bit
a voltage-to-capacitance conversion device (e.g., varactor), teary-weighted acquisition bits (the structure for PVT bits is

%he allowed range of the delay ling, voltage is quite limited

VI. PVT AND AcQuISITION DCO BANKS INTERFACE TO
DIGITAL LoGIC
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Fig. 8. Control circuit of the oscillator acquisition bits.

almost identical). Their direct digital control is arithmeticallyating frequency. They are inactive during the subsequent normal
expressed asnsignechumber arguments into the effective reseperation when the settled synthesized frequency is used. The
onating capacitance of theC tank. The digital PLL loop con- tracking bits of the DCO oscillator, on the other hand, need a
trol, however, natively operates at an offset frequency with reauch greater care and attention to detail since any phase noise
spect to a certain center or “natural” frequency. A conversiar spurious tone contribution of the tracking bits will degrade
mechanism, by simply inverting the MSB bit, is thus only rethe synthesizer performance.

quired at the interface point. Fig. 9 shows the idea to increase frequency resolution of the
The two sets of interface words from memory registers coufsico. Tracking part of theoscillator tuning word(OTW) is
be the last frequency estimate from the controller’s lookup tabdg|it into 6 integer bits and 5 fractional bits. The LSB of the
in order to speed up the loop operation. The two sets of frgteger part corresponds to the basic frequency resolution of
quency offset status words are reported back to the controlige DCO oscillator. The integer part is thermometer encoded to
through the memory registers. At reset, the DCO is placed at #¢ntrol the same-size DCO varactors of tt@based tank os-
center of the operational frequency range through asynchron@ygator. In this scheme, all the varactors are unit weighted but
clear of the driving registers. This mechanism prevents the @geir switching order is predetermined. This guarantees mono-
cillator from failing to oscillate if the random power-up valuegonicity and helps to achieve an excellent linearity, especially if
of tuning word registers set it above the oscillating range, whigReir switching order agrees with the physical layout. The tran-
might happen at the slow process corner. sients are minimized since the number of switching varactors
During the active mode of operation, the new tuning word i§ no greater than the code change. This compares very favor-
latched by the register with every clock cycle. Upon the DC@ply with the binary-weighted control, where an incremental
operational bank mode change-over, the last stored value of gi@nge can cause all the varactors to toggle. In addition, due to
tuning word is maintained by the register. Consequently, duriggual load throughout for all bits, the switching time is equalized
the regular operation, only one interface path can be activejgkesponse to code changes. In this implementation, a slightly
a given time, whereas the previously executed modes maintgiBre general unit-weighted capacitance control is used to add
their final DCO control states. 2ero phase resta(ZPR) mech- some extra coding redundancy which lends itself to various al-
anism is used to zero out the phase detector output to avoid ggyithmic improvements of the system operation, as described
discontinuities in the oscillator tuning word during the modgeg|gw.
switchover. A short explanation of the ZPR principle is as fol-

. ) The fractional part, on the other hand, employs a time-aver-
lows: At the mode switchover, the tuning word of the last modg P ROy

: X aged dithering echanism to further increase the frequency res-
corresponds to a certain value of the phase error. This tuni tion. The dithering is performed by a digitalA modulator

.Word is now frozen, so the phase eror value that maintainglt, produces a high-rate integer stream whose average value
is not longer needed. However, the new mode is always refg juals the lower-rate fractional input. The digitak Modu-

EHCEd to thelne_w center frequebncy ESt?b“Shed by thﬁ Iasrt]mq r (SDM) is considered an essential part of the proposed DCO
onsequently, it operates on taecesphase error rather thang,, vion for wireless applications.A techniques have been

absolute. Therefore, the old value of the phase error that CoNed successfully for over two decades in the field of analog data

spct))nds to the }‘rozetr: tuning ]:NOI’d ﬁf the Ias:]mode WOUE Qa}égnverters. This has developed a rich body of knowledge for
to be constantly subtracted from the new phase error. eWher applications to draw upon [11]. A simple first-order SDM

solution is to use the proposed method of zero phase restartF

i
. . ) Sttern [12] is not random at all and is likely to create spurious
In this way, a hitless progression through the three DCO ope Bnes. If the LSB varactor has a frequency resolutioa ¢fand
tional modes is accomplished.

is dithered at a rate gf,, then it will produce two spurg,,, away

on both sides of the oscillating frequency with the power level of

201og(8/2) relative to the carrier, where = (2/7)(Af/ fm)-
The PVT and acquisition bits described above are usedlmthis implementation, the step size of the LSB varactors is

the preparatory steps to quickly establish center of the opéyy = 23 kHz and if the dithering clock is 600 MHz such

VII. TRACKING DCO BANK INTERFACE TODIGITAL LOGIC
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Fig. 9. Improving frequency resolution witAiA dither of DCO tracking bits.

that the maximum dithering ratg, = 300 MHz (for the frac- 2.4-GHz DCO isA fT = 23 kHz with a 13-MHz update rate.
tional input of 0.5), then the generated spur level is orB2 Consequently, the effective time-averaged frequency resolution,
dBc. It could be shown through Fourier series decompositionwfthin one reference cycle, after the 600 MHZA dither with
the modulating wave that for the slowest nonzero dithering reftee sub-LSB bits would be\ f7~*4 = 23 kHz/2° = 718 Hz.
of f,, = 18.75 MHz (corresponding to the fractional input ofThe frequency resolution improvement achieved here is
1/32) and beyond, the generated spur rises only 4 dB88.3 2° = 32. This roughly corresponds to the sampling rate
dBc. Even though this level is sufficiently low for most wirespeedup 0600 MHz/13 MHz = 46.2.
less applications, it is far from representing the worst case. FirsfThe structure of the digitabA modulator is depicted
of all, the DCO input, and consequently tlig dithering rate, in Fig. 10. It is implemented as a third-order MASH-type
is not constant but is subject to a continual change during taechitecture [13] that could be conveniently and efficiently
normal closed-loop PLL operation thus widely spreading thezaled down to a lower order. It is clocked by the 600 MHz
spur energy. Second, theA modulator is normally selected divided-by-4 oscillator clock. Its topology is based on [12].
to operate in the second or third order to further randomize tiibe original structure is not the best choice for high-speed
dithering pattern. With such insignificant amountdf quan- designs because the critical path spans through all the three
tization energy, no phase noise degradation could be obseraedumulator stages and the carry sum adders. A critical path
in our system during normal operation. retiming transformation needed to be performed in order to
The integer part of the tuning word is then added to th&horten the longest timing path to only one accumulator so
integer-valued high-rate-dithered fractional part. The resultinigat the 600-MHz clock operation could be reached. Since
binary signal is thermometer encoded to drive the sixty-fotine structure is highly modular, the lower-order modulation
tracking bank varactors. In this simplest embodiment, thleharacteristics could be set by disabling the tail accumulators
high-rate fractional part is arithmetically added to the low-ratfirough gating off the clock, which is a preferred method from
integer part thus making its output, as well as the entire signmwer saving standpoint.
path terminating at the varactors inside the DCO, high rate.The combiner circuit merges the three single-bit carry-out
The separate DCO fractional bit€ ¥ of Fig. 1 are not used streams such that the resulting multi-bit output satisfies the
here. A preferred solution to implement this approach third-order XA spectral property. Th&A stream equation
presented below. It should be noted here that we purposefudiglow is a result of register retiming of the architecture origi-
left uncorrected a small delay mismatch between the integally described in [12]
and fractional parts due to the SDM group delay. The precise
alignment was not necessary since it was determined that th@tsa = Cy - D*4Cy-(D? — D?)+C3-(D—2D?*+ D?) (6)
resulting degradation was insignificant due to the high-rate
dithering and small amount of quantization energy. whereD = 27! is the delay element operation. This equation
The dithering method trades the sampling rate for the easily scaled down to the second- or first-ordeX by disre-
frequency granularity. Here, the frequency resolution of thgarding the third or third and second terms, respectively.
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Fig. 11. Implementation block diagram of the DCO tracking bits with DEM of the integer partakdlithering of the fractional part. Critical high-speed
arithmetic operations are performed in “analog” domain through capacitative additions inside the DCO.

Fig. 11 reveals the preferred method of implementing the Fig. 13 illustrates the second-order MASH-tyhé\ mod-
integer and fractional oscillator tracking control from a loweulation of the fixed-point tracking DCO tuning control word
power standpoint. The fractional path of the DCO tracking bitsith five-fractional bits. The fixed-point tuning word (upper
which undergoes high-rate dithering, is entirely separated frgutot) consists of six-integer bits and five fractional bits and is
the lower-rate integer part. It even has a dedicated DCO inplivcked at the 13-MHz reference frequency. Th& modulates
just to avoid “contaminating” the rest of the tracking bits withhe five-bit fractional part at 600-MHz clock rate and outputs the
frequent transitions. The switch matrix, together with the rowmteger stream that controls the DCO frequency. The lower plot
and column select logic, operates as a binary-to-unit-weight esttows theX A output stream “merged” with the 6-bit integer
coder in response to the integer part of the tracking tuning wogghrt stream. For the purposes of visualization only, the integer
The XA modulator is responsive to only the fractional part adtream is mathematically decoded into an unsigned number rep-
the tracking tuning word. The actual merging of both parts resentation and added to the mathematically decoded signed
performed inside the oscillator through time-averaged capafriactional stream.
tance summation at tHeC tank.

Anpther importgnt bgnefit of Fhe chosen approgch i_s thﬁt. Dynamic Element Matching of the Varactors
the high-speed arithmetic operation of the (6) combiner is now
trivial. Fig. 12 shows the proposed implementation. All that is Ideally, each of the unit-weighted capacitors of the tracking
required areflip-flop registers (for the delay operation) with conbank has the exact same capacitative value. Using real-world
plementary outputs (for the negation). The arithmetic additionfigbrication process, however, the capacitative value of each ca-
performed inside the oscillator through capacitance summatiopacitor will vary slightly from the ideal. As capacitors are turned
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on and off by the integer tracking oscillator controller, nonlin-
earities will be evident in the output due to variations in capac-
itative values, as shown in Fig. 14.

A method to improve the digital-to-frequency conversion lin-
earity is also revealed in Fig. 11. It cyclically shifts the unit-
weighted varactors using tldgnamic element matchifBEM)
method recently being employed in digital-to-analog converters
[14]. The integer part of the tuning word is split into upper and
lower bits. The upper bits are encoded and control the row se-
lection of the switch matrix. The lower bits are also encoded and
select the next column of the switch matrix. The cyclic shift of
unit-weight varactors is performed within the row (see Fig. 15)
but could also extend to other rows. However, the number of ac-
tive switches does not change for the same control input.

In Fig. 15, the capacitors associated with an unfilled row

0 0.5 1 156 2 25
CKVD clocks (CKV/4) [600 MHZ]

freq. A

3

6fM4

5fM4
4fM <1
3fM4

2fm4

M4

35 4 4.5

x 10°

Fig. 13. Simulation plot using the A modulation of the fractional part of the tracking tuning word. Top: fixed-point tuning word at 13-MHz frequency reference.

t >

0
Fig. 14. Cumulative nonlinearity of the DCO tracking bits.

1 2 3 4 5

6 code

(“next row” signal of Fig. 11) of the switch matrix are rotated omather than columns one through three are enabled. On the next
each clock cycle. Initially, the first three columns of row threelock cycle, columns three through five are enabled, etc. Ac-
are enabled. On the next clock cycle, columns two through foegrdingly, on each clock cycle, the set of capacitors used in the
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Fig. 15. Dynamic element matching through cyclic shift within a matrix row.

64-element array changes slightly. Over time, the nonlinearitibe more mismatched due to the process gradient. If, during the
shown in Fig. 14 average out, thereby producing a much mareurse of operation, the varactor selection transitions through
accurate output. the column boundary, it is likely to create larger switching per-

With this DEM scheme, the enabled switches for a singtarbations. It is proposed that before entering the finest tracking
row are rotated. This is accomplished by modulo incrementimgode, a rearrangement of DCO varactors to be performed such
the starting column of the enabled switches on each clothat “lower quality” capacitors be filled in order to maximize the
cycle. This method could be varied slightly by including twdrequency dynamic range of the most preferred capacitor sec-
(or more) rows in the rotation. As a result, a larger frequendipn. In this architecture, this could be done upon switchover
range would be subject to the beneficial time averaging, ifsom fast tracking to tracking.
including a greater number of capacitors in the rotation, but atlt should be noted that, while in other designs, the tracking
a cost of a longer repetition cycle. An alternative method efpacitors could be arranged differently depending upon various
increasing the DEM frequency span would be to lengthen theyout issues, a certain set of capacitors will always be favored
number of columns per row, thus creating a nonsquare matrikased on the proximity metric to the control logic.

The output bits of the switch matrix are individually cou- Fig. 17 illustrates a method of improving the quality of the
pled to the bank of sixty-four resampling drivers, which are imBFC conversion. In the initial state, half of the capacitors in
plemented as flip-flop registers. Each driver controls a singéach column are turned on (as designated by-§ ‘and half
unit-weighted varactor of thieC tank. Using resampling by the are turned off (as designated by-a™). During fast tracking, the
clock eliminates delay mismatches due to path differences, suepacitors of the less desirable right-hand column are enabled
that the timing points of varactor transitions coincide. This helgs disabled in order to fine tune the oscillator to the selected
with the spurious noise control. It should be noted that whikthannel, to the extent possible. If additional capacitors need to
the switch matrix is shown (from an algorithmic standpoint) ibe enabled or disabled, the capacitors from the left-hand column
a row/column configuration, the actual implementation is notraay be used, preferably those capacitors at the edges of the
precise grid. In fact, a group of rows could be physically concolumn. After channel tuning, the capacitors in the left-hand
bined into a single line. column are used for modulation and drift control. In this way,

The principal difference in DFC versus DAC specificationhe most desirable capacitors are used for maintaining lock and
requirements is that the full dynamic range is not required féor generating the signal once data is being transmitted.
the available number of controlled units. In the DFC application,
the frequency headroom is required because it is not expected VIII. EXAMPLE OF A DIGITAL PLL ARCHITECTURE

that the osci_llator operatgs at the precisely specified frequencyl-he presented DCO-based system architecture allows for
before entering the tracking mode. the frequency synthesizer to be implemented in a fully-digital
manner and places little restrictions on the specific architecture
of the PLL loop. For this reason, the phase detector mechanism
As illustrated in Fig. 16, the sixty-four integer tracking-bidepicted in Fig. 4 was described in generic terms. Since the
varactors of the C tank have a physical layout of two longfocus of this paper is on the DCO and its surrounding circuitry,
columns and the fractional tracking-bit varactors are arrangadbrief description of a specific PLL structure used in our work
separately. However, the controlling circuitry is located only ois provided below as a means of further motivation.
one side. This creates an unbalanced structure in which routing’he PLL architecture shown in Fig. 18 belongs to a class
to one varactor column is significantly shorter with easier aof PLL frequency synthesizers operating in the phase-domain,
cess than to the other and, therefore, their transient responsshigch was proposed in [15]. Itis a type-I structure that operates
different. Moreover, the spatially separated devices are likelyitoa digital fixed-point phase domain. The variable phRs€i]

B. DCO Varactor Rearrangement
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Fig. 16. Layout diagram of the tracking capacitors.

+ + + + + +
+ + + + + +

+ + + + + +

+ + + + + +

[ ) L] [ [ L] L ]

. . . . A . .

+ + + + ° + +

+ + + + = + +

+ + + . S + .

+ + + . ol L+ .

“1 | - ezl |

(%]

- - - + ol - +

- - - + ol |- +

[ ) [ ] [ ] + L] +

L] L[] L] + " L] +

[ ]

Initial state Channel tuning Modulation and drift

Fig. 17. Tracking capacitors rearrangement after initial settling.

is determined by counting the number of rising-edge clock trasampled by thérequency referencd=REF) clock and adjusted
sitions of thedigitally controlled oscillator(DCO) clock. It is through linear interpolation [7] for the fractional time difference
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ig20. Measured synthesizer phase noise with the presented DCO: wide loop
betwee_,-n the I.:)CO and FREF CIQCk edges. The_ rEference_ phgagnedzwidth of 8 kHz. Used HP8563E spectrum analyzer with HP85671A phase
Rr[k] is obtained by accumulating the FCW with every risingoise measurement utility.

edge of the FREF clock. The sampled variable phasg:] is
subtracted from the reference phaBglk| in a digital-arith- processes (this process features 150 k gatesipet). Conse-
metic phase detector. The digital phase error is then multipligdently, in order to optimize cost, the number of classical RF
by a proportional loop gain constamtand then normalized by components shall be minimized with proper architectural and
the DCO gain. circuit design choices. The synthesized RF output is buffered to
The chief advantage of keeping the phase information iRe external pins through a class-E power amplifier (PA), which
fixed-point digital numbers is that, after the conversion, ilas chosen due to its digital-friendly characteristics. The DCO
cannot be further corrupted by noise. Consequently, the phasge consumes 2.3 mA from a 1.5 V supply and has a very large
detector could be simply realized as an arithmetic subtractphing range of 500 MHz. Its frequency pushing is 600 kHz/V.
that performs an exact digital operation. Therefore, the numbemeasured phase noise of an all-digital frequency synthesizer
of conversion places is kept at minimum. with the presented DCO is shown in Fig. 20. The PLL loop
forms a type-I first-order structure with the 3-dB loop band-
width of 8 kHz. Fig. 21 reveals spurious tones emitted during
locked operation in the wide span of 1.5 GHz when the DSP is
Fig. 19 is a die micrograph of the RF frequency synthesizeirned on. The close-in spurs lie belew62 dBc and are due
area. It is located in the lower-left corner and occupies 0.%d suboptimal layout of power and ground lines causing exces-
mm?. TheLC-tank inductor itself occupies a 270n x 270pum  sive FREF coupling. The spur level could be even lower if the
square. High-speed Digital (HSD) running at 600 MHz (dilayout is improved. The far-out spurs are vanishingly small and
vide-by-4 DCO clock) performs the A dithering of the well below the floor of—80 dBc. Key measured performance
DCO varactors. The companion TMS320C54X DSP (used jparameters are summarized in Table I. The overall performance
cellular phones) digital baseband occupiasi?. This photo easily meets the Bluetooth spec.
dramatically illustrates the high cost (in terms of digital gates) By scanning the DCO feedback delay line adjustment voltage
of conventional RF components in high-density modern CMQEig. 6), a 1-2 dB variation in phase noise was observed. Since

IX. EXPERIMENTAL RESULTS
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[6]
TABLE |
MEASUREDKEY SYNTHESIZER PERFORMANCE
[7]
Phase noise <-112 dBc/Hz @500 kHz offset -
RMS phase error 2.1 deg
9
Close-in spurious tones <-62 dBc [
Far-out spurious tones <-80 dBc [10]
Settling time <50 us
g SOU [11]

the oscillator performance significantly exceeds the requiref?]
ments of the targeted Bluetooth specification, the inaccuracy iﬁ3]
the DCO timing adjustments was considered inconsequential
to warrant added software complexity. The presented results
therefore use a nominal value of the adjustment voltage. Thi

tradeoff should be revisited for more challenging standards,
such as GSM. (5]

X. CONCLUSION

A novel digitally controlled oscillator(DCO)-based system
architecture for wireless RF applications has been proposed and
demonstrated. This enables to employ fully-digital frequency
synthesizers in the most advanced deep-submicrometer CMOS
processes with almost no analog extensions. It allows cost-
fective integration with the digital back-end onto a single silico
die. The proposed combination of various circuit and archite
tural techniques has brought to fruition a fully digital solutior
that has a fine-frequency resolution with low-spurious conte
and low phase noise. A 2.4-GHz DCO and its peripheral ci
cuitry have been fabricated in a digital 0.L8: CMOS process i
and integrated with a DSP in order to investigate noise coupling.”
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