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A 40 Gb/s CMOS Serial-Link Receiver With
Adaptive Equalization and Clock/Data Recovery

Chih-Fan Liao, Student Member, IEEE, and Shen-Iuan Liu, Senior Member, IEEE

Abstract—This paper presents a 40 Gb/s serial-link receiver
including an adaptive equalizer and a CDR circuit. A parallel-path
equalizing filter is used to compensate the high-frequency loss in
copper cables. The adaptation is performed by only varying the
gain in the high-pass path, which allows a single loop for proper
control and completely removes the RC filters used for separately
extracting the high- and low-frequency contents of the signal.
A full-rate bang-bang phase detector with only five latches is
proposed in the following CDR circuit. Minimizing the number
of latches saves the power consumption and the area occupied by
inductors. The performance is also improved by avoiding com-
plicated routing of high-frequency signals. The receiver is able to
recover 40 Gb/s data passing through a 4 m cable with 10 dB loss
at 20 GHz. For an input PRBS of 2� 1, the recovered clock jitter
is 0.3 ps��� and 4.3 ps��. The retimed data exhibits 500 mV��

output swing and 9.6 ps�� jitter with BER ��
��. Fabricated

in 90 nm CMOS technology, the receiver consumes 115 mW, of
which 58 mW is dissipated in the equalizer and 57 mW in the
CDR.

Index Terms—Clock and data recovery, equalizer, 40-Gb/s re-
ceiver, serial-link application.

I. INTRODUCTION

A S VLSI technology continues to advance, the operating
frequency of processors and memories increases rapidly.

This has made the bandwidth of the I/O interface a primary
bottleneck in many systems. For example, high-speed routers,
switches, and multiple-processor servers may need to transport
data over coaxial links at tens of gigabits per second. At such
high data rate, skin effect and dielectric loss in the transmis-
sion medium cause significant distortion of high-frequency sig-
nals, leading to considerable intersymbol interference (ISI) on
the output data and limiting the length of transmission. As illus-
trated in Fig. 1, with a length of 4 meters, even a high-quality
cable [1] exhibits 10 dB loss at 20 GHz, resulting in substan-
tial eye closure at 40 Gb/s. To receive the data with reasonable
BER, not only the clock and data recovery (CDR) circuit but
also an adaptive equalizer is required in a serial-link receiver.
It is highly desirable to integrate the equalizer with the CDR
circuit on the same chip so that there is no need of an off-chip
equalizer. This also eliminates the 50 buffer between the two
circuits and saves the overall power consumption.

Though stand-alone equalizers have been verified at 40 Gb/s
in 160 GHz BiCMOS [2] and 0.18 m CMOS [3] technolo-
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Fig. 1. Typical environment for serial-link applications.

gies, both of them lack adaptability and either consume a large
amount of power (760 mW in [2]) or produce a high BER (
in [3]). Several adaptive equalizers have been reported [4]–[6]
and the highest data rate of 20 Gb/s is demonstrated using
0.13 m CMOS [6]. The speed of equalizer/CDR combination,
however, remains below 10 Gb/s [5], [7]. This inspires us to
utilize new architecture and circuit techniques to achieve higher
data rate in serial-link applications.

This paper presents a 40 Gb/s serial-link receiver im-
plemented in 90 nm CMOS. In the proposed equalizing
filter, an adaptation mechanism is capable of adjusting the
high-frequency boost by a large amount without changing
the low-frequency gain. This not only eases the design of the
adaptation loop but also removes the RC filters required for sep-
arately extracting the high- and low-frequency contents of the
signal. Following the equalizer, the full-rate CDR architecture
is chosen to relax the loading on the previous stage. A 5-latch
bang-bang phase detector (PD) is proposed that enhances
the operation speed and reduces the power consumption and
hardware complexity.

The paper is organized as follows. Section II addresses gen-
eral considerations for the design of adaptive equalizers and
CDR circuits, arriving at the receiver architecture shown later.
Section III describes the circuit detail of each building block and
Section IV presents the experimental results. Finally, Section V
presents the conclusion.

II. RECEIVER ARCHITECTURE

A. General Considerations

The receiver architecture highly depends on the type of the
equalizing filter. The RC-degenerated filter is widely utilized as
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Fig. 2. RC-degenerated equalizing filter and its frequency response.

Fig. 3. Output waveforms of an RC-degenerated equalizer during adaptation.
Solid and dashed lines represent the waveforms of the equalized signal and that
of the reference, respectively.

shown in Fig. 2. The circuit introduces a pair of zero and pole
by capacitive degeneration, providing some boost at high fre-
quencies. The amount of boost is proportional to the distance
between the zero and the pole, while the DC gain is degen-
erated by the same factor. It therefore suffers from a serious
trade-off between the amount of high-frequency boost and the
DC loss. Another issue is that, to make the equalizing filter adap-
tive, the resistor and capacitor must be simultaneously adjusted
to cover a wider tunable range [5], [6]. Though a variable range
of 5–6 dB at 20 GHz is available by changing both
the resistance and the capacitance, this scenario simultaneously
alters the low-frequency gain when the high-frequency boost is
varied. To understand how this affects the adaptive equalization,
the equalizer output during adaptation is examined in Fig. 3.

Suppose initially the equalizer is settled with maximum boost
and the cable loss suddenly decreases. Before the loop per-
forms corrections, the equalizer provides so much boost that
the high-frequency content of data shows excess amplitude. The
power of the equalized signal, , is therefore larger than the
power of the reference, , as depicted in Fig. 3(a). The loop

senses this difference and adjusts accordingly. As in-
creases, the high-frequency boost is decreased as desire, unfor-
tunately the DC gain is increased and the low-frequency content
of data grows in amplitude. With a certain , the equalized data
shows no ISI but a swing larger than the reference, as illustrated
in Fig. 3(b). The loop continues to increase since the power
of the equalized signal is still larger than that of the reference.
The output data will contain ISI in the steady state because fur-
ther increasing attenuates the high-frequency content of data
while amplifying the low-frequency content of data. The above
discussion concludes that the loop cannot be correctly adaptive
with only single loop. To overcome this difficulty, another loop
is required to control the swing of the [5], so that the adapta-
tion loop can settle at the state shown in Fig. 3(b) with the two
signals possessing equal swings. Note that all these phenomena
exist even if the transmitter swing is fixed. In other words, two
loops are required if the above equalizing filter is used [5], no
matter the transmitter swing varies or not. Such a two-loop sce-
nario raises the design complexity and may cause extra uncer-
tainties if the two loops are not carefully designed.

Even if the complexity can be handled by properly designing
the two loops, another issue is that such architecture necessitates
low/high-pass filters to separately extract the low- and high-fre-
quency information of data [5], as illustrated in Fig. 4. Since the
corner frequency of these filters is proportional to the data rate,
the RC product becomes very small for a 40 Gb/s signal. To ob-
tain RC on the order of GHz, resistors and
capacitors should be on the order of 400 ohm and 20 fF, respec-
tively.1 Such a small resistance significantly degrades the boost
at , while capacitors of a few tens of fF suffer from large
process variations and cannot be estimated with reasonable ac-
curacy. Therefore, it is highly desirable to eliminate these filters
by using an architecture that does not require separate informa-
tion of low- and high-frequency signals.

The CDR architecture also merits several considerations
such as the maximum speed of D-flip- flops (DFFs) and the
driving capability of the preceding stage. In a half-rate CDR,
the bang-bang PD [8] contributes four latches to the previous
stage, while the linear PD [9] presents a loading of only two
latches. The linear PD, however, needs to generate short-dura-
tion pulses whose widths are proportional to the phase error,
which is extremely difficult at high data rate. These obser-
vations suggest using a full-rate bang-bang PD based on the
Alexander topology [10]. It presents a loading of two latches
to the previous stage and does not involve in the creation of
short-width pulses. However, conventional Alexander PD [10]
uses at least seven latches, which limits the operation speed,
raises the loading on the clock buffers, and increases the power
consumption. A more efficient full-rate bang-bang PD with
lower number of latches is therefore required to alleviate the
above problems.

B. Receiver Architecture

Based on the above considerations, we arrive at the receiver
architecture shown in Fig. 5. A parallel-path equalizing filter is
adopted in the design. By only adjusting the gain in the high-

1Making the resistor larger will cause less degradation of the boost, which
however requires an even smaller capacitor to obtain the same corner frequency.

Authorized licensed use limited to: Univ of Calif Santa Barbara. Downloaded on January 5, 2009 at 02:37 from IEEE Xplore.  Restrictions apply.



2494 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 43, NO. 11, NOVEMBER 2008

Fig. 4. Illustrating the effects of low/high-pass filters on the main signal path.

Fig. 5. Receiver architecture.

pass path, the adaptation varies only the high-frequency boost
and requires only a single loop for proper control. This also re-
moves the low/high-pass filters because the low/high-frequency
information needs not to be separately extracted. Another fixed-
boost equalization stage is cascaded to provide enough gain at
20 GHz. Two buffers tapered in size and driving capability are
inserted between the equalizer and the CDR. They provide a
total gain of 5 dB and avoid the large loading of the PD on
the equalizer. The retimed data at the CDR output serves as
the reference for the equalizer. Two power detectors measure
the power of the equalized signal and that of the retimed data,
respectively. The V/I converter compares them and adjusts the
boost accordingly.

Note that the swing at nodes and is designed equal
by using the same in the buffer (following the equal-
izer) and the DFF. Such design guarantees that the low-fre-
quency content of data is voltage-limited and shows equal am-
plitude at nodes and . The high-frequency content of data,
however, does not limit to a fixed swing because there are in-
ductors in the buffer and the DFF.2 In other words, when the

2With inductors in the CML differential pair, the voltage at the outputs can
exceed the supply. In other words, the swing no longer limits to � � for the
high-frequency content of data. The value to which it limits depends on the ratio
of���. The swing at node� is made close to � � by using a low��� ratio
in the design.

loop adjusts the high-frequency boost, the ringing behaviors at
node still varies, making the power at nodes and rep-
resents whether or not the high-frequency loss is compensated
properly. Fig. 6 illustrates the receiver adaptation to different
cable loss, suggesting that a single loop is enough for conver-
gence and little ISI can be achieved in the steady state. In sum-
mary, successful adaptation requires that all frequency contents
of data have equal swings so that the output shows minimum
ISI. To achieve this goal based on power comparison, the power
(swing) of the high-frequency content of data should be com-
pared before and after the CDR (which generates the reference).
The high-frequency components of the equalized data cannot
be hard-limiting, but the low-frequency components can. It is
because equalization only boosts the amplitude of the high-fre-
quency components, and the low-frequency components only
need to keep the amplitude through the entire chain.

The amount of boost should be set to maximum at start-up;
otherwise the heavily dispersive bits may drive the CDR loop
out of lock. Note that setting the boost to maximum causes 10 dB
over-boost if the cable length is very short. The equalized data
will have overshoot and ringing behaviors. However, as the gain
is large enough, the eye is still quite open, making the PD able to
distinguish from 0 and 1 and hence the CDR can perform lock.
The extra ringing-induced jitter can usually be considered as
high-frequency jitter and easily falls within the CDR tolerance.
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Fig. 6. Adaptation procedure in the receiver.

Fig. 7. Conceptual diagram of the parallel-path equalizer.

III. BUILDING BLOCKS

A. Equalizing Filter

The conceptual diagram of a parallel-path equalizing filter is
illustrated in Fig. 7. A bandpass path with zero DC gain is com-
bined with a low-pass path to obtain the desired boost at 20 GHz
while maintaining a gain close to unity at low-frequencies. In-
ductor and parasitic capacitance are designed to resonate
at 20 GHz and resistor denotes the equivalent parallel resis-
tance at resonance. The transfer function of the output current
versus input voltage is derived as

(1)

By letting

(2)

(3)

and substituting them into (1), the transfer function becomes

(4)

Fig. 8 plots the magnitude of the transfer function in (4), in-
dicating that the transconductance is amplified by a factor of

at resonance and drops to the low-fre-
quency value of as the frequency approaches infinity. The
amount of boost is proportional to and hence the of the
LC tank. One can easily increase the boost by raising

Fig. 8. Frequency response of the parallel-path equalizer.

Fig. 9. Effect of � on the equalizer frequency response.

without sacrificing the DC gain, which is in sharp contrast to the
topology in Fig. 2.

It is instructive to examine the locations of poles and zeros
in (4) and their effects on the frequency response with different
values of . With , the poles are found as

(5)

while the zeros are located at

(6)

where . Note that the two zeros
should be real and different in magnitude so that the desired fre-
quency response shown in Fig. 8 can be obtained. This requires

(7)

Since is also a function of due to , (7) can be rearranged
as

(8)

Equation (8) suggests that the should be lower than a certain
value to get the desired loss-compensation profile. Fig. 9 illus-
trates the effect of on the frequency response. Though a higher

increases the boost at , the available bandwidth shrinks and
may lead to insufficient gain at frequencies between dc and ,
which in turn worsens the jitter in the time domain. The upper
limit on relaxes the design of on-chip inductors, allowing the
use of stacked inductors with narrow traces to save the area.

Circuit realization of the equalizing filter is depicted in
Fig. 10. The adaptation is performed by varying the tail
current of the bandpass stage, which has no influence on
the low-frequency gain and output common mode. With

mS, nH, and GHz
in this particular design, the limit of according to (8) is only
3.3. A resistor is therefore inserted in parallel with the LC
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Fig. 10. Circuit diagram of the parallel-path equalizer.

Fig. 11. (a) Output eye after traveling through a cable with 12 dB loss at
20 GHz. (b) Equalized eye with � � ��� ��. (c) Equalized eye without � .

tank, lowering the and broadening the frequency response.
Fig. 11(a) shows the simulated eye diagram when the 2 1
PRBS data passes through a 5 m cable with 12 dB loss at
20 GHz. Fig. 11(b) and (c) are eye diagrams at the equalizer
output with different values of . The jitter indeed increases
as the equivalent approaches the upper bound of 3.3, even if
the loss at is totally compensated. The final design yields

k and , providing a fully tunable boost
of 8 dB at 20 GHz. An RC-degenerated filter cascaded behind
the parallel-path filter compensates another 4 dB of loss. Note
that the parasitic capacitance can vary by 20%, shifting the
peak of the boost profile. To examine the effect on the equalizer
performance, the size of in Fig. 10 and the size of the
following stage are varied by 10%. The boost at 20 GHz
varies by 1.3/ 0.5 dB. Such variation has minor influence on
the output eye diagram. The mismatch between the lengths of
differential cables, which “wastes” some of the equalizer gain

Fig. 12. Power detectors in the adaptation circuit.

and causes additional eye closure, easily overcomes the effect
of parasitic variation.

The linearity of the equalizer may be of concern. However,
typical transmitter swing for serial-link applications is on the
order of several hundreds of mV, making the equalizer undoubt-
edly nonlinear. To make it more linear, degeneration techniques
can be used [5]–[7], which however sacrifice the gain. At very
high data rate, people always thirst for more gain because of the
limited speed of transistors. Therefore, degeneration is not em-
ployed in the first stage and extensive transient simulation has
been conducted to optimize the boost and jitter of the equalizer.
Even if nonlinearity causes extra jitter on the equalized data, the
CDR can still lock and provides retiming if the amount of jitter
is within the tolerance of the CDR.

B. Adaptation Circuit

The adaptation circuit includes two power detectors and a V/I
converter. The power detector is based on the source-coupled
pair followed by low-pass filtering [5], while the V/I converter is
a two-stage opamp with rail-to-rail output swing. The equalizer
and the DFF in CDR are designed with normally equal output
swing and output common mode. However, in cases when the
two circuits exhibit a common-mode difference due to process
or supply variations, they present an offset on the outputs of the
power detectors. To make the loop unsusceptible to such offset, a
current source , as depicted in Fig. 12, is added to compensate
for this error. By doing so, the two power detectors have equal
gains and a common-mode difference adjustable from 0 to .3

The output of the V/I converter controls the equalizer through
a current-steering circuit rather than directly adjusting the gate
voltage of the current source. This obtains a wider control range
with more predictable loop transient.

C. VCO and Clock Buffer

The VCO and the clock buffer are shown in Fig. 13. The
VCO is an LC oscillator with accumulation-mode varactors
for frequency tuning. The clock buffer should provide a large
output swing for high-speed sampling in the PD while isolating
the VCO from random data transitions. Resistor-loaded buffers
consume large amount of power even with inductive peaking.
On the other hand, LC resonant buffers are able to provide
high gain at tens of gigahertz because they only operate in
the vicinity of the tuned frequency. However, the gain drops
dramatically when the operating frequency deviates from the

3In this work, � is tuned manually if necessary. For a more robust design, a
replica circuit can be used to automatically adjust � .
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Fig. 13. 40 GHz VCO and clock buffer.

Fig. 14. Deriving the minimum number of latches required for generating the
three consecutive samples necessary in the early-late method.

resonance of the LC tank. Since the center frequency of VCO
may drift due to process variations, high- LC buffers suffer
from more design risk. To cover a wider frequency range, a
resistor is added in parallel with the LC tank as shown in
Fig. 13, decreasing the but increasing the operation range.
With and 2.5 mA bias current, simulation
indicates that the clock buffer presents a gain of 9 dB and a
bandwidth of 7 GHz, which is 5 times larger than the VCO
tuning range.

D. Phase Detector (PD)

As mentioned in Section II, a full-rate bang-bang PD is
chosen to relax the loading on the equalizer. The tri-state
feature is required to minimize the jitter during long-runs,
suggesting the early-late method based on sampling the data
by the clock. To find the PD architecture that minimizes the
number of latches, we start from two DFFs shown in Fig. 14,
where one is sampled by the rising edge of the clock and the
other is sampled by the falling edge. The sampled results at
node are denoted as and , while the result at node

is denoted as . Since three consecutive samples in one
bit period are required in an early-late method, it is necessary
for to be stored and delayed by a proper amount; otherwise
its information will be lost after the next rising edge of the
clock. By observing that the sampled result will hold during
one bit period, can be delayed by an amount between 0 and

, as indicated by the gray area in Fig. 14. This area also
represents the time interval for phase comparison.

Fig. 15. Proposed full-rate bang-bang PD with only five latches.

Fig. 16. Timing diagrams of the PD for clock (a) late and (b) early cases.

Based on the above concept, the PD is realized by adding a
latch to delay the result of by , arriving at the archi-
tecture shown in Fig. 15. Fig. 16(a) and (b) illustrate the timing
diagrams for cases when the clock is late and early, respectively.
Note that for to be delayed by , the average output current
in one bit period is given by

(9)

where denotes the peak current of the V/I converter. Imple-
menting a broadband delay of is difficult as active delay el-
ements suffer from delay-bandwidth trade-offs and passive ele-
ments typically have high loss and occupy large area. Besides,
both of them are prone to process variations. Using a latch to
obtain a more definitely-controlled delay of alleviates the
above issues. This also maximizes the average output current as
indicated by (9). The price paid is a slight increase of loading,
i.e., one more latch, on the clock buffer. Based on these obser-
vations, a 4-latch full-rate BBPD is theoretically possible, but
a 5-latch version is implemented in this design considering all
the trade-offs mentioned above. When the CDR is locked, the
falling edge of the clock aligns with the data center and per-
forms retiming. Compared to conventional Alexander PD, this
design reduces the number of latches while keeping important
features such as the tri-state operation and the inherent data-re-
timing capability.
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Fig. 17. (a) CML latch in the DFFs. (b) XOR gate and V/I converter.

Note that the pulse width of UP/DN currents shown in
Fig. 16 is halved compared to a 7-latch Alexander PD,
implying a smaller amount of phase correction during each
comparison interval. This issue is easily remedied by increasing
the bias current of the V/I converter by a factor of 2 because
the loop only senses the average current of the V/I converter in
a bang-bang CDR. It is unlike the case in a linear PD, in which
the pulses need to have sharp edges and symmetric rise/fall
times to avoid static phase offset. As the V/I converter only
consumes mA, which is 4 times smaller than the current
consumption of a latch, the power penalty is almost negligible.

The power saving of the proposed PD can be quantified as fol-
lows. Intuitively, the power is saved by at least 28.5% because
the number of latch is reduced from 7 to 5. However, when con-
sidering the driving capability of the clock buffer, the total saved
power exceeds 28.5%. To drive seven latches in a conventional
PD, the inductor in the clock buffer should have smaller induc-
tance, which decreases the equivalent parallel resistance at res-
onance. This effect causes swing degradation and can only be
compensated by increasing the current in the clock buffer. Be-
sides, since there are inductors in the latch, two more latches
means larger area in layout and longer length of signal lines.

Fig. 18. Simulated characteristic of the proposed PD.

The clock skew will increase and the associated parasitic ca-
pacitances degrade the speed. All these phenomena may require
extra power dissipation to balance undesired effects, making the
power saving of our proposed design more significant.

The CML latch used in the DFFs is depicted in Fig. 17(a). To
operate at 40 Gb/s, it is based on the class-AB current-switching
topology with shunt inductor peaking. The AC-coupling capaci-
tors are made by vertical parallel-plate capacitors [11] using the
8th to second metal layers. Such structure exhibits a high den-
sity of 1.3 fF/ m and a low bottom-plate capacitance of only
4%. The inductors are realized as stacked structures formed by
the 9th and 6th metal layers in order to minimize the area and
the length of high-speed interconnect. Each inductor in the latch
has an inductance of 300 pH and occupies only 20 20 m .
The necessity to use inductors also strengthens the idea of min-
imizing the number of latches as every additional latch causes
two more inductors, which increases the area rapidly and makes
the routing of high-speed signals unmanageable. The XOR gates
and V/I converter are depicted in Fig. 17(b). Modified from [12],
resistors instead of current mirrors are used at the XOR outputs,
resulting in larger output swings at high speed. Moreover, this
allows separate optimization of the bias current of the XOR gate
and that of the V/I converter, providing extra degree of freedom
in the design. Fig. 18 shows the simulated characteristic of the
PD. It produces an average current of 200 A for a phase error
larger than 3 ps. The linear region is ps wide and the gain in
the center is 83 A/ps.

E. Overall Receiver Simulation

The receiver contains two loops and their behaviors must
be carefully examined to ensure convergence of each. Fig. 19
shows the transistor-level simulation of the two loops. The
CDR uses a second order loop filter with components of

nF, and 25 pF, resulting in a loop
bandwidth of 40 MHz4 and a capture range of 60 MHz

4Here we assume that the jitter at the equalizer output is small enough for the
PD to operate in its linear region (� � ps wide). In cases when the equalized
signal exhibits large jitter �� � �� �, the loop behavior must be predicted
using the bang-bang model [15].
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Fig. 19. Settling behaviors of the two loops in the receiver (the unit of the
vertical axis is volts and of the horizontal axis is seconds).

Fig. 20. Die photo of the receiver.

[13]. The capacitor is entirely integrated on chip for better
filtering of ripples on the control line. Initially the boost of the
equalizer is set to maximum and the VCO frequency is brought
to within 50 MHz of the data rate. The CDR loop gets locked
first, and then provides the retimed data for the adaptation loop.
Both loops settle smoothly with minimum interference of each
other.

IV. EXPERIMENTAL RESULTS

The receiver is fabricated in digital 90 nm CMOS and tested
on a high-speed probe station. Fig. 20 shows the die, which mea-
sures 0.77 0.7 mm including the pads. The 40 Gb/s input is
provided by an Anritsu random data generator (MP1803A
MP1758A). Precision Timebase Module (Agilent 86107A) and
70 GHz dual-remote sampling head (Agilent 86118A) are used
to minimize the jitter caused by the oscilloscope itself.

Fig. 21(a) and (b) show the 40 Gb/s eye diagrams at the
cable output and the receiver output, respectively. The data suf-
fers from 10 dB loss at 20 GHz after passing through a 4 m

Fig. 21. 40 Gb/s 2 �1 eye diagrams (a) after passing through a cable with
10 dB loss (b) at the receiver output.

Fig. 22. Recovered 40 GHz clock corresponding to the cable output shown in
Fig. 21(a).

cable [1], resulting in a completely closed eye diagram. The re-
timed data exhibits 500 mV output swing and 9.6 ps jitter
with BER , for an input PRBS of 2 1. The recovered
clock is depicted in Fig. 22, showing an rms jitter of 0.3 ps and
a peak-to-peak jitter of 4.3 ps. The receiver consumes 115 mW,
of which 58 mW is dissipated in the equalizer and 57 mW in the
CDR circuit.

With a shorter length of cable, i.e., 2 m, the data suffers from
5 dB loss at 20 GHz. The cable output and the receiver output for
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Fig. 23. 40 Gb/s 2 �1 eye diagrams (a) after passing through a cable with 5
dB loss, and (b) at the receiver output.

Fig. 24. Recovered 40 GHz clock corresponding to the cable output shown in
Fig. 23(a).

an input PRBS of 2 1 are depicted in Fig. 23(a) and (b), re-
spectively. The retimed output data shows a completely opened
eye diagram with 7.4 ps jitter and BER . The clock
jitter is 0.42 ps and 3.9 ps as shown in Fig. 24.

The receiver is also tested under the condition of no cable
loss. The supply can be decreased to 1.2 V and the CDR power
consumption can be reduced to 32 mW under this mode.5 The

5The CDR needs to operate with a 1.5 V supply only when the longest cable
is used. Under such condition, the equalized signal may not be good enough, so
the CDR needs a higher supply to boost the speed of DFFs in the PD.

Fig. 25. Recovered (a) data and (b) clock with a 40 Gb/s 2 �1 PRBS input
passing through a zero-loss cable.

recovered data and clock for an input PRBS of are de-
picted in Fig. 25(a) and (b), respectively. The retimed data jitter
is 7.7 ps with BER , while the clock jitter is 0.4 ps
and 3.4 ps . It is interesting to compare the power dissipation
of the CDR with [14], which uses half-rate architecture in the
same technology. The full-rate design consumes 32 mW while
the half-rate 42 mW. The key is that the half-rate architecture re-
quires eight latches in the PD and one more clock buffer, com-
promising the advantage of relaxed speed requirement of the
DFFs. Besides, generating accurate I/Q phases and distributing
them with sufficient balance is very difficult at 20 GHz, making
the full-rate design more attractive if the speed limit of DFFs
can be overcome by circuit/layout techniques.

The measured jitter performance for different cable loss and
PRBS length is summarized in Fig. 26. The clock rms jitter rises
from 300 fs to 400 fs when the PRBS length increases to 2 1.
For all the measurements done here, the phase noise is less
than 105 dBc/Hz at 1-MHz offset. The retimed data jitter is
6–8 ps for cable loss of 0–5 dB. It increases to 9.6 ps when
the cable loss approaches the maximum equalization capability
of the receiver. As observed in Fig. 21(b), some patterns are not
equalized properly, which causes double edges on the eye di-
agram and mainly contributes to the larger peak-to-peak jitter.
The effectiveness of equalization is lower than prediction be-
cause the severe phase mismatch between the two cables causes
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TABLE V.1
MEASURED RECEIVER PERFORMANCE COMPARED WITH SIMILAR WORKS

Fig. 26. (a) Clock RMS jitter and (b) data peak-to-peak jitter for different cable
loss and PRBS length.

additional eye closure when the input signals are sensed dif-
ferentially. This effect becomes more pronounced for a PRBS
length of 2 1, which even prohibits the receiver from lock.
However, for cable loss smaller than or equal to 5 dB, the jitter
of the recovered clock and data only increases slightly when the
PRBS length increases from 7 to 31. This confirms the ability
of the proposed PD/CDR to tolerate long runs while producing
a low-jitter output.

The performance of the overall receiver is summarized in
Table V.I and compared with prior works related to serial-link
applications. This work is the first 40 Gb/s CMOS serial-link re-
ceiver that performs both adaptive equalization and CDR. With
cable loss ranging from 0 to 10 dB, the receiver is able to re-
cover the clock and data with BER . The input sensi-
tivity for the 4 m cable is 1.3 V differential, while it reduces to
650 mV for 0 m and 2 m cables. The extensive use of stacked
inductors greatly reduces the area. Though there are 28 induc-
tors in the design, the total area is even smaller than the core
area of similar works.

V. CONCLUSION

A 40 Gb/s serial-link receiver realized in 90 nm CMOS per-
forms adaptive equalization as well as clock and data recovery.
The equalizer is based on a parallel-path filter with an LC-loaded
stage for compensating the high-frequency channel loss. It al-
lows varying the boost without altering the low-frequency gain,
which leads to a single loop for adaptation and greatly reduces
the complexity. The full-rate CDR circuit incorporates a 5-latch
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bang-bang PD which relaxes the loading on the clock buffer
and decreases the power consumption. The lower number of
latches also saves the area occupied by inductors, which makes
the routing of high-speed clock and data lines more manage-
able and hence improves the performance. The fabricated pro-
totype demonstrates the capability to recover 40 Gb/s data suf-
fering from 10 dB loss at 20 GHz. The receiver reproduces
the data with 500 mV output swing and 9.6 ps jitter with
BER , while consuming 115 mW from 1.8/1.5 V sup-
plies.
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