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High-Level Macro-Modeling and Estimation
Techniques for Switching Activity
and Power Consumption

Anand Raghunathan, Suijit Dey, and Niraj K. Jha

_Abstract—We present efficient techniques for estimating prohibitively time-consuming. Several efficient techniques for
switching activity and power consumption at the register-transfer  estimating area and delay during high-level design have been
level (RTL), using a combination of macro-modeling for datapath proposed [1]-[4]. In this paper, we focus on the problem of

blocks, and control logic analysis techniques based on partial delay timati tion f RTL d ioti U
information. Previous work on estimating switching activity and estimating power consumption rom escriptions. Un-

power at the RTL has ignored the presence of glitches at various like previous approaches to high-level power estimation, our
datapath and control signals. We demonstrate that glitches can techniques are well-suited to control-flow intensive designs,

form a significant component of the switching activity at signals which, as we show in this paper, have significantly different
in typical RTL circuits. In particular, for control-flow intensive power consumption characteristics

designs, we show that the controller substantially affects the ac- R izing the i t f timati |
tivity and power consumption in the datapath due to the presence ecognizing the importance of power estimation, severa

of glitches at control signals. Since the final implementation of researchers have investigated power estimation techniques
the controller is not available during high-level design iterations, ranging from the circuit level up to the system level. Circuit
we develop techniques that estimate glitching activity at control simulators like SPICE offer one of the most accurate ways of
signals using control expressions and partial delay information. estimating power consumption but are also the most compu-

For datapath blocks that operate on word-level data, we construct tati I . hich limits thei ¢ | I
piecewise linear models that capture the variation of output '2UONally EXpensive, which limits their use 1o only very sma

glitching activity and power consumption with various word-level ~ Circuits. Transistor-level event-driven simulation techniques
parameters like mean, standard deviation, spatial and temporal based on piecewise linear transistor models have been used
correlations, and glitching activity at the block’s inputs. For RTL  to provide accurate full-chip power analysis much faster than
blocks that operate on bit vectors that need_ not have an a_ssouated SPICE [5]. However, they are still too expensive to use during
word-level value, we present accurate bit-level modeling tech- - . . .

niques for glitching activity as well as power consumption. This each iteration of a deS|gn(syntheS|s loop. A.Iargt.i' body of work
allows us to perform accurate power estimation for control-flow has been devoted to logic-level power estimation for CMOS
intensive circuits, where most of the power consumed is dissipated circuits. Logic-level techniques can be broadly classified
in non-arithmetic components like multiplexers, registers, vector as: 1) direct simulation-based techniques, which simulate
logic operators, etc. Experimental results on several RTL designs the circuit response to specific input stimuli from which the

demonstrate the accuracy of the proposed estimation techniques. d b ted: 2) techni that t
Our RTL power estimator produced estimates that were within power consumed can be computed; 2) techniques that compute

7% of those produced by an in-house power analysis tool on the Signal value and transition probabilities at all the signals in the
final gate-level implementation, while being over 5& faster than  circuit, given the probabilities at the primary inputs, and use

its gate-level counterpart. the computed probabilities to estimate power consumption;
Index Terms—Control logic, datapath, glitching, low-power de- and 3) statistical or Monte-Carlo techniques that simulate
sign, macromodels, micro-architecture, power estimation, register generated input samples to the circuit till the monitored value
transfer level. of power consumption converges to within user-defined error
and confidence levels. Power estimation techniques at the logic
I. INTRODUCTION level are described in detail in [6]-[9].
) ] ) With the trend toward designs starting at higher and higher
ECHNIQUES for evaluating a design for various mete e of abstraction, researchers have devoted some attention
rics like area, delay, and power consumption at all level§ hoyer estimation and optimization at the earlier stages of
of the design hierarchy are an important part of the desigy jesign cycle, such as the register-transfer and behavior
process. While it is typically the case that lower level estimgs s, Several studies have shown that the power optimization

tion tools offer higher estimation accuracy, their use to explogg o unities are significantly larger at the higher levels [6],
architectural tradeoffs during higher-level design tends to E?PO]. Power analysis tools are required in order to:

1) validate that power budgets are met by the different parts
Manuscript received May 9, 2001; revised December 20, 2001. of the design, and if not, identify the hOt—SpOtS in the de-
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the absence of high-level power analysis tools, a power analyisiformation-theoretic approachesstimate average activity and
iteration (e.g., to evaluate a design modification or alternatieapacitance factors for logic blocks based on the entropy of
architecture) requires the designer to first synthesize and valieir input and output signals [15]-[19].
date a lower level netlist, and then run a logic- or transistor-levelIn characterization-based macro-modelingthe idea is to
power analysis tool to report power consumption. The largitain and characterize a lower level implementation of cir-
run times required by lower level power analysis tools, and twit macro-blocks (that may be already available in the case of
synthesize and validate a gate- or transistor-level netlist makerd” or “firm” macro blocks, or may need to be synthesized in
this methodology highly inefficient for exploring high-level dethe case of “soft” macro blocks). A gate-level or transistor-level
sign tradeoffs, and infeasible for use in automatic high-level angbl is used to estimate the power consumption of the macro
system-level synthesis and optimization tools. In a design flayfock for various input sequences, callgdining sequences
that uses high-level power analysis tools, tradeoffs at each legglsed on this data, a macro-model or “black-box” model is con-
of the design hierarchy are supported by corresponding powgfucted, which describes the power consumption of the block
analysis tools at the same level, leading to fewer and faster dg-a function of various parameters, e.g., the signal statistics
sign iterations [11], [12]. of the block inputs and outputs. Characterization-based macro-
In general, estimation techniques at higher levels of desigiodels are best suited for bottom-up and meet-in-the-middle
abstraction tend to be more efficient due to the associated gesign methodologies [20], such as high-level synthesis based
duction in complexity (size) of the design, and sometimes ddesign flows, where hard or firm macro blocks can be instan-
to the easy availability of functional information which may bejated from a component library. The accuracy of characteriza-
difficult to extract at the lower levels. tion-based macro-models stems from the fact that a lower level
The reduced complexity of power analysis at the higher levelplementation is used to construct the macro-models. How-
does not come without a penalty. The absolute accuracy of higler, the training sequences used to construct the macro-model
level power analysis tools tends to be lower than analysis to@lgnnot be exhaustive due to efficiency considerations. Hence, a
at the lower levels of the design hierarchy. However, high-levg{acro-model may be “biased” by the training sequences used
power analysis tools are still very useful to guide high-level detyring the characterization process. In addition to the above
sign tradeoffs, if their results provide relative accuracy (i.e., th%\foblem, macro-models may introduce inaccuracies since the
are able to correctly predict whether a design modification wilksylts of the characterization experiments are fit into a pre-de-
result in an increase or decrease in power consumption) agfhined function template or model, resulting in some errors
monotonicity (i.e., they are able to properly rank order a set gf,e to interpolation or extrapolation.
candidate designs in terms of power consumption) [11], [12]. one of the early architecture-level power estimation tech-
With the use of high-level power analysis tools for exploringjgues, the PFA technique [21], characterized architectural
design tradeoffs, the role of lower level power analysis t00ls j,cks by simulating their implementations with random input
limited to supporting lower level optimizations, and verifying;equences. The inability of the PFA technique to account for the
that the power budgets are met with a high level of confidencgenendency of power on input signal statistics was addressed in
the dual bit-type (DBT) method [22]. Activity-sensitive power
II. RELATED WORK models [22]-[32] alleviate the above deficiency by constructing
and utilizing a model for power consumption that is a function

RTL/archi | . . hni We classi f the signal statistics at a macro block’s boundaries.
architectural power estimation techniques. We classily g logic analysis techniquesdeal with the control

all _the previous work mFo three broad approa_che_s t0 POWE random logic parts of a design. The activity-based control
estimation, namelyanalytical models, characterlzatlon-based(ABC) model [24] is an example of a controller power esti-
macro-model|ng andhcoqtrgl Iofgglc analysis technlque$é.]|cfs mation technique. Since the control logic is typically small
mportapt to notg that It IS often necessary to use diereft gize compared to the datapath, several approaches perform
estimation techniques for dlfferent_parts of a design (such gsgq synthesis of the controller, followed by a gate-level
arithmetic macro blocks, control logic, memory, clock networksin, jation to estimate its power consumption [33]. In addition

and 1/0). to computing the power consumed in the control logic, it is

Analytical power modeling techniques attempt to correlatealso very important to take into account its impact on the

power consumption to measures of design complexity, USIngerconsumption of the rest of the design. The importance of

very little information from the functional specification. Forconsidering spatial and temporal correlations between control

example,dthe ch||p (_estl;rlnatllog sysdtem [13] co_mputgs the poW&LLa1s was demonstrated in [34]. It is also important to take
consumed in a logic block based on its estimated gate CoUfffy, 5ccount the glitching activity at the control signals since it

the average switching energy and load _capacitangg Per 9%, have a significant impact on the power consumption in the
the clock frequency, and the average switching activity fact%st of the design [28].

The user is required to provide estimates for each of these

parameters, leaving a lot to his/her judgment. While such

techniques are error-prone in general, they may be accuratf| paper OVERVIEW AND SUMMARY OF CONTRIBUTIONS

for some parts of a chip for which the complexity parameters

are easy to estimate (e.g., memories and clock networks [14])The aim of this paper is to provide high-level switching
A recently proposed class of analytical techniques, calledtivity and power estimation techniques that are sufficiently

In this section, we briefly describe the previous work o
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accurate and efficient to drive various high-level design optreser v

mizations, e.g., high-level synthesis subtasks such as mod .

selection, scheduling, clock selection, resource sharing, e %/ y

Our estimation techniques work at the structural RTL, whet

we assume that the circuit is a network of datapath compone!

(macro blocks) and control logic. We present improvemen

over the state-of-the-art in the areas of characterization-bas

macro block power estimation, and fast control logic analys NExT

during high-level design. Loeic
Even though it is known that glitching can account foi ., _ ... o0

a significant part of a circuit's power consumption and tha contfoj= x;+x3

estimating glitching power is necessary for obtaining eve contli= x

relative accuracy at the RTL, previous work on estimatin ©"/= Xg*%-C77+x3.C10

switching activity at the RTL has ignored the presence of glitche :’:ZZZZf o i’g;: -

at various datapath and control signals. For example, knov cont(s] = x?,C_IY7.C15+)2,C75+x3.a),075

characterization-based macro-modeling techniques for datap contgs - X%,

blocks consider glitching within RTL blocks, but assume the contrf7]= x,.C11 + x,+x;.C10

the inputs to the blocks are glitch-free. We demonstrate th contig] = X1'57—7-(15+X2-C15+X3‘@10_75

glitches form a significant component of the switching activity %] = Xo* X;-C11.C15 + x5.C15 + x3.C10.C15 + x4

in typical RTL circuits, and present techniques to estimate

the glitching activity at control as well as datapath signalzs'gJ

in RTL circuits. We also develop glitching-activity-sensitive

power models for various RTL blocks. power analysis tool on the final gate-level implementation,
For blocks that operate on word-level data, we present sygile switching activity estimates are typically within 10% of

tematic procedures to construct piecewise linear models tlaat accurate gate-level estimation. Hence, we believe that our

capture the variation of output glitching activity and power cortechniques can be used to efficiently assess the power tradeoffs

sumption with word-level signal statistics like mean, standaidvolved in making various high-level design decisions.

deviation, spatial and temporal correlations, and glitching ac-

tivity at the block’s inputs. We believe that these word-level I\V. MOTIVATION

modeling techniques improve on the state-of-the-art becaus% . .
P . ) e illustrate some of the important features of control-flow
they enable us to exploit efficient word-level simulation tech-

nigues for macro blocks, do not constrain the glitchin activitmtenSiVe designs through the analysis of an example RTL cir-
q ' 9 9 uit shown in Fig. 1, which computes the greatest common di-

or power function (e.g., to a linear or quadratic function), and Sor (GCD) of two numbers. The RTL blocks used in taep

Sot.reqtl#re E‘ n untd er stz;ndmg of the II:nteI;rjraI\_Istf i rr:sc:o blo : tapath are one subtracter, three comparators [one less-than
urnng the characterization process. For ocks that oper and two equal-t¢=)], registers, and multiplexers. The con-

on data that may '?Ot have an a_ssouated_ word-leve-l va]ue, t¥8ller is subdivided into the state register, the next state logic,
present accurate bit-level modeling techniques for glitching a%id the decode logic that generates the control signals for the

tivity as well as power consumption. This allows us to perforig,anath The control expressions implemented by the decode
accurate power estimation for control-flow intensive circuits, iR

’ ) i ic are also given in Fig. 1. The variableg, ..., z4 in the
which a large fraction of the total power consumed is d'ss'patﬁggntrol expressions represent the decoded state variables, i.e.,

in non-arithmetic components like muItipIexers, ve(_:to_r logic OB, is 1 when the controller is in state. The control expressions
erators, etc., and where the effects of bit-level statistics may ngl, inyolve status signals generated from the datapath like the
be well reflected by word-level signal statistics. outputs of comparators. While the datapath typically consists of
While the controllogic itself may often consume only & smalleyera| predesigned macro blocks, the control logic is often sub-
fraction of the total power (e.g., 5%), it has a significant bearu]gct to logic synthesis optimizations before it is mapped to the
on the power consumption in the datapath. Thus, it is imp%‘chnology library.
tant to accurately estimate signal statistics, including glitching The ccp RTL circuit was mapped to NEC's CMOS6 tech-
activities, at control signals. A significant bottleneck to contrq\mogy library [35], and NEC's in-house simulation-based
logic analysis is the lack of complete delay information and "b'ate-level power estimation tool, CSIM [36], was used to
terdependence of datapath and control logic timing. We presgfénitor the switching activity, both including and excluding
novel techniques that use partial delay information to identibﬁtchesy at selected datapath and control sigﬂalsears men-
and utilize timing relationships between control logic signal§oning at this point that since CSIM is a commercial tool, it has

(at the RTL) that will hold with a high degree of confidence aeen calibrated with SPICE and benchmarked within 10% of
the lower levels as well.
Experimental results on several RTL designs demonstrate th& he simulator models ea¢ch— 1 or 1 — 0 transition as half a transition,
] " : ading to fractional numbers used in examples throughout this paper. The sim-
accuracy of the proposed estimation teChn'queS' The RTL €3lktor uses an inertial delay model to capture the effect of glitch attenuation at
mates obtained are within 7% of those produced by an in-housees.

c10

CONTROL
SIGNALS c20

. 1. GCD RTL circuit.
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TABLE | RTL circuit Test bench with
ACTIVITIES WITH/WITHOUT GLITCHES FOR VARIOUS (controller + datapath) typical input traces
SIGNALS OF THE GCD CIRCUIT

Control Activity Datapath Activity RTL cycle-based

signal Total | W/O Gl. | signal Total | W/O Gl. simulation

contr|0] 71 70.5 | dp2[7..0] 71.5 21.5 zero-delay statistics

contr(1] 22 22 | dp4[7..0] 92 26

contr[2] 72 20 | dp5[7..0] | 11245 247

contr[3] 42 20 | dp7[7..0] | 1044.5 273 Design — —

contr(4] 72 20 | dp9[7..0] 3215 80.5 libraries Gmg:tli?ga?%:\vny

contr(5] | 55.5 54 Glitohing

contr(6] 22 22 activity Glitch

contr[7] 50 20 pofver I estimates

contr[8] | 55.5 54 models RTL power |

contr[9] 77 70.5 estimation
SPICE. The power and delay models for individual library cells Power estimate

used in CSIM were constructed using SPICE. It incorporates _ o

several state-of-the-art gate-level power simulation techniquE$; 2= Overview of our RTL power estimation tool flow.

including state-dependent power modeling, accurate glitch

filtering using inertial delay model, etc. The results are reportddis €xperiment, while glitch proliferation within each subcir-

in Table I. The numbers shown in the table demonstrate tiait was considered. The sum of the individual power estimates

switching activity estimates that ignore glitches can be quitar the controller and datapath was 1.45 mW, indicating that it

inaccurate for data as well as control signals. is important to consider the effects of glitches on the status and
Conventional RTL power estimation techniques woulgontrol signals during switching activity and power estimation

compute the power consumed in each of the RTL blocks far the datapath. In comparison, when we applied the glitching

the GCD circuit using only zero-delay activity information activity and power estimation techniques presented in this paper

at the block inputs. The inaccuracies in switching activit} theGCD circuit, we obtained an estimate of 1.53 mW, that

estimates in turn lead to inaccuracies in RTL estimates feprresponds to an error of 6.7% compared to running gate-level

power consumption. In order to explore the ramifications of tHOWer estimation on the entire gate-level circuit.

above assumption, we performed the following experiments.

First, the entireGCD circuit implementation was simulated V. RTL POWER ESTIMATION METHODOLOGY

using CSIM and several typical input sequences, to estimaterne flowchart shown in Fig. 2 provides an overview of our
its average power consumption. The power consumption W&$| power estimation technique, which consists of three sepa-
reported to be 1.64 mW. This figure includes the effect of glitthyte phases. The aim of the first phase is to obtain the zero-delay
propagation across RTL blocks, since the entire circuit wagagistics at various signals in the RTL circuit. We use RTL
used in the simulation. Next, we performed an RTL simul&tioRycle-hased simulation for this purpose. The given RTL circuit
using the same input trace, and collected traces at the inputgi@écription is simulated using a test bench containing a long
each embedded circuit block. The implementation of each R-quuence of typical input sequences, created using an under-
block in theGCD circuit was simulated separately (the controllegianging of the design’s functionality and interface. However,
was considered as a single block) using the zero-delay tragesse test benches could also be automatically generated in order
derived in the previous step, and the individual power estimat@Sconform to given primary input statistics. During the sim-
were accrued to yield a power estimate of 1.32 mW for th@ation run, we collect a variety of word- and bit-level signal
entire circuit (an under estimate of 19.5%). statistics that are used during the later phases of our technique.
As mentioned in Section |, glitches generated at the contrphe advantages of using simulation to calculate zero-delay sta-
signals (outputs of the controller) themselves have a significapiiics are its flexibility (it is relatively straightforward to use
impact on the datapath power consumption. In order to stughe procedure for mixed-level descriptions, e.g., logic-RTL and
this effect, we performed another experiment with@e RTL  RT| -pehavioral descriptions), and the high speed of RTL cycle-
circuit. The circuit was partitioned into two separate subcircuitggsed simulation. However, it is also possible to easily inte-
the datapath, and the controller. Zero-delay traces were cgiate other techniques of calculating zero-delay statistics (e.g.,
lected at the inputs of each subcircuit using RTL simulation, a@@'\tropy based techniques, or Monte-Carlo techniques) into our
used to simulate implementations of the controller and datap@pg\,\,er estimation methodology.
separately Thus, the effects of glitches at: 1) the datapath out- A5 mentioned in Section 1V, switching activity estimates
puts (status signals) that feed the controller; and 2) the controlgf various datapath and control signals can be highly un-
outputs (control signals) that feed the datapath were ignored ffyestimated if glitch generation and propagation in the RTL

2The RTL simulation results in zero-delay traces (that do notinclude glitcheS}f CUIt are |gn0re_d. The S?C_Ond ph_ase _Of our t_00| augments
at various datapath and control signals. the zero-delay signal statistics derived in the first phase by
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estimating glitching activity for signals in the RTL circuit. Aswherez; represents a decoded controller state variable (corre-
we illustrate later, glitching activity at the output of an RTLsponding to controller statg), Cij represents a status signal
block depends on the zero-delay signal statistics as well @sg., the output, or inverted output, of a comparator from the
glitching activity at the block’s inputs. Hence, the glitchinglatapath)) " represents the Boole@r operation, and] and.
activity estimation procedure traverses the RTL circuit startingpresent the BooleaND operation. Each product term in the
at primary inputs/register outputs, which are assumed to bentrol expression is derived to flag the occurrence of a partic-
glitch-free, and “propagates” glitching activity information for-ular combination of values at the status signals when the con-
ward through RTL circuit blocks until we reach primary outiroller state iss;. Note, that, the representation for the control
puts/register inputs. The glitching activity estimation phase lisgic described above assumes that the encoding used for the
explained in more detail in Sections VI and VIL. controller state is known. However, there is no restriction on the
In the third phase, the zero-delay signal statistics amghcoding itself, i.e., any desired state encoding can be used for
glitching activity estimates derived in the first two phases akfe controller.
used to calculate power consumption in each RTL module. Forin general, glitching activity may be present at a control signal
this purpose, we develop and use power models for variogige to the following reasons. The status sigriélsj) and de-
RTL blocks like functional units, comparators, muItipIexerS{;oded state signals may themselves carry glitches, which prop-
and registers. The power model captures the variation of povggfate through the control logic, causing the control signals to be
consumption as a function of zero-delay as well as glitchinglitchy. On the other hand, the control logic can also generate a
activity at the block’s inputs. Our procedure for the generatiafignificant amount of glitches. Our glitching activity estimation
and use of power models differs from those presented in [22{ocedure is based on separately estimating and summing, for
by accounting for glitches, and the fact that we use bit-levghch gate in the control logic, the glitching activity generated in

models for RTL blocks that operate on bit-vectors that maj e gate and the glitching activity propagated through the gate
not be associated with a word-level value (e.g., multiplexefigom jts inputs.

registers, bit-vector concatenation and splitting, bitwise logic

operations, etc.). Our power modeling techniques are explaingd Estimating Glitch Generation in the Controller

in detail in Section VIII. . . . . .
Glitch generation occurs when a gate’s input signals satisfy

certain logic (values assumed by the gate’s inputs) and tem-

poral (timing relationship between events at the gate’s inputs)
In this section, we develop techniques to estimate glitch gegenditions. While the logic conditions can be easily monitored

eration and propagation through the controller, which can siguring functional simulation, the interdependence of datapath

nificantly affect the total power consumption as shown in thend control logic timing makes it difficult to estimate control

previous section. The controller’s inputs are the status signdgic timing accurately without synthesizing the complete cir-

from the datapath (possibly including outputs of functional unitsuit. In this section, we describe a novel technique to estimate

such as comparators, or data register values), while its outpglisch generation that is based on extracting and ugiadgial

are the control signals that feed the datapath. Clearly, glitch gelelay informationin the form of timing relationships between

eration and propagation in the control logic can be exactly essignals in the control logic.

mated only if detailed information regarding the structure of the In general, thdogic conditionsnecessary for glitch genera-

controller implementation and delays are provided. Howevéion at a gate during an interval of time are as follows:

the final implementation of the controller is typicatyt avail- « there should be at least one rising and at least one falling

able during high-level design iterations. Moreover, the timing transition at the gate’s inputs;

properties of signals within the control logic depend on timing « no input should assume a steady controfitagic value

information of the status signals (controller inputs), which in  throughout the interval under consideration.

turn may transitively depend on timing information at othefssuming an inertial delay model, the temporal condition for

datapath signals. Thus, deriving accurate timing information gf“tch generation in aanD gate is as follows:

control signals could require synthesizing the entire controller

ar_ld _datz?\path, which i_s Of.t en pr ohibitively expensive to P erform transition by an interval that is greater than the gate’s in-

within high-level design iterations. We propose techniques to ertial delay.

compute the switching activity at control signals by combining. . . . . L

zero-delay activity estimates derived from RTL simulation, wit imilar conditions can be derived for glitch generation in other

glitching activity estimates derived frooontrol expressionas tyrgf,g %atc:ecnsﬁtrol expression in a sum-of-products form. as
explained in this section. P p ,

The control logic is typically represented esntrol expres- shown in (1), the logic conditions for glitch generation for each

sionsduring the high-level synthesis process. These control &r-OdUCt term (conjunctive 0D expression) and the disjunc-
pressions are expressed in the form

VI. ESTIMATING GLITCHING ACTIVITY IN THE CONTROLLER

* the earliest falling transition arrives after the latest rising

tive (OR) expression combining the product terms can be easily
monitored during the first phase of our RTL power estimation
procedure, i.e., zero-delay RTL simulation. Checking whether

contr = Z Z;. H Cij 1) 3A controlling input value for a gate uniquely determines the value at the gate
i j output, irrespective of values at the gate’s other inputs.
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the temporal conditions for glitch generation are satisfied in anAlthough exact arrival time information at various signals is
accurate manner, however, is not as straightforward. Accuratelyt available, it is often possible to deripartial information
predicting the generation of glitches at a gate requires a knowbout delays from RTL descriptions or during high-level syn-
edge of the exact times at which each of the gate’s inputs maltessis. For example, the outputs of comparators can often be
a transition, if any, in each clock cycle. One possible approaasumed to arrive later than the decoded present state signals,
that has been suggested in other contexts in power estimatioeen when we do not have any knowledge of their exact arrival
tackle the lack of accurate delay information is to make a pd#mes. In general, inputs to each gate in the control logic can be
simistic assumption, i.e., assume that glitches are generatedigided intoearlyarriving signalslate arriving signals, and sig-

a gate whenever the logic conditions for glitch generation anals whose arrival time information is assumed tawhknown
satisfied [37]. However, in practice, this pessimistic assumpti@ven a small set of relative timing relationships between inputs
often leads to substantial over-estimates of glitches at conttola gate can be used to refine glitch generation estimates, as
signals, as shown in the following example. shown in the following example.

Example 1: Consider the control signabntr[2] in the GCD Example 2: Let us revisit control signalontr[2] in the GCD
RTL circuit of Fig. 1. The control expression fepntr[2] is circuit that was used for the discussions in Example 1. Sup-
xo+x1.C11 4+ z3.C'10. We would like to estimate the glitching pose we are allowed to make the assumption that the comparator
activity at control signatontr[2], given the traces for each of theoutput signals¢’10 andC'11, arrive after the decoded state vari-
decoded state and comparator output signals that were captueles,zo, x1, andzs. Consider Case 1z¢ |, C11 1) in the
during the zero-delay RTL simulation phase. In this case, signalguations presented above. Since the rising transition arrives
C10, C11, z1, x5 were found to be glitch-freesimplifying the later than the falling transition in this case, the temporal con-
problem to that of estimating glitofleneratiorat contr[2]. ditions for glitch generation aneot satisfiedor this case. Sim-

For the time being, let us make pessimistic assumptionsitarly, it can be seen that Case 3 does not satisfy the temporal
tackle the lack of availability of complete temporal informationgonditions for glitch generation in the third product term. The
i.e., we conclude that glitches are generated whenever the logigised glitching activity estimate feontr[2] is 50, which rep-
conditions for glitch generation are satisfied. Clearly, the firsesents an error of only 4% with respect to the number reported
product term(zy) cannot generate any glitches. From the simdsy CSIM. [ |
lation traces, we computed the statistics for logic conditions for The explanations used in the above example can be gen-
glitch generation at the second and third product terms eralized as follows. RTL timing analysis techniques [1], [2],

[4] have been proposed for controller/datapath circuits, which
Case 1 : Count(z; |,C11 1) =15, can provide an estimate of the minimum clock period of the
Case 2 : Count(z; T,C11 |) =20, implemgntation. These tec_hniques can identify _the Ipngest
Case 3 : Count(xs |, C10 1) =35, topological as well as sensitizable (true) paths using bit-level
delay models for datapath macro blocks and gate delay models
Case 4 : Count(zz 1,C10 |) = 30. for control logic. For our subsequent explanations, we as-
] sume that we have two procedures, RTLAM DELAY _EST()
In the above equations, the symbolsand | denote the ;nq RTL MN_DeLAv_EsT(), which compute the latest and
rising and falling transitions, respectively. The expressiQfyijiest arrival times (i.e., the longest and shortest path),

Count(z; |, C11 1) represents the number of instancegygpectively, for each signal in the control logic. Suppose
(consecutive pairs of cycles) in the simulation trace where inat this information is pre-computed and stored in two

makes a falling transition, whil&’11 simultaneously makes aarrays Latest_Arrivals and Earliest_Arrivals, as indicated
rising transition. Since these numbers refer to counts of eVeRlS procedure BRIVE_RTL_DELAY_INFORMATION shown in
that occur at different points in time (c!ock cycles:),_ they can i€, 3. consider two_signals and j in the control logic for
added. Thus, we conclude that the glitching activity generatghich transitions have been detected in a cycle of zero-delay
que tothe se_cond and third product terms is 35 and 65, respggsylation. If Earliest_Arrivals[:] — Latest_Arrivals[j] > &,
tively. The glitches generated at each product term propaggig can conclude that the transition at signatrives after the

to the output unmitigated, since the decoded state variables @& sition at signalj with an error margin oft. The larger
mutually exclusive. In addition, for the given simulation trace$pe vajue ofk. the larger the confidence we have that the
it was observed that the logic conditions for glitch generatiagy,oye conclusion will hold at the lower levels. Fig. 3 shows a
were neversatisfied for the disjunctiveaR) term. Hence, the procedure GTE_GLITCH_GENERATION which, when invoked
glitching activity at control signalontr[2] was estimated to be oy each gate in the control logic after each cycle of zero-delay
100 transitions over the entire simulation period. A comparisQfyjation, will determine whether glitch generation occurred
ywth the glitching activity opserved using CSIM for the samg; he gate output. A user-specified parameTéwresh that is
input traces and reported in Tablg72 — 20 = 52) shows 5554 to this procedure selects an appropriate safety factor
that the glitching activity atontr[2] was oveor-esnmated by the or error margin used for inferring partial delay relationships.
pessimistic approach by as much as 92.3%! ®  Setting Threshto be equal to a value larger than the longest

] _path in the RTL circuit will result in the use of the pessimistic
4In general, we do not make any assumptions about the absence of glltchlnéb h (without delay inf ti " timati litch
at the status inputs or decoded state variables—any subset of them coul@B@roach (without any delay information) for estimating glitc

glitchy. generation. Lower values of hresh naturally provide less



544 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 11, NO. 4, AUGUST 2003

Procedure DERIVE_RTL _DELAY INFORMATION(RT'L Ckt, Library)
{
Latest_Arrivals = RTL_MAX_DELAY _EST(RT L Ckt, library);
Earliest_Arrivals = RTL_MIN_DELAY EST(RT L Ckt, Library);
}
Procedure GATE _GLITCH_GENERATION(Gate, T hresh, Latest _Arrivals, Earliest _Arrivals)
{
latest_nc.c = 0;
earliest_c_nc = oo
foreach input signal in; of gate {
if(in; remains at a controlling value) {
return(0); //controlling value, hence no glitch generation
}

if(in; has a controlling—non-controlling transition) {
earliest_c_nc = min(earliest_c_nc, Earliest_Arrivals[in;));

if(in; has a non-controlling— controlling transition) {
latest_nc.c = max(latest_nc_c, Latest_Arrivals[in;));
}

}
if(earliest_c_nc == 0o OR latest_ nc_c==0) {
return(0); //only one type of transition, hence no glitch generation
}
if(earliest_c_nc — latest_nc_c > Thresh) {
return(0); /no glitch generation possible, based on partial delay info.
} else {
return(l);
}
}

Fig. 3. Procedure for estimating glitch generation at a gate in the control logic using partial delay information.

pessimistic estimates, however, very low valued lofeshwill contrg = Z Z; H Cy
make the estimate more sensitive to variations introduced by product terms with C1 ~ C;#C1
mte_rconnect _between RTL components, effects _of random contra, = Z 2 H cj. @)
logic synthesis, clock skew, etc. From our experiments, we o L
. . . product terms with C'1 Cj#C1
found that settingrhreshto 15% of the circuit’s longest path
produced consistent and reasonable results. In order for glitches at”1 to propagate to the control signal, at
least one of the product terms it is involved in must have noncon-
B. Glitch Propagation Through the Control Logic trollingsideinputs(i.e., 1),andtheresultofall other productterms

We next explain our procedures for estimating glitch propg_hould evaluateto 0. Hence, the following equation can be utilized

gation through the control logic, i.e., from the inputs of the cort® estimate the propagation of glitches to the control signal

trol logic or internal signals to the controller’s outputs. We use a
procedure based on the gate-level activity estimation techniqg® c'1) « P | (contrc; = 1 ORcontrgy = 1) AND
proposed in [38] for this purpose. The procedure is illustrated

below.
Cop5|der again the generic control expression given in (2). Z - ch ~0]. (3
Consider a particular comparator outpGt], which we have / :
product terms indep. of C1 7

predicted to be glitchy based on our datapath glitching activity
models. Let us rewrite the control expression by separating ting(3), GI(C1) represents the glitching activity tl. The term
product terms into terms in whiofi'1l appears, terms in which P(.) in (3) can be thought of as the probability that the control

C1 appears, and terms that do not depend’an signal will be “sensitized” to glitches &t1. This probability can
~ be computed easily during the zero-delay RTL simulation phase.
contr = C'l.contrcy + Cl.contreq The same technique can be applied to model the propagation of
+ Z x; - ch glitches from other controller inputs and internal signals (i.e.,
product terms indep. of C'1 J outputs of each product term) to a controller output.
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The following example illustrates a potential inaccuracy of ' ' ' ‘ L
the above procedure for estimating glitch propagation, and pro- a0l
poses a new technique to address the problem. .

Example 3: Consider control signabntr[5] of theGCD RTL o >
circuit. The control expression faontr[5] is x1.C11.C15 +
22.C15+23.C'10.C15. For this example, we focus on the prop-
agation of glitches fronC'15 to contr[5] through the product
term z,.C'15. Using (3), and the observation that the product
terms are mutually exclusive, we can establish the contribution
of the product term of interest to l68 (C'15)«x P(z2 = 1). From 30l
the RTL simulation traces, we calculated the valuff, = 1)
to be 0.647. Combining this number with the estimated glitching 20 30 40 50 60 70 80
activity atC'15, we obtain an estimate of 27.3 (cumulative ac- CSIM Activity
tivity for the entire simulation run) for_the_glltchlr?g_ activity dueFig. 4. Scatter plot of switching activity at control signals. RTL estimate versus
to the termz,.C15. However, the glitching activity reported csim.
by CSIM for the entire simulation run was only 1.0! Upon fur-
ther investigation into this discrepancy, it was observed thatthe . . . . . : L
conditions for glitch generation at sign@ll5 were negatively 0 r-n|.n|mal generation of glitches 52 The pre@cted glrltchmg
correlatedto the conditions for glitch propagation through th ctivity at the output O.f theno gate implementing,.C'15 now
chosen product term. In other words, in consecutive pairs of C gcomes 3.0, which is much closer to the number reported by

. . S SIM. ]
cles in which the controller made a state transition into staté

s2, the data inputs of the comparator were actually unchang%dslprﬁégggt?e%itna fegls’f?;:hfoiif;rz?ynggur se\N|t<r::|r_1dgea(r:é|;nt|);s
leading to no propagation of glitches fro@il5 through the imatl 'qu '9 » WE provi u

product termz,.C'15 comparing our estimates to the switching activity measured
2. .

We resolve the above problem by predicting the glitches %ﬁter a complete gate-level implementation using CSIM, for all

C15 separatelyfor each controller state. For example, in ordew'ﬁit";ﬁ cznirolliflg;]]nals_ljﬁ theCDttR:—Llc'trCl:]'t \E\?:(i:r?plriong[lk W
to predict the glitch propagation for the product termC'15, ch is not glitchy). The scatter plot sho g. 4 Shows

. Lo . . the results of our experiment. The-coordinate represents
we estimate the glitching activity &t15 for only those consec- the total switchi vt ted by CSIM for th trol
utive pairs of cycles where the final controller state4sSince € total switching activity reported by or the contro

we are decomposing the glitches(t5 into separate estimatess'gnal’ while they-coordinate represents the switching activity

for each state, we refer to this techniquaeybitehing activity de- f;il?gg l:;':g |c())Ltjrai-£)Lsal:]((:)“v'styaeigr(]jatll'?]Z ?(;?thlzu;e' '2?0?]
compositionln general, the process of glitching activity decom- ce, the plo W 1a r the equal
= z, i.e., points in the scatter plot close to this line indicate

osition involves identifying a set of disjoint conditions whosé . . . ) o
P fying ) high accuracy in the RTL estimates. The figure indicates

probabilities add up to 1, and estimating glitching activity sep?— _ o L L .
- ... that our control signal switching activity estimation techniques

arately under each condition. For example, the set of condmonrsod ce estimates that are quite close to the activity numbers

{state = s1,state = so,state = s3,state = s4} satisfies produ : qu! ity nu

this requirement. In our work, we only use the controller staf)bta'mad using CSIM after a time-consuming implementation

as the basis for glitching activity decomposition (since the coﬁpI the cqmpleteGCD controller and Qatapath. N .
We believe that our control expression based glitching analysis

troller state often determines whether the data values at thetin-hni ues work satisfactorily for control logic in RTL circuits
puts to the comparators change, and since we empirically foufid " d y 9

it to yield satisfactory results). The benefit of glitching activit enerated through high-level synthesis tools, as opposed to arbi-

decomposition is that it exposes any correlations between {ﬁ%nr/:;g_'grf!rscrlgtsré'i‘f;égoatz glat(;'vlznile :Chrg;i'.vc: gutila(i(')::]rgtlthe
conditions required for glitch generation and those required f&FP lonisrep WO-IEVE1EXp lon, !

glitch propagation, leading to an improvement in the accuraRgmeas flattening the entire cone of logic driving the control sig-

of the glitch estimates. Note, that in order to compute a separgo:]str'glt:.tvxgllexﬁ:s'gr\gsgﬁcee 'ts)?:rl;tht?n?nfocr)\ftfr?fedg\rlgll?::s
figure for glitching activity atC'15 in statess, we must in turn Ighatuntiiw g o ltmay N SevV

compute separate figures in statefor the zero-delay statis- caded components, including datapath components (arithmetic

tics and glitching activity at the inputs of the comparator thé&?'ttﬁ ' com?aza}tor_s ), an_? (r:](_)ntrol ?X p_)tress;(_)ns;[Thui, thﬁjag curtacy
generates”'15. However, in practice we did not observe any' € controtiogic switching activity estimates should be at-

computational bottlenecks due to decomposition, since 1) t ibuted to acombination of vari(_)us techniques, and not just the
decomposition of statistics by state was limited to only the traﬁ?mrOI expression based techniques.

sitive fanins of those comparators that were found to generate
glitches and 2) separate statistics were computed only for thos¥/!l
states that were related to a glitchy comparator output through

a product term. In the current example, we found that when theFor datapath blocks which operate on multibit input signals
controller made a state transition to statethe temporal cor- that are associated with a word-level value (e.g., adders, sub-
relation at the inputs of the comparator was very high, leaditigacters, multipliers, and various comparators), previous work

60

50F

RTL Activity Estimate

M ODELING GLITCH GENERATION AND PROPAGATION
IN DATAPATH BLOCKS
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[22] has shown that it is possible to construct activity-sensiti\ A | B | W/O Gl.| With GL.
power models that utilize the statistics (mean, standard dev A= 00| 05 0.5
tion, etc.) of the word-level value associated with each multik_L serc>— ? g) 1 8 g'g
input signal, rather than consider signal statistics for ea Bi 11| 05 3.5

input bit. Several datapath blocks, however, do not associate

any word-level value to their multibit input signals. Commofrig. 5. Modeling propagation of glitches from a multiplexer select signal.

examples of such blocks are multiplexers, registers, vector

logic operations, logic shift units, etc. We model each bit-slice X Y

of such units separately. l l A B
<

A. Bit-Level Glitch Generation and Propagation Models

Bit-level modeling allows us to build more accurate glitching Mﬂ_se’
activity models, and to consider the effects of bit-level statistics
that may not be well reflected by word-level signal statistics
in certain situations. For instance, if a bit-vector sighal Fi9-6. Circuitused to compute the coefficied?s,, D1, andD,.
consisting ofn bits, is split into two smaller bit-vector;
andb, that consist of: andn — k bits, respectively, we would GI(A;) = P(Sel = 0). A similar explanation holds for the
like to estimate the glitching activity @& andb, separately. propagation of glitches frorB;. The glitches from the select
The extra computational effort spent here is well justified fagignal of a multiplexer may propagate to the output through
control-flow intensive designs where the total circuit powenultiple reconvergent paths, depending on the values of the
consumption may be dominated by power consumption dfata inputs, as shown in the following example.
multiplexers, registers, and bit-manipulation operators. Note,Example 4: Consider the gate-level implementation of an
that bit-level models are constructed only for modules wheegnbedded multiplexer bit-slice that is shown in Fig. 5. The
different bit-slices do not have any dependency. By dependeniahle shown in Fig. 5 reports the glitches at the multiplexer
we mean that the output of one bit-slice is an input to anothentput for all possible values of the data signal bits and
bit-slice. The case, where different bit-slices share an inpu;. In the (0,0) case, glitches on select signgt! are killed
is handled by our approach, as illustrated in the followingt AND gatesG'1 andG2 due to controlling side inputs. When
example using a multiplexer. In addition, the efficiency oflata inputs ar¢0, 1)({1,0)), glitthes onSel propagate through
bit-level modeling derives from the fact that each bit-slicgatesG2 and G3 (G1 and G3). Finally, when data inputs
depends on a reasonably small number of input bits. In thee (1,1), glitches onSel propagate through gates1 and
case of, say, a barrel shifter (with variable bidirectional shift}72. The output of the multiplexer is glitchy as a result of
each output bit can depend on all the input bits. Suchtlae interaction of the glitchy signal waveforms@Gt and G2.
block would be subject to word-level macro-modeling in ouThe exact manner in which the waveforms interact depends
approach. on the propagation and inertial delays of the various wires
We illustrate bit-level glitching activity models through theand gates in the implementation. We conclude that the glitch
example of a 2-to-1 multiplexer. We first develop a simple modpropagation from the select input of a multiplexer to its output
for the generation of glitches in a multiplexer when its inputis affected by thespatial correlationbetween the data inputs.
are glitch free. A multiplexer bit-slice has two data input bits Hence, simply measuring the signal probabilities at each data
and B;, and one select inp#el. The number of distinct input input bit to a multiplexer will not suffice. [ |
vector pairs that can be applied4t, B;, andSel is 23 %22 = 64. Our model for glitch propagation from the select signal of the
Since the above number is small, it is possible to simulate thmultiplexer to its output is given by the following:
implementation of a 1-bit multiplexer for the exhaustive set of
64 input vector pairs, and build a look-up table that stores th8(Sel) * (Doy * P(A; = 0, B; = 1) + Dy
glitches generated at the output for each vector pair. The lookup *P(A; =1,B; =0)+ Dy, * P(A; =1,B; = 1)).
table can be thought of as a six-dimensional alay _gl_gen]],
and the entry of the table corresponding to present and previduee probabilitiesP(4; = 0,B; = 1), P(A; = 1,B; = 0),
input valuesA; (t), B;(t), Sel(t), A;(t—1), B;(t—1),Sel(t—1) andP(A; = 1,B; = 1) are monitored for each multiplexer
is written asdMux_gl_gen[A;(t), B;(t), Sel(¢),A;(t —1),B;(t— bit-slice during the zero-delay simulation phase. The constants
1), Sel(t — 1)]. During the zero-delay RTL simulation phase, wé,;, D10, andD;; depend on the exact implementation of the
compute the glitch generation at each bit-slice of a multiplexerultiplexer, and are computed by performing experiments using
by looking up the appropriate entry of théux_gl_gen|[] table. the circuit configuration shown in Fig. 6. The comparator is
The output of a multiplexer can also be glitchy due to thesed to generate glitches at the select input to the multiplexer
propagation of glitches from the data and select inputs. \ldg feeding appropriate vector sequences at its inputs. In order
model the propagation of glitches from a data input to the calculateD,;, the multiplexer’s data inputs are fixed tb=
multiplexer output as being “regulated” by the probability thad...0 andB = 1...1. CSIM reports the values d&l(Sel)
the glitchy data input is selected. For a 1-bit slice, assumiagd GI(OUT,) for each:. Note thatGI(OUT;) also includes
A, is selected whersel = 0, the glitching activity at the the effects of glitch generation in the multiplexer. Hence, we use
multiplexer output due to propagation fror; is given by the zero-delay traces at the multiplexer inputs to estimate glitch
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generation in the multiplexer using the look-up table based pro-Our decision to use only input signal statistics was due to
cedure described earlier. We subtract the estimated glitch gére fact that, in a statistical sense, we cannot really consider
eration fromG1(OUT,), average the resulting difference ovethe statistical properties (mean, standard deviation, temporal
all 4, and divide by the value d&l(Sel) to obtain the value of correlation) of the output signal of a macro block as indepen-
Dy, . The coefficientsD;, andD;; are calculated similarly.  dent variables with respect to the statistical properties of its
In summary, the glitching activity at the output of arbit inputs. This has implications for both generation of patterns
multiplexer with data inputsA and B, select inputSel and for characterization as well as the statistical analysis tests used
outputOUT is calculated using the following: (e.g.,ANOVA). However, with additional effort to address the
n above issues, we believe it is quite possible to extend the
GI(OUT) = ZGLGen(i) + Gl_.Prop_From_A;  overall approach presented in this paper to consider output
i=1 signal statistics.
+ Gl Prop_From_B; We construct glitch models for various library components
+ GI_Prop_From_Sel through a process of characterization using a lower (gate-)level
implementation of the block, and a gate-level power simulation
tool. The characterization process consists of constructing con-
trolled experiments (simulation runs) by selectively varying one
Gl_Prop_From_A; = Gl(4;) x P(Sel = 0) or more of the controllable variables (zero-delay statistics and
Gl_Prop_From_B; = GIl(B;) x P(Sel = 1) glitching activities at the block inputs), and observing the value
G1_Prop_From_Sel = Gl(Sel) * (Doy * P(A;=0,B; = 1)  ofthe dependentvariable (glitching activity at the block output).
. . Given a set of sample data points obtained from the character-
ization experiments (observations), there are several statistical
+Du x P(Ai = 1,B; = 1)). (4) regression techniques [39] that can be used to build a model that

Note that the glitch generation model is dependent on tRéedicts the output glitching activity. One possible approach is
implementation of the multiplexer. However, since we ar® attempt to fit a particular function (e.g., a linear function) to
simulating the lower level netlist of the multiplexer when conthe observed data points, by tuning the function’s parameters
structing the model, we will take this effect into account whe@r constants in such a way that some metric (e.g., the sum of
constructing the glitch generation and propagation modefgror squares) is minimized. However, it is often the case that
The example in Fig. 5 uses a simple implementation as #re observed dependency of glitches at the output of an RTL
example. However, our models do not assume or require thdilack on some of the controllable variables is not well modeled
multiplexer is always implemented in this way. For example, iby such simple relationships. An alternative approach, that we
the case of a pass-transistor implementation, condlant in  have found to be much more flexible and suited to automation

Gl_Gen(%) is accrued during RTL simulation
using the Mux_gl_gen[]table.

the multiplexer glitch propagation model will be zero. is the use of one or mo@ecewise linear modefer capturing
the relationship between glitches and the various controllable
B. Word-Level Models for Glitching Activity variables.

We next focus on datapath blocks that operate on multibit\We illustrate the process of deriving the glitching activity
input signals that are associated with a word-level value (e.glodels for the case of an 8-bit subtracter with inputs named
adders, subtracters, multipliers, and various comparators). A€nd B, and outpuOUT. In general, the glitching activity at
shown in [22], for such units it is possible to utilize the statistic@ Ul can be written as
(mean, standard deviation, etc.) of the word-level value associ-
ated with each multibit input signal rather than consider signal ~ Glour = fgr(Mean 4, Meanp, SD 4, SD, TCa,
statistics for each input bit. The glitching activity at the output TCp,8C4,5,Gla,Glg). (5)
of an embedded datapath block depends on its functionality as
well as its implementation details, zero-delay statistics at tA&e first seven parameters ¢f,() represent the zero-delay
input signals (e.g., mean, standard deviation, spatial and tetgnal statistics al and B. Mean 4 represents the mean or

poral correlations in the case of signals with a numeric valugyPected word-level value represented by sighaSD 4 rep-
and glitching activity at the inputs themselves. resents its standard deviaticRC 4 is the temporal correlation

It is possible to also use the signal statistics of the modutgefficient that represents the correlation between consecutive

outputs as parameters in the glitching and power macro mod&Rlues that appear at signdl SC 4 p is the spatial correlation

For any input vector, the value at the output of a combinatiorg@efficient of A and B [40]. Gl represents the glitching
macro block is completely determined by the values at the inp@gtivity at A. Parameters with subscrip8 have a similar

of the module. However, the same property does not hold in tRg¢aning. The brute-force approach for building a model for
statistical domain. Since a specific set of signal statistics is onfy () would involve discretizing the range of variation of each

a “partial specification” of an input sequence, the input signf the parameters with a desired granularity, generating input
statistics may not completely determine the output signal sgRduences that correspond to each possible set of values for the
tistics. Indeed, subsequent work has explored this possibilityR@rameters, and simulating the implementation of the subtracter
a slightly different context [30], and shown that good accurad§ observe the glitching activity at the subtracter’s output for

can be obtained while employing a small number of variables irsanova stands for Analysis Of VAriance, which is a popular technique
the macro model. used for statistical inference and testing.
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each case. Assuming that each parameter can askysos- The independent variables have been partitioned in (6) into
sible values, the above approach will requife simulations, the groups{Means, Meang}, {SD4,SDg}, {TC4,TCp},
wheren is the number of parameters or independent variabléSC 4 g}, and{Gl4, Glg}. The above partition was based on
considered. In the case of the subtracter= 9, and even the observation that variables within each group have a signifi-
assuming: = 5 leads to 1.95 million simulation runs! Clearly,cant interaction in their effect on the dependent variable, while
the brute-force approach is undesirable, in spite of the fact thlé variables in distinct groups are relatively independent in
building the models is a one-time cost for a given componethieir effects. We investigated both additive (equivalently, sub-
library. We use two techniques to avoid the combinatorisdactive) and multiplicative (equivalently, divisive) relationships
explosion in the number of simulation runs required. between the subfunctions. The multiplicative relationship was

The first technique, calledariable elimination attempts to chosen intuitively due to the property that a wider range of vari-
reduce the number of independent variables in the glitching ation is possible in the product through a given variation of one
tivity model by identifying those variables whose variations abf the multiplicands. In practice, it also resulted in better models
fect the dependent variable (output glitches) minimally. We uge terms of mean square error or average absolute error at the
techniques from multivariable data analysis for this purpositing points. As before, assuming we discretize the domain for
Given a set of samples (each sample consists of a set of valaash parameter into five distinct regions, we would need to per-
for the independent variables, . . ., z,,, and the corresponding form simulations fors? + 52 + 52 4+ 5! 4+ 52 = 105 different
observed value that the dependent variabéssumes), we can sets of parameter values, which can be performed much more
use theANOVAtest to check whether the null hypothesis for angfficiently compared to the approach of building a single huge
given variablex; is true, i.e., whether different values:of had piecewise linear model from (5).

any impact on the observed sample valueg (89]. We used  Having partitioned the set of independent variables into
a commercial statistical analysis package, StatPlan IV [41] femaller groups as shown in (6), we proceed to build piecewise
performing ANOVA tests on our samples. linear models for each of the subfunctiofig, (), . .., fo ()

The second technique, calletbdel decompositigrattempts Note that the subfunctions are composed using a multiplicative
to decompose the functiofy,() into multiple subfunctions by relationship. Hence, we can view one of the subfunctions, say
partitioning the set of parameters into smaller groups of varj;; (), as abase power modgand the remaining subfunctions
ables such that the effects of variables from different groups g8 multiplicative correction factors. The base glitch model in
the dependent variable interact minimally. Again, it is possibi@e form of a contour plot is shown in Fig.7 (a). Consider the
to use ANOVA techniques to obtain a quantitative evaluation gfibfunctionf,;, (SD 4, SD3). In order to construct the model
the interaction of the effects of two independent variables on thﬁ this subfunction, we perform controlled experiments where
dependent variable from a given set of samples, as follows: e first discretize the range of variation $P 4 andSD 5 into

« for each pair of independent variablgsandv;, we com- a finite number of uniformly spaced points. For each point
pute the correlation coefficient that determines the effetttat corresponds to distinct values 8D, and SDg, we
of the interdependence af andv; on the dependent construct long vector sequences that have the desired values
variable; for SD4 and SDp. Well-known algorithms exist to generate

* we construct an edge-weighted undirected graph, callsdquences whose means, standard deviations, and spatial and
the model decomposition grapim which vertices repre- temporal correlations conform to desired values [43]. These
sent the independent model variables and an edge, whosethods assume a particular distribution (we used Gaussian
weight equals the appropriate correlation coefficient der normal distributions for our experiments) that has zero
termined in the previous step, exists between every paiean and unit standard deviation, scale them to the desired
of vertices; note that the model decomposition graph issaean and standard deviation, and then transform them so as
complete graph; to introduce the desired spatial and temporal correlations. The

» we partition the model decomposition graph into cliguesubtracter implementation is simulated using CSIM and the
such that the sum of the clique weights is maximizedalues of glitching activity at the output are recorded. The plot
(the weight of a clique is defined as the sum of its edge Fig.7 (b) shows the results in the form of a contour plot.
weights). Note that the values in the plot are normalized to the case of

Each clique obtained in the last step represents a subfunctib.s, = SDp = 25.6, sincef,;, () represents a multiplicative
The sum of the clique weights is an indicator of the quality aforrection factor to the base power modg};, ()), which was
the decomposition. We impose a limit on the size of any cliquierived assumin§D 4 andSD g to be fixed to 25.6. Given the
in order to restrict the size of the resulting model subfunctionglues ofSD 4 andSD g for an embedded subtracter, the value
Although the problem of minimum weight clique partitioning isof £, () is estimated from the values at the four points nearest
N'P-hard [42], the sizes of the graphs we encountered in prao-it in the discretizedD 4 — SD g space, using standard linear

tice were quite smal(lnumber of vertices< 10). Hence, we em- interpolation techniques. The models 5. (), ..., fq. () are
ployed an exact branch-and-bound algorithm. provided in Fig.7 (c)-(e).
In the case of the subtracter, for example, the basic model ofin order to generate the model fgf,, (), we needed to
(5) can be decomposed into the following: generate input sequences to the subtracter that have varying
glitching activitiesat A and B. In order to do that, we used
Glour = fg,(Meana, Meang) * fg1,(SD.4,SDp) the circuit configuration shown in Fig. 6. We added two

#fq15(TC4, TCp) * f41,(SCa.B) * fu,(Gla, Glg). (6) multiplexers to feed the inputs of the subtracter, and connected
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Fig. 7. Glitching activity models for an 8-bit subtracter.

their select input to the output of (&) comparator. Given a B. Bit-Level Power Models

sequence of input vectors to the) comparator that is known 4 gatapath blocks which do not associate any word-level
to generate glitches, we can control the glitches at the outpyls e 1o their multibit input signals, we derive bit-level models
of the multiplexers through the spatial correlations at thejg, hower consumption. The power models use the bit-level
inputs, as illustrated earlier in this section. signal and zero-delay transition probabilities, correlations and
glitching activity to calculate power consumption in each bit-
VIIl. RTL POWER MODELS sflice. of the prck sgparate!y. For example, the power consump-
tion in ann-bit multiplexer is modeled as follows:
Given the zero-delay and glitching activity estimates obtained

from the first two phases of our tool, the third phase uses several Mux _Power = Z Base_Power(7)
word- and bit-level power models that we have developed for el
various RTL blocks, which we discuss in this section. + Sel_Glitch_Power(7)

+ A_Glitch_Power(3)
+ B_Glitch_Power(4)

Base_Power(1) is accrued during RTL simulation

A. Word-Level Power Modeling Techniques

Our word-level black-box models and the procedures used
to derive them differ from those presented in [22], the main
conceptual difference being that our models also account for
glitching activity at the inputs of a block. The process of ded¢l-Glitch Power(i) = Gl(Sel)* (Kseio* P(Ai =0, B; =0)
riving power models is similar to that of deriving glitching ac- + Kgeio1 * P(4; =0,B; = 1)
tivity models, except that_the dependent vanable_ now becqmes + Kseno * P(A; = 1, B; = 0)
the total power consumption as opposed to the glitching activity K «P(A;=1,B; = 1))
at the output of the block. As explained in Section VII, we at- Selll T
tempt to simplify the modeling process by using the techniquesA-Glitch_Power(i) = GI(A;) x (K40 * P(Sel = 0)
of variable elimination and model decomposition. +K a1 % P(Sel = 1))

As an example, consider an 8-bit less-tl{ar) comparator. B_Glitch_Power(i) = GI(B;) * (Ko * P(Sel = 0)

The power model for thé<) comparator is decomposed into + K1+ P(Sel = 1)) 7
subfunctions, and the model for each subfunction is illustrated Bl “=
by the plots in Fig. 8. Note that glitchy inputs can cause a subhe termBase_Power represents the power consumption in
stantial increase in the power consumption of the comparattire multiplexer ignoring glitching activity at its inputs. The
as shown in Fig.8 (e), confirming the importance of considerirrgmaining three terms are additive correction factors used to
glitching activity at the inputs of various RTL blocks duringcapture the effect of glitches at the select and data inputs. As
estimation. with the case of the glitch generation model, we apply all 64

using the Mux_power[] table
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Fig. 8. Word-level power models for a less-than) comparator.

possible vector pairs to a 1-bit multiplexer, measure the powamulating the implementation of a register while holding
consumption using CSIM, and store the results in the foroonstant the value ofN. The second term accounts for the
of a table calledMux_Power[]. During the RTL zero-delay power dissipated due to the zero-delay activitydator OUT,
simulation phase, we look up the entries of this table using the., when the value stored in the register changes. Note that
present and previous values at the inputs of each multiplefetro_Del Act(OUT,) = ZeroDel Act(IN,). The value
bit-slice to determine its power consumption. The presenoé Kour, is determined by simulating the register under a
of glitches at the select input can significantly increase theng, glitch-free input sequence, subtracting the contribution
power consumption in the multiplexer. We model the powerf the clock transitions, and dividing the residual power per
consumption separately for the cases when the data inputsteslice by the average bit-level activity at the output of the
00, 01, 10, and 11. The coefficienf§s.;q0, - - -, Ksc111 are register. The last term models the effect of glitches at the input
obtained by performing controlled experiments with the circudf a register. The value oK1y, is determined by simulating
configuration shown in Fig. 6 by fixing the multiplexer datahe register under a glitchy input sequence and subtracting
inputs to 00, 01, 10, and 11, feeding an input sequence to #&imates for the effect of the first two terms. Note that usually
comparator that causes it to generate glitches, observing figyr, = Kourt, for all 7, j.

power consumption for the multiplexer reported by CSIM, and

subtracting the base power factor to avoid double counting. Controller Power Estimation

Note that even when glitches &t/ do not propagate to the |5 order to obtain an estimate for the total RTL circuit power

output, they could cause power consumption internal to t@8nsumption, we must also estimate the power consumption
multiplexer. Hence, we have a separd{g.io0 term in the i the controller. As mentioned previously, the complete con-
expression foiSel_Glitch_Power(i), even though such a termyro|jer implementation is typically not available until logic syn-
was not used in the corresponding glitching activity modghesis optimizations have been performed. Hence, it is difficult
for multiplexers. The purpose ofi-Glitch-Power(i) and tq optain an accurate estimate of the controller power. In [22],
B_Glitch_Power(:) is to similarly account for the effect of models for controller power were proposed based on the target
glitching activity atA; and B;. . implementation style (e.g., PLA, ROM, standard cell), and the
The power model for an-bit register thathas a data inddt, nymper of states, inputs, and outputs of the controller. The con-
a clock inputCLK, and outpuDUT, is given by the following: yqjier consists of a state register, next state logic, and decode

(or output) logic. Control expressions are typically used to rep-
- resent the functionality of the next-state logic and decode logic
during high-level synthesis. For the purposes of estimating con-
+; (Kour, * ZeroDel Act(OUT; )+ Ky, + GI(IN,)) (8) troller power, we assume that the next state and decode logic are
implemented in a straightforward manner from their control ex-
The first term accounts for the power dissipated due to tlpeessions. The zero-delay switching activity at various signals
clock line switching. The value oKcrx is measured by inthe controller is monitored during the RTL simulation. Later,

Reg_Power=n * Kcpx * Act(CLK)
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we estimate glitching activity using the control expressions, agrd-level simulation techniques for tkieP nodes to improve
explained in Section VI. We multiply the total (zero-delay simulation efficiency. For example, a 32-bit adder may be
glitching) activity at the output of each gate in the controllesimulated using just one native instruction. This involves
with approximate values for gate output capacitance (we dst-to-word and word-to-bit conversion, which is automatically
sume typical values for a 2-inpakD gate, 2-inpubrgate, and performed by our cycle-based simulation procedure. Note that
INVERTER) to yield a power consumption estimate for the corany cycle-based simulator which allows us to access the values
troller. The power consumption in the state register is estimatatleach internal signal in the RTL circuit may be used in our
using the model for register power presented earlier. power estimation procedure.

During the cycle-based simulation process, zero-delay signal
statistics are collected for each arc. The statistics collected for
an arc differ depending on the type of its sink vertex, and the

We next give some details of our activity and power analibrary component it represents an instance of, as follows.
ysis procedures. We first parse and compile the RTL hardware ¢ For arcs feedinq EG, CONT ROL, andO P nodes that
description language (HDL) description into an RTL data struc-  represent bit-level blocks, we store bit-level signal statis-
ture that is described below. An RTL circuit is represented tics. Bit-level statistics for an arc representing a bit-vector
using a directed graph data structufe’G = (V, A). Each include:signal probabilities and (rising and falling) tran-
vertex v € V represents a circuit component, and each arc sition probabilities for each bit
a € Arepresents an interconnection between components. Each For arcs feedingDP nodes that represent word-level
vertex has a distinct type that can assume one of five values: blocks, we store word-level signal statistics. Word-level
PI, PO, REG, OP, CONTROL. PI(PO) nodes repre- statistics for an arc includenean, standard deviation,
sent primary inputs (primary outputsR £G nodes represent and (word-level) temporal correlation coefficiertlote
registers O P nodes represent instances of operators from the that a single wire (signal) in the RTL circuit may fan out
RTL component library (including arithmetic and bit-vector to multiple blocks of different types. Thus, each signal

IX. THE POWER ESTIMATION PROCEDURE

operators, multiplexers, etc.), atdONT ROL nodes repre- in the RTL circuit may correspond to multiple arcs in
sent the logic that generates a control signal to the datapath. the graph representation, and some of those arcs may
Note that the above classification is not restrictive, sitide have bit-level statistics while others may have word-level

nodes may represent arbitrary operators. As explained later, statistics computed during simulation.
CONTROL nodes represent the control logic using two-level In addition to the above, for each vertex that has more than
sum-of-products expressions calledntrol expressionsThe one incoming arc, we store thgpatial correlationsamong its
RTL library is represented as a collection of library componentaputs. ForCONT ROL andO P nodes that represent bit-level
Each library component contains, among other information,bocks, we store the complete spatial correlations for each
reference to its area, delay, and power models. Library comput bit-slice. For example, for & P node that represents
ponents are assumed to have an annotation as to whether thexultiplexer, we store for each bit-slice the probability of
are hit-level macro blocksor word-level macro blocksThis occurrence of each of the® = 8 input combinations. For
classification of library components intait-level blocksand CONTROL nodes, we only store correlations between inputs
word-level blockss performed a priori on the basis of theirthat feed the same product term. It bears mentioning at this
functionality. For example, an adder, subtracter, or multiplier int that our signal statistics calculation procedure only
classified as a word-level block, while a multiplexer or vectatomputes second-order temporal correlations, and separates
Boolean operator is classified as a bit-level block. Note thepatial and temporal correlatiohs.These assumptions are
once this straightforward classification is performed, the appreasonable since we are decomposing/partitioning the RTL
priate glitching and power models are automatically invokedircuit into registers and combinational components and we
As explained below, computation of bit-level and word-levedre concerned only with the relevant correlations between the
signal statistics is performed automatically for each signahputs of combinational circuit blocks. Global (and multicycle)
Also, note that each RTL circuit block has a reference worrelations are automatically accounted for since our estima-
its library component, which in turn contains the appropriatéon methodology is simulation-based.
glitching and power models. The glitch analysis procedure traverses the levelized RTL cir-
The RTL circuit is levelized from primary input/registercuit, and at each node, computes the glitching activity at its
output to primary output/register input. Simulation andutput usingthe zero-delay signal statistics, as well as glitching
glitching analysis are performed by traversing the RTL circuiéctivities, at its inputs. Again, depending on the node type, we
in levelized order. In addition, an RTL delay estimator [4] is
used to derive partial delay information in the form of timing 6For a macro-block with two input signals a and b, we may need an arbitrarily

relationships between signals that feed the s&f@&NT'ROL  long history of input values, i.ea(t), a(t — 1), ..., andb(t),b(t —1),... to
node. determine its power consumption. In order to capture the statistical properties
. . . . of the input history of length(t . .. t —k+ 1), we need to store the correlation
Cycle-based simulation is performed on the input traCfeyeen all pairs of variables (). .. a(t—k+1),b(t)... b(t—k+1)},
The primary input values from the next vector of the inpute., order-k statistics. For combinational blocks and registers, it is sufficient to

trace are applied at thBI nodes.REG nodes contain values Store order-2 statistics, i.ga(t). a(t — 1)}, {b(t). b(t — 1)}, {a(t), b(t)},
that were written into them at the end of the previous clodit:P(t =D} andialt—1).b(t)}. The approximation we make is that we
Wi p ly store the first three terms, and ignore the last two terms, which we found

cycle. The RTL simulation uses a hybrid of bit-level aneb be reasonable for RTL power estimation.
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TABLE I
STATISTICS OFRTL CIRCUITS USED FOR THEEXPERIMENTS
Circuit RTL Circuit Gate-level circuit
Datapath components Controller | Max. Chain. || # Trans. | # FFs
GCD 1 Sub, 1 Lt_Comp, 2 Eq_Comp, 5 states, 4 2,074 28
10 Muz, 4 Reg | 10 ctrl. signals
Barcode 2 Add, 4 Eq_Comp, 7 states, 9 4,018 67
29 Muz, 8 Reg | 29 ctrl. signals
X.25 1 Add, 1 Sub, 1 Lt_Comyp, 8 states, 8 4,444 76
20 Muz, 10 Reg | 20 ctrl. signals
Vendor 2 Sub, 2 Lt_Comp, 4 states, 9 3,446 36
25 Muz, 6 Reg | 25 ctrl. signals
Graphics 2 Add, 2 Sub, 2 Lt_Comp, 06 states, 7 7,742 85
1 Eq_Comp, 50 Mux, 12 Reg | 50 ctrl. signals
Dealer 1 Add_Swub, 1 Lt_Comp, 1 Decoder, 14 states, 8 15,842 309
2 Eq_Comp, 64 Muz, 40 Reg | 33 ctrl. signals
Poly 1 Add_Sub, 1 Mul, 10 states, 4 9,554 116
11 Muz,7 Reg | 11 ctrl. signals

apply the appropriate bit-level or word-level glitching activitywere 8-bit components. The datapaths are characterized by
model. In the case of @ONTROL node, we use the (func- an abundance of multiplexers to perform conditional signal
tional bit-level) signal statistics and glitching activities at its inassignments, and contain significant amounts of both data and
puts, together with the timing relationships between its inputspntrol chaining. The controllers vary from 4 to 14 states, and
to estimate glitching activity at its output, as explained in Sethe number of their outputs (control signals) varies from 10 to
tion VI. 50.

The power estimation procedure also traverses the levelizedCharacterization details. The RTL circuits instantiate
RCG, and applies the appropriate power model to compute thlecks from an in-house RTL library. We built glitching
power consumed in each component. activity as well as power models for relevant library blocks.
For components characterized using word-level macro-models,
we constructed separate macro-models for bit-widths of 2, 4, 8,
12, 16, 24, 32, and 64. The piecewise linear models used for

We performed experiments in order to evaluate the proposdthracterizing glitching activity and power consumption at the
RTL power estimation techniques using the following RTword-level are represented as lookup tables, with interpolation
circuits: theGCD circuit shown in Fig. 1, a barcode preprocessqrerformed dynamically upon access. For our experiments, we
circuit (Barcode), a circuit implementing a part of the.25 implemented two different approaches to perform characteri-
communications protocdk.25), a vending machine controller zation for each point (entry) in the lookup table of a module.
(Vendor), a line-drawing procedure from a graphics controlleFhe first was to use a fixed-length characterization or training
(Graphics), the dealer process in an implementation of set of 10000 pseudo-random input vectors for each entry. The
Blackjack card game playefDealer), and a fourth-order second was to continue the simulation until convergence, i.e.,
polynomial (Poly). All the RTL circuits were obtained by the observed mean did not change by more than a prespecified
synthesizing them from behavioral specifications using theercentage upon further simulation of a prespecified number
SECONDS high-level synthesis system [44], [45]. Table bf additional input vectors. In all cases, convergence occurred
presents various statistics for the RTL circuits used in obefore simulating 10000 input vectors. Hence, we chose the
experiments, including the number of datapath macro blocksresults of the fixed-length characterization experiment. Note
each type, the number of states and control signals (an indicatmat it is also possible to use more complex sampling and stop-
of the controller complexity), the maximum number of levelping criteria when determining each entry in the lookup tables.
of chaining in the RTL circuit, and the number of transistoHowever, since the circuits being simulated during characteri-
pairs and flip-flops (FFs) in the gate-level implementatiomation are relatively small (just individual RTL components),
of the complete circuit derived after logic synthesis. Each @fe do not believe that more complex techniques are necessary
the following is counted as a single level for computing thim this context. This was also borne out by our characterization
maximum chaining level: a 2-input functional unit, a 2-to-Experiments as mentioned above. The characterization run for
multiplexer, a comparator, and a cone of control logic. Then RTL library containing around 300 modules required around
gate-level implementations vary in complexity from abowix hours of CPU time on a SPARCstation 20 with 128 MB
2,000 transistors to about 16 000 transistors, and from 28 FRain memory. Most of this time was spent in file I/O, and by
to 309 FFs. Since these examples do not represent higtilg gate-level power estimation tool in simulating the module
arithmetic-intensive computations, most bit-vector signals metlists for the characterization patterns. The file I/O overhead
the datapaths had 8 bits, and hence most datapath macro-blaeks be significantly reduced by source code integration of

X. EXPERIMENTAL RESULTS
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the various tools as opposed to the scripting language based TABLE 1Ii
integration that is employed in our current implementation. POWER ESTIMATION RESULTS
F\r’]unnfi.ng the A';‘O]}/A tests Wacsj c|1uite efficient, and took les Gjreyjt [ CSIM || RTLEst. || RTL Est. W/O Inter-Comp. GI.
than five seconds for each module. Pow. || Pow. | %Err || Pow. %Err

For the first phase of our power estimation tool (zero-dele (mW) | (mW) (mW)

i i ‘o) i GCD 164 | 153 | 671 || 1.28 21.95

RTL simulation), we used a long test bench of typical inpt

. . . . . ., Barcode 2.82 2.94 4.25 2.41 14.54
stimuli that were derived using knowledge of the functionalit - —= 338 318 1 592 | 2.89 1449
of the design and its environment. As the simulation proceed¢~crgor 271 | 454 T 361 | 3.96 15.02
zero-delay statistics for various signals were collected. Tl Graphics || 965 | 925 | 414 | 7.39 2342
zero-delay statistics were then used to predict glitching activi Dealer 857 | 811 | 537 | 7.04 17.85
at various datapath and control signals using the modi P21y 716 | 688 | 391 || 637 1103
presented in the previous sections. Thereafter, zero delay and
glitch statistics were used to calculate a number for power
consumption for each datapath block and for the controller.
Note that, in these experiments, since the vectors that are =- )
applied to the various embedded blocks are determined by the /j/
remaining circuitry, and are not part of the characterization 3 ) _'/“
vectors, these results reflect the out-of-sample accuracy of the ) // :

various glitching and power macro-models.

In order to evaluate the accuracy of our RTL power estimation
tool, we performed logic synthesis optimizations on the RTL cir-
cuit, mapped the controller and datapath to NEC's CMOS6 tech-
nology library [35], and estimated power consumption using the
tool CSIM [36]. It bears mentioning that CSIM has been cali-
brated with SPICE and benchmarked within 10% of SPICE. As 00 02 04 06 0s 1.0 12
mentioned before, it incorporates several state-of-the-art gate- Getelevel pover estimate
level power simulation techniques, including state-dependefy. 9. Scatter plot of RTL versus gate-level power estimates for individual
power modeling, accurate glitch filtering using inertial delaRTL components.
models, etc. The power models for individual library cells used
in CSIM were constructed using SPICE. Thus, we believe that Instance-by-Instance Estimation Accuracy

CSIM is a reasonable reference point to compare against fofrpe regyits presented in Table il demonstrate the accuracy

RT\/';/ power estil(”jnation. ; i q of our tool in the context of estimated power consumed in the
e attempted to perform experiments to demonstrate tFﬁtire RTL circuit. While that in itself is a useful end applica-

followmg:d? thet. aciuracgt O,f ogr R_TL E%VIVIar esgrga’ilr:)n.too ion, there may be several scenarios where the designer or an
compared to estimates obtained using ; and 2) the 'MPB5timization tool may require estimates of power consumption

tance of estimating glitching activity and using it to enhan L . oo .

. . : r individual components in the circuit. In such scenarios, the
the accuracy of power estimates for the various RTL circui . . .

accuracy of the instance estimates are also important. In order

blocks. Table Il reports the power estimates obtained using evaluate the accuracy of power estimates generated by our
CSIM after a complete gate-level implementation of the RTJ yorp 9 y

circuit (columnCSIM), RTL power estimates obtained usin ool for individual RTL components, we have provided in Fig. 9,

our tool (columnRTL Est.), and RTL estimates obtained bya scatter plot of the RTL power estimate versus the gate-level

ignoring the effects of glitching activity at the inter-RTL-comPOWer estimate, for all components in all the seven RTL cir-
ponent control and datapath signals (ColuRIAL Est. W/O cuits cons!dered in Te_lbles_ 1] and_lll. The I|r_1e in thg flgure indi-
Inter-Comp. Gl.). In order to obtain RTL power estimatescates the idea} = z line, e, points that lie on this line rep-
ignoring the effects of glitches, we used our tool but instructd§SeNt components for which the RTL and gate-level power es-
it not to perform the second phase of glitching activity estimdimates exactly match. We computed tiean absolute error
tion. Note that, the estimates thus obtained do not repres@Rfimedian absolute erroover all points in the scatter plot to

a zero-delay power estimate, since they do include the be 8.96% and 6.31%, respectively. Note that since we are using
fects of glitching internal to each RTL component. For thabsoluteerrors, positive and negative errors do not cancel out.
second and third cases, the table reports the power estimbi@ mean and median errors (allowing positive and negative er-
as well as the percentage error with respect to CSIM. THe's to cancel out) were2.11% and-2.03%, respectively. The
results indicate that the presented RTL switching activity ariflaximum absolute error was 32.50%. The maximum error was
power estimation techniques result in power estimates tifg&used due to very few outliers. By excluding four outliers out
range from within 3.61% to within 6.71% of those obtaine@f the set of 340 points in the scatter plot, the maximum abso-
after the final gate-level implementation of the circuit. The rdute error dropped to 18.1%.

sults also demonstrate the importance of considering glitchingFig. 10 provides a similar scatter plot of the normalized
activity at control and datapath signals during RTL poweswitching activity estimate of each control and datapath signal
estimation. in all the RTL circuits considered (the plot contains a total of
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point, we generated a test sequence of 10000 vectors that had
signal statistics corresponding to the values given by the chosen
point. We initialized our test sequence generator with different
seeds to ensure that the sequences generated had similar sta-
tistical properties as, but were not identical to, the sequences
used for characterization. To generate out-of-sample sequences,
a similar procedure was used, except that we started with points
that did not lie on the characterization grid. For comparison, we
also include the accuracy of the power macro- models when
they are used in the context of the RTL circuits described in
Tables Il and lll. Table V presents similar results to compare
the in-sample and out-of-sample accuracy of our switching ac-

: [ , ‘ . , tivity estimation techniques. In both tables, the error represents

0.0 0.2 04 06 08 1.0 the difference between the average power or switching activity

Gate-level switching activity -
reported by the gate-level power estimator and the proposed

Fig. 10. Scatter plot of RTL versus gate-level switching activity estimates B8acro models.
individual signals. Fig. 11 presents a histogram of error distributions for the per-
formance of our model on out-of-sample input traces. The figure

511 points). In order to best represent the control signals as wieflicates that most of the out-of-sample test cases resulted in er-
as datapath signals in the same plot, the activity numbers f8Fs Within [-6%, +4%].

multibit signals are per-bit. Note that, for signals with higher

switching activity, the activity estimated by our RTL tool isC. Computational Efficiency

somewhat pessimistic, due to the partial delay assumption _ . . .
made in the control logic analysis procedure of Section VI.Thesrhe CPU times required for gate-level power simulation

mean and median absolute errors for all points in Fig. 10 we\@“ed from 23 s (for an input trace of 5280 clock cycles for

5.67% and 4.51%, respectively. The maximum absolute ert%?ample CIrCUIGCD) t0 273 5 (.15 300 clogk cycles for example
was 22.91%. circuit Dealer). The CPU times required for RTL power

estimation were all under five seconds. All experiments were
performed on a SPARCstation 20 with 128 MB main memory.
The experiments indicated a speedup ok1® 50x for our
Characterization-based macro-modeling techniques, RTL power estimator compared to CSIM for the example
cluding the ones used in this paper, are constructed usirigcuits shown in Table Ill. It is important to note in this context
specific input sequences. For such macro models, it is impdinat the time required to obtain power estimates through lower
tant to systematically evaluate accuracy on input sequenteel (e.g., gate-level) estimation tools depends on two factors:
that are dissimilar to those used for characterization (referréyl the time taken to synthesize a complete gate-level netlist
to as out-of-sample accuracy). As described in Sections \ftlbm the RTL circuit and 2) the time required to run the
and VIII, our macro-modeling procedure is based on chareagate-level power estimation tool. Our comparison of CPU times
terizing the input signals to a macro block using parameteasaly considers the second component for gate-level power
that represent their signal statistics (mean, standard deviatiegtimation. The time required to synthesize a gate-level netlist
spatial and temporal correlations, and glitching activity). Thesan vary significantly depending on the optimization effort
parameters can be thought of as constituting a multidimemsed during synthesis (e.g., fast synthesis versus synthesis with
sional characterization space. A point in the characterizati@ul optimization). Thus, it is clearly difficult to present a single
space corresponds to a specific assignment of values to thenber to represent the synthesis time for a given circuit. For
macro-model parameters. Macro modeling is performed liye logic synthesis tool used in our experiments, the time taken
generating a uniform grid that covers this parameter spate,run a fast synthesis script (RTL HDL compilation, simple
and characterizing the power (or output switching activityhacro-block expansion and one-to-one technology mapping of
of a macro block at all points that lie on the grid. With thageneric gates) varied from 77 to 571 s. The time required to run
background, in our context, we define in-sample accuracy agypical optimizing logic synthesis script (that also included
the accuracy of our macro models for input sequences whaseehnology independent delay optimization with area recovery)
signal statistics lie at the characterization grid points, amndried from 185 to 1181 s. Clearly, even fast synthesis followed
out-of-sample accuracy as the accuracy of our macro modbisgate-level power simulation is infeasible for use in exploring
for input sequences whose signal statistics lie at points that &EL design tradeoffs that involve comparison of a large number
not on the characterization grid. of candidate circuits, or variants of the same design. Another
Table IV summarizes the results of testing the power macsoenario where more efficient power estimation is needed is
models using pseudo-randomly generated in-sample and outfoéh-level synthesis for low power, where hundreds of different
sample sequences. To generate the in-sample sequences, weRBhimplementations may be compared for a given behavioral
domly chose 100 points from the characterization grid. For easpecification [46]-[49]. In such situations, clearly there is a
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TABLE IV
IN-SAMPLE AND OUT-OFSAMPLE ACCURACY OF THEPROPOSEDPOWER MACRO-MODELING TECHNIQUES

Test seq. Error Range [Min,Max] (%) | Mean Abs. Error (%) | Median Abs. Error (%)
In-sample [-4.31,+5.07] 1.24 1.37
Out-of-sample [-15.61,+12.43] 3.44 2.79
Embedded in RTL ckt. [-32.50,+28.41] 8.96 6.31
TABLE V

IN-SAMPLE AND OUT-OFSAMPLE ACCURACY OF THEPROPOSEDSWITCHING ACTIVITY MACRO-MODELING TECHNIQUES
Test seq. Error Range [Min,Max] (%) | Mean Abs. Error (%) | Median Abs. Error (%)
In-sample [-9.61,+9.93] 4.52 4.14
Out-of-sample [-17.84,+19.42} 6.14 5.33
Embedded in RTL ckt. [-19.23,+22.91] 5.67 4.51

techniques we employ perform quite well even when the
“power function” is nonlinear, (since piece-wise linear models
can be used to approximate arbitrary functions, provided the
characterization granularity is sufficiently small). Nevertheless,
it may be possible to further improve the accuracy of such
macro models or reduce the number of gate-level simulation
runs needed for characterization, by using more sophisticated
interpolation techniques. As mentioned in Section VII, it may

18
16
14
12
10

#points

~ be possible to construct more efficient or more accurate macro

il sas a models by including the output signal statistics as parameters.
e T In general, in the case of more complex predesigned RTL
h Error (%) " components, it may also be necessary to include statistics

of signals internal to the macro block as parameters in the
Fig. 11.  Error histogram for the proposed macro-models under out-of-sampifacro model. The control expression based switching activity
test sequences. . . .

analysis techniques presented in our work have been shown to

need for faster power estimation, which can only be provid qurk very well for the control logic in circtits generated by

by RTL power estimation techniques. As can be seen from t%]g;h-level synthe_5|§ tools. For a'rbltr'ary rgndom logic (e.g., flat
. ate-level descriptions of subcircuits), it may be possible to
above numbers, our RTL power estimator offers one to t

! . : .. draw upon gate-level activity estimation techniques to improve
orders of magnitude improvement in total power estlmat|0ﬂ - . .
. . . .the accuracy of activity and power analysis. Finally, for deep
time compared to synthesizing a gate-level netlist and running, . ; L
) stbmicron technologies, accurate RTL power estimation
a gate-level power estimator. . . . .
requires an estimate of power consumed in the interconnect.
This can be achieved by coupling our activity estimation
techniques with design planning technologies that can estimate
We presented techniques for switching activity analysigterconnect capacitance.
and power estimation at the register transfer level. The sig-
nificant features of our techniques are the following: 1) we
consider the generation and propagation of glitches through the
controller and datapath while performing power estimation; [1] %h Ramkaclh?dfa“vtF-lJ- Ktt"dah'v Dd% |GaJSk|’d Al" C-fH- Wu{ anf‘ V-I
. . aiyakul, “Accurate layout area and delay modeling for system leve
2) we combine the use of word-level modelln_g for datapath design.” in Proc. Int. Conf. Computer-Aided Desiglct. 1992, pp.
blocks that associate a word-level value to their operands, and 355-361.
accurate bit-level modeling for other datapath blocks; and 3) wel2] A. Kuehimann and R. Bergamaschi, “Timing analysis in high-level
demonstrate that our techniques are well suited for estimating gigtfgssf‘ inProc. Int. Conf. Computer-Aided Desigov. 1992, pp.
power consumption in control-flow intensive designs that (3] p. k. Jha and N. D. Dutt, “Rapid estimation for parameterized com-
have significantly different power-consumption characteristics  ponents in high-level synthesis|EEE Trans. VLSI Systvol. 1, pp.
; ; ; ; 296-303, Sept. 1993.
from dgtaflow m,tenSIVe _dGSIQnS' We be“e_ve_ that Our_ power#] S. Bhattacharya, S. Dey, and F. Brglez, “Provably correct high-level
esn_matmn technlqugs will be useful in aSSIS.tlng a des'Qn?r OF' "~ timing analysis without path sensitization,” Proc. Int. Conf. Com-
a high-level synthesis tool to evaluate the impact of various  puter-Aided DesignNov. 1994, pp. 736-742. o
design decisions on switching activity and power consumption.[5] A C. Deng, “Power analysis for CMOS/B1CMOS circuits,” froc.
he techni ted in thi Id b tend Int. Workshop Low-Power DesigApr. 1994, pp. 3-8.
The tec niques presented In this paper cou € exten eﬂi] J. Rabaey and M. Pedram, Eds.pw-Power Design Methodolo-
along several directions. The word-level macro-modeling  gies Norwell, MA: Kluwer, 1996.
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