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1

Introduction to Micro Energy Harvesting

Danick Briand, Eric Yeatman, and Shad Roundy

1.1

Introduction to the Topic

We are living in an increasingly intelligent world where countless numbers of

autonomous wireless sensing devices continuously monitor, provide information

on, and manipulate the environments in which we live. This trend is growing fast

and will undoubtedly continue. The vision of this intelligent world has gone by

many names including “wireless sensor networks,” “ambient intelligence,” and,

more recently, “the Internet of Things (IoT).” Regardless of the current buzzwords,

this vision will continue to take shape. We are now realistically talking about a tril-

lion or more connected sensors populating the world. Almost all of these wireless

connected devices are currently powered by batteries that have to be periodi-

cally recharged or replaced. This state of affairs is simply not practical if we are to

have many hundreds of sensors per person on the planet. Alternative autonomous

power supplies are becoming more and more critical. Furthermore, these power

sources must be small, inexpensive, and highly reliable. This need has given rise

to a new field of research, study, and engineering practice, usually referred to as

Energy Harvesting. This book is intended to cover the engineering fundamentals

and current state of the art associated with energy harvesting at the small scale,

or Micro Energy Harvesting.

The term “Energy Harvesting” usually refers to devices or systems that cap-

ture (or harvest) ambient energy in the environment and convert it into a useful

form, which is usually electricity. Large-scale renewable power generation such

as solar arrays, wind farms, and ocean wave generators can be considered forms

of energy harvesting. However, for the purposes of this book, we define the term

somewhat more narrowly. We define energy harvesting as technologies, devices,

and systems that capture ambient energy to replace or augment the batteries in

wireless devices. The title of this book is “Micro Energy Harvesting”. In the energy

harvesting literature, the word “micro” sometimes refers to different aspects of

the system. The first is the power level. Micro energy harvesting systems gener-

ally produce power best described by microwatts, usually 10–100s of microwatts.

Sometimes, “micro” refers to the scale of the energy harvesting device, that is,

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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micrometers. While the overall dimensions of micro energy harvesters are usu-

ally in the millimeter or centimeter range, the key features of the transducers

are usually microscale. Finally, “micro” sometimes refers more to the fabrication

method, using highly parallel fabrication techniques common to the semiconduc-

tor and MEMS industries. While many of the techniques covered in this book

can be applied across different size scales, we are generally concerned with energy

harvesters that can be mass produced at microscales using microfabrication tech-

niques. In practice, some of the devices will be macroscale devices that are moving

toward microscale implementations.

Micro energy harvesting covers a broad range of technologies and relies on quite

a broad range of fundamental science. A typical engineer or scientist working in

the field will most likely be an expert in only a few areas. However, in order to

make good engineering decisions, it is important to be well grounded in the entire

breadth of the field. This book is intended, in part, to provide a solid foundation in

a broad range of technologies that comprise the field of micro energy harvesting.

An energy harvesting system is comprised of four different components as

depicted in Figure 1.1. Some form of environmental energy is available (e.g.,

thermal, solar, vibration, RF, wind). A device or subsystem captures that energy

and presents it to an energy converting transducer (e.g., thermoelectric stack,

piezoelectric element, photovoltaic cell). In some systems, such as most PV

systems, the capture device and transducer are one element. The transducer

outputs an electrical current. This current can be unpredictable and requires

conditioning before being stored or used by an electronic load. The role of the

power electronics is not only to condition the signal for use but also to optimize

the power flow from the transducer.

Let’s use a vibration energy harvester as a simple example. The capture mecha-

nism is usually a mechanical oscillator of some sort. This oscillator may be a sim-

ple linear oscillator or may have more complex modes and/or nonlinearities. The

proof mass of this oscillator transfers the energy from the environmental vibra-

tions to a transducer. If the transducer is a piezoelectric element, it will usually

form part of the spring and will create some of the damping that characterizes the

behavior of the mechanical oscillator. The output of the piezoelectric device will be

a high-impedance AC voltage of unpredictable magnitude. The power electronics

must condition this output to a stable DC voltage. However, the power electron-

ics also play a role in influencing the power flow from the transducer, which can

affect the apparent level of damping and even the natural oscillation frequency of

Energy
capture

Transduction
Power

conditioning
Energy
storage

Electronic
load

Environmental
energy

Energy harvesting system

Figure 1.1 General energy harvesting system architecture.
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the oscillator. Thus, the arrows shown in Figure 1.1 are bidirectional to indicate

that each component of the harvesting system affects the upstream components.

While not usually the case, the harvester can even affect the environment in some

situations. For example, if the energy harvester is large enough compared to the

vibrating body to which it is coupled, it can actually affect the incoming vibrations.

A similar breakdown of other types of harvesters could also be made. It is impor-

tant to recognize that a well-performing harvester needs to be designed with the

entire system in mind.

The block diagram of Figure 1.1 is similar to that of a sensor or detector, and,

indeed, energy harvesters share many characteristics with these, including the

transduction methods employed. However, there are also important differences.

In sensor and detector systems, additional power is typically added to the signal

at the first stage of conditioning (e.g., in amplification) in order to reduce degra-

dation of the signal fidelity (e.g., by additive noise) in subsequent stages, and this

power level is often much larger than that of the received signal. In an energy har-

vester, of course, any added power for signal conditioning and control functions

must be minimized and constitutes a penalty against the power harvested. On the

other hand, there is no need to preserve the received waveform characteristics.

Within these different constraints, both harvesting and detection/sensing systems

generally aim at maximizing the power extracted from the source.

1.2

Current Status and Trends

Of the main types of energy harvesting for small-scale applications, solar (or pho-

tovoltaic (PV)) cells are the most mature and long established, with devices such

as PV-powered pocket calculators having been available for over 30 years. Fur-

ther PV development in the last few decades has focused on conversion efficiency

and cost, the latter being particularly critical in large-scale applications. Major

advances have been made in these metrics. Another area of PV research is the

development of devices based on organic materials, which are enabling new inte-

gration possibilities such as flexible substrates. Thermoelectric devices for power

generation are also long established, but less extensively commercialized than PV

systems, although this is beginning to change. In recent years, major research

efforts have been witnessed in this field, using a wide range of materials systems,

with a strong emphasis on increasing conversion efficiency, but with develop-

ments in size, weight and cost reduction, and use of more sustainable materials

as well. Nanostructured materials have shown particular promise in recent years

for increasing efficiency.

Motion-based energy harvesting has seen major international research efforts

for the past 10–15 years, with particular emphasis on inertial devices, that is,

devices that extract power from the relative motion of an internal proof mass. The

fundamental theory is now well established, and recent developments have con-

centrated on improved conversion circuits, broadband operation, and application-

specific implementations. Some commercial devices have been launched, and this
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looks set to be a growing business opportunity. Devices based on fluid flow, such as

microturbines, have also made impressive advances. A further harvesting method

that is attracting attention is the extraction of power from human-made radiation,

that is, radio signals from various systems such as cellular communications, WiFi,

and others. With the increasing use of wireless communications, opportunities

for radio frequency harvesting are growing. One key challenge, as also found in

some motion harvesting methods, is to produce DC power from AC sources with

voltages below those required for conventional rectification. Promising advances

are being made in tackling this problem. Among other harvesting methods, fuel

cells using biological sources are also attracting interest.

As discussed above, a key driver for small-scale energy harvesting is the pro-

liferation of electronic devices, particularly sensors, which are not connected to

mains power. This includes mobile devices, but also fixed devices where mains

connection would be impractical or involve excessive installation costs. Because

in most such applications, harvesters will be considered an alternative to batter-

ies, for large-scale adoption they will need to be an attractive alternative. This

means they must provide their theoretical promise of perpetual, maintenance-free

power by having long lifetimes and high reliability. They must also be competitive

on size and cost. An important challenge to achieving low cost is that harvesters

tend to need to be designed with specific applications in mind, and so they do

not achieve the economies of scale in production that batteries do. Thus, identify-

ing high-volume applications, or harvesters suitable for wide ranges of application

without customization, will be critical aims in coming years. On the other hand,

the power requirements of key electronic functions, including computation and

wireless communication, continue to drop, so the further growth of both the num-

ber of wireless devices and the opportunities for micro energy harvesters can be

predicted with confidence.

1.3

Book Content and Structure

Micro energy harvesting covers a broad range of technologies and relies on quite

a broad range of fundamental science. A typical engineer or scientist working in

the field will most likely be an expert in only a few areas. However, in order to

make good engineering decisions, it is important to be well grounded in the entire

breadth of the field. This book is intended, in part, to provide a solid foundation in

the broad range of technologies that comprise the field of micro energy harvesting,

and in another part, to cover the state of the art and trends in the field. We consider

the book to be valuable for engineers who would like to get an introduction to the

topic. Moreover, its structure and large coverage of the topic are intended to sup-

port graduate courses and lectures. The book would also be an excellent reference

to early stage researchers who consider to research in this field or to apply part of

the knowledge and technology available to their research. The topic of energy har-

vesting is broad. So, hopefully there is something valuable to learn here for readers

from diverse backgrounds. We believe that the content of this book is sufficiently
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broad, yet detailed and deep enough that even those readers who are familiar with

the topic will profit from reading and studying its contents.

This book covers fundamentals and devices for harvesting energy from vibra-

tions, fluid flow, acoustics, heat, light, RF radiation, and chemicals. An emphasis is

especially given on the topics of kinetic and thermal energy harvesting for which

microscale technologies have been readily developed. In addition, it covers topics

applicable to any energy source, such as power electronics, and micro energy

storage devices, and it gives some insights into few selected applications and the

trends in the field. These topics are divided into three specific sections: Funda-

mentals and Theory, Materials and Devices, and Systems and Applications. The

section on Fundamentals addresses all the aspects related to the basics and theory

of power electronics as well as micro harvesting from thermal and mechanical

energy, such as heat transfer, thermophotovoltaics, mechanics and dynamics, and

transduction principles. In the section on Materials and Devices, thermoelectric

and piezoelectric materials and harvesting devices are thoroughly reviewed in a

set of chapters. The topic of vibration energy harvesting also includes chapters on

electrostatic, electromagnetic, and wideband energy harvesters. These are also

complemented by contributions on fluid flow and acoustics energy harvesting.

This section is finally completed with chapters on harvesting energy from RF

radiation, light and chemical energy sources, addressing rectennas, solar cells and

microbial fuel cells, respectively. In the last section on Systems and Applications,

electronics for energy conversion and power management as well as energy

storage devices are addressed. Applicative chapters focusing on kinetic and heat

energy harvesting are concluding the book.

Finally, we would like to take the opportunity to warmly thank all the authors

who contributed with an outstanding chapter in their field of expertise, which, by

their quality, will hopefully make this book become a standard reference in the

field.
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2

Fundamentals of Mechanics and Dynamics

Helios Vocca and Luca Gammaitoni

2.1

Introduction

Among various sources of renewable energy present in the environment such,

as solar, radio frequency (RF), temperature difference, and biochemical, kinetic

energy in the form of mechanical vibrations is deemed to be the most attrac-

tive, in the microscale domain because of its power density, versatility, and

abundance [1]. This type of energy source is ubiquitous indeed. Vibrations

potentially suitable for energy harvesting can be found in numerous aspects

of human experience, including natural events (seismic motion, wind, water

tides), common household goods (fridges, fans, washing machines, microwave

ovens, etc.), industrial plant equipment, moving structures such as automobiles

and airplanes, and structures such as buildings and bridges. In addition, human

and animal bodies are considered interesting sites for vibration harvesting. The

amount of available power clearly varies significantly from one source to the

other.

On the other hand, the power consumption of wireless sensors has been largely

reduced in the last years thanks to the ultra-low-power electronics [2]. Typical

power needs of mobile devices can range from a few microwatts for wristwatches,

RFID, MEMS (micro-electro-mechanical system) sensors, and actuators up to

hundreds of milliwatts for MP3, mobile phone, and GPS applications. They

are usually in a sleep state for 99.9% of their operation time, waking up for a

few milliseconds only to communicate data. Consequently, their average power

consumption has been reduced to below 10 μW in order to match the power

density capability of current generators (100–300 μW cm−3). For comparison,

a lithium battery can provide 30 μW cc−1 for 1 year or 30 mW cc−1 for just

10 h, while a vibration-driven generator could last for at least 50 years with the

same power level [3]. Along with virtually infinite operational life, many other

benefits come from motion-driven energy harvesting: no chemical disposal, zero

wiring cost, maintenance-free, no charging points, capability for deployment in

dangerous and inaccessible sites, low cost of retrofitting, inherent safety, and high

reliability.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Environmental noise

WSN
Node

Sensor & RF
transceiver and

antenna

Energy
harvester

Voltage rectifier,
regulator &

storage

Figure 2.1 A wireless sensor network made by vibration-driven wireless nodes. Inset:

schematic of the power management in the node.

A typical application for microscale vibration harvesting is represented by

integrated vibration-powered wireless sensor nodes. This includes an embedded

vibration energy harvester (VEH), multiple-sensor module, microcontroller, and

a transceiver for communication (Figure 2.1).

The VEH module is often tailored for the specific application and vibration spec-

trum of the source: harmonic excitation, random noise, or pulsed movement.

In the following, we will address the various aspects of micro vibration energy

harvesting.

2.2

Strategies for Micro Vibration Energy Harvesting

An important question that must be addressed by any energy harvesting technol-

ogy is related to the characteristics of the vibrational energy available. As a matter

of fact, kinetic energy harvesting requires a transduction mechanism to generate

electrical energy from motion and the generator requires a mechanical system

that couples environmental displacements to the transduction mechanism. The
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design of the mechanical system is realized with the aim of maximizing the

coupling between the kinetic energy source and the transduction mechanism

and depends entirely upon the characteristics of the kinetic energy source under

consideration.

At micro- and nanoscale, kinetic energy is usually available as random vibrations

or displacement noise. In order to explore the wide panorama of available vibra-

tions, our laboratory has started the construction of a general database of ambient

vibrations [4]. In this database, one can find a vast variety of vibration sources

[5]. All these different sources produce vibrations that vary largely in amplitude

and spectral characteristics. Generally speaking, the human motion is classified

among the high-amplitude/low-frequency sources. An interesting limiting case

of small-scale kinetic energy is represented by the thermal fluctuations at micro-

and nanoscale. This very special environment represents also an important link

between the two most promising sources of energy at the nanoscale: thermal gra-

dients and thermal nonequilibrium fluctuations [3].

A second aspect that is no less important is associated with the available phys-

ical principles for energy transduction. In fact, there are three main categories

of kinetic-to-electrical energy conversion systems: piezoelectric, electromag-

netic, and electrostatic. In addition, there is the magnetostrictive branch as a

variant of piezoelectric except for the use of magnetically polarized materials

[6]. Each technique presents advantages and drawbacks and the optimal choice

depends on the spectral characteristics of the available vibrations and the specific

application.

2.2.1

Piezoelectric

The direct piezoelectric effect was discovered in 1880 by Jacques and Pierre Curie.

This is a phenomenon where an electric charge is generated within a material

in response to applied mechanical stress (Figure 2.2b). The strain and coupling

coefficients in the fundamental piezoelectric equations are in general higher in

33 mode than in 31 (Figure 2.2a) [7]. The 33 mode of bulk crystal corresponds

to very high natural frequencies (∼1 to 100 kHz), while longitudinal strain is

easily produced within a cantilever beam that resonates at lower frequencies

(∼100 Hz) (Figure 2.2c). Typical piezoelectric materials are barium titanate

(BaTiO3), zinc oxide (ZnO), and lead zirconate titanate (Pb[ZrxTi1−x]O3) or PZT,

considered one of the best candidates because it shows an high electromechanical

coupling.

Piezoelectric systems are good candidates for small-scale vibration harvesters

although the coupling strength decreases very fast at micrometric scale and rela-

tively large load impedances are required to reach the optimal working point [8].

Other drawbacks are represented by aging phenomena that imply depolarization

and brittleness. For low-frequency applications, such as those related to wearable

sensors, polymer-based materials (e.g., dielectric elastomers) constitute a valid

alternative to ceramics because of their flexibility, inexpensiveness, and durability
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(b)

Figure 2.2 Piezoelectric effect in a beam. (a) 33 and 31 modes that couple strain to charge

generation. (b) Piezoelectric principle: microscopic polarization process scheme. (c) Drawing

of bimorph piezoelectric cantilever beam.

[9]. Piezoelectric materials and harvesting devices are reviewed in more detail in

Chapters 13 and 5 respectively.

2.2.2

Electromagnetic

The electromagnetic harvester is based on the electromagnetic induction phe-

nomena, that is, the production of a voltage across a conductor when it is

exposed to a varying magnetic field. The inductive technique is usually realized

by coupling a permanent magnet and a solenoid in motion relative to each other

(Figure 2.3). These systems show complementary behavior in terms of frequency

Spring Magnet
Coil

V

Figure 2.3 Basic scheme of an electromagnetic vibration harvester where a moving mag-

net oscillates with respect to a fixed coil.
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bandwidth and optimal load in relation to piezoelectric techniques. They are

recommended for low frequencies (2–20 Hz), small impedance, and medium

size [10]. Drawbacks are represented by the difficulties in the integration of

electromagnetic harvesters into MEMSs [11–13]. Electromagnetic harvesting

devices are reviewed in more detail in Chapter 2.

2.2.3

Electrostatic

Electrostatic harvesters are based on the principle of variable capacitance.

The voltage across a capacitor changes with the capacitance. This is usually

accomplished by keeping one plate fixed, while the other is attached to an

oscillating mass. The change in the capacitance is realized by varying either

the distance or the overlap between the plates. The first occurrence is usually

addressed as an in-plane gap-closing converter, while the second case represents

an overlap-varying converter. The most relevant drawback of the electrostatic

harvester is represented by the necessity for an external voltage source to charge

the plates [12, 13]. Some designs overcome this problem by using electrets to

provide the precharge bias voltage [14, 15]. On the other hand, electrostatic

technology is very well suited for MEMS manufacturing as it employs the same

technology behind micro-accelerometers [16–18]. In comparison with the two

previous techniques (piezoelectric and electromagnetic), the power generated

by an electrostatic energy harvester is significantly smaller [4, 19]. Electrostatic

harvesting devices are reviewed in more detail in Chapter 11.

2.2.4

FromMacro to Micro to Nano

Nowadays, VEHs are commercially available from a number of companies such

as Perpetuum Ltd, Ferro Solution, Mide Volture, and Wisepower srl. All the prod-

ucts however are larger than a few centimeters and show a power density that

ranges from 10 to 300 μW cc−1 relative to acceleration levels of 0.01–1 g rms.

On-going research studies at universities and research institutes have demon-

strated prototypes of MEMS-based harvesters; however, they are still at a prototy-

pal stage. Beeby et al. have implemented a vibration-powered wireless sensor node

with embedded micro-electromagnetic generator [11]. Millimeter-sized electro-

static generators were formerly proposed by Roundy et al. [20]. Miao implemented

a parametric generator for biomedical applications [21] and examples of piezo-

electric nanomechanical generators are also emerging [22]. Paracha and Basset

have successfully built and tested an efficient MEMS-based electrostatic harvester

[17, 23]. Improved versions with wideband feature have also been recently demon-

strated [18, 24].

On the nanoscale side, results have been reported in the framework of the

EC-funded project NANOPOWER [25] where piezoelectric nano-membranes

[26] have been investigated (Figure 2.4). Furthermore, nanowire-powered
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Figure 2.4 Piezoelectric vibrational membrane harvester based on freestanding

Mo–AlN–Mo film stack (100 nm thick). The membrane is produced by VTT Technical

Research Centre of Finland. Picture: courtesy of LUNA, University of Perugia.

vibration harvesters that exploit the triboelectric effect have been recently

proposed [27].

2.3

Dynamical Models for Vibration Energy Harvesters

In this section, we discuss the dynamical description of vibration harvesters.

This is largely independent of the transduction technique and specific cases are

discussed in the following. Under a general perspective, VEHs can be organized

into two main classes: those that utilize direct application of force (Figure 2.5a)

and those that make use of the inertial force associated to a moving mass m

(Figure 2.5b). For micro-harvesting the class of inertial harvesters is geometri-

cally more viable because they only need one point of attachment to a vibrating

structure.

We will adopt the following notation: F(t) is the driving force (in the inertial

case is equal to −mÿ), the vibrations are represented as y(t) and over-dot stands

for the derivative with respect to time. z(t) is the relative motion between the ref-

erence frame and proof mass, U(z) is the potential energy that reduces to 1∕2 kz2

when the system is linear (k is the spring stiffness). d is the parasitic damping, fe
represents the electrical restoring force due to the transduction mechanism. RL is

the electrical resistive load through which flows the generated current i.

According to the model proposed by Williams and Yates [28], the conversion

force fe is considered an electrical damping force proportional to the velocity

fe = −deż, thus mimicking a viscous damping effect. However, the electrical

restoring force can in general be a complex function of the mass displacement,

velocity, and acceleration. In addition, such an approximation does not take
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Figure 2.5 Dynamical model of vibration harvesters: (a) direct force and (b) inertial force.

into account the effect of the electrical branch coupled to the mechanical

system.

In the following, we describe the lumped parameters model of the vibration

harvester by including the electrical domain as sketched in Figure 2.5b. This can

be then applied to different types of conversion systems. The coupled governing

equations of a generic single degree of freedom vibration-driven generator are

derived from the second Newton’s law and Kirchhoff’s law as follows:

mz̈ + d⋅z + dU(z)
dz

+ 𝛼V = −mÿ, (2.1)

V̇ + (𝜔c + 𝜔i)V = 𝜔c𝜆⋅z, (2.2)

Equation (2.1) describes the dynamics of the inertial mass and Eq. (2.2) accounts

for the coupled electrical circuit. V is the voltage produced across the electri-

cal resistance, and 𝛼 is the electromechanical coupling factor; 𝜔c represents the

characteristic cutoff frequencies of the electrical circuit of the system operating

as high-pass filter due to the specific transduction technique. This parameter is

the inverse to the characteristic time 𝜏 of the electrical branch, that is 𝜔c = 1∕𝜏 .

𝜔i has the same meaning but corresponds to the internal resistance Ri of the

system. Finally, 𝜆 is the electromechanical conversion factor. These characteris-

tic parameters are derived from the harvester design depending on the specific

conversion method and architecture as explained in the following examples. In

the rest of this paragraph we will focus on the linear case. This is characterized

by

U(z) = 1

2
kz2 (2.3)

Moreover, we will only treat here the piezoelectric and electromagnetic cases,

as the electrostatic case is inherently nonlinear when considering the electrical

force between close electrostatic plates.
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2.3.1

Stochastic Character of Ambient Vibrations

The vibrational force that acts on the harvester is represented in Eq. (2.1) by the

quantity −mÿ where ÿ represents the vibration acceleration. In Figure 2.6 we show

a real time series of the quantity ÿ(t) (in arbitrary units) taken from a car hood with

an accelerometer. What is apparent from this time series is the random character

of the vibrational force.

In general, this is a stochastic quantity due to the random character of most, if

not all, practically available vibrations and the set of equations becomes a stochas-

tic differential equation set, also known as the Langevin equation set, by the name

of the French physicist who introduced it in 1908 in order to describe Brownian

motion. By the moment that the force term is random, the solution of this equation

can be attained only in statistical terms, provided we have information on the

statistical quantities that characterize the stochastic force, such as momenta and

probability densities. In general, the treatment of stochastic differential equations

requires the methods of the theory of stochastic processes [29]. In what follows,

the relevant quantities of interest, such as the harvester electric power, have to

be taken as averages of the respective quantities obtained by time averaging the

solutions of the dynamic equations.

2.3.2

Linear Case 1: Piezoelectric Cantilever Generator

Equations (2.1) and (2.2) have parameters such as 𝛼, 𝜆… that need to be specified

according to the physical principles involved in the transduction mechanism. For

bimorph piezoelectric cantilevers such as the one shown in Figure 2.2, with active

layers wired in parallel, the characteristic parameters are

𝛼 = kd31∕hpk2, 𝜆 = 𝛼RL, 𝜔c = 1∕RLCp, 𝜔i = 1∕RiCp
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Figure 2.6 Acceleration time series from a car hood during urban motion.
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where hp and hs are the thickness of piezoelectric and support layer respectively;

d31, Ep, 𝜀o, 𝜀r, and Cp are respectively piezoelectric strain factor, Young’s modulus,

vacuum, and relative dielectric permittivity, and equivalent capacitance of piezo-

electric beam which is equal to half the capacitance of a single piezoelectric layer

in case of series connection. These constants can be connected to the system struc-

tural parameters [26]. Usually, the internal resistance Ri of a piezoelectric crystal

is very high, hence 𝜔i is negligible.

2.3.3

Linear Case 2: Electromagnetic Generator

For the simple “magnet in-line coil” electromagnetic generator configuration

shown schematically in Figure 2.3, the characteristic parameters are

𝛼 = Bl∕RL, 𝜆 = Bl = 𝛼RL, 𝜔c = RL∕Le, 𝜔i = Ri∕Le,

with B representing the magnetic field across a coil of length l and self-inductance

Le. As before, by assuming an internal resistance of the coil Ri to be small with

respect to the external load (Ro ≪ RL), 𝜔i becomes negligible.

2.3.4

Transfer Function

According to the linear response theory principles, we write in the spectral

domain the governing equation our dynamic system (2.1) and (2.2) as(
ms2 + ds + k 𝛼

−𝜆𝜔cs s + 𝜔c

)(
Z

V

)
=

(
−mY

0

)
(2.4)

where s = j𝜔 and we have taken the Laplace transform (j being the imaginary unit).

The functions Y (s), Z(s), and V (s) are the acceleration amplitude, mass displace-

ment, and output voltage transformates. The 2× 2 matrix on the left side, A, is the

generalized impedance. The system solution provides

Z(s) = −mY

detA
(s + 𝜔c) =

−mY ⋅ (s + 𝜔c)
ms3 + (m𝜔c + d)s2 + (k + 𝛼𝜆𝜔c + d𝜔c)s + k𝜔c

(2.5)

V (s) = −mY

detA
𝜆𝜔cs =

−mY ⋅ 𝜆𝜔cs

ms3 + (m𝜔c + d)s2 + (k + 𝛼𝜆𝜔c + d𝜔c)s + k𝜔c

. (2.6)

Accordingly, the transfer functions between displacement and voltage over

input acceleration are given by

HZY (s) =
Z

Y
(2.7)

HVY (s) =
V

Y
(2.8)
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By substituting s = j𝜔 in Eq. (2.6), we obtain the electrical power across the resis-

tive load as

Pe(𝜔) =
|V (j𝜔)|2

2RL

=
Y 2

0

2RL

||||| −𝜆𝜔cj𝜔(
𝜔c + j𝜔

)
(𝜔2

n − 𝜔2 + 2𝜁𝜔nj𝜔) + 𝛼𝜆𝜔cj𝜔∕m

|||||
2

(2.9)

where we have used 𝜔n =
√
k∕m and the normalized damping factor

𝜁 = d∕2m𝜔n. As expected, for the underdamped oscillator, the electrical

power peaks at the resonance frequency 𝜔 = 𝜔n. As a consequence, the linear

oscillator approach performs well when the vibration acceleration spectrum is

concentrated around the system resonance frequency, while it performs poorly

when far from it, as in most cases, on ambient vibrations. Most importantly, at

microscale, the typical resonance frequencies of mechanical oscillatory systems

are characterized by values that easily exceed a few kilohertz, making the

harvesting of low-frequency ambient vibrations difficult.

2.4

Beyond Linear Micro-Vibration Harvesting

As we have discussed [4], ambient vibrations come in the form of random, that

is, broad spectrum signals. For this class of driving forces, the linear harvester,

characterized by a sharp frequency response at the resonance frequency, is

not the ideal solution. Various strategies have been investigated to overcome

this difficulty and increase the bandwidth of vibration-based harvesters [19,

30]. Among these “resonance frequency tuning,” “multimodal oscillators,” and

“frequency up-conversion” are the most common.

2.4.1

Frequency Tuning

The main idea behind frequency tuning is the adjustment of some of the oscillator

parameters in order to change the resonance frequency to move it closer to where

the vibration spectrum is higher [31]. There are two possible approaches to this

task: external tuning and on-board tuning. External tuning requires an occasional

intervention where some energy is spent from outside the harvester in order to

tune the system parameters. The active mode is more power demanding because

a continuous power is needed to tune the system. In this case, the energy is usually

provided by the harvester itself.

The tuning mechanisms can be realized using springs or screws, with

magnets, or using a piezoelectric material, and are aimed at changing the

system stiffness and/or the mass distribution. Examples in the literature cover

mechanical [32], magnetic [33], and piezoelectric [34] actuators to mention

the most common. The advantage of frequency tuning is apparent when the

driving vibration is characterized by sharp spectral peaks that tend to move

with time.
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2.4.2

Multimodal Harvesting

Multimodal harvesting is based on the exploitation of a simple combination of dif-

ferent oscillators, each characterized by its own resonance frequency. In this way,

useful power can be harvested over broadband vibration spectra, by using the res-

onance window of each oscillator. In the literature, piezoelectric cantilever arrays

with various lengths and tip masses [35] and the same cantilevers with different

tip masses [36] have been presented (Figure 2.7).

In [37], a hybrid scenario is presented by Tadesse et al. The harvester consists of

a cantilever beam with piezoelectric crystal plates bonded on it at a fixed distance

from each other; a permanent magnet is attached at the cantilever tip oscillating

within a coil fixed to the housing structure. In this configuration, the electro-

magnetic transducer generates high output power at the cantilever’s first mode

(at 20 Hz), while the piezoelectric transducer generates higher power at the can-

tilever’s second mode (at 300 Hz). The combination of the two schemes in one

device is able to significantly improve the harvester response covering two fre-

quency ranges. The drawback of this solution is the difficulty in combining the

output power from two different mechanisms, thus requiring two separate con-

verting circuits. As a matter of fact, the multimodal approach increases the band-

width, increasing the volume or the weight of the harvester, thus reducing the

energy density.

2.4.3

Up-Conversion Techniques

As we have observed in many practical situations, the ambient vibrations

suitable for energy harvesting have an energy content that is mainly present

in the low-frequency range, that is, below a few hundred hertz. On the other

hand, as we noticed, micro-energy harvester oscillators tend to have their

Acceleration

Piezo
electr

ic 
beam

s

Proof masses

Figure 2.7 Simple scheme of multimode harvester realized with multiple oscillators of dif-

ferent lengths and tip masses.
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Figure 2.8 Schematic of an up-conversion mechanism.

resonance frequency in a range of frequencies much higher than these. The idea

behind up-conversion techniques is to operate in order to transform the input

vibrations so that the low-frequency energy content is transferred to higher

frequencies, possibly in the range of the resonance frequencies available in the

harvester.

Figure 2.8 presents a possible up-conversion scheme: the oscillator with elastic

constant k has a resonant frequency in a lower region with respect to the reso-

nant frequencies of the piezoelectric cantilevers (left). When the tooth hits the

cantilever tips, they start to oscillate at their natural frequency. Thus the low-

frequency vibration of the primary vibrating unit (i.e., the oscillating mass m) is

transferred to the high-frequency vibration of the secondary units (i.e., the piezo-

electric cantilevers).

This frequency up-conversion principle has been realized in different

implementations [38]. Most often, the main drawback is that the “first unit”

resonance frequency needs to be tuned to the main frequency of the vibration

source: this is of little use when the vibration frequency spectrum is very

broad.

2.5

Nonlinear Micro-Vibration Energy Harvesting

All the above-mentioned strategies to harvest vibration energy from the environ-

ment belong to the category of harvesting techniques based on the use of linear

oscillators. As we have discussed, the linear oscillator system presents some limi-

tations that prevent its wide applicability. The following are the two most impor-

tant limitations:
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1) The frequency spectrum of available vibrations instead of being sharply

peaked at some frequency is usually very broad compared to the narrow band

of the linear oscillator transfer function.

2) The frequency spectrum of available vibrations is particularly rich in energy

in the low-frequency range, and it is very difficult, if not impossible, to build

small, low-frequency resonant systems.

On the basis of these considerations, we are now interested in exploring nonres-

onant, that is, nonlinear oscillators in order to inspect their dynamical behavior

and see if the limitations shown by linear systems can be somehow overcome by

their implementation as VEHs.

The starting point is still represented by Eqs. (2.1) and (2.2). As before, U(z)

plays the role of dynamical energy storage facility (before transduction) for our

mechanical oscillator and thus it is here that we should focus our attention. A

nonlinear oscillator is characterized by the condition

U(z) ≠ 1

2
kz2 (2.10)

indicating that the potential energy of the oscillator is not quadratically dependent

on the relevant displacement variable. In recent years, few possible candidates

have been explored [39–46].

In the following section, two of these nonlinear potential cases will be briefly

addressed: bistable oscillators and monostable oscillators.

2.5.1

Bistable Oscillators: Cantilever

The first case studied in the literature for nonlinear energy harvesting [39] was rep-

resented by a bistable potential. This was considered a good candidate example for

illustrating the potential advantages of nonlinear versus linear oscillators. This can

be realized with a slightly modified version of the vibration harvester cantilever

analyzed above (Figure 2.9).

This is a common piezoelectric cantilever with a small magnet added to the tip

of the beam. The dynamics of the oscillator is controlled with the introduction of

Magnets

Vibration beam

N

Piezoelectric

element

NS
Δ

S

Accelerationÿ(t)

RCp

Figure 2.9 Schematic of the bistable energy harvester.
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an external magnet conveniently placed at a certain distance Δ and with polarities

opposed to those of the tip magnet. The interaction between the two magnets

generates a force dependent on Δ that opposes the elastic restoring force of the

bended beam. As a result, the oscillator dynamics shows three different behaviors

as a function of Δ:

1) When Δ is large (Δ ≫ Δo), it behaves like a linear oscillator.

2) If Δ is small (Δ ≪ Δo), the oscillator is confined to the left or to the right

of the vertical. In the limit of small oscillations, this can still be described in

terms of a linear oscillator but with a resonant frequency higher than in the

previous case.

3) In between, there exists an intermediate condition (Δ ≅ Δo) where the can-

tilever swings in a more complex way with small oscillations around each of

the two equilibrium positions (left and right of the vertical) and large excur-

sions from one to the other.

The dynamics of the oscillator in Figure 2.9 can be described by Eqs. (2.1) and

(2.2) with nonlinear potential [39]:

U(z) = 1

2
kez

2 + (Az2 + BΔ2)−
3

2 (2.11)

with ke, A, and B representing constants related to the physical parameters of

the cantilever. When the distance Δ between the magnets is very large, the sec-

ond term in Eq. (2.11) becomes negligible and the potential tends to the har-

monic potential of the linear case, typical of the simple cantilever harvester. In

Figure 2.10, we show the potential U(z) for different values of Δ. As can be easily

seen when Δ → 0, the potential develops two distinct minima that correspond to

two distinct equilibrium oscillation conditions.
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Figure 2.10 Potential energy U(z) in Eq. (2.11) for different values of Δ.
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Figure 2.11 Piezoelectric nonlinear vibration harvester mean electrical power versus dis-

tance Δ between the two magnets (see scheme in Figure 2.9) for three different vibration

intensities. For Δ < Δc the potential is bistable. For further details see [39].

The system dynamics, in the presence of stochastic force mimicking the ran-

dom vibration can be solved numerically and the average output power computed

according to Eq. (2.9): Pavg = V 2
rms∕R.

In Figure 2.11 we show Pavg as a function of Δ for three different values of

the standard deviation of the random vibration (assumed exponentially corre-

lated, Gaussian distributed, and with zero mean) [39]. Together with the numerical

solution (continuous line), the results of experimental measurements made on a

prototype [39] of the system in Figure 2.9 are also shown. As is well evident, there

is an optimal distance Δo where the power peaks to a maximum. Most remark-

ably, such a maximum condition is reached when the potential is in the bistable

configuration [45].

2.5.2

Bistable Oscillators: Buckled Beam

Another possible configuration that realizes a bistable oscillator is presented in

Figure 2.12. This is a buckled beam obtained by clamping a piezoelectric beam at

both ends and applying a longitudinal compression strain [46].

If x is the vertical mass displacement, the buckled beam dynamics can be

described [46] according to

mẍ + 𝛾 ẋ + k3x
3 + (k2 − k1V )x + k0V = 𝜉(t) (2.12)

1

2
CV̇ + V

RL

= k0ẋ − k1xẋ (2.13)

where m, 𝛾 , C, and RL are the equivalent mass, the viscous parameter, the cou-

pling capacitance, and the resistive load respectively. 𝜉(t) represents the random
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Figure 2.12 Schematic of a piezoelectric buckled beam. (Source: Vocca et al. 2013 [47].)

vibration force that drives the beam. The term k3 is the third-order stiffness coef-

ficient of the beam; k0 and k1 are the piezoelectric coupling terms due to the

bending and to the axial strain of the beam respectively. The term k2 = ka − kb 𝛥L

is the stiffness parameter, where ka and kb are constants depending on the physical

parameters of the beam. When the beam is compressed by increasing 𝛥L the stiff-

ness becomes negative and the system becomes bistable. For ΔL = 0 we recover

linear behavior. The buckled model in Eqs. (2.12) and (2.13) is valid for small com-

pressions ΔL.

In Figure 2.13, we show the harvester output as a function of the compression

ΔL. In Figure 2.13, the average electrical power versus compression length ratio

for the experimental (on the left) and numerical models (on the right) are shown

for three noise amplitudes.

In Ref. [47], the authors present a comparison between the cantilever bistable

configuration and the buckled beam, the same piezoelectric element subjected to

a fixed vibrating body in both configurations has been simulated. The cantilever
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Figure 2.13 Average electrical power versus relative compression ΔL/L (%) for the dynamic

system Eqs. (2.12) and (2.13) after [45]. The random vibration standard deviation are (from

top to bottom): 𝜎 = 3, 𝜎 = 2, 𝜎 = 1.
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configuration appears to perform better than the beam configuration in all the

simulated conditions.

2.5.3

Monostable Oscillators

Nonlinear oscillators for random vibration harvesting can be found also in the

wide class of dynamic systems characterized by monostable potentials. As an

example, we consider the following class of potential functions:

U(z) = az2n (2.14)

with a > 0 and n = 1, 2, … . where n = 1 corresponds to the linear case explored

in Eq. (2.14). For n > 1, we still have a monostable potential but the dynamics is

not linear anymore. In Figure 2.14, we show [40] the rms voltage V rms as a func-

tion of a and n. If the stiffness parameter a is larger than a certain threshold ath

then V rms increases with n and a nonlinear potential outperforms a linear one,

thus extending the main finding of the bistable potentials also to the monostable

case. On the other hand if a < ath, then V rms decreases with n and the linear case

performs better than the nonlinear one. The value ath is linearly dependent on the

random vibration intensity [40].
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Figure 2.14 3D plot of the average electrical voltage Vrms (in arbitrary units) as a function

of a and n.
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2.6

Conclusions

In this chapter, we discussed the fundamental dynamic aspects of vibration energy

harvesting at microscale. Specific attention has been devoted to the discussion of

the various strategies presently employed in the selection of the mechanical struc-

tures, starting with the widely spread linear oscillators. Owing to the limitations

in the performances of linear oscillators in the presence of wideband vibrations,

most recently, a novel class of nonlinear mechanical oscillators has gained pop-

ularity. We have briefly analyzed the bistable oscillators (modified cantilever and

buckled beam configuration) and the general “power-law” monostable nonlinear

oscillators. This novel class has shown potential advantages over the more tradi-

tional linear ones [48–50]. Other strategies in kinetic energy harvesting at small

scale involve more complex dynamics, such as the use of rotating and gyroscopic

proof masses [51] or piezomagnetoelastic structures [52] but these could not be

addressed here.
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3

Electromechanical Transducers

Adrien Badel, Fabien Formosa, andMickaël Lallart

3.1

Introduction

This chapter presents five electromechanical transduction mechanisms used

for vibration energy harvesting. Electromagnetic, piezoelectric, and electro-

static transducers are by far the most commonly used technologies. They are

presented in Sections 3.2–3.4, respectively. Physical principles, typical archi-

tectures, energy cycles, figures of merits, and limitations are presented for each

of them.

Electrostrictive and magnetostrictive transducers are briefly presented in

Sections 3.5.1 and 3.5.2, where their physical principles and constitutive

equations are presented.

A discussion on the effect of the mechanical structure of a vibration energy har-

vester on the harvested power is given in Section 3.6. Finally, a summary on the

selection of the conversion effect, design rules, and implementation is given in

Section 3.7.

3.2

Electromagnetic Transducers

3.2.1

Basic Principle

Electromagnetic vibration energy harvesters (EVEHs) are based on Faraday’s law

of induction, which states that a change in the magnetic flux through a conductive

loop will cause a voltage to be induced in that loop. They are made with at least

one coil, which is moving relatively to at least one magnet.

A simple system with only one coil and one magnet is first considered, as shown

in Figure 3.1. The relative displacement between the coil and the magnet is u. The

coil is supposed to have N turns, a cylindrical shape along the x⃗ axis, a section S

and a height h.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 3.1 Schematic of electromagnetic transducer.

3.2.1.1 Induced Voltage

The magnetic flux generated by the magnet and seen by a simple loop at the posi-

tion x is defined by Eq. (3.1), where S indicates the area enclosed by the wire loop

and B⃗ is the magnetic field.

𝜑CM(x) = ∫S

B⃗ ⋅ dS⃗ (3.1)

The total flux 𝜙CM seen by the coil is

𝜙CM(u) = ∫
u+h

u

𝜑CM(x)N
h
dx (3.2)

Faraday’s law leads to a voltage induced across the coil, which is also called elec-

tromotive force (emf) and is given by Eq. (3.3).

vCM(t) = −
d𝜙CM

dt
= −

d𝜙CM

du

du

dt
(3.3)

It is then clear that a voltage will be generated provided that

• a relative displacement between the coil and the magnet occurs;

• the total flux seen by the coil varies with the relative position of the magnet and

the coil.

The EVEH electromechanical coefficient 𝛽 is then given by Eq. (3.4). It is defined

as the proportionality coefficient between the induced voltage and the speed of

the relative motion between the coil and the magnet. It is a key parameter for the

design of EVEH.

𝛽 = −
d𝜙CM

du
(3.4)

3.2.1.2 Self-Induction

If the EVEH is connected to a load, a current i will naturally flow into the coil.

The current in the coil in turn creates a magnetic field. The self-inductance

L is defined, as shown by Eq. (3.5), as the proportionality coefficient between

the flux 𝜙CC generated by the current flowing the coil and seen by the coil

itself.

𝜙CC = Li (3.5)
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Following Faraday’s law, variations of the current will induce a voltage across

the coil:

vCC = −
d𝜙CC

dt
= −L di

dt
(3.6)

Following Ohm’s law, the resistance rL of the coil also leads to a voltage drop.

Finally, the electrical governing equation for an EVEH is

v(t) = 𝛽 du(t)
dt

− L
di(t)
dt

− rLi(t) (3.7)

3.2.1.3 Mechanical Aspect

From a mechanical point of view, when a wire element dl carrying an electrical

current is placed in a magnetic field, Lorentz’s law states that an elementary force

given by (Eq. (3.8)) will be generated on the wire element.

d⃗F = id⃗l ∧ B⃗ (3.8)

Following Lenz’s law, which states that an induced emf always gives rise to a cur-

rent whose effect opposes the original change in magnetic flux, it can be inferred

that the combination of the elementary forces generated on the coil will generate

a macroscopic force along the axis that opposes the relative motion between the

magnet and the coil.

From Eq. (3.8), this force magnitude F is proportional to the current i. It is then

given by Eq. (3.9), where 𝛽′ is called force factor.

F(t) = 𝛽′i(t) (3.9)

It is considered that the coil is moving at a constant speed relatively to

the magnet. In these conditions, the current and voltage are constants

and an external force Fext = –F has to be applied on the coil. Multiplying

Eq. (3.9) by the speed and integrating over time leads to the mechanical

energy balance Eq. (3.10), where the first term represents the mechanical

energy provided to the EVEH. Multiplying Eq. (3.7) by the current and inte-

grating over time leads to the electrical energy Eq. (3.11), where the first

term corresponds to the electrical energy provided by the EVEH to the

load.

∫ Fext

du

dt
dt = −𝛽′∫ i

du

dt
dt (3.10)

∫ vidt = 𝛽∫
du

dt
idt − 1

2
Li2 − ∫ rLi

2dt (3.11)

Considering the energy balance in the EVEH, the mechanical energy provided

to the EVEH has to be equal to the summation of the electrical energy provided

by the EVEH to the load, the energy lost in the resistance rL and the energy stored

in the inductance L, which gives the following expression:

∫ Fext

du

dt
dt = ∫ vidt + 1

2
Li2 + ∫ rLi

2dt (3.12)
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From Eqs. (3.10)–(3.12), it is clear that 𝛽′ = –𝛽, and the constitutive equations

of an EVEH can finally be given as follows:{
v (t) = 𝛽 du(t)

dt
− Ldi(t)

dt
− rLi(t)

F(t) = −𝛽i(t)
(3.13)

3.2.2

Typical Architectures

Spreemann and Manoli [1] proposed to classify EVEHs in two categories:

• Magnet in line, where the central axis of the magnet and the coil is congruent

with the relative displacement direction

• Magnet across coil, where the central axis of the magnet and the coil is perpen-

dicular to the relative displacement direction

In their work, Spreeman and Manoli also described the most common archi-

tectures belonging to these two categories. They are given in Figure 3.2, which is

taken from their work. In all considered cases, the relative displacement of the coil

and the magnet induces a variation in the magnetic flux seen by the coil, which

leads to the generation of an induced voltage.

Some of the classical architectures implement back iron. Back iron concen-

trates and guides the magnetic lines, which allows increasing the magnetic

flux seen by the coil. Proper optimization of the magnetic circuit using back

iron is then a way to increase the electromechanical factor 𝛽. The main lim-

itation of using back iron is that it exhibits a saturation magnetic field that

should not be exceeded otherwise the expected performances will not be

reached.

3.2.2.1 Case Study

A simple example is chosen in this section to explain how the parameters used in

Eq. (3.13) can be obtained from the EVEH architecture. The studied structure is

shown in Figure 3.3. It is composed of two magnets, a squared section coil and

back iron with an air gap.

To calculate the EVEH electromechanical coefficient 𝛽, the flux generated by

the magnets into the coil has to be calculated, and it is considered that no current

is flowing through the coil (open-circuit condition).

The relation between the magnetic field B⃗ and the magnetic field strength H⃗ in

a different material is given in Eq. (3.14), where the subscript A refers to air, M to

the magnet, and I to back iron. B0 is the magnetic remnant field of the magnet.

The relation between BM, B0, and HM is an approximation of the magnetization

curve, which is accurate for rare earth and ferrite magnets.⎧⎪⎨⎪⎩
B⃗A = 𝜇0H⃗A

B⃗M = B⃗0 + 𝜇MH⃗M

B⃗I = 𝜇I H⃗I

(3.14)
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Figure 3.3 Simple EVEH structure.

Considering that the magnetic permeability in back iron 𝜇I is much larger than

those in air and in the magnet (𝜇0 and 𝜇M), that the magnetic lines are all perpen-

dicular to the magnet poling direction (side effects are neglected), and applying

Ampère’s circuital law lead to1) Eq. (3.15).

∮ H⃗ ⋅ d⃗l = 0 = HMeM +HAeA (3.15)

From the magnetic flux conservation law, it can be inferred that the magnetic

field BM in the magnet and BA in air are equivalent and that their values are given

by

BA = BM = B0

eM
𝜇M

eA
𝜇0

+ eM
𝜇M

(3.16)

From Eq. (3.16), it is clear that the magnetic field generated by the magnet is

lower than or equal to the remnant field B0 and that the space for the coil has to

be limited to increase the magnetic field.

The magnetic flux generated by the magnets in the central rod of the structure

along the x⃗ axis can then be expressed as follows:

𝜑CM(x) = 2BMwx (3.17)

1) This is a good assumption provided that the ratio of the path length of the magnetic strength field

in back iron by 𝜇I is much lower than eA/𝜇0 and eM/𝜇M.
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The total flux 𝜙CM seen by the coil can then be calculated from Eq. (3.2), which

leads to

𝜙CM(u) = BMN
w

l
(2uh − h2) (3.18)

The EVEH electromechanical coefficient 𝛽 can then be calculated from Eq. (3.4),

which gives Eq. (3.19). In this particular case, 𝛽 is constant because 𝜙CM is linear

with respect to the relative position on the coil and magnets. In the general case,

𝛽 is a function of u.

𝛽 = −2BMN
wh

l
(3.19)

To calculate the EVEH self-inductance L, the flux 𝜙CC generated by the current

flowing through the coil and seen by the coil itself has to be calculated.

Considering that 𝜇I is much larger than 𝜇0 and the magnetic lines are all per-

pendicular to the back iron section and applying Ampère’s circuital law lead to Eq.

(3.20), where lA is the length of the air gap.

∮ H⃗ ⋅ d⃗l = NI = HAlA (3.20)

The flux 𝜙CC generated by the current flowing through the coil and seen by the

coil itself can then be calculated as (Eq. (3.21)), and L can be deduced from Eq.

(3.5) and is finally given by (Eq. (3.22))

𝜙CC = N𝜇0HAweI = I𝜇0N
2
weI
lA

(3.21)

L = 𝜇0N
2
weI
lA

(3.22)

The last parameter to be calculated is the coil resistance rL. It can be easily esti-

mated from the coil volume and the number of turns. In the considered example,

it is given by Eq. (3.23), where kF is the coil filling factor (usually taken as π/4) and

𝜌 is resistivity of the material used for the coil winding.

rL = 4𝜌N2
eA + eI
kFeAh

(3.23)

3.2.2.2 General Case

The case previously studied is a textbook case, where all parameters can be derived

from analytical calculation. In most of real cases, the parameters L and 𝛽 are

obtained from the finite element calculation of the flux 𝜙CM and 𝜙CC (see Refs.

[2, 3] for instance).

3.2.3

Energy Extraction Cycle

For a given architecture, this section aims at describing the typical energy cycles

that can be used for harvesting electrical energy. For the sake of simplicity, it will

be considered a given harmonic relative displacement between the coil and the

magnets, with a magnitude uM.
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3.2.3.1 Resistive Cycle

The simplest way for harvesting energy lies in directly connecting a load R to the

terminal of the device, as shown in Figure 3.4a. In this case, the voltage and dis-

placement are linked in the frequency domain by

V = RI ⇒ V = 𝑗𝜔𝛽𝑢 R

R + jL𝜔 + rL
(3.24)

where j =
√
−1 and 𝜔 is the angular frequency. The output energy per cycle can

then be obtained from the power harvested in the load R (Eq. (3.25)). Its maximal

value is obtained for an optimal value Ropt of the load, given by Eq. (3.26).

Eres =
V 2
M

2R

2𝜋

𝜔
=

𝛽2u2
M
𝜋𝜔R

(R + rL)2 + L2𝜔2
(3.25)

Ropt =
√

L2𝜔2 + r2
L

(3.26)

From the mechanical point of view, the mechanical energy converted into

electrical energy can be represented as the area of the (𝛽i, u) cycle, because work

of the electromagnetic force during a cycle is given by Eq. (3.27). This cycle is

shown in Figure 3.5a. It can be noticed that, because of the resistive losses in

rL, the harvested energy is lower than the mechanical energy converted into

electricity.

Emech = −∫T

Fdu = −𝛽∫T

Idu (3.27)

3.2.3.2 Self-Inductance Cancelation

It is clear from Eq. (3.25) that self-inductance L should be as small as possible to

maximize the harvested power. In many cases, because of low operating frequen-

cies of EVEH, L𝜔 is much smaller than rL. If necessary, a capacitance C, whose

(a)

(c) (d)
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v
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rLrL
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•
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•

Figure 3.4 Electrical interface: (a) resistive, (b) inductance compensation, (c) rectification,

and (d) SMFE interface.
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Figure 3.5 Energy cycles: (a) resistive, (b) inductance compensation, (c) rectification, and

(d) SMFE interface.

value is given by (Eq. (3.28)), can be added in series with the EVEH to cancel the

inductive reactance. However, it can be noted that such an impedance adaptation

works only for a given frequency.

C = 1

L𝜔2
(3.28)

The output energy per cycle can then be obtained from Eq. (3.25) with L = 0.

Its maximal value is obtained at the optimal value Ropt = rL and is given by Eq.

(3.29). This energy is a physical limit that cannot be exceeded whatever the energy

harvesting circuit. This limitation is due to the output resistance rL of the EVEH.

Eres max =
𝛽2u2

M
π𝜔

4rL
(3.29)

The mechanical energy converted into electricity is then given by Eq. (3.30).

The corresponding energy cycle is shown in Figure 3.5b. This result shows that

to maximize the harvested energy, half of the converted energy is lost in the coil

resistance.

Emech opt =
𝛽2u2

M
π𝜔

2rL
(3.30)

3.2.3.3 Cycle with Rectification

Although simple, resistive energy harvesting is not realistic as most of electronic

devices require DC input voltage. Rectification can be done using a standard full

bridge passive rectifier, as shown in Figure 3.4c. The rectifier electrically connects

the EVEH to the circuit when its absolute voltage is greater than the output voltage

(the latter being held constant by a smoothing capacitor), yielding the energy cycle

shown in Figure 3.5c.

The expressions of the harvested energy and of the optimal value of the load can-

not be given as simple analytical equations. However, considering perfect diodes

(no on-resistance, no threshold voltage, and no leakage current), it can be shown

that the maximal harvested energy can reach 92% of Eres max for an optimal load

equal to 1.35rL (when L𝜔 ≪ rL).

The main problem in using a standard full bridge rectifier is that a large amount

of energy can be lost in the diodes if the EVEH open-circuit voltage amplitude

(𝛽𝜔uM) is not much larger than the diode threshold voltage (which is typical for

many electromagnetic systems).
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3.2.3.4 Active Cycle

A nonlinear circuit called Synchronized Magnetic Flux Extraction (SMFE) has

also been developed for EVEH, as an alternative to the standard rectification

approach. It realizes the rectification and the amplification of the voltages as well

as the optimization of the energy transfer whatever the load impedance [4]. Its

principle is as follows: the coil remains short-circuited while the induced current

i increases (or decreases). When the current reaches a maximum (or minimum)

value, the switch is briefly opened and the current charges one or the other

storage capacitance, yielding a cancelation of the current. This mechanism allows

to strongly reduce the losses due to diode threshold voltages. Figure 3.4d shows

a schematic of the circuit, and Figure 3.5d the corresponding energy extraction

cycle.

Contrary to the previous approaches, the SMFE technique requires that L𝜔 ≫

rL. In many cases, adding an inductance in series with the EVEH is then mandatory

to use the SMFE approach (which however decreases the coupling coefficient).

Dedicated generators with high reactance can also be specifically designed, such

as in Ref. [3].

In any case however, the maximal harvested energy cannot exceed the one given

by Eq. (3.29).

3.2.4

Figures of Merit and Limitations

Equation (3.29) gives the maximal energy that can be provided by an EVEH. It is

proportional to the operating frequency, the squared displacement amplitude, and

𝛽2/rL. The operating frequency is strongly dependent on the ambient vibrations,

and the displacement amplitude may be limited by the EVEH geometry itself.

Dividing 𝛽2/rL by the volume V EVEH of the generator gives a figure of merit

FoMEM of the energy density of an EVEH. It is given by Eq. (3.31), and its physical

dimension is the same as a damper per unit of volume. It demonstrates that an

ideal EVEH exhibits a high electromechanical coefficient 𝛽, together with a low

coil resistance rL.

FoMEM = 𝛽2

VEVEHrL
= 𝛼

B2
0

𝜌
with 𝛼 < 1 (3.31)

It can be shown that FoMEM is the product of a dimensionless coefficient 𝛼 < 1,

which is only function of the EVEH geometry and B2
0
∕𝜌. The latter term is then

the physical limit of the figure of merit. Its value for a Ne–Fe–B magnet and a

copper coil is 8.5e7 Nm−4 s. It is worthy of note that it is not dependent on the

EVEH volume. From the physics point of view, the maximal power density of an

EVEH is then not a function of volume. However, in practical implementation,

technical issues usually make 𝛼 decreases with volume.

Considering the previous case study, the corresponding figure of merit can be

obtained from Eqs. (3.16), (3.19), and (3.23). It is given by Eq. (3.32), as a function

of the material properties and geometry of the EVEH. The ways to maximize the
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Table 3.1 Optimization of the figure of merit.

Term How tomaximize

B2
0

The remnant field of magnets should be as high as possible
eMeA

(eA⋅𝜇M∕𝜇0 + eM )2 There is an optimal ratio between eA and eM: eAopt = eM
𝜇0

2𝜇0−𝜇M
kf

𝜌
The coil should have an optimal filling factor and a low resistivity

eMhw

VEVEH
Volume of the magnet should be as large as possible compared to that

of the generator
w

eA+eI
The flux generated by the magnet and seen by the coil should be

maximized
h2

L2 The coil should be as long as possible

EVEH performances are detailed in Table 3.1.

FoMEM = B2
0

eMeA(
eA⋅𝜇M
𝜇0

+ eM

)2

kf

𝜌

eMhw

VEVEH

w

eA + eI

h2

L2
(3.32)

3.3

Piezoelectric Transducers

Piezoelectricity is the ability of particular materials to convert mechanical energy

into electrical energy and vice versa. The word “piezoelectricity” derives from the

Greek term piezein (to press) and electricity. Although piezoelectricity has been

known for centuries, its thorough analysis is attributed to Pierre and Jacques Curie

who investigated these materials in the nineteenth century. Piezoelectric elements

are the most commonly used materials for small-scale energy harvesting devices.

Such an interest lies in their compactness and integrability, as well as in their

good power density. Hence, this section exposes the principles of piezoelectricity,

material aspects, typical architectures used in energy harvesting systems, and

finally techniques for interfacing such elements for energy harvesting purposes.

3.3.1

Basic Principles and Constitutive Equations

3.3.1.1 Physical Origin of Piezoelectricity in Ceramics and Crystals

Not all the materials feature piezoelectric effects. Material configuration showing

high asymmetry is required in order to be able to show the piezoelectric behavior.

This asymmetry leads to a noncoincidence of the positive and negative charge

barycenters. Hence, under no mechanical solicitation, the system is electrically

at equilibrium. However, if a material is submitted to a mechanical stress or

strain, the crystalline structure is deformed and the distance between the charge
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Positive and
negative charges

StrainPositive and negative
charge center

(a) (b)

Figure 3.6 Piezoelectric effect in ceramics and crystals (a) at rest and (b) under mechanical

strain.

barycenters changes. Therefore, in order to keep the electrical neutrality, charges

appear at the surface of the crystal (Figure 3.6). The converse effect, that is, mod-

ification of the mechanical structure due to the change in the distance between

the barycenters of the charge (e.g., caused by the application of an electric field),

also exists. However, in order to get a macroscopic remnant polarization, first

poling process of the piezoelectric material has to be applied, which allows the

orientation of the domains within the material.

3.3.1.2 Constitutive Equations

Hence, through the piezoelectric effect, a direct link between the strain, stress,

electric field, and electric displacement can be found, allowing deriving the consti-

tutive tensorial equations of piezoelectricity (e.g., using phenomenological analy-

ses using Gibb’s free energy – [5–7]). For example, considering that the indepen-

dent parameters are the electric displacement D and the stress T, the constitutive

equations yield [8, 9]

[S] = [sD][T] + [g]t[D]
[E] = [𝛽T ][D] − [g][T] (3.33)

where S is the strain, E is the electrical field, s denotes the mechanical compliance,

𝛽 is the dielectric stiffness (inverse of the permittivity), and g is the piezoelec-

tric constant. The superscripts denote the constant quantity and t is the transpose

operator.

As piezoelectric materials can convert energy from the mechanical to electrical

domain and vice versa, this quantity of converted energy is a significant parameter

to characterize the piezoelectric effect. Hence, the coupling coefficient k, which

relates the converted energy to the total energy, can be introduced as follows,2)

considering the direct effect that is used in energy harvesting:

k2 =
electrostatic potential energy

total input energy
(3.34)

2) Other definitions, for example, considering mechanical and electrical cycles, can also be used

for k2.
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3.3.2

Typical Architectures for Energy Harvesting

Once the constitutive equations of piezoelectricity are obtained, it is possible to

investigate the typical configurations used for harvesting mechanical energy into

electricity. Here, for the sake of simplicity, it will be considered that the piezoelec-

tric element is submitted to a given unidimensional stress (which corresponds, in

a macroscopic view, to an imposed force along one axis). The stress direction will

be given by the considered architecture, as shown in Figure 3.7.

3.3.2.1 Modeling

Whatever the considered architecture, the electrical quantities are along the polar-

ization axis 3. Hence, considering open-circuit operations (i.e., D = 0) and stress-

free samples along axes other than the applied stress direction i, the constitutive

equations can be reduced to

Si = sD
ii
Ti + g3iD3

E3 = 𝛽T33D3 − g3iTi (3.35)

The coupling coefficient may also be obtained as follows:

k3i
2 =

𝜀S
33
Ei

2

sD
ii
Ti

2
=
𝜀S

33
g3i

2

sD
ii

=
d3ig3i

sE
ii

(3.36)

where 𝜀S and d refer to the strain-free electrical permittivity and piezoelectric

charge constant. As proposed in Ref. [10], electrical losses, represented by the

loss tangent tan 𝛿 can also be taken into account to define the figure of merit of

an energy harvester given as (d3ig3i)∕(sEii tan 𝛿). However, these losses are usually

quite low and can thus be neglected.

Instead of using local parameters, it is also possible to express the macroscopic

relationships between voltage V, outgoing current I, applied force F on the

piezoelectric element, and displacement u under small signal operations as

3

1

2

3

1

2
3

1

2

TT

T
E

E

(a) (b) (c)

ElectrodesElectrodesElectrodes

E

Figure 3.7 Typical configurations for energy harvesting: (a) longitudinal; (b) transverse; and

(c) interdigitated electrodes.
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F u

I

V
Piezoelement

Electrodes

Figure 3.8 Macroscopic model parameter defi-

nition for piezoelectric device.

follows (Figure 3.8):

I = 𝛼u̇ − C0V̇

F = KEu + 𝛼V with 𝛼 = −
g3iA

(𝛽T
33
sD
ii
+ g2

3i
)l

;

C0 = A(
𝛽T

33
+ g2

3i

sD
ii

)
l
; KE = A(

sD
ii
+ g2

3i

𝛽T
33

)
l

(3.37)

where 𝛼 refers to the electromechanical force factor, C0 is the clamped capaci-

tance, and KE is the short-circuit stiffness, and A and l are the cross-sectional area

and thickness of the material, respectively.

3.3.2.2 Application to Typical Configurations

The basic method for converting mechanical energy into electricity consists

of directly applying the strain in the same direction than the electric field

(axis 3 – Figure 3.7a), yielding a longitudinal response. However, although very

simple and straightforward to use, longitudinal architecture is not suitable for

energy harvesting, as the high stiffness leads to limited strain and high-frequency

operations that are not compatible with typical vibration spectra of realistic

excitations.

In order to dispose of harvesters able to work at lower frequencies, transverse

operation, using the 31 mode (strain along the axis 1 and electric field along the

axis 3) can be considered (Figure 3.7b). This is the typical mode used in unimorph

and bimorph harvesters, operating under flexural solicitation. Such an architec-

ture therefore permits beneficiating of lower resonance frequencies of bending

structures, hence allowing a better match between the input excitation frequency

and the harvester natural frequency. Nevertheless, in this case, strain is still limited

to less than a few percent.

The last architecture commonly used, allowing high-strain and low-frequency

operations, consists of using interdigitated electrodes within the material

(Figure 3.7c). As in this case, the piezoelectric material is made of fibers

(MFC – macro fiber composite), the structure is very easy to bend, making it

very flexible and thus able to operate at low frequencies. It can also be noted that

some MFC configurations work under 31 mode, allowing their use as flexible

bender. However, the coupling coefficient of fibers is usually lower than that of

bulk ceramics.
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Table 3.2 Parameters of typical materials.

Material type Operation Piezoelectric coefficients Mechanical

compliance

(10−12 m2 N−1)

Squared

coupling

coefficient
gij (10

−3 VmN−1) dij (10
−12 mV−1

or CN−1)

Piezoelectric ceramic

(NAVY-III type –

P1-89 [11])

33 mode g33 = 26 d33 = 425 sE
33

= 20.09 k33
2 = 55%

31 mode g31 = −11.4 d31 = −186 sE
11

= 15.44 k2
31

= 14%
PVDF film [12] 33 mode g33 = 200 d33 = 20 sE

33
≈ 1800a) k2

33
= 2.2%

31 mode g31 = −90b) d31 = −8 sE
11

≈ 1800c) k2
31

= 0.4%
Piezoelectric fibers

of MFC

33 mode g33 = 26.4d) d33 = 400

(http://www.smart-

material.com/MFC-

product-main.html)

sE
33

= 32.96

(http://www.smart-

material.com/MFC-

product-main.html)

k2
33

= 32% [13]

a) Estimated from d31, g31 , and k33.

b) Estimated from d
31 and permittivity.

c) Considering that PVDF is isotropic.

d) Estimated from d33, sE
33

, and k33.

Comparing the performance of the considered materials and architectures

(Table 3.2) shows that the longitudinal mode (33) features a much higher coupling,

yielding a higher energy output for the same input mechanical energy. However,

for ceramics, the low value of compliance makes the material quite stiff and thus

very difficult to exploit in realistic applications, while the transverse mode can

easily take advantage of bending. To overcome this, PVDF (Poly(VinyliDene

Fluoride)) polymers allow beneficiating of much higher flexibility, but also feature

a dramatically decreased conversion ability. Finally, the MFC composite is a

trade-off between flexibility and coupling, but also has a much higher cost.

3.3.3

Energy Extraction Cycles

For a given architecture, this section aims at describing the typical energy cycles

that can be used for harvesting electrical energy. For the sake of simplicity, it will

be considered that the device is submitted to a given input displacement with a

magnitude uM and that all considered parameters are unidimensional, allowing

the use of the macroscopic model previously established.

3.3.3.1 Resistive Cycles

The simplest way for harvesting energy lies in directly connecting a load R to the

electrical terminal of the device (Figures 3.9a and 3.10b). In this case, the voltage

http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
http://www.smart-material.com/MFC-product-main.html
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Figure 3.9 Energy harvesting interfaces: (a) resistive; (b) rectification; and (c) active.
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Figure 3.10 Voltage waveforms with several harvesting interfaces: (a) open-circuit;

(b) resistive; (c) rectification; and (d) active.

and displacement are linked in the frequency domain (with 𝜔 the angular fre-

quency) through (Figure 3.10) the following relation:

V = RI ⇒ V =
jωRα

1 + j𝜔RC0

u (3.38)

yielding the output energy per cycle and its maximal value:

Eres = π R(𝛼)2𝜔

1 + (𝜔RC0)2
u2
M; Eres|max = π

2

𝛼2

C0

u2
M (3.39)

Associated energy cycles are depicted in Figure 3.11a.
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Figure 3.11 Electromechanical energy cycles with: (a) pure resistive interface; (b) rectifica-

tion; and (c) active cycle (𝛾 = 0.8).
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3.3.3.2 Cycles with Rectification

Although simple, resistive energy harvesting is not very realistic as most elec-

tronic devices require DC input voltage. Hence, means of rectification are

necessary. Simply speaking, this can be done using standard full bridge passive

rectifiers (Figure 3.9b) that consist of electrically connecting the harvester to

the circuit when its absolute voltage is greater than the output voltage (the

latter being held constant by a smoothing capacitor – Figure 3.10c), yielding the

energy cycle shown in Figure 3.11b. Under these conditions, considering the

piezoelectric voltage, rectified voltage VDC, displacement at conduction u1, and

maximum displacement:

−VDC = − 𝛼
C0

uM + K ; VDC = 𝛼

C0

u1 + K (3.40)

with K an integration constant, the expression of the energy for one cycle and its

maximal value are given as follows:

Erec = 2∫
uM

u1

𝛼VDCdu =
V 2

DC

Rf
⇒ Erec =

(4𝛼)2Rf

(1 + 4fRC0)2
u2
M; Erec|max = 𝛼2

C0

u2
M

(3.41)

3.3.3.3 Active Cycles

Previously considered cycles consisted of purely passive interfaces. However,

considering the converted energy between time instants t0 and t0 + Δt, given

as Econv = 𝛼∫ t0+Δt
t0

Vu̇ dt, it can be inferred that, in order to have the highest

available electrical energy, the voltage should be as large as possible and in phase

with the speed. To do so, active cycles have been proposed (Figure 3.9c), relying

on actively changing the piezoelectric element voltage [14, 15]. As an example,

taking the technique called parallel SSHI (Synchronized Switch Harvesting on

Inductor – [14]), whose typical waveforms are depicted in Figure 3.10d, the cycle

is greatly increased and more energy can be harvested due to the semi-active

process (Figure 3.11c). In this case, the expression for energy per cycle and its

maximal value yield (using a similar analysis to that in the rectified case) is

Eact =
(4𝛼)2Rf

[1 + 2(1 − 𝛾)fRC0]2
u2
M; Eact|max = 2

1 − 𝛾
𝛼2

C0

u2
M (3.42)

where 𝛾 is a parameter reflecting the efficiency of the active treatment (0 ≤ 𝛾 ≤ 1).

3.3.3.4 Comparison

When considering the input energy Ep given as the elastic potential energy of the

structure plus the converted energy, the expression of the normalized harvested

energy per period for each cycle can be obtained and is given in Table 3.3. When

comparing the energies, it can be shown that, for low coupling values, active tech-

niques are very interesting while classical approaches (resistive and rectified) are

more efficient for high coupling values, as losses occur in the active branch.
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Table 3.3 Normalized energy for each type of cycle (k2 is the global squared coupling

coefficient given as k2 = 𝛼2/(C0KE + 𝛼2)).

Resistive cycle Cycle with rectification Active cycle

Normalized energy
Eres|max

Ep
= πk2

1+(π−1)k2

Erec|max

EP
= 2k2

1+k2

Eact|max

Ep
= 4k2

(1−𝛾)+(5+3𝛾)k2

3.3.4

Maximal Power Density and Figure of Merit

Now the local and macroscopic aspects of piezoelectric energy transducers for

energy harvesting exposed, the aim of this section is to give some ideas on the

maximum admissible quantities before failure and thus the absolute maximum

energy that can be harvested. This section mainly compares bulk ceramics with

MFC, in the second part. In the case of bulk ceramics, the maximum static stress

is basically given by the depoling stress and the maximum electric field by the coer-

cive field (both with a security coefficient), leading to the data given in Table 3.4.

Therefore, the expression of the maximal converted energy density for the given

maximal input stress given as follows:

Wmax = 1

2
k2

3i
sD
ii
(Tii)2

max (3.43)

yields the values reported in Table 3.5. This table shows that, although working in

33 mode that allows relatively high coupling coefficients, the MFC has the low-

est energy density because of its limited stress. Also, although the squared cou-

pling coefficient in the transverse mode is lower than in the longitudinal mode

Table 3.4 Maximum operating conditions.

Material type Max stress

(Mpa)

Max field

(kVmm−1)

Max strain

(%)

Piezoelectric ceramic (NAVY-III type – P1-89 – [11]) 50 1.5 0.05

PVDF film [12] 30 100 5

MFC 30 [16] 1.5 0.2 [16]

Table 3.5 Maximum converted energy density.

Material type Longitudinal

33 mode (mJ cm−3)

Transverse

31 mode (mJ K cm−3)

Piezoelectric ceramic (NAVY-III type – P1-89) Wmax = 5 Wmax = 2.3

PVDF film [12] Wmax = 18 Wmax = 3

MFC Wmax = 1 —
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for the piezoelectric ceramic (by a factor 4), the higher value of compliance in the

transverse mode permits reducing the difference in terms of harvested energy. The

highest energy density is obtained in the case of PVDF working in 33 mode. How-

ever, it should be kept in mind that the film nature of such a material makes such

an application uneasy and complex.

Furthermore, Eq. (3.43) shows, for a given input stress, that the figure of merit

in terms of material and mode selection is given by the following expression:

Eres|max

Ep

= πk2

1 + (π − 1)k2
(3.44)

3.4

Electrostatic Transducers

3.4.1

Basic Principles

Electrostatic vibration energy harvesters are based on the variation of the capaci-

tance of a charged capacitor. They are made with at least one capacitor, whose one

electrode is moving relatively to the other one. A simple planar capacitor system

is first considered, as shown in Figure 3.12. The relative displacement along the x⃗

axis between the electrodes is u. The electrode surface is Sf.

3.4.1.1 Gauss’s Law

This fundamental law in electrostatic, given in Eq. (3.45), states that the net out-

ward normal electric flux through any closed surface S is proportional to the total

electric charge enclosed within that surface.

∮S

𝜀0E⃗.n⃗dS =
∑
S

q′ (3.45)

where q′ is any elementary charge within the volume bounded by S.

3.4.1.2 Capacitance C0

For an isolated conductive material structure, carrying Q electric charges, its

capacitance C0 is defined as the ratio of its total charges to its electric potential

Electrode A at electric potential
VA carrying –Q charge

Electrode B at electric potential
VB carrying Q charge

F

x

u

Figure 3.12 Simple arrangement for a variable capacitance.
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V = |VA–VB|. Therefore,

C0 = Q

V
(3.46)

This capacitance is a function of the structure geometry, dimensions, and posi-

tion with respect to other conductors (electric mass especially). A large value of

capacitance shows the good capability of the structure to store electrical charges.

Common values of capacitance are a few picofarads (pF = 10−12 F) or nanofarads

(nF = 10−9 F). It is worthy of note that the current i = dQ∕dt.
The simplest capacitor is a parallel plane (= electrodes) arrangement

(Figure 3.12) for which the electric field is assumed to be uniform between the

electrodes (in other words, the thickness is far less than the lateral dimensions).

In this case, capacitance is defined as

C0(u) =
𝜀0Sf

u0 + u
(3.47)

here 𝜀0 = 1

36𝜋
10−9 F m−1 is the vacuum permittivity and u0 is the distance (gap)

between the electrodes at the static equilibrium position. Because capaci-

tance is a function of the distance u, the latter is underlined in the definition

of C0.

Equation (3.47) can be demonstrated from Eqs. (3.45), (3.46), and, (3.48)

for which the electric field is assumed to be constant and no fringe effect is

considered.

3.4.1.3 Electric Potential

The electric potential is defined as the energy of a capacitor for a unit electric

charge. The elementary potential variation is dV = −Edu and E = |E⃗| is the elec-

tric field.

From a point A of the corresponding electrode to a point B, one can set

VB − VA = −∫
B

A

Edx

Finally, in the common practical case where E is constant and the distance

between the electrodes is u0 + u = AB,

E =
VA − VB

u0 + u
(3.48)

One of the two potentials is usually the reference potential for which one can

set, for example, VA = 0.

3.4.1.4 Energy

The energy for a capacityC0 is defined as the total work needed to storeQ charges.

For one elementary charge 𝛿q. This work is 𝛿W = V (q)𝛿q. Finally, summing the

electric charges, one can write W =
Q∑
0

V𝛿q =
Q∑
0

q

C0(u)
𝛿q = 1

2

Q2

C0(u)
.
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Using Eq. (3.47), the energy can be written alternatively such as

W = 1

2
QV = 1

2
C0(u)V 2 = 1

2

Q2

C0(u)
(3.49)

3.4.1.5 Force

The force F⃗ is defined as the force applied by electrode A on electrode B. The

relationship between the force and the electric field is given as follows:

F⃗ = QE⃗ (3.50)

At electrical equilibrium, the charge of the electrodes are opposite in sign and

equal in quantities. Therefore, an attractive force is generated between the elec-

trodes.

The force can be expressed from the energy stored within the capacitor. The

electrical energy is equal to the mechanical work. Therefore, we can set F𝛿u =
𝛿W = V (q)𝛿q.

For Q charges, it can be inferred that

F =
∑ d(V𝛿q)

du
= d

du

∑
V𝛿q = d

du
W = d

du

(
1

2

Q2

C0 (u)

)
= d

du

(
1

2
C0 (u)V 2

)
(3.51)

The last two terms of Eq. (3.51) can be read as the charge constant case
d

du
W|Q=cste or the potential constant case d

du
W|V=cste, respectively.

From the definition of the energy, the electric charge can be seen as the energy

variation for an elementary potential change as

Q = d

dV

(
1

2
C0 (u)V 2

)
(3.52)

Equations (3.51) and (3.52) can be considered as the constitutive relations for

the electrostatic conversion.

3.4.2

Design Parameters for a Capacitor

Generally, the capacitance value is a function of two geometrical parameters and

a “material” parameter. One can write it as follows:

C = C(u, Sf , 𝜀r) (3.53)

where 𝜀r is the relative electric permittivity, which depends on the material (gas,

fluid, or solid) within the gap.

Geometrical parameters can be optimized using various usual architectures,

whereas capacitance can be increased through the addition of a dielectric material.

3.4.2.1 Architecture

The basic structure comprises two surfaces (electrodes). The whole or only a part

of each structure presents a facing arrangement. The main usual geometries are

given in Figure 3.13.
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(a) (b)

(c) (d) (e)

Figure 3.13 Main arrangements for variable capacitors and their respective derived struc-

tures. (a) Out-of-plane gap closing (OP), (b) in plane variable overlap surfaces (IP), (c) OP

finger type, (d) IP finger type, and (e) IP boss type.

Two types of variable capacitor are used: out-of-plane gap closing (Figure 3.13

a,c), which allows a large capacitance variation but requires mechanical stoppers,

and in-plane gap closing (Figure 3.13b–e), which presents a smaller capacitance

variation but can be used without stoppers (Figure 3.13b,e), and mechanical sta-

bility issues can occur for large displacements.

It is worthy to note that the out-of-plane finger type in Figure 3.13c is usually

called in-plane gap closing because of the nature of the displacement [17]. Consid-

ering the relative motion of the electrode surfaces, the out-of-plane type appears

to be more relevant here.

The boss type is well suited for variable amplitude displacement as the maxi-

mum capacitance variation is obtained for a given pitch of bumps.

3.4.2.2 Dielectric

If an insulated material is introduced within the gap of a capacitor, capacitance is

modified as follows:

C(u) = 𝜀rC0(u) = 𝜀r
𝜀0Sf

u0 + u
(3.54)

𝜀r is the dielectric constant or relative permittivity.

Dielectric constant of vacuum is equal to 1 (𝜀r = 1), whereas it is about 1 for gas

(e.g., 𝜀r = 1.00059 for air). For most insulated liquids or solids, 2 < 𝜀r < 12 [18].

3.4.3

Energy Extraction Cycles

An energy cycle has to be established to convert mechanical energy into electrical

energy.
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With no mechanical or electrical losses, the elementary mechanical work

generated on the capacitor (dW = Fdu) equals the elementary electric energy

(dW = Vdq).
Two common cycles are used: the charge-constrained cycle and the voltage-

constrained cycle [19]. For the sake of clarity, a parallel plate capacitor will be

used hereafter to detail the two cycles. The principle and methodology can be

easily extended to other architectures.

3.4.3.1 Charge-Constrained Cycle

Figure 3.14 describes the cycle in the (Q, V ) and (F , u) spaces and gives the equiv-

alent electrical scheme. Let the cycle start at point 1 when the capacitor is at its

maximum capacitance CMax obtained at the minimal position u0 + umin (note

thatumin can be negative). From points 1 to 2, the structure is charged to a constant

electric charge Qc using an external polarization source. The associated voltage is

Vmin = Qc∕CMax. Then, the capacitor is set in open-circuit condition. The energy

stored in the capacitor is EQ2 = 1

2

Q2
c

CMax

. The transfer time 1 → 2 is supposed to be

very small compared to the mechanical period assuming a given harmonic dis-

placement. According to Eq. (3.51), an electrostatic force appears. Under the exter-

nal excitation, the moving part of the structure proceeds to position u0 + uMax

(point 3). By doing this, capacitance is now minimal and equals Cmin. The cor-

responding mechanical work is provided by the external excitation. The energy

stored in the capacitor at point 3 is EQ3 = 1

2

Q2
c

Cmin

. Because of the capacitance vari-

ation, one gets EQ3 > EQ2. Electric charges are then removed from the structure

and the voltage decreases accordingly (3 → 4). The transfer time 3 → 4 is sup-

posed to be very small compared to the mechanical period. The electrostatic force

is zero, and the alternative motion of the moving part makes the minimal position

u0 + umin to be reached again.

Q

QC

QC

FMax

VMax
V

V
Active
circuit

Vmin

F
CMax =

u0 + um

εrε0Sf Cmin

C(u)

u0 + umin

u
u0 + uMax

=
u0 + uMax

εrε0Sf
FMax Qc

2=
εrε0Sf

1 1
4

4

2 2
3

3

1

2

1

Figure 3.14 Charge-constrained cycle (a) cycle in the (Q,V) space; (b) cycle in the (F,u)

space; (c) circuit.
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The theoretical extracted energy over a cycle is then given as follows:

EQcycle = EQ3 − EQ2 = 1

2
Q2

c

(
1

Cmin

− 1

CMax

)
(3.55)

Normalizing with respect to the added energy Ea =
1

2

Q2
C

CMax

yields

EQcycle =
(
CMax

Cmin

− 1

)
(3.56)

3.4.3.2 Voltage-Constrained Cycle

The description of the voltage constant cycle is similar to the constant charge

cycle. Let the cycle start at point 1 in Figure 3.15, when the capacitor is at its

maximum capacitance CMax obtained at the minimal position u0 + umin. A con-

stant voltage Vc is applied to the capacitor so that its charges raise to add up to

QMax = CMaxVc (1 → 2). The energy stored in the capacitor is EV2 = 1

2
CMaxV

2
c .

According to Eq. (3.51), an electrostatic force appears. The moving part of the

structure proceeds to position u0 + uMax at point 3, for which the distance is

minimal, and capacitance equalsCmin. The corresponding mechanical work is pro-

vided by the external excitation. The energy stored in the capacitor at point 3 is

EV3 = 1

2
CminV

2
c , and because of the capacitance variation, one gets EV3 > EV2.

The remaining electric charges (Qmin = CminVc) are then removed from the struc-

ture and the voltage decreases to zero (3 → 4). The electrostatic force is zero, and

the alternative motion of the moving part makes the minimal position u0 + umin

to be reached again.

It can be pointed out that energy is extracted during the plate movement for the

voltage-constrained cycle, contrary to charge-constrained cycle where electrical

energy is only harvested during the discharge.

Q
QMax

Qmin

Q
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circuit

VC

VC

F

CMax =
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u
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=
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εrε0Sf

F Vc
2 εrε0Sf=

(u0 + u)2
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3
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Figure 3.15 Voltage-constrained cycle (a) cycle in the (Q,V) space; (b) cycle in the (F,u)

space; (c) circuit.
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The theoretical extracted energy over a cycle is then given as follows:

EVcycle = EV3 − EV2 = 1

2
Vc

2(CMax − Cmin) (3.57)

The extracted electrical energy equals the absorbed mechanical energy and

could be obtained using the (F , u) variables as can be seen in Figure 3.15.

Normalizing with respect to the added energy Ea =
1

2
CMaxV

2
c yields

EVcycle =
(

1 −
Cmin

CMax

)
(3.58)

Comparing Eqs. (3.56) and (3.58), the added energy required to perform the

cycle and generate the same amount of energy is greater in the case of the voltage-

constrained cycle.

3.4.3.3 Electret Cycle

The required high voltage to drive a capacitor is a major drawback of this approach

requiring alternative synchronized injection and extraction of charges on the elec-

trode. Electrets are dielectric materials having the ability to keep internal charges.

They can be compared with magnets in the electromagnetic approach. The use

of electrets allows the aforementioned cycles to be performed without complex

driving electronics.

For example, SiO2/Si3N4 layers of a few hundreds of nanometer thickness can

hold a 100 V voltage for more than 3 years [20].

The electret material is fixed on one surface between the facing areas of a capac-

itor. The electret charges Qe enforce opposite charges to appear at the electret free

electrode so that Qe = Qtop + Qbot, where Qtop (Qbot) is the amount of charges on

the top (bottom) electrode.

The electret can be viewed as a constant capacitor in series with a voltage source

Ve such as Ve = Qe∕Ce, where Ce is the electret’s capacitance.

The electrical behavior of an electret-based system is governed by the following

equation:

R
dQtop(t)

dt
= Ve −

Qtop(t)
C(u(t))

(3.59)

where R is the electric load as can be seen in Figure 3.16.

3.4.4

Limits

From Eqs. (3.55) and (3.57), optimization of the energy over a cycle requires that

the capacitance variation is maximized, whereas high-voltage sources have to be

used to increase the constant charge or voltage.

3.4.4.1 Parasitic Capacitors

In practical applications, additional unintended parallel capacitors associated with

the fixed parts of a device have to be taken into account.
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Figure 3.16 Electret-based converter.
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Figure 3.17 Evolution of the voltage-constrained cycle energy with respect to the parasitic

capacitance.

The effect of a parasitic capacity Cp = nCmin on the charge-constrained cycle

energy is plotted in Figure 3.17. It can be shown that for a parasitic capacitor

that amounts to 30% of the minimal capacitor, the theoretical maximal harvested

energy is reduced to approximately 80%.

Capacitance can be increased by using an additional dielectric material. This

would reduce the effect of the parasitic capacitance. However, the relative motion

of the structures and the detrimental effect of any mechanical damping prevent

the practical application of dielectric materials (liquids or polymers).

Moreover, because of the nonideal behavior of dielectric materials, the associ-

ated electrical resistance may not be infinite, which induces electrical losses.
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3.4.4.2 Breakdown Voltage

Electrical voltage cannot be increased higher than the breakdown voltage. At this

value, any free electron would gain sufficient energy for the atoms of a dielectric

material to be ionized so that more electrons are released and induce more

ionization. The resulting avalanche leads to an electric spark. In gas, this behavior

is represented by the Paschen curve. It relates the breakdown characteristics

of a gap as a function of the product of the gas pressure p and the gap length

u0 + u ∶ VMax = f (p(u0 + u)).

3.4.4.3 Pull-In Force

From Eq. (3.51) the force acting on the electrodes can be established. In classi-

cal energy harvesting devices, one electrode is connected to a spring such as the

spring force is proportional to the gap. As a result, in the case of a constant voltage

cycle, the static equilibrium is given as follows:

k(uMax − u) = −1

2
V 2
c 𝜀r𝜀0Sf

1

(u0 + u)2
(3.60)

Depending on the applied voltage, the balance of the system may be broken

to lead to instability for which the two electrodes stick together. With no para-

sitic capacitors, instability appears at u0 + upi = 2∕3 (u0 + uMax) and the pull-in

voltage is

Vpi =

√
8

27

u0 + u2
Max

Cmin

(3.61)

3.5

Other Electromechanical Transduction Principles

Although not as widely used as the previously exposed transduction mechanisms,

this part aims at presenting other physical effects for converting mechanical

energy into electricity for harvesting purposes.

3.5.1

Electrostrictive Materials

Electrostrictive materials, and more particularly electrostrictive polymers, are

very suitable for low-frequency, high-strain excitation owing to their flexibility.

Hence, contrary to piezoelectric materials, for example, which are very stiff,

electrostrictive polymers can be advantageously used for instance in human

motion or fluidic energy harvesting.

3.5.1.1 Physical Origin and Constitutive Equations

There are mainly two kinds of dielectric polymers: ionic and dielectric. Ionic elec-

trostrictive polymers are based on the migration of positive and negative ions

to the upper and lower electrodes when a voltage is applied. However, such a
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phenomenon cannot be successfully applied to energy harvesting, because of high

electrical losses. On the other hand, dielectric polymers are based on the dipo-

lar orientation within the polymer matrix [21]. This dielectric nature therefore

yields low losses and can be used for energy harvesting purposes. For electrical

to mechanical conversion, it can be shown that applying an electric field leads

to charges appearing on the electrodes, yielding a Maxwell stress on the sample

[22], while in the converse effect, the conversion mechanism is explained by a bet-

ter orientability of the dipoles due to the application of strain [21]. Hence, it can

be shown that, for low regime, electrostriction is defined by a quadratic coupling

between the electric field E and generated strain S, and by an electric-field acti-

vated electromechanical electric displacement [21, 22]:

Si = sE
ii
Ti +M3iE

2
3

D3 = 𝜀33E3 + 2M3iE3Ti (3.62)

where M is defined as the electrostrictive coefficient. From a macroscopic point

of view, it is also possible to show that the link between the applied force F, dis-

placement u, voltage V, and outgoing current I is given by (Figure 3.18):

F = KEu + 1

2
𝛼V 2

I = 𝛼Vu̇ − C0V̇ (3.63)

where KE denotes the short-circuit stiffness, C0 is the strain-free capacitance, and

𝛼 is the electrostrictive coupling factor.

3.5.1.2 Energy Harvesting Strategies

Because of the capacitive nature of dielectric electrostrictive polymers, it is

possible to directly apply electrostatic cycles for harvesting energy [23], except

that, because in this case the transduction mechanism is intrinsically linked

to the material, the stiffness is taken into account when using electrostrictive

materials. Another possible way, dispensing the necessity of using controllable

voltage sources, consists of using two constant voltage sources, one charging

the polymer and the other one used for harvesting the energy [23]. However,

from the macroscopic constitutive equations, it can be shown that applying a

bias electric field permits disposing of a pseudo-piezoelectric behavior. Indeed,

applying a constant bias voltage VDC and considering that the global voltage on

the polymer is this constant voltage plus a varying voltage VAC (which can be

obtained, for example, by using a resistance between the constant voltage source

and the electrostrictive material – [24]), with VAC ≪ VDC, the macroscopic

F
I

V

u

Electrodes

Electrostrictive
polymer

Figure 3.18 Macroscopic model parameter

definition for electrostrictive device.
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equations can be rewritten as3) follows:

F = KEu + 𝛼VDCVAC

I = 𝛼VDCu̇ − C0V̇AC (3.64)

which is similar to the one obtained for piezoelectric element with an equivalent

force factor equal to 𝛼VDC. Therefore, applying such a bias voltage allows applying

all of the existing techniques for piezoelectric energy harvesting to electrostrictive

polymers in a dynamic manner [24].

3.5.2

Magnetostrictive Materials

The second type of other possible effect lies in magnetostriction. This conversion

effect is actually the dual effect of electrostriction, because of the magnetic-based

transduction instead of electrostatic.

3.5.2.1 Physical Origin

The physical origin of magnetostriction lies in the orientation of magnetic

domains in the material (Villari effect). Hence, constitutive equations similar to

those of electrostriction, linking strain to the square of the magnetic strength

field H and showing a strain-activated electromechanical magnetic field B, can

be found (low-field region in Figure 3.19):

S = sHT +mH2

B = 𝜇TH + 2mHT (3.65)

with sH is compliance at constant magnetic strength field, 𝜇T is the stress-free

permeability, and m is the magnetostrictive coefficient.
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Figure 3.19 Saturation of magnetostrictive materials: (a) magnetomechanic curve;

(b) magnetic curve.

3) The differentiation term, which applies for all the quantities, is omitted here for the sake of

simplicity.
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Figure 3.20 Macroscopic model parameter

definition for magnetostrictive device.

3.5.2.2 Constitutive Equations

However, because of a very early saturation of magnetization (medium-field zone

in Figure 3.19b), magnetostrictive materials are typically used in a linear field-

induced strain zone (medium-field zone in Figure 3.19a), for example, by the appli-

cation of a bias magnetic strength field HDC, yielding linear relationships [25]4):

S = sHT + d(HDC)H
B = 𝜇TH + d(HDC)T (3.66)

with d(HDC) the linearized, bias magnetic strength field-dependent magnetostric-

tive coefficient.

In a macroscopic point of view, the constitutive equation may be written in

terms of F, the applied force to the material; u, its displacement; V , the voltage

across the electrodes; and I, the outgoing current (Figure 3.20):

F = KHu − 𝛽I
V = 𝛽u̇ − Lİ (3.67)

with KH, L, and b referring to the constant magnetic strength field stiffness,

strain-free inductance, and magnetostrictive macroscopic coefficient. Therefore,

in a macroscopic point of view and in dynamic operations (because of the

differentiation term), magnetostrictive materials are similar to electromagnetic

materials (with the addition of stiffness because of the material intrinsic elec-

tromechanical coupling), allowing the use of all previously exposed strategies for

electromagnetic devices.

3.6

Effect of the Vibration Energy Harvester Mechanical Structure

The power generated by a vibration energy harvester does not depend only on the

transducer used for electromechanical energy conversion but also on the way the

transducer is implemented in a mechanical structure that is suitable to capture

ambient mechanical energy.

In most vibration energy harvesters, an inertial mass driven by the ambient

acceleration is used to act on the electromechanical transducer. A simple

mass–spring–damper system, initially proposed by Williams and Yates [26], can

be used to model this behavior. A schematic of such an inertial vibration energy

4) The differentiation term, which applies for all the quantities, is omitted here for the sake of simplic-

ity.
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Figure 3.21 Inertial vibration energy harvester.

harvester is shown in Figure 3.21, where dL is a damper that embodies mechanical

and electrical losses and dE is a damper that corresponds to the electromechanical

transducer. The assumption of modeling a transducer by a simple damper is valid

in the case of sinusoidal ambient acceleration, choosing the value of dE such as

the energy dissipated into the damper during one mechanical cycle corresponds

to the harvested energy.

In this case, the equation governing the motion of the inertial mass is given by

Eq. (3.68), where 𝛾 = ÿ is the ambient acceleration.

Mü + (dE + dL)u̇ + Ku = −M𝛾 (3.68)

The relative motion u of the mass with respect to the housing can then be

expressed in the frequency domain as follows:

u = −
𝛾

(𝜔2
0
− 𝜔2) + 2j𝜔𝜔0(𝜉L + 𝜉E)

with

⎧⎪⎪⎨⎪⎪⎩
𝜔0 =

√
K

M

𝜉L = dL
2

√
1

KM

𝜉E = dE
2

√
1

KM

(3.69)

The harvested power, calculated as the power dissipated in the damper dE, is

then:

P = dE𝜔
2z2

RMS =
2𝜉EM𝜔0𝜔

2𝛾2
RMS

(𝜔2
0
− 𝜔2)2 + 4𝜔2𝜔2

0
(𝜉L + 𝜉E)2

(3.70)

This power reaches a maximum at the resonance frequency (𝜔 = 𝜔0) and when

the damping ratios equal (𝜉E = 𝜉L):

Pmax = dE𝜔
2u2

RMS =
M𝛾2

RMS

8𝜔0𝜉L
(3.71)

Finally, the maximal power that can be harvested is proportional to the inertial

mass and to the square of the root mean square (RMS) ambient acceleration value.
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It is also inversely proportional to the losses (mechanical and electrical) in the

harvester and the resonance angular frequency.

This power limit is independent of the transduction principle itself. This means

that whatever the transduction mechanism, the maximal power can be harvested

provided that the electromechanical coupling is high enough [27] to reach the

intrinsic damping ratio.

It is worthy of note that this final result is only valid for inertial linear vibration

energy harvesters driven around their resonance frequencies by sinusoidal vibra-

tions. It, however, demonstrates that, in order to evaluate and compare different

energy harvesters, it is mandatory to take into account the mechanical structure

used to capture the ambient mechanical energy and to drive the electromechanical

transducers.

3.7

Summary

Electrical energy extracted per mechanical cycle has been calculated for electro-

magnetic, piezoelectric, and electrostatic transducers, in Sections 3.2–3.4 respec-

tively, and figure of merits have been proposed.

From these results, it is, however, impossible to give a clear and definitive

comparison of power density of these different transducers. As mentioned in

Section 3.6, the harvested power also depends on the mechanical structure of

a vibration energy harvester. In the conditions described in Section 3.6, the

harvested power theoretically tends to a limit that is not dependent on the

transduction mechanism. In fact, technological issues rather than physical

limitations usually limit the generated power. For instance, power densities are

theoretically not dependent on volume, whereas for practical energy harvesters,

they clearly decrease with volume. More precisely, electromagnetic transducers

are known to be less effective than piezoelectric and electrostatic transducers for

volumes lower than a few cubic centimeters [27, 28].

Moreover, the volume considered when defining the power density is the vol-

ume of the transducer itself. It does not take into account the volume of other

mechanical and/or electrical parts that are mandatory to realize a vibration energy

harvester. For instance, for piezoelectric energy harvesters, a piezoelectric mate-

rial is usually bonded on a clamped free cantilever beam with an inertial mass at

the free end (see Ref. [29] for instance). In a similar way, external voltage source is

required for electrostatic systems (without electrets). In this case, volume of the

generator is much larger than that of the piezoelectric material.

Finally, the transduction principle has to be chosen according to the tar-

geted application. A rule of thumb is that electrostatic transducers are good for

micrometer to millimeter scale applications, piezoelectric transducers are suitable

for millimeter to centimeter scale, small strain applications, and electromagnetic

transducers are better for large displacement, centimeter to decimeter scale

applications.
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4

Thermal Fundamentals

Mathieu Francoeur

4.1

Introduction

Approximately 60% of the energy consumed in the United States is lost to

heat [1, 2]. There is therefore an urgent need for developing devices recycling

both low- and high-grade waste heat. The conversion of heat into useful work

requires a heat engine. A heat engine produces work by absorbing heat from

a high-temperature source and by rejecting heat toward a low-temperature

sink. Heat to work conversion is traditionally done via heat engines operating

with a working fluid. Alternative technologies such as thermoelectric (TE) and

thermophotovoltaic (TPV) power generation can also be employed for converting

heat directly into electricity. The potential advantages of these solid-state heat

engines come from the fact that they do not require any working fluid and

they do not involve any moving parts. For both technologies, micro/nanoscale

engineering could positively impact their performances significantly and thus

accelerate their implementation [1].

The general objective of this chapter is to provide the fundamental aspects

of heat conduction and thermal radiation at the micro/nanoscale necessary to

understand TE and TPV power generation. In the next section, the Seebeck

effect, which is the basis of TE power generation, is theoretically demonstrated

starting from the Boltzmann transport equation (BTE). The efficiency and figure

of merit of TE power generators are then discussed using a steady-state, one-

dimensional heat transfer analysis. The benefits of using micro/nanostructures

and the materials optimizing TE performance are intentionally not addressed

here, as they are discussed in Chapters 19 and 14, respectively. Most of the

chapter focuses on describing the fundamentals of near-field thermal radiation,

both from physical and mathematical standpoints, and their potential application

to TPV power generation.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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4.2

Fundamentals of Thermoelectric Power Generation

4.2.1

Overview of Nanoscale Heat Conduction and the Seebeck Effect

Conduction is defined as heat transfer through a macroscopically stationary

medium caused by a temperature gradient. At the macroscale, conduction heat

transfer is considered as a diffusive process and is modeled using Fourier’s law

𝐪 = −k∇T , where q is the heat flux vector (W m−2), k is the thermal conductivity

(W m−1 K−1), and ∇T is the temperature gradient (K m−1). Physically, heat is

carried by conduction due to the random motion and collisions of the energy

carriers. In solids, these energy carriers are electrons and phonons (lattice

vibrations). The thermal conductivities of metals and insulators are dominated

by electrons and phonons, respectively, while phonons are dominant in semicon-

ductors except in the case of heavily doped materials. The objective of this section

is to theoretically demonstrate the Seebeck effect on which TE power generation

is based. For that purpose, the BTE, describing transport of energy carriers in

nonequilibrium processes, is introduced. Note that detailed discussions of the

BTE can be found in Refs [3–5].

At short time and length scales, phonon and electron transport can be described

by the BTE given by [3]

∂f
∂t

+ 𝐯 ⋅ ∇𝐫 f +
𝐅
m

⋅ ∇𝐯 f =
(
∂f
∂t

)
coll

(4.1)

where f is the particle distribution function, v is the velocity, F is an external force

acting on the particles, m is the mass while ∇r and ∇v are the gradients with

respect to space and velocity, respectively. The right-hand side of Eq. (4.1) is the

scattering term describing particle collisions. The steady-state form of the BTE

can be greatly simplified by applying the relaxation time approximation and by

assuming local equilibrium [3]:

f = f0 − 𝜏
(
𝐯 ⋅ ∇𝐫 f0 +

𝐅
m

⋅ ∇𝐯f0

)
(4.2)

where 𝜏 is the relaxation time, defined as the average time between two succes-

sive collisions, and f 0 is the equilibrium distribution function. For electrons and

phonons, f 0 is given by the Fermi–Dirac and Bose–Einstein distributions, respec-

tively [4]:

f0 = fFD = 1

exp
[
(𝜀−𝜇)
kBT

]
+ 1

(4.3a)

f0 = fBE = 1

exp
[
ℏ𝜔

kBT

]
− 1

(4.3b)

where 𝜀 is the energy of an electron, 𝜇 is the chemical potential, ℏ (=1.055×
10−34J ⋅ s) is the Planck constant normalized by 2𝜋, kB (=1.381× 10−23 J K−1) is the
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Boltzmann constant and 𝜔 is the angular frequency. Note that classical constitu-

tive relations such as Ohm’s law and Fourier’s law can be derived starting from

Eq. (4.2) [3, 4].

The Seebeck effect is demonstrated hereafter by analyzing electron transport

under the combined effects of a temperature gradient and an electric field. With-

out loss of generality, it is assumed that both the temperature gradient and the

electric field are along the z-direction only. The force resulting from the electric

field E is thus given by F = −eE, where −e is the charge of an electron. Under these

conditions, the simplified BTE can be written as follows:

f = f0 − 𝜏
(
vz
∂f0
∂z

− eE

me

∂f0
∂vz

)
(4.4)

where me is the electron mass (= 9.109 × 10−31 kg). The derivatives of the equi-

librium distribution function with respect to z and vz can be transformed into

derivatives with respect to 𝜀 as follows:

∂f0
∂z

= −
∂f0
∂𝜀

d𝜇

dz
− 𝜀 − 𝜇

T

∂f0
∂𝜀

dT

dz
(4.5a)

∂f0
∂vz

= mevz
∂f0
∂𝜀

(4.5b)

Substitution of Eqs. (4.5a) and (4.5b) into Eq. (4.4) leads to

f = f0 + 𝜏vz
∂f0
∂𝜀

(
d𝜇

dz
+ 𝜀 − 𝜇

T

dT

∂z
+ eE

)
(4.6)

The current density Je (Am−2) is calculated by multiplying the particle flux by

the electron charge. The general expression for the current density is given by [4]

Je = −e∫
∞

0

f vzD(𝜀)d𝜀 (4.7)

where D(𝜀) is the density of states. Substitution of the distribution function given

by Eq. (4.6) into Eq. (4.7) leads to the following expression for the current density:

Je = −dΦ
dz

L11 −
dT

dz
L12 (4.8)

The electrochemical potential dΦ∕dz, and the terms L11 and L12 are given by

dΦ
dz

= −
(

1

e

d𝜇

dz
+ E

)
(4.9a)

L11 = −e2

3 ∫
∞

0

𝜏v2
∂f0
∂𝜀

D(𝜀)d𝜀 (4.9b)

L12 = e

3T ∫
∞

0

𝜏v2(𝜀 − 𝜇)
∂f0
∂𝜀

D(𝜀)d𝜀 (4.9c)

where v2
z has been substituted by (1/3)v2. Note that the term L11 is equal to the

electrical conductivity 𝜎e [3]. Physically, Eq. (4.8) can be interpreted as follows.
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The first term on the right-hand side represents electrical conduction due to an

electrochemical potential gradient, which is a combination of an electrostatic and

a chemical potential. The second term on the right-hand side represents the cur-

rent contribution due to diffusion of electrons induced by a temperature gradient.

In open-circuit condition (i.e., Je = 0), Eq. (4.8) can be reorganized as

dΦ
dz

= −
L12

L11

dT

dz
(4.10)

where the ratio L12/L11, usually denoted by S, is a material property called the

Seebeck coefficient with units of V K−1. Equation (4.10) describes the Seebeck

effect and shows that a voltage can be induced across a material by maintaining a

temperature gradient. TE power generation is based on the Seebeck effect, where

electrical power is produced by a temperature difference.

In the next section, the efficiency of TE power generators is derived by perform-

ing a steady-state, one-dimensional heat transfer analysis.

4.2.2

Heat Transfer Analysis of Thermoelectric Power Generation

TE power generators are solid-state heat engines. The thermal efficiency of a heat

engine is given by

𝜂 =
We

QH

(4.11)

where We is the electrical power output while QH is the heat supplied by a

high-temperature source at temperature TH. These two quantities are related to

each other via an energy balance, We = QH –QL, where QL is the amount of heat

released to a low-temperature sink at temperature TL.

A single-junction TE power generator consisting of two semiconducting legs,

one with negative charge carriers (n-doped) and one with positive charge carriers

(p-doped) is shown in Figure 4.1. The heat flows in parallel in the legs while the

current Ie flows in series. Thin metallic conductors are used to connect the TE legs

to an external load denoted by RL. Heat QH from the high-temperature source is

supplied on the top portion of the TE device. The current and heat flow in opposite

direction in the n-doped material (Seebeck coefficient Sn) while the current and

heat flow along the same direction in the p-doped material (Seebeck coefficient

Sp). The electrical power generated by the TE is given by We = QH − QL = I2
e RL.

The efficiency of TE power generation is derived hereafter using a simple steady-

state, one-dimensional heat transfer analysis. Note that only the main equations

are presented here; an in-depth discussion of one-dimensional, steady-state con-

duction in TE devices has been provided by Hodes [6]. The heat supplied to the

hot side of the TE device is determined by performing a surface energy balance at

z= 0. The resulting expression can be written as

QH =
(TH − TL)

Rt

+ Ie(Sp − Sn)TH − 1

2
I2
e Re (4.12)
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Heat source TH

n-doped
Sn

p-doped
Sp

Heat sink TL

QL

RL

Ie
Ie

Ie

Ie

L

z = 0

z = L

QH

Figure 4.1 Schematic representation of a

single-junction TE power generator. Heat QH

is provided by a high-temperature source at

TH while an amount of heat QL is rejected

to a low-temperature sink at TL . The temper-

ature gradient established in the TE device

induces diffusion of both electrons and holes

along the temperature gradient. The current

Ie flow is opposite to the electron diffusion

in the n-doped leg while the current flow is

along the same direction as the holes in the

p-doped leg. The power produced by the TE

device is We = I2eRL .

where Re and Rt are respectively the electrical and thermal resistances of the two

legs [2]. Similarly, the heat output QL can be derived by performing a surface

energy balance at z= L:

QL =
(TH − TL)

Rt

+ Ie(Sn − Sp)TL +
1

2
I2
e Re (4.13)

The power generated by the TE junction is determined by subtracting Eq. (4.13)

from Eq. (4.12):

We = Ie(Sp − Sn)(TH − TL) − I2
e Re (4.14)

The current can be expressed as a function of the load resistance by combining

Eq. (4.14) with We = I2
e RL:

Ie =
(Sp − Sn)(TH − TL)

Re + RL

(4.15)

The thermal efficiency of the TE power generator is determined by substituting

Eqs. (4.12) and (4.14) into Eq. (4.11):

𝜂 =
I2
e RL

(TH−TL)
Rt

+ Ie(Sp − Sn)TH − 1

2
I2
e Re

(4.16)
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The maximum efficiency is found by taking the derivative of Eq. (4.16) with

respect to RL, and by setting the resulting expression equal to zero [3]. After some

algebraic manipulations, the maximum thermal efficiency is given by

𝜂max =
(

1 −
TL

TH

) √
1 + ZT − 1√

1 + ZT + TL∕TH

(4.17)

whereT is an average temperature defined as (TH +TL)/2. Note that the maximum

efficiency point is not exactly the same as the maximum power delivery point.

Please refer to Chapter 20 for a description of the distinction between maximum

efficiency and maximum power delivery. The variable Z in Eq. (4.17) is called the

figure of merit. For a given material, the figure of merit is given by [3]:

Z =
S2𝜎e

k
(4.18)

In practice, ZT is usually considered as a dimensionless figure of merit. As

ZT → ∞, 𝜂max → (1 − TL∕TH) which corresponds to the Carnot efficiency. Mate-

rials optimizing TE power generation should have a large Seebeck coefficient S, a

large electrical conductivity 𝜎e and a small thermal conductivity k. These proper-

ties are not independent of each other, such that maximizing ZT is not a trivial

task. Doped semiconductors are typically employed for TE devices as metals have

a low S, while insulators have a small 𝜎e [1, 3]. Both phonons and electrons con-

tribute to the thermal conductivity of semiconductors. Significant efforts have

been devoted to reducing the phonon contribution of thermal conductivity via

nanostructures without compromising electron transport [1]. More information

about materials suitable for TE power generation is provided in Chapter 6.

4.3

Near-Field Thermal Radiation and Thermophotovoltaic Power Generation

4.3.1

Introduction

Radiation heat transfer is defined as energy transfer by electromagnetic waves

due to a temperature gradient. The classical theory of thermal radiation is based

on the blackbody concept. A blackbody is defined as an ideal body absorbing

and emitting the maximum amount of radiation irrespective of the direction and

the wavelength [7–9]. By comparison against the blackbody, surface properties

such as emissivity, absorptivity, and reflectivity, that are in general spectral and

directional, can be defined. The blackbody concept is, however, based on a

fundamental assumption given in Chapter 1 of Planck’s book The Theory of Heat

Radiation [7]: “Throughout the following discussion it will be assumed that the

linear dimensions of all parts of space considered, as well as the radii of curvature

of all surfaces under consideration, are large compared with the wavelengths
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of the rays considered.” This assumption implies that the wave characteristic

of the energy carriers is neglected (“neglect the influence of diffraction” [7]),

and that radiative transport is considered as incoherent. The key element of

Planck’s assumption is that the dimension of the bodies and their separation

distances must be larger than the wavelength in order to neglect the wave nature

of radiation. This is reasonable because the coherence length of a blackbody is of

the same order of magnitude as the dominant wavelength emitted as predicted

by Wien’s law (𝜆wT = 2898 μm K) [3].

Progress in nanotechnology has enabled fabrication of engineering devices

with micro/nanosize features separated by micro/nanosize distances comparable

to, or smaller than, the radiation wavelength. In such devices, the classical

theory of thermal radiation ceases to be valid and the wave nature of the energy

carriers cannot be neglected. In this so-called near-field regime, radiation heat

transfer can exceed by several orders of magnitude the blackbody predictions and

the energy carriers may experience constructive and destructive interferences.

Enhanced radiation heat transfer between two half-spaces separated by a sub-

wavelength vacuum gap has been demonstrated theoretically for the first time by

Polder and Van Hove [10] using Rytov’s formalism [11]. Experimental evidence

of this phenomenon in the extreme near field (i.e., gaps below 100 nm) has been

achieved by measuring radiative heat transfer between a microsphere and a sur-

face [12, 13]. Physically, the enhancement is due to the extraneous contribution

to energy transport by waves evanescently confined within a distance of about a

wavelength normal to the surface of a thermal source.

The objective of this section is to provide the physical and theoretical

background necessary to understand and to predict radiative heat transfer in

micro/nanoscale engineering devices where near-field effects play a key role.

Additionally, the potential application of near-field thermal radiation to TPV

power generation is discussed.

4.3.2

Theoretical Framework: Fluctuational Electrodynamics

Near-field thermal radiation is modeled using fluctuational electrodynamics,

where stochastic currents representing thermal emission are added to Maxwell’s

equations [11]:

∇ × 𝐄(𝐫, 𝜔) = i𝜔𝜇0𝜇𝐇(𝐫, 𝜔) − 𝐉r,m(𝐫, 𝜔) (Faraday’s law) (4.19a)

∇ ×𝐇(𝐫, 𝜔) = −i𝜔𝜀0𝜀𝐄(𝐫, 𝜔) + 𝐉r,e(𝐫, 𝜔) (Ampère’s law) (4.19b)

where E and H are the electric and magnetic field vectors, 𝜀 is the relative electric

permittivity (dielectric function), 𝜇 is the relative magnetic permeability, 𝜀0 and

𝜇0 are respectively the permittivity and permeability of vacuum, i is the complex

constant and r is the spatial location. The terms 𝐉r,m(𝐫, 𝜔) and 𝐉r,e(𝐫, 𝜔) are

the stochastic currents generating a thermal field due to fluctuating magnetic

and electric dipoles, respectively. In the thermal radiation spectral band, most
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materials are nonmagnetic such that emission due to magnetic dipole oscillations

does not need to be included in Faraday’s law. It is worth noting that effectively

magnetic materials can be engineered in the thermal spectral band via meta-

materials. A few studies have analyzed the effect of magnetic dipole oscillations

on near-field radiative heat exchange [14–22]. In the remainder of this section,

it is assumed that materials are nonmagnetic (𝜇 = 𝜇0) such that the stochastic

current due to electric dipole oscillations is denoted by 𝐉r(𝐫′, 𝜔) for simplicity. In

addition, Eqs. (4.19a) and (4.19b) are valid under the assumptions that the media

are homogeneous, isotropic, and described by frequency-dependent dielectric

functions local in space.

The electric and magnetic fields observed at r due to emission by a source

located at 𝐫′ are expressed as a function of the stochastic current using electric

and magnetic dyadic Green’s functions (DGFs) [23]:

𝐄(𝐫, 𝜔) = i𝜔𝜇0∫V

dV ′𝐆
E

(𝐫, 𝐫′, 𝜔) ⋅ 𝐉r(𝐫′, 𝜔) (4.20a)

𝐇(𝐫, 𝜔) = ∫V

dV ′𝐆
H

(𝐫, 𝐫′, 𝜔) ⋅ 𝐉r(𝐫′, 𝜔) (4.20b)

where V is the volume of the emitter and 𝐆 represents the DGF due to elec-

tric dipole oscillations, relating a field with frequency 𝜔 at location r to a source

located at 𝐫′. The superscripts E and H indicate that an electric (E) and a magnetic

field (H) are generated owing to electric dipole oscillations. The electric and mag-

netic DGFs are related to each other via the relation 𝐆
H

= ∇ ×𝐆
E

[24]. In heat

transfer analysis, the quantity of interest is usually the radiative heat flux which is

calculated via the time-averaged Pointing vector [4]:⟨𝐒(𝐫, 𝜔)⟩ = 2Re{⟨𝐄(𝐫, 𝜔) ×𝐇∗(𝐫, 𝜔)⟩} (4.21)

where the superscript* denotes the complex conjugate and Re refers to the real

part. Here, the Pointing vector is four times larger than its customary definition,

because only positive frequencies are considered in the Fourier decomposition of

the time-dependent fields into frequency-dependent fields. The evaluation of the

Pointing vector requires computation of terms ⟨Em(𝐫, 𝜔)H∗
n(𝐫, 𝜔)⟩ expressed as a

function of the stochastic current using Eqs. (4.20a) and (4.20b):

⟨Em(𝐫, 𝜔)H∗
n (𝐫, 𝜔)⟩ = i𝜔𝜇0∫V

dV ′∫V

dV ′′GE
m𝛼(𝐫, 𝐫′, 𝜔)GH∗

n𝛽 (𝐫, 𝐫
′, 𝜔)

⟨Jr𝛼(𝐫′, 𝜔)Jr∗𝛽 (𝐫′′, 𝜔)⟩ (4.22)

where m and n are orthogonal components representing the state of polarization

of the fields (m≠ n) while 𝛼 and 𝛽 refer to orthogonal components indicating the

state of polarization of the source. Indices m𝛼 and n𝛽 imply that a summation

is performed over all components. Equation (4.22) shows that the radiative heat

flux is proportional to the ensemble average of the spatial correlation function

of currents. Note that other quantities of interest in near-field thermal radiation
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include the energy density and the local density of electromagnetic states that are

also proportional to the spatial correlation function of currents [4, 25].

Radiant energy exchange can be computed in the near field by specifying the

moments of the stochastic current. The first moment of the stochastic current is

zero, thus implying that the mean thermally radiated electric and magnetic fields

are also equal to zero [11]. The radiative flux is proportional to the ensemble aver-

age of the spatial correlation function of currents (second moment) which is given

by the fluctuation-dissipation theorem [11]:

⟨ Jr𝛼(𝐫′, 𝜔)Jr∗𝛽 (𝐫′′, 𝜔)⟩ = 𝜔𝜀0𝜀
′′

𝜋
Θ(𝜔,T)𝛿(𝐫′ − 𝐫′′)𝛿𝛼𝛽 (4.23)

where 𝜀′′ is the imaginary part of the dielectric function (𝜀 = 𝜀′ + i𝜀′′) of the emit-

ting material and Θ is the mean energy of an electromagnetic state given by [4]

Θ(𝜔,T) = ℏ𝜔

exp(ℏ𝜔∕kBT) − 1
(4.24)

The fluctuation-dissipation theorem is the key for solving near-field thermal

radiation problems as it relates the stochastic current due to electric dipole oscil-

lations to the local temperature of the thermal source. The fluctuation-dissipation

theorem is applicable to media in local thermodynamic equilibrium where a tem-

perature can be defined [11].

An expression for the monochromatic radiative heat flux along a given

orthogonal direction (e.g., z-direction) as a function of the source temperature

is obtained by substituting Eq. (4.22) into Eq. (4.21) after application of the

fluctuation-dissipation theorem and by applying the ergodic hypothesis [26]:

q𝜔,z(𝐫) ≡ ⟨Sz(𝐫, 𝜔)⟩
=

2k2
0
Θ(𝜔,T)
𝜋

Re

{
i𝜀′′∫V

dV ′ [GE
x𝛼

(
𝐫, 𝐫′, 𝜔

)
GH∗

y𝛼 (𝐫, 𝐫′, 𝜔)

−GE
y𝛼

(
𝐫, 𝐫′, 𝜔

)
GH∗

x𝛼 (𝐫, 𝐫′, 𝜔)
]}

(4.25)

where k0 is the magnitude of the wavevector in vacuum (k0 = 𝜔∕c0, where c0 is the

speed of light in vacuum). The radiative heat flux q𝜔,z has units of W m−2 (rad/s)−1;

the total radiative heat flux in W m−2 is calculated by integrating Eq. (4.25) over

the entire spectrum: qz(𝐫) = ∫ ∞
0

q𝜔,z(𝐫)d𝜔.

It can be seen from Eq. (4.25) that calculation of the radiative heat flux reduces

to determining the appropriate DGFs for a given set of boundary conditions

[27, 28]. The majority of near-field thermal radiation problems have been

solved by deriving closed-form expressions for the DGFs. This approach has the

advantage of providing an exact solution but has the drawback of limiting the

analysis to relatively simple geometries such as one-dimensional layered medium

[29] and two spheres [30]. Recently, a few discretization-based methods have

been proposed for solving near-field thermal radiation problems in complex

three-dimensional geometries [21, 31–34]. One of the bottlenecks in modeling

near-field thermal radiation problems is the large computational time associated
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with solving stochastic equations. In addition, multiscale problems involving, for

instance, a large surface and micro/nanoscale objects, as in thermal microscopy

where an arbitrarily shaped probe interacts with the near field of a substrate

[35, 36], are quite challenging [37, 38]. For these reasons, large-scale computation

of near-field radiative heat transfer and coupling with other energy transfer

modes is still an open research area.

In the following section, TPV power generation is introduced and the physical

details underlying near-field thermal radiation are explained by solving a relatively

simple problem involving two half-spaces of silicon carbide (SiC) separated by a

vacuum gap.

4.3.3

Introduction to Thermophotovoltaic Power Generation and Physics of Near-Field

Radiative Heat Transfer between Two Bulk Materials Separated by a Subwavelength

Vacuum Gap

A schematic of a TPV power generator is shown in Figure 4.2.

The working principle of TPV power generation is the same as for solar pho-

tovoltaic energy conversion. A cell consisting of a p–n junction absorbs thermal

radiation and generates electricity with waves having energy E equal or larger than

its absorption bandgap Eg. The particularity of TPV systems comes from the fact

that radiation is provided by a terrestrial source (“radiator”) maintained at some

constant and uniform temperature via an external heat input [39]. TPV power gen-

eration is an attractive technology for recycling waste heat generated in diverse

Heat source

radiator

vacuum

TPV cell

thermal management

Tr

Tc

d

Figure 4.2 Schematic representation of a

TPV power generator. A radiator is main-

tained at a constant and uniform tempera-

ture Tr via an external heat source, while the

cell is maintained at Tc using a thermal man-

agement device. The radiator and the cell are

separated by a vacuum gap of thickness d in

order to avoid heat transfer by conduction.
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processes. In addition, there is a growing interest in applying TPV systems for

solar energy conversion as the thermal spectrum emitted by the source can be

tuned above the cell absorption bandgap by micro/nanostructuring the radiator.

Solar TPV power generation has a maximum efficiency of 85.4%, which is sim-

ilar to the maximum efficiency of 86.8% for infinite multi-junction photovoltaic

cells [1]. The potential advantage of TPV devices is that a single-junction cell can

be used to achieve the efficiency of multi-junctions. A solar TPV radiator must

maximize broadband solar radiation absorption, must minimize reemission to

the atmosphere and must optimize reemission toward the cell in order to min-

imize radiative, electrical, and thermal losses in the p–n junction [40]. Note that

Lenert et al. [41] recently reported a record efficiency of 3.2% for a solar TPV sys-

tem, where solar absorption was maximized using multiwalled carbon nanotubes

and where selective thermal emission was achieved via a one-dimensional Si/SiO2

photonic crystal.

Conventional TPV power generators are limited by Planck’s blackbody distribu-

tion. Whale and Cravalho [42, 43] hypothesized that enhanced power generation

and conversion efficiency could be achieved in TPV devices by separating the

radiator and the cell by a subwavelength vacuum gap. In other words, the idea

is to convert evanescent modes, not playing any role in far-field radiative transfer,

into electricity in order to improve TPV performance. Since the near-field effects

are dominant at nanoscale gaps for typical thermal radiation temperatures, TPV

systems capitalizing on evanescent modes are referred to as nanoscale-gap TPV

power generators or simply nano-TPV power generators. In order to understand

the physics underlying nano-TPV power generation, a relatively simple near-field

radiative heat transfer problem involving two bulks of SiC, modeled as planar half-

spaces and separated by a vacuum gap of thickness d, is discussed in the rest of

this section. Section 4.3.4 is devoted to nano-TPV power generation.

Near-field radiative heat transfer between two SiC half-spaces was analyzed

for the first time by Mulet et al. [23]. As shown in Figure 4.3, the two half-spaces,

labeled as media 1 and 2, are maintained at constant and uniform temperatures

T1 = 300 K and T2 = 0 K (heat sink). The vacuum separating the SiC slabs is

denoted as medium 0. Only the variations of the flux along the z-axis are

considered, because the geometry is azimuthally symmetric and infinite in the

𝜌-direction.

As mentioned in Section 4.3.1, radiative energy is transferred in the near field

via propagating and evanescent waves. The modes contributing to heat exchange

in the near field are schematically illustrated in Figure 4.4.

In Figure 4.4a, a thermally generated wave is propagating within the source

medium. At the emitter–vacuum interface, the wave incident at an angle 𝜃1 is

refracted at an angle 𝜃0 in vacuum as predicted by Snell’s law [24]. Owing to the

propagative nature of the wave refracted in vacuum, heat is carried away from the

emitter. Emission of propagating waves a few wavelengths away from the source is

correctly described by Planck’s blackbody distribution. In the near field, the wave

characteristic of propagating modes cannot be ignored owing to potential con-

structive and destructive interferences. Additionally, Planck’s theory assumes that
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Figure 4.3 Schematic representation of the geometry considered: two half-spaces of SiC

(media 1 and 2) maintained at constant and uniform temperatures T1 and T2 are separated

by a vacuum gap of thickness d (medium 0).
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Figure 4.4 Schematic representation of the modes contributing to near-field radiative heat

transfer: (a) propagating wave, (b) evanescent wave generated by total internal reflection,

and (c) surface polariton.

thermal emission is a surface process, while fluctuational electrodynamics treats

emission as a volumetric phenomenon in accordance with Figure 4.4a. Indeed,

Eq. (4.22) shows explicitly that the flux at r is the result of sources 𝐫′ contained

within a volume V . This implies that Planck’s theory cannot be applied for pre-

dicting thermal emission by features with characteristic dimensions of the same

order of magnitude as, or less than, the dominant wavelength emitted. The size

effect on the emissivity of thin films was analyzed by Edalatpour and Francoeur

[44] using fluctuational electrodynamics.

Figure 4.4b depicts a thermally generated wave propagating in the source

medium. The wave reaches the emitter–vacuum interface at an angle 𝜃1 larger

than the critical angle for total internal reflection 𝜃cr [24]. Despite the wave

being totally reflected back in medium 1, solution of Maxwell’s equations at the

emitter–vacuum interface predicts the presence of an evanescent wave field

decaying exponentially over a distance of about a wavelength in vacuum [24].

Evanescent waves do not play any role in far-field radiation heat transfer (i.e.,

d≫𝜆w) because these modes do not propagate away from the thermal source.

However, when a dissipative body is brought within the evanescent wave field of

the source, a net energy transfer occurs owing to radiation tunneling [4].
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Figure 4.4c shows a schematic representation of a surface polariton, where

the field is evanescent both in the emitter and the vacuum. Surface polaritons

are different from evanescent waves owing to total internal reflection as they

are induced by mechanical oscillations within the emitting medium. In metals

and doped semiconductors, the out-of-phase longitudinal oscillations of free

electrons relative to the positive ion cores generate an electromagnetic field,

and its evanescent component is a surface plasmon–polariton [45]. Similarly,

oscillations of transverse optical phonons in polar crystals generate an electro-

magnetic field and its evanescent component is a surface phonon–polariton

[45, 46]. When surface polaritons are excited at their resonant frequency, near-

field radiant energy exchange can become quasi-monochromatic owing to a large

number of electromagnetic states contained within a narrow spectral band [23,

46–48]. Surface polaritons do not contribute to heat transfer in the far field due

to their confinements at an interface; they contribute to radiant energy exchange

in the near field by tunneling.

In order to account for all aforementioned modes, the near-field radiative heat

flux between media 1 and 2 is calculated using Eq. (4.25) derived from fluctua-

tional electrodynamics. After substitution of the appropriate DGFs for two plane

interfaces [46], the net total radiative heat flux along the z-direction is

q
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∞
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where Im denotes imaginary part, 𝛾 indicates the state of polarization of the wave

(TE: transverse electric and TM: transverse magnetic), kzj is the z-component of

the wavevector in medium j (kzj = k′
zj
+ ik′′

zj
), k𝜌 is the parallel component of the

wavevector which is purely real while the superscripts prop and evan refer to prop-

agating and evanescent components of the radiative heat flux, respectively. Note

that for the case shown in Figure 4.3, Θ(𝜔,T2) = 0 for all frequencies as medium 2

is a heat sink at 0 K. Eqs. (4.26a) and (4.26b) involve integration over the parallel

component of the wavevector. Physically, this integration represents a summation

over all possible modes contributing to heat exchange.

For the propagating component of the flux (Eq. (4.26a)), the k𝜌-integration is

performed from 0 up to k0. The z-component of the wavevector in vacuum is cal-

culated as kz0 = (k2
0
− k2

𝜌)1/2. For k𝜌 values between 0 and k0, kz0 is always a real

number and can thus be written as k′
z0

. This propagating mode can be represented

by exp[i(k′
z0
z − 𝜔t)], where the wave has both a periodicity in space and in time.

The parallel wavevector k𝜌 can also be written as k0sin𝜃0, where 𝜃0 is the polar
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angle as shown in Figure 4.4a. The integration from 0 to k0 is therefore equivalent

to an integration over 𝜃0 from 0 to 𝜋/2 (the integration over the azimuthal angle

𝜙 is already included in Eq. (4.26a)).

For the evanescent flux (Eq. (4.26b)), the k𝜌-integration is performed from

k0 to infinity. For these modes, the perpendicular wavevector in vacuum is a

pure imaginary number (kz0 = ik′′
z0

). A solution to this mode can be written

as exp[(−k′′
z0
z − 𝑖𝜔t)], which implies that the wave is evanescently decaying

along the z-direction at a rate of exp(−k′′
z0
z). The integration from k0 to infinity

includes both evanescent waves from total internal reflection (Figure 4.4b) and

surface polaritons (Figure 4.4c). Although not necessary, it is possible to split

the k𝜌-integration in Eq. (4.26b) into two parts in order to make the distinction

between the two aforementioned evanescent modes [49]. An approximate cutoff

for the k𝜌-integration can be determined from the physics of the problem. The

penetration depth of evanescent waves in medium j is given by 𝛿j ≈ |kzj|−1 [50].

For large wavevector with k𝜌 ≫ k0, the z-component of the wavevector can be

approximated by kzj ≈ ik𝜌, such that k𝜌 ≈ 𝛿−1
j

. Physically, it is possible to argue

that the smallest evanescent wave contributing to heat transfer has a penetration

depth of the size of the gap separating the SiC layers, such that k𝜌 ≈ d−1. This

result shows explicitly that the number of modes contributing to heat transfer, and

thus the evanescent heat flux, increase as the vacuum gap thickness decreases.

In both Eqs. (4.26a) and (4.26b), r𝛾
0j

(j= 1, 2) represents the Fresnel reflection

coefficient at the interface 0-j in polarization state 𝛾 [24]. The terms 1 − |r𝛾
0j
|2

in the numerator of Eq. (4.26a) represents the spectral absorptance of medium

j (1 – reflectivity of the surface), and therefore also represents the spectral emit-

tance of layer j. A similar interpretation can be given to Im(r𝛾
01
) that represents

the spectral emittance/absorptance for evanescent waves. The denominators in

Eqs. (4.26a) and (4.26b) account for multiple reflection within the vacuum gap of

thickness d. The exponential factor e−2k′′
z0
d multiplying the integrand in Eq. (4.26b)

shows explicitly the evanescent nature of the radiative heat flux; for a large gap

d≫𝜆w (i.e., far-field regime), e−2k′′
z0
d → 0 such that the flux due to evanescent

waves is nil. In addition, in the limit d≫𝜆w, it can be shown that Eq. (4.26a)

reduces to the flux derived from the view factor theory [4]. This demonstrates that

the classical theory of thermal radiation based on Planck’s blackbody distribution

is a special case of the fluctuational electrodynamics formalism.

The spectral near-field radiative heat flux is shown in Figure 4.5 for gap thick-

nesses of 10, 100 nm, and 1 μm. These results are compared against the blackbody

predictions and the flux obtained in the far-field regime. Note that the spectral

variable here is in electron-volt (eV), which is calculated from the angular fre-

quency as E=ℏ𝜔∕e, where e = 1.602 × 10−19 J eV−1.

The results of Figure 4.5 show an enhancement of the flux beyond the black-

body predictions due to tunneling of evanescent waves. In the extreme near

field (gaps of 10 and 100 nm), the flux increases substantially at a frequency of

approximately 0.12 eV. This quasi-monochromatic enhancement is due to surface

phonon–polaritons supported by SiC [23]. For a 10-nm-thick vacuum gap, more
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Figure 4.5 Net monochromatic radiative heat flux as a function of the vacuum gap thick-

ness d. The layers of SiC are maintained at constant and uniform temperatures of 300 and

0 K.

than 97% of the flux is transferred around 0.12 eV due to a large number of modes

concentrated in a narrow spectral band [48].

The dependence of the radiative heat transfer as a function of the gap thickness

is analyzed in Figure 4.6. Specifically, the total radiative heat transfer coefficient hr
is reported for gaps from 1 to 100 nm. The near-field profile is compared against

blackbody and far-field predictions. Note that the radiative transfer coefficient is

derived by assuming that medium one is at temperature T (300 K) while medium

two is at T +δT , such that hr is calculated as the net radiative heat flux between

the two layers divided by δT as δT → 0 [51]:
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Both the blackbody and far-field curves do not vary as a function of the vac-

uum gap thickness as the view factor between two half-spaces is unity [8, 9]. It

can be seen in Figure 4.6 that the radiative transfer coefficient varies as d−2 in the

extreme near field [23]. For structures with micro/nanosize dimensions, the d−2

power law reported here is not always true owing to surface phonon–polariton

coupling within the emitters/absorbers. Francoeur et al. [51] reported the coexis-

tence of d−2, d−3,, and d−4 regimes for thin films supporting surface polaritons in
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Figure 4.6 Radiative heat transfer coef-

ficient as a function of the vacuum gap

thickness d (SiC, T = 300 K). The near-field

curve shows that the radiative heat transfer

coefficient follows a d−2 power law, while
both the far-field and blackbody curves do

not vary as a function of the gap thickness.

the infrared such as SiC. A combined d−2 and d−3 regime for thin films was also

reported by Ben-Abdallah et al. [52].

The next section discusses in greater detail nano-TPV power generation capi-

talizing on the near-field effects of thermal radiation where both propagating and

evanescent modes are directly converted into electricity.

4.3.4

Nanoscale-Gap Thermophotovoltaic Power Generation

While conceptually simple, the nano-TPV power generators discussed in the

beginning of Section 4.3.3 are challenging to fabricate. Indeed, a gap up to about a

micrometer must be maintained between two surfaces having dimensions of a few

hundreds of micrometers to a few millimeters in order to obtain significant heat

transfer by evanescent modes. In addition, the surfaces must be smooth enough

such that the radiator and the cell do not touch each other. Finally, the structure

maintaining the gap must have a low thermal conductivity in order to minimize

heat transfer by conduction between the radiator and the cell. Owing to these

technological challenges, experimental demonstration of enhanced performance

in nano-TPV power generators has been essentially qualitative. DiMatteo et al.

[53–55] experimented on a system comprised of a silicon radiator and indium

arsenide (InAs) cells. The gap was maintained via 1-μm-tall silicon dioxide (SiO2)

posts. A short-circuit current enhancement by a factor of 5 [53, 54] and a power

output enhancement of uncertain magnitude [55] were reported. Hanamura

et al. [56–58] performed experiments on a nano-TPV system made of a tungsten
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radiator and gallium antimonide (GaSb) cells. A short-circuit current increase by

factors of 3 [57] and 3.7 [58] was observed. It is worth noting that experimental

demonstration of radiation heat transfer exceeding the blackbody limit in the

extreme near field has not been reported between two parallel surfaces. Hu et al.

[59] showed a flux exceeding by 35% the blackbody predictions by maintaining

a 1.6 μm-thick-gap between glass plates via polystyrene spheres. Ottens et al.

[60] implemented a system that used three stepper motors allowing precise

variations of the gap from 100 down to 2 μm. Results between two sapphire

surfaces demonstrated an enhancement of the flux by 27% over the blackbody

predictions.

Another technological bottleneck of TPV systems is associated with the cell

converting radiation into electricity. Silicon-based solar cells have an absorption

bandgap of about 1.1 eV such that approximately 75% of the solar spectrum is

above this threshold (the solar spectrum can be approximated by a blackbody at

a temperature of 5800 K) [8, 9]. TPV power generators operate at temperatures

between 1000 and 2000 K, such that lower energy waves (longer wavelengths) need

to be converted into electricity. This implies that the absorption bandgap of TPV

cells must be lower than 1.1 eV, typically between 0.50 and 0.75 eV. Lower absorp-

tion bandgap cells are not readily available, and research has mainly focused on

III–V binary compounds, such as gallium arsenide (GaAs) and GaSb, and their

ternary and quaternary III–V alloys [61, 62].

Theoretical investigations of nano-TPV power generation are relatively scarce

[40, 42, 43, 63–70]. The literature suggests that power generation can be enhanced

by a factor of 20–30 when the gap between the radiator and the cell is a few tens
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Figure 4.7 Electrical power output We and conversion efficiency 𝜂 of a nano-TPV power

generator made of a tungsten radiator (Tr = 2000 K) and indium gallium antimonide

In0.18Ga0.82Sb cell (Tc = 300 K).
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Figure 4.8 Power output enhancement

of a nano-TPV power generator made of a

tungsten radiator (Tr = 2000 K) and indium

gallium antimonide In0.18Ga0.82Sb cell as a

function of the vacuum gap thickness d and

the cell temperature Tc . The power output

enhancement is calculated by normalizing

the actual power output by the power out-

put obtained in the far-field regime (d≫𝜆w)

when Tc is fixed at 300 K.

of nanometers [65, 66], provided that the cell is maintained around room temper-

ature [40]. The gain in conversion efficiency is marginal however when a broad-

band radiator is used. Figure 4.7 shows the electrical power output We and the

conversion efficiency 𝜂 as a function of the separation gap d for a nano-TPV device

made of a tungsten radiator at 2000 K and a 10.4-μm-thick indium gallium anti-

monide (In0.18Ga0.82Sb) cell maintained at 300 K. The details of the multiphysics

model combining near-field thermal radiation, charge and heat transport used to

generate these results are provided in Ref. [40].

The power output increases substantially as the vacuum gap decreases from

10 μm down to 10 nm. Tungsten is a broadband emitter, which implies that

the thermal spectrum increases above the blackbody limit at all frequencies in

the near field. For this reason, the gain in conversion efficiency, defined as the

electrical power output divided by the radiation absorbed by the cell, is marginal.

Figure 4.8 shows the power output of the aforementioned nano-TPV power

generator normalized by the power output obtained by the same device when

d≫𝜆w and when the cell is maintained at 300 K. This power output enhancement

is reported as a function of the cell temperature for vacuum gaps of 10, 20, 50,

and 100 nm.

The power output enhancement at 300 K reaches a maximum value of 36 for

a 10-nm-thick gap and a minimum value of approximately 6 when the gap is

100-nm-thick. Figure 4.8 also shows that the enhancement decreases as the cell

temperature increases, regardless of the gap thickness. This behavior can be
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explained by the fact that the dark current of the cell increases as its temperature

increases [40]. Francoeur et al. [40] showed that it is quite challenging to maintain

the temperature gradient of 2000 to 300 K usually discussed in the literature.

Modeling the thermal management system as a convective boundary, simulation

results suggested that a high heat transfer coefficient of the order of 105 –106 W

m−2 K−1 is needed to maintain the cell at room temperature. Thermal dissipation

in the cell is due to three mechanisms. Radiation with energy lower than the

bandgap is absorbed by the lattice and the free carriers and is thus converted

into heat. Radiation with energy higher than the bandgap dissipates its excess of

energy into heat, a phenomenon called thermalization. Finally, electron–hole

pairs generated by radiation absorption may recombine without generating

electricity, and this recombination leads to heat dissipation in the cell.

Better performing nano-TPV power generators can be achieved by tuning radia-

tion heat transfer between the radiator and the cell in order to minimize radiative,

electrical, and thermal losses. Laroche et al. [65] showed that enhanced power

generation can be increased by an additional factor of 15 when using a radiator

supporting surface polaritons in the near infrared. Narayanaswamy and Chen [64]

suggested using polar crystals such as SiC and cubic boron nitride as nano-TPV

radiators. While conceptually correct, this solution is difficult to implement in

practice as surface phonon–polaritons supported by polar crystals exist at wave-

lengths of approximately 10 μm corresponding to energy of 0.12 eV. Metals such as

gold and silver support surface plasmon–polaritons in the ultraviolet and visible

spectral bands [45]. Therefore, these resonant modes cannot be thermally excited.

Surface plasmon–polaritons can be excited in the infrared band via doped silicon

[47, 71, 72]. However, the resonant frequency of these modes is similar to those of

polar crystals. In fact, materials supporting surface polaritons matching the typ-

ical bandgap of TPV cells (near infrared spectral band) are quite challenging to

find in nature. A recent survey of plasmonics materials beyond the typical gold

and silver has been provided by West et al. [73]. For instance, indium-tin-oxide

could be an interesting material to be exploited for nano-TPV power generation,

as its plasma frequency can be tuned between 0.44 and 6.99 eV by varying the tin

doping level [67, 73]. One must keep in mind however that using a bulk radiator

supporting surface polaritons still results in an enhancement of the radiative flux

beyond the blackbody predictions at all frequencies (e.g., see Figure 4.5). Except

for surface polaritons, propagating and evanescent waves in the vacuum are the

result of waves propagating within the emitter. Therefore, decreasing the volume

of the emitter below the skin depth reduces propagating waves and evanescent

waves due to total internal reflection, and thus the radiative flux except at sur-

face polariton resonance [74]. This effect could be exploited for nano-TPV power

generation capitalizing on surface polaritons. Graphene has also been considered

by Ilic et al. [67] and by Messina and Ben-Abdallah [69]. Another potential solu-

tion is to use man-made structures, such as photonic crystals or metamaterials,

for controlling near-field radiation heat transfer between the radiator and the cell.

Regardless of the method employed for tuning radiative heat transfer in nano-

TPV systems, it is imperative that the design accounts for the combined effects of
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radiative, electrical and thermal losses in the cell. For instance, surface polariton

mediated heat transfer seems a priori the optimal way of maximizing nano-TPV

performance. However, the low penetration depth of surface polaritons into the

cell causes significant electrical and thermal losses [75]. As such, thin cells with low

surface recombination velocity might be needed when heat transfer between the

radiator and the cell occurs mostly via surface polaritons. Finally, nano-TPV power

generators could potentially be applied for recycling low-temperature waste heat

produced for instance by electronic devices such as computers and photovoltaic

cells. Thermal management of low-temperature TPV systems would be easier than

for high-temperature applications. On the other hand, such nano-TPV power gen-

erators would require a radiator converting long wavelength radiation (∼10 μm)

to short wavelengths (∼2 μm) or a cell with an extremely low absorption bandgap

(∼0.1 eV).

4.4

Conclusions

In summary, this chapter discussed the fundamentals of TE power generation by

demonstrating the Seebeck effect starting from the BTE. It was also pointed out

that the efficiency of TE devices can be maximized by using materials having large

electrical conductivity and Seebeck coefficient while having a small thermal con-

ductivity due to phonons. The basics covered here will be useful for more detailed

discussions on TE power generation given in Chapters 6, 12, and 21.

A large portion of the chapter was devoted to the fundamentals of near-

field thermal radiation and its potential application to TPV power generation.

Nano-TPV power generation is a promising technology for recycling waste

heat and/or solar energy conversion. From an experimental viewpoint, it is

clear that demonstrating enhanced power generation is still an open research

area. Both precision systems and micro/nanoscale engineering devices showing

power output enhancement will have a significant impact on the development

of these energy harvesting devices. From a design point of view, modeling and

optimization must be made on a system level that accounts not only for radiative

transfer but the combined effects of radiative, electrical, and thermal losses.

The interplay between these three mechanisms is quite complex and a thorough

understanding is needed in order to design and fabricate viable and efficient

nano-TPV power generators.
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5

Power Conditioning for Energy Harvesting – Theory

and Architecture

Stephen G. Burrow and Paul D. Mitcheson

5.1

Introduction

This chapter presents the fundamental principles of power conditioning circuits

connected to harvesting transducers. While the focus is on motion-driven

harvesters, much of the discussion is relevant to other harvester types. In most

cases, the basic requirements of a power processor that connects a harvesting

transducer to an electronic load are rectification, voltage regulation, and interface

to an energy storage element. However, more sophisticated tasks may also

be performed, such as power factor correction, frequency tuning (to increase

the harvested power), and maximum power point tracking (MPPT) to ensure

maximum system power density is achieved as the prime mover (e.g., mechanical

vibration) characteristics change. Examples of circuits which perform these

fundamental tasks are explained and the reasoning behind their use with different

transduction mechanisms is given. This chapter is closely linked to Chapter 18,

where implementations of these concepts are demonstrated as part of prototype

energy harvesting systems.

5.2

The Function of Power Conditioning

The power conditioning circuitry within an energy harvesting systems plays a piv-

otal role, exerting control over the harvester through its input impedance while at

the same time performing power processing functions such as regulation, filter-

ing, and rectification, and finally delivering energy to the load. Circuits which can

provide the key power conditioning functions for energy harvesters over a range

of power levels have been described in the literature [1]. More recently, circuits

providing advanced functionality, particularly related to actively influencing the

behavior of the harvesting device such as electrical tuning [2], piezo pre-biasing

[3, 4], or improved utilization through schemes such as maximum power track-

ing, have been described [5]. All the while, the lower limit of power at which

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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practicable harvesting systems can be implemented has been reduced by devel-

oping power conditioning circuits which will operate at lower power levels, with

many circuits demonstrated at an integrated level [6, 7], further reducing power

levels by lessening losses due to parasitic capacitances.

Although the subcomponents of energy-harvesting power-conditioning sys-

tems are not yet themselves “off-the-shelf” items, perhaps the key challenge

facing an engineer architecting a power harvesting system today is matching

the dynamic power/time profiles of the components and source to produce a

system that is in some sense optimized. Published works addressing the topic of

complete system design are few, a problem exacerbated by the huge variety of

loads and the uniqueness of sources which make system-wide generalizations

difficult.

Real-world sources are often intermittent and excitation parameters can

vary over time. In Ref. [8] the authors give measured results of several vibra-

tion sources and it is possible to see how they differ from idealized sources:

typically, the mean value of frequency and amplitude change slowly, but

real-world noise will cause both frequency and amplitude to experience a

degree of smaller rapid fluctuations. Electronic loads also have a particular

characteristic power draw, and in particular it is worth noting that “low-

power” loads often achieve the low average power by duty cycling a higher

power demand with quiescent periods. If the harvesting system was to be

designed such that the peak power demand of the load could be supplied by

the harvester in its state of lowest excitation, then the harvester and power

electronics would be greatly oversized. To avoid oversizing the harvester, the

power conditioning system must store energy and provide a match between

the temporal power profiles of the source to the load. As an example, in

Ref. [5] the authors realize a harvesting system where a harvester produc-

ing 135 μW continuous power is matched to a wireless sensor node (WSN)

drawing short bursts of 40 mW, a peak level some 300 times the average

harvested.

In this chapter, the fundamental behavior of power conditioning circuits

reported in the literature for energy harvesters is considered. The focus is on

vibration energy harvesters although many of the circuits and concepts can be

exploited for other harvesting technologies. Some specific case studies of the use

of power conditioning circuits with harvesters in specific application contexts are

described in Chapter 18.

5.2.1

Interface to the Harvester

Along with the source excitation, the impedance presented to a harvester by the

power conditioning system (defined as the ratio of input voltage to current), deter-

mines the operating condition for any particular harvester. While the source, being

some form of ambient excitation, is not normally considered controllable the input

impedance of the power electronics is, and this forms the primary mechanism
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whereby control can be achieved over the power system. The input impedance

of the power conditioning system is synthesized by the action of the passive and

active components of the converter, usually by controlling the duty cycle of the

active elements in switch mode, and associated control loops. The impedance

can have real and imaginary components (in AC systems) as well as nonlinear

response.

Where the harvester can be modeled by combinations of linear elements, it is

well known that maximum power is produced when the load (in this case, the

input impedance of the power processor) is the complex conjugate of the harvester

output impedance. However, it is not always possible to operate at this theoretical

maximum as physical constraints, such as voltage or excursion limitations, may

preclude it. In addition, the quiescent power consumption associated with synthe-

sizing resistive and reactive load impedances may become significant, especially

at low harvested power levels, resulting in a situation where a load other than the

theoretical optimum produces most usable harvested energy.

When attempting to understand the behavior of a harvester and power condi-

tioning circuit, it is often useful to consider the current and voltage waveforms at

the terminals of harvesters in the frequency domain. In-phase current and voltage

components appear as a resistive load to the harvester and represent dissipated

or harvested power; out-of-phase components at the fundamental frequency

appear as “reactive” input impedances, which are described by the displacement

power factor, and represent circulating energy between the source and load,

which can modify the harvester’s frequency response; and nonlinearities in

the input impedance produce harmonic components and are described by the

distortion power factor. These higher harmonics modulate energy flow between

the source and load at their particular frequency, the effect of which may or may

not be significant in terms of average power, depending on the Q-factor of the

mechanical system.

5.2.2

Circuits with Resistive Input Impedance

Confining the discussion to efficient switched-mode topologies, resistive input

impedance can be approximated by several topologies in a discontinuous conduc-

tion mode or by configuring a feedback loop around a converter to force voltage

to follow current or vice versa.

Figure 5.1a shows a circuit schematic of a power conditioning system, consist-

ing of a rectifier followed by a boost converter that approximates as resistive input

impedance. Variations on this approach have been published for energy harvest-

ing systems as it is inherently simple and requires few additional components to

make a working converter [9]. The operation is as follows: the input rectifier is not

followed by a reservoir capacitor; hence the converter is presented with full wave

rectified voltage waveform. “Sw1” is turned “on” and “off” at frequencies and duty

cycles that keep the inductor in discontinuous conduction, that is, the inductor

current falls to zero in each switching cycle. During switch “on” periods, the input
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Figure 5.1 Resistance emulator implemented with a discontinuous mode converter. (a)

Schematic and (b) waveforms.

current ramps up to a level determined by the input voltage, hence the average

current appears to follow the input voltage. Waveforms illustrating this are shown

in Figure 5.1b. In discontinuous conduction mode, the input resistance can be

approximated by Eq. (5.1), where D and T are the duty cycle and period of the

switching waveform, respectively, and L is the value of the inductor.

Rin = 2L

DT
(5.1)

Another approach to achieve resistive input impedance is to employing

feedback to force in-phase current and voltage waveforms; this technique is used

extensively for power factor correction in small power supplies, for example,

those used in consumer goods, and hence are well described in the literature. An

example system block diagram is shown in Figure 5.2. The circuit is configured

in current control mode, using a negative feedback loop around the PWM

controller to set the input current to the reference level. The current reference is

derived from the input voltage waveform: the instantaneous voltage is divided

by the desired input resistance, Rin. The disadvantage of this technique for

energy harvesting is the additional circuitry and requirement for micropower

current sensing is harder to implement at the lowest power levels. However, a key

L
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−
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Figure 5.2 Resistance emulator implemented using feedback.
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advantage is that the converter can be operated with discontinuous or continuous

inductor current (continuous inductor current results in a lower peak to mean

ratio and hence lower conduction losses).

5.2.3

Circuits with Reactive Input Impedance

Power conditioning circuits with some element of reactive input impedance result

in energy circulating between the harvester and power electronics at the funda-

mental frequency. This can have utility if the harvester itself has reactive output

impedance and the conditioning circuit can then partially or completely cancel

this out, that is, perform a conjugate impedance match. Resonant-type harvesters

display reactive output impedances on being excited away from their mechani-

cal resonance and, in this situation, applying a reactive load to increase output

power is sometimes described as “frequency tuning.” In other situations, the har-

vesting transducer itself introduces reactance, as is common with piezoelectric

devices. Analysis of frequency tuning for an electromagnetic vibration harvester

is described in [2].

Linear circuits known as gyrators can synthesize reactive input impedance and

have found application in the related topic of vibration suppression [10]; however,

they are not “energy efficient,” consuming significant power to synthesize the

reactive components. For energy harvesting, it is therefore necessary to base

the circuitry around switched mode electronics, and an example is shown in

Figure 5.3. Since a reactive load implies energy flow from load to source and vice

versa, it is necessary to employ a converter that can operate in four quadrants. The

circuit in Figure 5.3 is a four-quadrant boost rectifier based around a half-bridge.

Single-rail versions can be designed around full bridges (see Chapter 18). Similar

to the resistance emulator of Figure 5.3, the converter is operated in average

iin

iin

vin

L
o
a
d

−Vdc

Current
control/
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1/Zinvin

−

+
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Figure 5.3 Reactive impedance emulator.
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current control mode with the current reference derived from the input voltage

multiplied by, in this case, the admittance to be synthesized, Zin.

5.2.4

Circuits with Nonlinear Input Impedance

Nonlinearity in the input impedance is generally a consequence of circuit design

rather than the goal, and almost always as a result of trying to reduce quiescent

power consumption in the circuit. The distortion components of the input wave-

form produced by nonlinearity are harmonically related to the fundamental input

frequency, hence are distinct from switching effects of switch-mode converters.

5.2.5

Peak Rectifiers

The well-known peak rectifier (diodes followed by a reservoir capacitor) is widely

used as the first power conditioning stage in AC energy harvesting applications;

however analysis of such systems is more involved than their simple schematic

suggests. The naturally commuted diodes of the rectifier produce discontinuities

in the response at conduction and extinction and the timing of these is determined

by both input and output voltages.

Considering the basic circuit of Figure 5.2a, the case most commonly found

in text books (e.g., Sen [11]) is where Rs is small, resulting in the waveforms of

Figure 5.2b. However an energy harvester will generally have source impedance

that is significant compared to the load hence waveforms closer to those of

Figure 5.2b will apply. This condition is not often encountered in text books

however it is similar to the case presented by Waidelich [12] when considering

vacuum tube rectifiers. Figure 5.4b,c illustrate the significant harmonic distortion

introduced by the peak rectifying action.

From an inspection of the waveforms, it can be seen that energy flow is uni-

directional in the peak rectifier. Even though the current waveform is harmonic

rich, the summation of these harmonics results in unidirectional energy flow. This

result could also be reasoned from considering the action of the diodes; however,

irrespective of the reasoning, the important conclusion is that the peak rectifier

behaves as a nonlinear resistive load.

By averaging the waveforms over a cycle, it is possible to describe the input resis-

tance as a function of output voltage (although this is somewhat difficult to do

analytically, it can be easily achieved numerically) with the extremes of Vl = 0

where the input resistance of the rectifier appears as a short circuit and at Vl =
vs(peak) appearing as an open circuit. This highlights the key disadvantages of this

simple circuit: the input and output conditions are coupled and at cold start-up, a

short circuit is placed across the harvester resulting in zero harvested power. Some

authors, for example, Ottman et al. [13], have exploited the relationship between

input resistance and output voltage using a second converter to control the DC

output voltage and thus synthesized input resistance.
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Figure 5.4 Peak rectifier and associated waveforms for differing source impedances. 𝛼 indi-

cates conduction angle; 𝛽 indicates extinction. (a) Voltage source feeding a peak rectifier, (b)

source impedance≪ load impedance, and (c) source impedance≈ load impedance [12].

The peak rectifier is a simple way to synthesize resistive input impedance,

providing the important rectification function, which can be scaled to a wide

range of power levels; yet the current harmonics it introduces have resulted

in it falling out of use in many power systems. However, in some harvesting

applications, the characteristics of the harvester minimize the impact of the

current harmonics. Consider the equivalent circuit of a simplified resonant

vibration harvester with electromagnetic transduction and peak rectifier of

Figure 5.5. The harvester appears as a filter, hence the differing harmonic com-

ponents of the rectifier input current “see” different output impedances and,

importantly, different resistive components. This is perhaps easiest to show by

calculating the output impedance of the harvester: at mechanical resonance, the

Rdamp.

Cmass

Lcomp.

Lcoil Rcoil

+ Cr

Il

Vl

vh

ih

vbase

Figure 5.5 Simplified model of peak rectifier and vibration energy harvester with electro-

magnetic coupling using mobility analogy (for further reading on electromechanical analo-

gies see Ref. [14]).
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impedance due to mass and compliance terms sum to infinity and the output

impedance is the sum of the coil terms plus the mechanical damping term. The

fundamental current component is presented with a source-resistive component

of Rcoil +Rdamp.; However, at the frequencies of higher harmonics, the mass term

becomes significant, shunting the mechanical damping, leading to an output

impedance with restive component that tends to that of just Rcoil as frequency

increases.

Since a well-designed harvester will have coil resistance, which is some small

fraction of the mechanical damping (when both are reflected into the same

domain through the transducer coupling), losses due to harmonic components

are much lower than might be expected if the filtering characteristic of the

harvester are not considered.

Although a property of the harvester rather than the power conditioning, the

fact that resonant vibration harvesters can be tolerant of loads introducing a dis-

tortion power factor enables simpler power conditioning circuits to systems to

operate in an efficient manner, resulting in counterintuitive situations where for

some harvester characteristics at low powers, a half-wave peak rectifier produces

most usable power [15].

5.2.6

Piezoelectric Pre-biasing

Energy harvesters utilizing piezoelectric transduction have output impedance that

is highly reactive owing to the capacitance of the piezoelectric material and thus

the ideal complex conjugate load has a very low power factor. Because a typi-

cal piezo harvester produces just a few milliwatts, attempting to synthesize the

optimum load with a circuit similar to that of Figure 5.3 is likely to result in a

system with greater quiescent demand than power generation capability; hence

researchers have turned to a range of nonlinear approaches to improve power

output without incurring large quiescent overheads.

Some of the first published work in this area was produced by Guyomar et al.

[3]. The technique, termed synchronous switched harvesting on inductor (SSHI),

involves flipping the polarity of the charge on the piezoelectric material twice

per cycle when the mechanical cantilever reaches its maximum displacement by

using a physical inductance switched across the harvester. The circuit is shown in

Figure 5.6.

Another approach to “pre-biasing” has been reported by Mitcheson et al. [4].

The single-supply pre-biasing circuit is shown in Figure 5.7, operation is as follows:

Switches S1 and S4 always operate as a pair, and S2 and S3 also operate as a pair.

When the piezoelectric material reaches its maximum deflection, one of the pairs

of switches is activated, discharging the energy on the piezoelectric capacitance

into the DC link capacitor through the series inductor. This corresponds to the

discharge phase shown in Figure 5.8. This resonant discharge pulse happens very

quickly compared to the mechanical excitation frequency of the system. As soon as

this discharge phase is complete and the voltage on the piezoelectric capacitor has
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VCP

t

Vpb

Vpb + 2Vpo
Pre-bias
phase

Discharge
phase

Generation
phase

Figure 5.8 Piezoelectric pre-biasing voltage waveforms [4].

reached zero, the opposite switch pair activates and injects some charge onto the

piezoelectric capacitor, of opposite polarity to what had just been generated (the

pre-biasing phase in Figure 5.8). This increases the force with which the transducer

is able to oppose the relative motion between the mass and base, thus increas-

ing the electrical damping. The piezoelectric material then moves to its opposite

extreme of position, increasing the voltage (see the generation phase in Figure 5.8)

and the process repeats. The waveform produced in this circuit is very similar
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to that produced by SSHI, although in pre-biasing, the piezoelectric capacitor

remains open circuit during the entire motion of the beam, while in SSHI, the

piezoelectric element is shorted by the commutation of the diode rectifier at some

point during the motion. This means that the single-supply pre-biasing circuit

implements a Coulomb-damped system and thus the analysis of the mechanical

system is relatively simple [16]. The usable power extracted by the single supply

pre-biasing (SSPB) circuit tends to twice that in the SSHI case assuming a high Q-

current path and the need to apply high electrical damping to the harvester [17].

As already discussed, the aim of these charge modification techniques applied to

piezoelectric harvesters is intended to improve the power factor of the piezoelec-

tric transducer without the overhead of using a full impedance emulator solution

and the necessary control loop overhead. In order to extract energy from a trans-

ducer, the force produced by the transducer that opposes the motion should be

in phase with transducer’s velocity. Owing to the capacitive output impedance, an

open circuit piezoelectric transducer has force and velocity 90∘ out of phase and

thus has a power factor of zero (which increases when a resistive load is applied,

but in the absence of either a real or emulated inductor, can never approach 1).

The discontinuity introduced into the piezoelectric voltage waveform shown in

Figure 5.8 effectively corrects the phase of the fundamental of the voltage wave-

form by the required 90∘ to produce a system that operates with nearly unity

power factor.

5.2.7

Control

5.2.7.1 Voltage Regulation

Regulation is the process whereby the output voltage of a converter is kept con-

stant against varying load power demand. Switched mode converters are true

power converters, that is, neglecting losses, output power is equal to input power

and thus to regulate the output, switched mode converters typically modify the

input power by altering their input impedance, normally via an automatic feed-

back loop.

Regulation achieved by modifying the input impedance requires a monotonic

relationship between power and input impedance over the operating range, but

this is often not the case with energy harvesters. Figure 5.9 illustrates the classic

power characteristic of a harvester, where peak power is generated into an opti-

mum load between the extremes of short circuit and open circuit. The trend curves

for a true voltage and current source are also shown on the diagram and illustrate

the problem: to increase power with voltage source, the load resistance should be

reduced; to increase power with a current source, the load resistance should be

increased. The harvester power response has regions where increasing load resis-

tance will increase power, but also regions where the opposite is true, thus simple

feedback regulation is not possible when operating near to the peak power region.

A similar issue is encountered with photovoltaic panels.
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Figure 5.9 General peak-power curve with characteristics of current and voltage sources

superimposed.

This situation is not constrained to harvesters and was encountered

when input filters were added to switch mode converters to suppress

input harmonics. Analysis undertaken by Middlebrook [18] suggested as

a rule of thumb that the input impedance of a converter should be four

times greater than the source impedance to ensure stability. In the case of

energy harvesters, this implies operation some way from the peak power

point.

For resonant vibration harvesters, variations in excitation amplitude cause a

translation of the curve described in Figure 5.9 in the vertical axis, however vari-

ations in frequency away from mechanical resonance also cause the curve to be

translated in the horizontal axis: the peak power point occurring at a lower load

resistance for all frequencies other than resonance. Thus it is possible for varia-

tions in input excitation to cause a change in operating region from the current to

the voltage source approximation.

Because of the difficulty in using the power converter to perform feed-

back voltage regulation by controlling the input impedance of the converter,

energy harvesting applications may benefit from alternative voltage regula-

tion strategies. One possible example is to divorce voltage regulation from

setting input impedance, for instance by using a converter operating with

fixed input impedance and then using a secondary shunt voltage regulator;

an example of this is shown in Figure 5.10. This approach was taken in [9]

where an open-loop flyback converter operating in discontinuous mode is

followed by a shunt regulator resulting in a low loss, low power conditioning

system.
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Figure 5.10 The addition of a shunt regulator to the circuit of Figure 5.1 provides voltage

regulation.

5.2.7.2 Peak Power Controllers

Power sources, such as photovoltaic cells, are commonly operated at or near

the peak power point using a nonlinear feedback scheme to ensure peak power

operation is maintained. This type of scheme, often described as MPPT, can be

used with energy harvesters.

Peak power converters make repeated small adjustments to their operating

point (input impedance) and attempt to find the point with the highest power

output or the point where the derivative of power with respect to operating

point is zero. Power can be calculated from measured currents and voltages

or can be inferred from other variables such as current alone where voltages

are slowly changing or the rate of change of voltage on a storage capacitor. In

further variations on the technique, power can be measured at the output of the

converter (rather than input) and is termed maximum power transfer tracking

(MPTT). MPTT takes into account losses in the converter which may result in

the peak converter output power point not coinciding with the peak harvester

output power.

One of the first published works applying peak power tracking to energy

harvesters was produced by the aforementioned Ottman et al. [13] where a DC

to DC converter was used to control the DC link voltage of a peak rectifier (by

extracting energy from the DC link) and maintain the harvester at its peak power

point.

When peak power tracking schemes are to be used with vibration energy

harvesters, it is important to take note of the stored energy in the mechanical

oscillator. When dynamic load is considered, it can be shown that output power

is a function of load impedance and the rate of change of load impedance. If the

system is not allowed to settle into a steady state before power estimates are made

by the controller, then it is possible to “stall” the harvester. This is graphically

illustrated in Figure 5.11, showing the load power developed as load resistance is

swept between two values at various rates. Results are from numerical simulation

of a mass-spring-damper harvester with electromagnetic coupling. It can be seen

how reducing the load resistance causes a transient increase in output power,

while increasing loads result in reduced output, compared to steady state. Even at

the slowest sweep of 4 s, significantly more power than at steady state is produced

on the down sweep and conversely less on the up sweep.
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Figure 5.11 Simulated trajectories of output

power as harvester load resistance is swept

up and down between 100 and 1000Ω at

various rates. Simulation parameters: Mass =
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Coil res. = 80 Ω, and Coupling coeff. =
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The transient effect on output power is related to the settling time of the

mass spring oscillator system and thus the quality factor of the oscillator. It is

not unusual to operate resonant harvesters with very high quality factors and

resulting settling times of several seconds or more, hence power tracking schemes

are not able to adapt to rapidly changing excitation or transient events.

In the work of Ottman et al. [13] the stored energy of the large reservoir capaci-

tor limits the rate of change of the MPPT system. A minimum time step is defined

for a discrete MPPT algorithm in Ref. [19].

5.2.8

System Architectures

5.2.8.1 Start-Up

Starting up from a completely unpowered state, sometimes called cold start, can

be challenging for many harvesting systems. With passive power conditioning sys-

tems, such as the peak rectifier, the problems are centered on the input impedance:

with zero voltage across the reservoir capacitor, the harvester is presented with a

near short circuit. The problem is worsened if the capacitor has a large value rel-

ative to the nominal harvested power and it can take many minutes to charge.

Further to this, it is necessary to ensure the load does not draw significant energy

during start-up (electronic loads often draw large currents as they start-up) or the

system may find a power equilibrium in a nonfunctioning state. To alleviate this, it

may be necessary to incorporate active connection and disconnection of the load,
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Figure 5.12 Block diagram of power conditioning circuit with parallel diode multiplier to

start up the main converter.

only connecting the load when sufficient energy has been collected to perform

a task.

Adding active elements in the power conditioning to control converters, switch

devices, or connect the load presents a further challenge as it is necessary to power

these up before the main circuits. Where the harvester output is AC, a passive

diode multiplier network can be used to provide power to start the main active

converter. A simplified block diagram illustrating this, adapted from [5], is shown

in Figure 5.12.

Incorporating a diode multiplier arrangement has the additional advantage

that it is possible to start up when the harvester has a peak output voltage

lower than that required to supply the active circuitry. Several variations on

Figure 5.12 are possible, where the control circuitry can be always supplied from

the start-up circuit or alternatively this can be switched out once the main circuit

is functioning.

5.2.9

Highly Dynamic Load Power

It has already been observed that many “low-power” loads achieve a low average

power by duty cycling a brief high-power active period with longer periods of inac-

tivity. In contrast, most energy harvesters are operated in a continuous manner,

with maximum power generated all the time, to keep the size of the harvesting

device to a minimum for a given average power output.

This results in a situation where the power conditioning system is required to

make a temporal match between the power–time profiles of harvester and load,

and it is this consideration which tends to determine the size of energy storage

capacitor which places limits on star-up as previously described.

A further complication arises with capacitor energy storage as minimizing

the capacitance value to promote quick start-up will result in greater voltage

swings for a given load profile which may require additional voltage regulation

circuitry. This is illustrated with reference to Figure 5.13, which shows the sim-

plified schematic of a power conditioning system interfacing a vibration energy
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Figure 5.14 Main capacitor voltage of Figure 5.13 showing start-up and two load cycles.

harvester to a WSN. The harvester is optimally loaded with a resistance-emulating

discontinuous converter. The harvested energy is stored in a capacitor with shunt

regulation to prevent the maximum voltage being exceeded. This is followed

by a low-dropout regulator (LDO) providing the WSN with a constant 3.3 V.

The capacitor voltage measured during testing is shown in Figure 5.14. From

cold start, the system takes just over 100 s to fully charge the capacitor (6.8 V).

The WSN can then perform a transmit operation lasting 12 s. The capacitance

has been chosen such that its voltage falls to the minimum (3.3 V) at the end

of the transmitting period. The WSN then enters a low-power mode and the

capacitor voltage recovers enough to enter a second transmission period after

81 s.

The duty cycle of the WSN must always remain below 15% for the average input

and output powers to match, however the choice of capacitance value is a signif-

icant design decision, as it trades off start up time against voltage variation (and

thus regulation requirements). A switched mode converter may be used in place

of the linear regulator; however, it is not always the case that the additional com-

plexity justifies the efficiency gains.
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5.3

Summary

Energy harvesting sources rarely present simple demands on the power condition-

ing system, typically requiring some optimum loading, rectification, voltage-level

shifting, and energy storage to perform a temporal match between the source

and load.

Technical solutions exist for all these requirements; However, at the very low

power levels of some reported harvesting devices, it is important to consider if the

system can support the quiescent demand of complex power conditioning circuits.

Harvesters producing the lowest power outputs therefore often suffer the com-

pounding problem of lower efficiency power conditioning, which is often further

exaggerated because harvesters with the lowest power outputs also require very

low parasitics in the semiconductors used to form the power processing circuitry.
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6

Thermoelectric Materials for Energy Harvesting

Andrew C. Miner

6.1

Introduction

Thermoelectric effects can provide an effective means for harvesting energy in a

variety of applications. This chapter outlines several key issues to consider when

selecting materials for use in a thermoelectric energy harvester:

1) Performance considerations

2) Points of caution as the size of the device decreases

3) Thermal expansion as it relates to reliability

4) Cost of raw materials

Finally, in order to realize these materials in micro energy harvesting systems,

several relevant synthesis methods are discussed.

6.2

Performance Considerations in Materials Selection: zT

The principal factor that dictates the ultimate performance of a thermoelectric

generator is the material’s thermoelectric figure of merit, zT . By common con-

vention, the thermoelectric figure of merit of a single material is denoted as zT

(lower case z), whereas the effective thermoelectric figure of merit of a thermo-

electric couple, module, or generator system is denoted as ZT (upper case Z). The

figure of merit, zT , is defined as

𝑧𝑇 = 𝛼2

𝜆𝜌
T (6.1)

where 𝛼 is the Seebeck coefficient, 𝜆 is the thermal conductivity, 𝜌 is the elec-

trical resistivity, and T is the temperature measured in kelvin. zT is a ratio of

the square of the desirable voltage that is generated within the material when a

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.



104 6 Thermoelectric Materials for Energy Harvesting

n type

External load, Rload

Electrical
interconnects

Electrical
interconnects

Thermoelectric
elements

Heat
flow, q

p type

Th

Tc

Figure 6.1 A schematic diagram of a thermoelectric generator couple.

temperature difference occurs across the material (𝛼) to the undesirable effects of

heat flow through the material (𝜆) and the ohmic heating due to electrical cur-

rent flow through the material (𝜌). The higher the zT of the materials utilized in

a thermoelectric generator, the higher potential electrical power and conversion

efficiency that may be achieved in an energy harvester.

As shown schematically in Figure 6.1, useful electrical power is generated in an

external load by a thermoelectric device when heat, q, flows through the device

from a source of heat to a heat sink, generating a temperature difference across

the thermoelectric elements. Typically, an n-type and a p-type thermoelectric

material are arranged thermally in parallel and electrically in series as shown in

the figure. An effective thermoelectric figure of merit for two materials used in a

module can be defined as follows:

𝑍𝑇 =
(𝛼p − 𝛼n)2(√
𝜆p𝜌p +

√
𝜆n𝜌n

)2
T . (6.2)

In eq. 6.2, the subscripts n and p denote the properties of the n- and p-type

materials, respectively. For the two-element couple shown in Figure 6.1, it may be

shown that the maximum power is generated when the external load resistance

Rload matches the internal electrical resistance of the couple, R. At this operating

point, the power produced is given by the following expression:

W = ((𝛼p − 𝛼n)(Th − Tc))2∕4R. (6.3)

At this maximum power point, the efficiency at which the power is produced can

be approximated as follows:

𝜂 = ZΔT
4 + ZTh + ZTm

= ΔT
Th

⋅
1

2 + 4∕ZTh − ΔT∕2Th

(6.4)

where the subscripts denote ZT evaluated at the hot side or mean temperatures.

Equation 6.4 shows the efficiency at the maximum power point in both a compact

form and a form which is the product of the Carnot efficiency for a heat engine

(ΔT∕Th) and the thermoelectric efficiency with respect to the Carnot efficiency.

Note that the maximum power point is not exactly the same as maximum effi-

ciency. Refer to Chapter 10 for a derivation of maximum efficiency and Chapter
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Figure 6.2 A schematic diagram of a thermoelectric generator couple.

21 for a further discussion of the distinction between the maximum efficiency and

maximum power points.

The above equations can be used to estimate the thermoelectric generator per-

formance and aid in the selection of thermoelectric materials; however, in most

situations, the temperatures of the hot and cold junctions of the n-type and p-

type thermoelectric materials, Th and Tc are not known a priori. As illustrated

schematically in Figure 6.2, useful heat is drawn from a heat source at tempera-

ture Tsource and sunk to a heat sink atTsink. Tsource − Tsink represents the maximum

temperature difference available across which the device could operate. However,

the actual temperature difference across the thermoelectric elements that drives

energy conversion is Th − Tc. This temperature difference is determined by con-

ducting thermal and electrical analysis of the system that considering the effects

of Kh,Kc,Rload, 𝜂, and so on. A more detailed model for heat flow and electri-

cal flow is shown in a 1-D model in Figure 6.2, which can provide first-order

performance predictions helpful for informed selection of thermoelectric materi-

als. Detailed results from such a model, however, is beyond the current scope.

Additional levels of accuracy in predicting ultimate performance of a thermo-

electric generation system that can aid in materials selection may be obtained

by considering effects of the electrical and thermal impedance of interfaces and

interconnects, 3-D simulation of electrical and thermal effects, and performance

analysis utilizing temperature-dependent electrical and thermo-physical proper-

ties as well.

Whatever level of modeling sophistication employed in the design process,

knowledge of a material’s zT and its constitutive properties have a key role in

the design process. The following sections examine several classes of materials

and their thermoelectric properties. References presented are not intended to be

comprehensive but are intended to represent early and more recently published

work and include the more typical material families used in energy harvesting.

Only references where 𝜌, 𝜆, and S were each measured are included here.
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6.2.1

Properties of Chalcogenides (Group 16)

Chalcogenides are compounds that include group 16 atoms such as selenides and

tellurides. This class of materials are the most widely used and studied class of

thermoelectric materials with a relatively long history. For applications near room

temperature, solid solutions of bismuth telluride, antimony telluride, and bismuth

selenide offer good performance. For applications at higher temperatures, lead

telluride and related alloys are widely used.

The thermophysical properties of bismuth telluride had been investigated as

early as 1910, with early thermoelectric work on this as well as selenides begin-

ning in the 1940s and 1950s. Early efforts to further improve the thermoelectric

properties lead to the formation of alloys or solid solutions of Bi2Te3, Sb2Te3, and

Bi2Se3. Most common p-type samples are achieved in solid solutions of Bi2Te3

and Sb2Te3 and n-type with solid solutions of Bi2Te3 and Bi2Se3 [1–3].

PbTe was also studied as a potential thermoelectric material as early as the

1940s. In contrast to bismuth-based chalcogenides, PbTe has a Na–Cl rock salt

crystal structure with a melting point of 924 ∘C. The material can exhibit n-type

conductivity with the introduction of excess lead and p-type conductivity with

excess tellurium. More common dopants include sodium (p-type) and iodine (n-

type) [4]. As a high-temperature thermoelectric material, early military and space

applications drove a considerable development of lead telluride within NASA and

firms such as Westinghouse, TRW, 3M, and RCA. This early work established

somewhat standard formulations known as 2N (PbTe + 0.3 mol% PbI2), 3N (PbTe

+ 0.055 mol% PbI2), 2P (PbTe + Na), and 3P (Pb 19.697%, Te 49.491%, Sn 26.880%,

Mn 3.458% and Na 0.475%) [5–9].

Figure 6.3 shows a selection of thermoelectric materials based on chalcogenides.

Both n- and p-type materials are shown, with bismuth-based materials showing a

characteristic maximum zT near room temperature. Lead telluride-based materi-

als show a maximum performance near 400 ∘C and higher.

6.2.2

Properties of Crystallogens (Group 14)

Crystallogen thermoelectric materials include variants of Mg2Si,Mg2Sn, SiGe, and

MnSi2.

For mid-range temperatures, Mg–Si–Sn alloys are of particular interest given

their good thermoelectric properties, low mass, and the relative low cost of

their raw materials. Mg2Si has a density of 2 g cm−2 and a melting point of

1102 ∘C. Mg2Sn is often alloyed with Mg2Si to lower thermal conductivity,

thereby to improve the performance. It has a density of 3.59 and a melting point

of 778 ∘C [14]. Mg2Si is an inherent n-type semiconductor, and most successful

thermoelectric materials based on it are n-type with additives including Bi and

Sb. p-type conduction has been observed with dopant elements including Ag and

Li [15, 16].
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Figure 6.3 Thermoelectric properties of

representative materials based on chalco-

genides. n-type materials are shown by

filled symbols, p-type by open symbols. •
Bi2Te3 –Bi2Se3 [10], ⧫ PbTe + 0.1 Mol% PbI2

[4], ◽Bi2Te3 –Bi2Se3 [11], ⊳Pb0.13Ge0.87Te
+3 mol% Bi2Te3, [12], ◾ Bi2Te3 –Bi2Se3 [11],

○Bi2Te3 –Sb2Te3 [10], ΔTl0.02Pb0.98Te [13], ◊
PbTe + 1.0 At% Na [4], ▴Bi2Te2.4Se0.6 [1]

MnSi2 has a density of 5.24 g cm−2 and a melting point of approximately

1150 ∘C [17]. Typically, this material exhibits p-type conduction with good

thermoelectric properties when formulated with excess manganese, commonly

referred to as High Manganese Silicide (HMS).

Figure 6.4 presents several representative Mg- and Mn-based silicide thermo-

electric materials. The thermal conductivity of Mg2Si–Mg2Sn materials is dis-

tinctly lower than that of Mg2Si materials, translating to a higher zT for these

materials.

Alloys of SiGe are also categorized as crystallogens. They typically exhibit a

maximum performance at temperatures above 800 ∘C with n-type materials hav-

ing zT of approximately 1.0 and p-type material about 0.6. As such, they can be

useful thermoelectric materials in very high-temperature applications.

6.2.3

Properties of Pnictides (Group 15)

The most common pnictide thermoelectric materials are compositions of zinc and

antimony. As early as the 1950s ZnSb was known and well studied as a p-type

thermoelectric material. It is inherently p-type with moderate to high thermal
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Figure 6.4 Thermoelectric properties of

representative materials based on group

14 elements. n-type materials are shown

in filled symbols, p-type in open symbols.

• Mg2Si–Mg2Sn [18], ▴ Mg2Si–Mg2Sn
[19], Δ Mg2Si+Ag [15], ◾ Mg2Si–Mg2Sn

[11], ◊ Mg2Si+Bi [15], ○ MnSi1.73 [20] ◽
MnAl0.0015Si0.9985 [21]

conductivity. Additives to and variations of the alloy have been studied, includ-

ing the addition of excess antimony, tin, and silver yielding a p-type material.

Additions of indium have been observed to result in n-type materials [1]. More

recent understanding of the zinc-antimony phase diagram led to the discovery of

more complex phases that include Zn4Sb3. Its beta phase has been shown to have

excellent p-type thermoelectric properties, with notably low thermal conductivity

attributed to its large and complex unit cell [22, 23].

Several sets of thermoelectric properties for pnictides are shown in Figure 6.5.

The lower thermal conductivity of Zn4Sb3 materials is striking with respect to

ZnSb materials; however, the higher Seebeck coefficient in the ZnSb system allows

it to maintain a similar zT up to approximately 200 ∘C.

6.2.4

Properties of Skutterudites

The term “skutterudite” refers to a class of minerals with naturally occurring

deposits found in abundance near the Norwegian town of Skutterud. Skutteru-

dites have a base formula of X4Y12. In naturally occurring skutterudites, X is

typically nickel, cobalt, or iron and Y is arsenic. For thermoelectric applications,

synthesized alloys typically based on Co4Sb12 for n-type materials and Fe4Sb12
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Figure 6.5 Thermoelectric properties of representative materials based on pnictides. n-

type materials are shown by filled symbols, p-type by open symbols. • ZnSb + Sn, Ag [1],

◾ Zn4Sb3 [11], ▴ Zn4Sb3 [22]

for p-type have shown promise. Filled skutterudites contain additional elements

in the unit cell with a typical structure of W1X4Y12 [24, 25].

Figure 6.6 shows a representation of n-type and p-type skutterudites. A wide

range of thermal conductivities is shown for these selected works, with values

from 1.5 to 4 W/mK. Peak zT typically occurs for the maximum operating tem-

perature, at which point stability due to sublimation can become an issue.

Figure 6.7 shows a compilation of all the reference materials zT shown in the

previous sections. This figure illustrates the dominance of bismuth-based chalco-

genides for cooling and power generation near room temperature. Also apparent

in the figure is the significant temperature dependence of zT , making it very diffi-

cult to use a single set of n-type and p-type materials to span a large temperature

difference and maintain high efficiency, being a strong function of zT . As such,

for applications in which a large temperature difference is available for power

generation, techniques such as multistaging and continuously grading material

compositions have been developed [29, 30].

It is apparent in Figure 6.7 that for many high-temperature thermoelectric mate-

rials the data available in literature ends at a temperature where zT is still increas-

ing. This may be due to the temperature limitations of the experimental apparatus

used; however, it is the case with many high-temperature thermoelectric materials

that the peak zT is reached at elevated temperatures where the material is degrad-

ing to the point that makes reliable, repeatable measurements difficult. This can be
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Figure 6.6 Thermoelectric properties of representative materials based on skutterudites. n-

type materials are shown by filled symbols, p-type by open symbols. • In0.18Co4Sb12 [26], ◾
Ba0.18Ce0.05Co4Sb12 [27], ○ LaFe3CoSb12 [25], ◽ (didymium ).76Fe.34Ni0.6Sb12 [28]

due to significant sublimation of components, oxidation, irreversible phase tran-

sition, separation or segregation of dopants or other constituents, softening, or

simply melting. As such, despite the high zT shown for many of these materials

at elevated temperatures, forming these into a module capable of reliable perfor-

mance at temperatures where their peak zT is exhibited can be challenging.

6.3

Influence of Scale on Material Selection and Synthesis

The physical scale of an energy harvester and the thermoelectric elements require

by its design often can limit the options for thermoelectric material synthesis. As

shown in Figure 6.8, as the characteristic length of the thermoelectric element

used decreases, the type of element that is typically appropriate changes from

bulk, mini bulk, thick films, nanowires, and thin films.

For the specific length scale of elements required by a design, certain mate-

rial synthesis methods are more appropriate, and others are incompatible.

As shown in the figure, from large to small length scales, common syn-

thesis methods include bulk synthesis (zone melting, mechanical alloying,

melt/quench, hot pressing, spark plasma sintering, etc.), flame spraying, electro-

plating/electrophoresis/dielectrophoresis, sputtering, and evaporation/CVD.
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Figure 6.7 Summary of the thermoelec-

tric figure of merit of materials presented in

Figures 6.3–6.6. • n-type skutterudites, ○ p-

type skutterudites, ◾ n-type bismuth-based

chalcogenides, ◽ p-type bismuth-based

chalcogenides, ⧫ n-type lead-based chalco-

genides, ◊ p-type lead-based chalcogenides,

⊲ pnictides (p-type), ▴ n-type crystallogens,

Δ p-type crystallogens

As the characteristic dimension of the thermoelectric element is reduced, such

as with thin films and nanowires, there are several challenges faced related to per-

formance. Recent decades have seen significant efforts developing thermoelectric

materials and devices based on thin films and nanowires [31–34]. Efforts are pri-

marily motivated by the potential to increase the materials’ performance; however,

other stated motivations include the desire to reduce material or manufactur-

ing costs through alternative synthesis processes. Despite reports of performance

increase in low-dimensional materials found in the literature, work demonstrating

a thermoelectric module based on low-dimensional materials that offers a higher

performance than a similar module based on traditional bulk materials remains

elusive. The subsequent section outlines several potential reasons that this is the

case, highlighting areas of caution for the micro energy harvester designer.

6.3.1

Thermal Conductance Mismatch

Thermal conductance mismatch between a low-dimensional thermoelectric ele-

ment and its external thermal conductances significantly degrades module perfor-

mance as the thickness of the thermoelectric elements in the direction of current
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Figure 6.8 Typical thermoelectric material types and several general material synthesis

options are shown for the length scale of the thermoelectric element utilized in an energy

harvester.

and heat flow decreases. As noted in Section 6.2 and Figure 6.2, optimal perfor-

mance occurs when the internal thermal conductance of the module K balances

the external thermal conductance caused by heat sinking and the path from the

heat source, Kc and Kh. By definition, thin films are thin and have a high ther-

mal conductance K . Similarly, in the case of nanowires, individual nanowires may

have a high aspect ratio; however, the absolute thickness of the arrays is typically

small, creating a high internal thermal conductance K compared to the external

conductances Kc and Kh. As a result, performance can often suffer from K of low-

dimensional thermoelectric materials being far from optimal. Mitigation efforts

include reducing the element’s cross section to decrease K ; however, this intro-

duces challenges such as thermal bypass, which is described later in the chapter

[35, 36].

6.3.2

Domination of Electrical Contact Resistances

As the dimensionality of a thermoelectric element decreases, the undesirable Joule

heating at electrical interfaces due to electrical contact resistances can begin to

dominate, degrading the performance. The electrical impedance in the bulk of a

thermoelectric element is an undesirable but unavoidable factor in module design

and can be expressed as R = 𝜌 ∗ L∕A, where 𝜌 is the material’s electrical resis-

tivity, L is the element’s length, and A is the element’s cross-sectional area. The

electrical resistance of the interface between thermoelectric material and an elec-

trical interconnect is a wholly undesirable effect and should be minimized. This

resistance at the interface can be expressed as Ri = 𝜌i∕A, where 𝜌i is the electrical
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contact resistivity and A is the cross-sectional area. The ratio of these resistances

should remain high to avoid performance degradation and can be expressed as

𝜙 = 𝜌 ∗ L∕𝜌i. Retaining a high ratio of 𝜙 and, thereby avoiding having the resis-

tance of the interfaces degrade the performance, is a tremendous challenge when

the magnitude of L drops as thin films or nano wires are introduced into the ther-

moelectric module design [35, 36].

6.3.3

Domination of Bypass Heat Flow

In a thermoelectric energy harvester, only the heat that passes through the

thermoelectric elements has the chance of being converted into useful electrical

power. Any other paths of heat flow that bypass the elements are parasitic and

undesirable. Domination of the desirable heat flow through the bulk thermo-

electric materials by bypass heat flow can be difficult to manage in modules

composed of low-dimensional elements, particularly nanowires. This is often due

to the practical requirements of packaging a module to reduce thermal contact

resistances and improve reliability. In order to achieve good thermal contact

between the heat source and heat sink, significant pressure is typically applied

to a module. Additionally, in operation, modules undergo temperature changes

that result in thermally induced stress. As such, a thermoelectric module must

be designed to take these extreme forces. The high aspect ratio and delicate

nature of thermoelectric nanowire arrays can run counter to the need for strong,

robust thermoelectric elements to resist these mechanical forces that a module

is subjected to. In order to increase robustness of nanowire arrays, efforts have

focused on filling the area around the wires with a mechanically robust material.

However, given the small cross section of wires, heat flow through the fill

material can easily surpass the desired heat flow through the wires themselves,

degrading performance. Efforts to reduce the aspect ratio and thereby increase

the mechanical stability of the nanowire array by increasing the cross-sectional

area of the nanowire can result in the loss of any potential zT gains obtained due

to the nanowire nature of the materials. Efforts to reduce the aspect ratio and

thereby increase the mechanical stability of the nanowire array by reducing the

length of the nanowire array are then faced with the potential for the domination

of electrical contact resistance mentioned in Section 6.3.2.

6.3.4

Challenges in Thermoelectric Property Measurement

The accurate and reproducible measurements of thermoelectric properties at all

length scales is a challenge, particularly due to the lack of generally accepted mea-

surement standards and techniques [37]. As the physical size of samples decreases,

it becomes increasingly difficult to perform the high-quality measurements that

are needed to make good design decisions about whether or not to integrate low-

dimensional materials into an energy harvester.
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For example, a method known as the Harman method, or ZT meter, relies on

operating a couple or module and estimating the difference in voltage across the

sample during the instant that electrical power is removed [38]. The lower the

system time constant, the more difficult high-quality measurements become. The

thermal time constant governing the equalization of a temperature difference sus-

tained across a thermoelectric module can be expressed as 𝜏 = L2∕𝛼, where L is

the element length and 𝛼 is the thermal diffusivity of the thermoelectric materials.

As L decreases for thin film and nanowire devices, the ability to accurately resolve

this short time scale voltage transient is reduced. For example, on the basis of the

time constant, the time resolution for a measurement of a 1 μm film would need

to be 106 times the time resolution for a measurement of a 1 mm thick material in

order to resolve the Harman method’s transient signal with similar accuracy.

In the case of nanowires, often independent measurements of thermal con-

ductivity, electrical resistivity, and Seebeck coefficient are performed, and used

to calculate zT . Much of the support for nanowires as thermoelectric materials

relies on theory that the thermal conductivity may be reduced for small-diameter

wires while Seebeck coefficient and electrical resistivity are less negatively

affected, thereby increasing zT . Increases in zT to as high as 0.6 [34] and 1.0 [39]

in silicon nanowires have been reported (improvement of as much as 100-fold

over bulk material). Increases in Seebeck coefficient of 60% and reductions

in thermal conductivity of 57% over bulk values in Bi–Te nanowire systems

have also been reported [40]. This notable enhancement of properties due to

nanostructuring makes accurate measurement of these parameters, particularly

thermal conductivity, critically important. The extraction of electrical resistivity

and thermal conductivity from experimental data requires the measurement

of a nanowires’s diameter using SEM or TEM, a measurement with error

dependent on the operator’s skill, wire diameter, system calibration, and system

capabilities. Despite these issues, many reports of thermoelectric enhancement in

nanowires over bulk materials are light on error analysis, particularly for thermal

conductivity.

6.4

Low Dimensionality: Internal Micro/Nanostructure and Related Approaches

An area of thermoelectric materials development that has shown promise

in improving performance while avoiding the aforementioned pitfalls of low

dimensionality are macroscopic material systems with internal micro- or nanos-

tructure. Thermoelectric elements formed from these materials can more easily

be designed to provide optimal thermal conductance matching, avoid domination

by electrical contact resistance or thermal bypass, and have their properties more

accurately characterized. Research in this area includes forming small domains

of dissimilar stoichiometry [41], creating small grains [42], and taking advantage

of naturally occurring or artificial layered structures [43, 44], all in an effort to

increase the material’s zT [45].
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A somewhat related approach that may enhance zT is referred to as distortion or

tuning of the density of states. This approach seeks to enhance the Seebeck coeffi-

cient without detrimental effects on thermal conductivity or electrical resistivity.

One example of this approach in Tl0.02Pb0.98Te is included in Figure 6.3 [13].

6.5

Thermal Expansion and Its Role in Materials Selection

It is important to select materials with high thermoelectric figure of merit in a

module design, but to minimize issues from stress that can affect reliability, ther-

mal expansion should be considered carefully as well. Thermoelectric materials

are subjected to significant temperature changes, as well as large temperature dif-

ferences across them during operation, and expand significantly as a result. For a

simple structure as shown in Figure 6.1 thermal expansion of both elements can

cause shear stresses to develop at the interface between thermoelectric materials

and interfaces, which can lead to electrical and thermal contact degradation. Addi-

tionally, if n and p have notably different thermal expansion, additional stresses

can result at these interfaces, including undesirable stress conditions where the

interfaces for the element with a lower thermal expansion are in tension.

Figure 6.9 shows a selection of thermoelectric materials and approximate coef-

ficient of thermal expansion at their typical operating temperature. n-type mate-

rials are shown at the left and p-type are shown at the right. For example, n-type

and p-type lead telluride materials exhibit similar thermal expansion coefficients,

allowing these to be integrated into a module with minimal relative expansion

at temperature. However, the expansion of these materials is relatively high and

may result in stress dissimilar expansion of interconnects or other components

of the module. Similarly, n-type and p-type silicon germanium exhibit relatively

low absolute thermal expansion and similar relative thermal expansion. The figure
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Figure 6.9 Coefficient of thermal expansion data for several n and p-type thermoelectric

materials [46].
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illustrates how the selection of, for example, an n-type Co4Sb12 and a p-type Cu2Se

may be attractive for certain design considerations, but they may result in integra-

tion and reliability challenges due to their large difference in thermal expansion

[46].

6.6

RawMaterial Cost Considerations

The breakdown of production costs for an energy harvesting system is highly

dependent on production volume, influencing the relative proportion of raw

material, assembly, and other costs. The cost of the thermoelectric raw material

can be a significant portion of an energy harvester, particularly when the impact

of end-of-life disposal issues are included (e.g., for lead bearing materials). The

cost of raw materials used as inputs to thermoelectric materials varies widely due

to the inherent scarcity of the element in the earth’s crust, the lack of production

due to few nonthermoelectric uses, and/or the expense in refining and isolating

the element [47–49].

When evaluating the cost/benefit of thermoelectric materials, one useful metric

is to evaluate the performance a material can offer, quantified by zT , divided by

the raw material cost on an equivalent volume or mass basis. Figure 6.10 shows the

material zT per USD per volume for several thermoelectric materials. This analysis

looked at these materials’ performance near 150 ∘C and considered the pricing

in 2011 and 2012 for consumption to support an industrial scale thermoelectric

product [50].

The figure illustrates how the performance offered per cost can vary by several

orders of magnitude for a given temperature. Even at 150 ∘C, below the optimal

temperatures for Mg2Si∕Mg2Sn and Zn3Sb4, they offer an order of magnitude

higher performance than telluride bearing materials, for example. Similarly, ger-

manium bearing materials exhibit poor performance per cost due to the cost of

germanium.

6.7

Material Synthesis with Particular Relevance to Micro Energy Harvesting

Thermoelectric materials for energy harvesting may be synthesized by various

methods including melting, melt/quench methods, melt spinning and gas

atomization, zone melting, and various crystal growth methods. For manually or

semi-manually assembled macroscale devices, the process of material synthesis,

element formation, and module assembly generally can take place in a linear man-

ner, allowing the material’s synthesis method employed to largely be independent

of the module geometry. For microenergy harvesters, the material’s synthesis

process and the module fabrication process can become more interdependent.
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Figure 6.10 The zT at 150 ∘C per cost on a volumetric basis.

For example, should one utilize micro-electro-mechanical-systems/silicon micro-

fabrication for the module, it may necessitate using sputtering or electroplating of

thermoelectric materials. As a result, when developing micro energy harvesting

devices, a more limited set of practical materials’ synthesis techniques may be

available to the designer, resulting in a reduced set of thermoelectric material

families that are available, or the zT of materials available by compatible process-

ing techniques may be less than what is available at the macro scale. For example,

for creating elements measured in several millimeters for power generation

near room temperature, the process of zone melting high-quality ingots from

bismuth-based chalcogenides that can be mechanically cut into elements is well

established. To construct a micro device with elements measuring in several

microns in linear dimension, one may rely on sputtering deposition of bismuth

chalcogenides and photolithographic patterning, which may yield elements of the

desired dimension, but typically with inferior thermoelectric properties to bulk.

Several methods with particular relevance to micro energy harvesting are out-

lined below.

6.7.1

Electroplating, Electrophoresis, Dielectrophoresis

Electroplating is well established in microelectronics and has also been applied to

the formation of thermoelectric materials for micro energy harvesters. Challenges

to this technique include the difficulty of producing thermoelectric elements of

both n-type and p-type on the same device, but various techniques of selectively

masking N and P regions have shown promise. Additionally, it can be difficult

to form high-quality, uniform elements thick enough to provide optimal thermal

resistance as described in Section 6.3.1 (typically on the order of 10’s to 100’s of

microns) [51–53].

Electrophoresis and dielectrophoresis have been investigated as methods to

form micro energy harvesters and coolers. Bulk thermoelectric materials may

be formed by any number of methods, and then particleized. The particles are
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then made to flow along electric field lines and build up deposits that are then

subjected to high temperature and pressure operations in order to form finished

thermoelectric elements. This, as well as the related effect known as dielec-

trophoresis, seeks to achieve high-quality thermoelectric material properties

from the bulk material precursors but formed in micro scale arrays [54–56].

6.7.2

Thin and Thick Film Deposition

As with electroplating, sputtering and evaporation are well-established methods

for the deposition of materials in the semiconductor industry. These methods have

also been applied to the synthesis of thermoelectric materials for micro energy

harvesters and cooling devices. A single sputtering target may be formed with

the desired stoichiometry and doping level and deposited on a target substrate,

or multiple targets may be used sequentially or at the same time to achieve the

desired material on the substrate. For example, a p-type bismuth antimony tel-

luride thermoelectric layer may be formed by sputtering from three independent

targets of bismuth, antimony, and tellurium. Typically, this is followed by high-

temperature annealing steps to allow the species to diffuse and form the desired

crystal structure [32, 33].

Layers of a thermoelectric material may be similarly formed by evaporation, in

which a thermoelectric precursor is heated in a low-pressure system to the point

where they evaporate. Due to the long mean free path of the evaporated atoms at

low pressure, they are deposited uniformly as a film on a substrate.

Relevant methods such as Atomic Layer Deposition (ALD), Chemical Vapor

Deposition (CVD), and Metal Organic Vapor Deposition (MOCVD) similarly can

be applied to thermoelectric element formation.

These methods simply deposit thin or thick films, but the challenge to form indi-

vidual thermoelectric elements of both n-type and p-type conduction remains.

Masking and selective etching methods have been used to realize individual ele-

ments. As with electrodeposition, forming elements thick enough to provide opti-

mal thermal resistance as described in Section 6.3.1 (typically on the order of 10’s

to 100’s of microns) with uniform stoichiometry and low stress is challenging.

Thermal spray, also known as flame spraying, has also been utilized to form

thermoelectric materials in thin films, thick films, and bulk-like deposits as thick

as 3 mm [57].

6.8

Summary

Thermoelectric materials have been studied since early in the twentieth century,

and a huge amount of data on a number of material types are available. However,

the selection of thermoelectric materials that are appropriate for a micro energy

harvester design is no simple task. With careful thermal and electrical design that

considers thermal resistances from the source of heat to the harvester and from
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the harvester to the ambient environment, the right choice of element scale and

material can become apparent. By considering thermal expansion and its role in

the design as well as material and production costs, a high-reliability, volume scal-

able energy harvester can be realized.
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7

Piezoelectric Materials for Energy Harvesting

Emmanuel Defay, Sébastien Boisseau, and Ghislain Despesse

7.1

Introduction

This chapter reviews the materials in use for vibrational energy harvesters. We first

describe the physics underpinning vibrational energy harvesting, namely piezo-

electricity, in order to identify the properties required for a good material. The

main materials in use will then be presented, with examples of harvesters for each

case. The perovskite family, in which lead zirconate titanate (PZT) lies, is first

described. Fabrication processes and main characteristics of ceramics, screen-

printed layers, single crystals, and thin films are detailed. A section is dedicated

to perovskite lead-free materials. Wurtzite thin films such as aluminum nitride

(AlN) and zinc oxide (ZnO) are then described, followed by polymers such as

polyvinylidene fluoride (PVDF), which stand for a very exciting area of research

for energy harvesting. The last section details the latest developments performed

with nanomaterials, especially ZnO nanowires (NWs).

7.2

What Is Piezoelectricity?

The piezoelectric effect represents a linear relationship between one mechanical

variable and one electric variable. The direct piezoelectric effect was revealed by

the Curie brothers in 1880: surface charges accumulate on a piezoelectric mate-

rial when it experiences mechanical stress [1]. In 1881, Lippmann envisioned the

converse effect by thermodynamics considerations [2]. The same year, Pierre and

Jacques Curie experimentally observed this converse effect by deflecting two thin

and long quartz beams with opposite crystallographic orientations when an exter-

nal voltage was applied. The deflection was the consequence of voltage-induced

mechanical strain developing into quartz, resulting from the so-called converse

piezoelectric effect.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 7.1 Sketch of direct (a) and converse (b) piezoelectric effects.

Figure 7.1 shows direct and converse piezoelectric effects. In Figure 7.1a, a cur-

rent flows through the circuit while an external force is applied to the piezoelectric

material sandwiched between two electrodes. This stands for the direct piezoelec-

tric effect. Figure 7.1b shows the deformation experienced by the same piezoelec-

tric capacitor while an external voltage is applied to it. In-plane and out-of-plane

strains occur simultaneously. Both strains have typically opposite signs, though

auxetic materials can experience equivalent signs strains [3].

As far as energy harvesting is concerned, direct piezoelectric effect is the one

that matters. Indeed, the standard device for this purpose is a piezoelectric mate-

rial that accumulates charges as a consequence of external vibrations. However,

active frequency control of vibrating beams owing to converse piezoelectric effect

can be very useful, as recently shown by Ahmed Seddik et al. [4].

There is a more accurate definition of piezoelectricity, based on crystallography.

Given that a crystal environment is composed of electrically charged particles, the

appearance of polarization charges through mechanical strain is therefore pre-

dictable. Thus, the symmetry conditions of crystal structure enable to find out the

atom arrangements susceptible to exhibit piezoelectricity. To do so, the crystal

should not have a center of symmetry. This is the case of 21 of 32 point groups.

Out of these 21 groups, point group 432 displays no piezoelectric effect because

the movement of its charges during a mechanical solicitation does not induce the

appearance of a dipolar moment. Consequently, 20 groups are actually piezoelec-

tric. Applying a mechanical constraint induces the location of the effective positive

charge splits up from that of the effective negative charge for each crystal lattice.

Consequently, a dipolar moment appears. A typical example of piezoelectric mate-

rial is quartz. Note that quartz is not pyroelectric.

Out of these 20 groups, 10 are pyroelectric. They possess a permanent dipo-

lar moment, even without mechanical or thermal stimuli. The preferred direction

of dipole is called the polar axis. These groups are called pyroelectric because of

the variation of the amplitude of the dipolar moment while temperature changes.

Aluminum nitride (AIN) and zinc oxide (ZnO) are pyroelectric.
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Among pyroelectric crystals, ferroelectrics exhibit a peculiar property. Their

dipoles are strongly mobile in the crystal lattice under the influence of an external

electric field. It is even possible to reverse the direction of the dipoles if an external

applied electric field is large enough. Although dipoles are mobile, they are stable

even when the external field is removed. Most of perovskite materials (AB03) such

as Pb(Zr,Ti)O3 (PZT), BaTiO3 (BTO), and BiFeO3 (BFO) are ferroelectrics.

7.3

Thermodynamics: the Right Way to Describe Piezoelectricity

Piezoelectricity can be considered a coupling property, as it transforms electric

energy into mechanical energy, and vice versa. Consequently, a formal description

describing this effect should take into account several physical variables belong-

ing to different forms of energy, namely electric field E and displacement field D

on the one hand and mechanical stress T and strain S on the other hand. The

best way to describe their interactions is to utilize thermodynamics and more

specifically macroscopic free energies. Indeed, working at the energy level allows

understanding the link between all variables involved, according to the boundary

conditions such as open or short circuit, no stress or strain at interfaces. Moreover,

energy considerations prove that direct and converse piezoelectric effects exhibit

the same order of magnitude.

Let us consider the simplest description of piezoelectricity with a 1D-model.

Always for the sake of simplicity, we will not consider thermal energy in free

energy, though a complete description should take it into account temperature

and entropy as conjugated thermal variables [5]. Four electrical–mechanical

couples of variables can be chosen to describe piezoelectricity, namely (T ,E),

(S,E), (T,D), and (S,D). Note that each choice induces a unique set of equations

with one specific piezoelectric coefficient called d, e, g, and h, respectively. Gen-

erally speaking, piezoelectricity is described with a third-order matrix and not a

simple coefficient, though here we consider a simple 1D-model that only needs

one coefficient. Choosing the right couple for a given problem is fundamental

in order to simplify as much as possible the formal description. Let us choose

here (T ,E) as the proper set of variables. The right free energy to be considered is

therefore G, the so-called Gibbs energy, whose total derivative reads [6]:

dG = −SdT − DdE (7.1)

Note that T and E are both intensive variables, which explains why one has to

use two Lagrange transformations fromU, the internal energy, to G, Gibbs energy.

Let us recall that dU = TdS + EdD, where the variables, namely S and D, are the

extensive ones.

Next, writing the expression for G by considering only linear terms including

one coupling term between both energy forms yields the following:

G − G0 = −1

2
sET2 − 1

2
𝜀TE2 − dTE (7.2)
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where G0 is the Gibbs energy at zero field and zero stress, sE is the material com-

pliance at constant E, 𝜀T is the material dielectric constant at constant T, and d is

the piezoelectric coefficient.

Equation (7.1) allows writing

∂G
∂T

)
E
= −S and

∂G
∂E

)
T
= −D (7.3)

which in turn gives, once combined with Eq. (7.2),

S = sET + dE

D = 𝜀TE + dT (7.4)

Here, we have come up with a set of two equations, each containing a linear

coupling term involving d. This is the simplest way of describing piezoelectricity.

It is remarkable to observe that the energy description naturally shows that direct

and converse piezoelectric effects involve the same piezoelectric coefficient d.One

could think that it would have been simpler to write down these equations at once,

skipping the energy level description, only by considering that a linear term with a

conjugated variable should be added to the purely mechanical term – sET – and to

the purely dielectric term – 𝜀TE. However, there are two drawbacks in doing so.

(i) There is no clue why direct and converse piezoelectric effects should involve

the same coefficient and (ii) there is no clue of what sign should be used with each

coupling term. This sign issue is nothing but obvious except if one uses the energy

description. Indeed, this latter imposes using the right free energy deduced from

U, internal energy. Lagrange transforms impose the right sign.

Applying this method to three other variable couples gives the respective three

other sets of piezoelectric equations:

T = cES − eE

D = 𝜀SE + eS (7.5)

S = sDT + gD

E = 𝛽TD − gT (7.6)

T = cDS − hD

E = 𝛽SD − hS (7.7)

7.4

Material Figure of Merit: the Electromechanical Coupling Factor

There are a plenty of figures of merit (FoM) for energy harvesting. They depend on

several parameters, and it is difficult to work out one unique FoM as configura-

tion, frequency, and mass can be involved. If one focuses on materials, several

FoMs can be defined through what is called electromechanical coupling (k). k

depends on material shape, polarization axis, cut, static, or dynamic excitation.
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For instance, k33 is the right FoM to define the longitudinal coupling of a long bar

vibrating along its length, k31 is the one used when a bar vibrates along its length

while the electrodes collect the charges created along its width or thickness, kt
is the longitudinal coupling of thin plates. Actually, these couplings depend on

boundary conditions, which change with material shape and electrode position

[7].

In order to exemplify this topic, we describe a quasi-static electromechanical 1D

cycle of a piezoelectric material. It allows defining a simple coupling that is useful

to compare piezoelectric materials, though it does not take into account all config-

urations. The cycle applied is displayed in Figure 7.2. The material is applied stress

from O to A in open-circuit condition. From A to B, short-circuit conditions are

applied at constant stress, resulting in both softening of the material and collec-

tion of charges. This step is the one where energy is converted from mechanical

into electrical. The last leg (B to O) stands for the stress release in short-circuit

conditions to go back to the initial point O.

We define the coupling factor k2 as the harvested energy W rec during leg AB

over the maximum applied mechanical energy, namely WOB. Graphically speak-

ing, the harvested energy is the area of the triangle in Figure 7.2. Therefore, one

can write

Wrec = WOB −WOA (7.8)

and

k2 =
WOB −WOA

WOB

= 1 −
WOA

WOB

(7.9)

B

A

TA

SA

SB

SD

SE

O

Stress T

Strain S

Figure 7.2 Electromechanical cycle applied to a piezoelectric material. Energy is recovered

through discharge at constant stress (leg from A to B).
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The elastic works WOA and WOB are, respectively, obtained at constant D (open

circuit) and constant E (short circuit). Consequently, one has

WOA = 1

2
sDT2

O
and WOB = 1

2
sET2

O
(7.10)

sD and sE are, respectively, the material compliances at constant D and constant E.

Note that sD < sE. Consequently, k2 reads

k2 = 1 − sD

sE
(7.11)

Equation 7.11 shows that k2 is hidden into material compliances at constant E

and D. Therefore, a simple look at those two values gives k2. Note that as sD is

always <sE, k2 is always <1. It makes sense as the transferred energy cannot be

larger than the maximum energy given into the system.

One could think it is strange to obtain a coupling factor depending only on com-

pliances, but there are actually several equivalent forms of k2. To have a more

familiar one, let us transform sD in sE by using Eqs. (7.4) and (7.6). Eventually, it

yields

k2 = d2

sE𝜀T
(7.12)

This form gathers a piezoelectric coefficient squared (d), a mechanical param-

eter (compliance sE), and a dielectric parameter (dielectric constant 𝜀T). All elec-

tromechanical couplings exhibit such a form, though the very parameters to be

used depend on the formalism chosen among the four possibilities and also on

the boundary conditions.

7.4.1

Special Considerations for Energy Harvesting

The electrode configuration collecting the created charges can play an important

role as it changes the coupling factor. Indeed, in-plane electrodes on a piezoelec-

tric sheet or film mechanically elongate work in the so-called d33 mode. On the

contrary, the same sheet with top and bottom electrodes works in d31 regime.

Therefore, k2 can be very different, as suggested by Eq. (7.12) as d31 is basically

half d33 in most piezoelectric materials. Stiffness also varies with crystallographic

directions.

Improving k2 is not always beneficial for vibrating resonant systems. Indeed,

for such systems, at a given amount of acceleration, the optimal k2 is the one that

allows matching the mechanical losses of a vibrating system [8]. It means that

increasing k2 beyond the optimal point would induce a decrease in the quality

factor of the resonance, and, therefore, of the vibration amplitude and, in turn, of

the harvested energy. Matching k2 is therefore a key in optimization of vibrating

energy harvesters.

The relative dielectric constant 𝜀r of piezoelectrics varies a lot from one mate-

rial to another one, spanning from 10 for AlN to more than 1000 for Pb(Zr,Ti)O3
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(PZT). It ends up in strong impedance variations when it comes to devices. For a

given system, let us suppose that AlN harvests 10 times less energy than PZT as

k2
PZT

is typically 10 times larger than k2
AlN

. However, as 𝜀PZT ∼ 100 × 𝜀AlN, the out-

put voltage of PZT is 10 times smaller than AlN. Therefore, matching the device

impedance depends strongly on the material utilized.

In the case of harvesters using piezoelectric thin films, the mechanical holder is

mostly made of silicon. In such a case, one can use a slightly different electrome-

chanical coupling to compare materials as the overall device stiffness is mainly

influenced by the holder. Therefore, a figure of merit different from k2 is used. The

idea is to remove the mechanical parameter from k2. Normally, this figure of merit

(FoM) is defined with (S,E) formalism by considering a clamped piezoelectric layer

on the substrate, which yields [9]

FoM =
e2

31,eff

𝜀S
(7.13)

Note that this FoM applies to materials and not devices.

7.5

Perovskite Materials

Perovskites exhibit the ABO3 structure and notably gather barium titanate BaTiO3

(BTO) and PZT Pb(Zr,Ti)O3. They are the best piezoelectric materials so far, but

all of them are ferroelectric, which means that on the one hand they need a poling

process to exhibit piezoelectricity and on the other hand there is a temperature

called Curie temperature (TC) beyond which piezoelectricity disappears.

7.5.1

Structure

Perovskite is the best-known and studied ferroelectric structure. Its name comes

from the name of the natural perovskite CaTiO3. Its simplest form is cubic – point

group m3m – as depicted in Figure 7.3. This cubic phase appears above its Curie

temperature TC. It is, therefore, not ferroelectric above TC. The chemical formula

of perovskites is ABO3. Figure 7.3 is a representation of the cubic perovskite lattice

of lead titanate PbTiO3 originating from site A (Pb). A is a bivalent large ionic

radius cation with 12 nearest neighbors. B is a cation with smaller radius (Zr or

Ti in PZT), is tetravalent, and has six nearest neighbors. In cubic phase, A atoms

are at the corners, B at the center, and oxygen occupies the center of the six faces.

Consequently, B is at the center of the oxygen octahedron.

7.5.1.1 Ferroelectricity in Perovskites

In ferroelectric materials, polarization can vary depending on the applied

external electric field. It can even be reversed if the field is higher than the

threshold called the coercive field. Consequently, the macroscopic polarization



130 7 Piezoelectric Materials for Energy Harvesting
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Figure 7.3 Cubic perovskite structure of PbTiO3.
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Figure 7.4 Typical polarization versus elec-

tric field of a perovskite ferroelectric mate-

rial. The values correspond to 0.5 μm-thick

PZT. Pr stands for remnant polarization. It is

the remaining polarization once the electric

field is off. This polarization can be positive
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the positions of the ions in the lattice for Pr
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of a ferroelectric material versus electric field represents a hysteresis loop as

depicted in Figure 7.4.

A ferroelectric material is divided into domains. In each of them, all dipoles are

oriented in the same direction. The volume of these domains varies versus the

electric field. In the case of PZT, the shape and size of the domains depend on the

growth conditions and external mechanical and electrical constraints. When an
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electric field is applied, the dipoles tend to follow the electric field. The stronger

the field is, the larger the amount of dipoles lining up, which increases their con-

tribution to the macroscopic polarization. The dipole orientation versus the field

is sketched in Figure 7.4, through the hysteresis loop exhibited by the macroscopic

polarization versus field. The perovskite lattice is represented in Figure 7.4 for the

two possible stable states when the electric field is zero. The polarization at zero

field is called remnant polarization Pr. For these two states, the center of positive

charges (Ti4+ or Zr4+) in the cubic lattice is shifted with respect to that of negative

charges (oxygen octahedron).

7.5.1.2 Piezoelectricity in Perovskites: Poling Required

A preliminary stage of polarization, so-called poling, performed by applying an

external electric field larger than the coercive field is mandatory for aligning all

the ferroelectric domains in the same direction or at least in a way sufficient to

induce a nonzero macroscopic polarization. This is true whether the materials are

single crystals, poly crystals, polymers, or ceramics.

7.5.2

PZT Phase Diagram

As an example, we present here PZT phase diagram. PZT has been the most stud-

ied piezoelectric material for energy harvesting so far.

The chemical formula of PZT is Pb(ZrxTi1−x)O3. “x” stands for [Zr]/[Zr]+ [Ti].

Basically, the perovskite lattice of PZT can exhibit three main structures depend-

ing on temperature and x:

• Cubic (point groupm3m) when the temperature is aboveTc, which corresponds

to the paraelectric phase that does not exhibit a permanent dipole moment;

• Tetragonal (point group 4mm), when the temperature is below Tc and x < 0.45

(titanium rich). This phase shows a permanent dipole moment throughout the

cubic lattice strain;

• Rhombohedral (point group 3m) when the temperature is below Tc and x > 0.5

(zirconium rich). This phase also shows a permanent dipole moment.

The region where x is included between approximately 0.45 and 0.5 is called

morphotropic phase boundary or MPB. It has long been believed that this area

is a mixture of tetragonal (T) and rhombohedral (R) phases. However, in 1999,

Noheda et al. showed the presence of a monoclinic phase in the morphotropic

region of the phase diagram [10]. It is coexistence of these three phases that best

explains the enhanced ferroelectric and piezoelectric properties of PZT in this

zone. Indeed, all these phases facilitate the polarization mobility, which in turn

improves the material properties [11]. Figure 7.5 represents PZT’s simplified phase

diagram with the MPB area.

In Figure 7.5, the orthotropic Zr-rich phase is antiferroelectric. This property

means that locally each perovskite lattice presents a dipole moment, but their

directions are systematically opposed between neighbors. This induces a zero
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perature. In cubic phase, PZT is paraelectric. In rhombohedral, tetragonal, and MPB, PZT is

ferroelectric. In Zr-rich orthotropic phase, PZT is antiferroelectric.

macroscopic polarization. There is a permanent dipole moment in each ferro-

electric phase. This permanent dipole is a consequence of the phase transition

taking place at TC, which can be seen as strain imposed to the prototypical cubic

lattice. It results in a decrease in the symmetry of the structure. For the tetragonal

phase, one side of the cube is stretched out to give the c [001] axis, whereas the

other two sides are compressed to give the a-axis [100] and [010]. The point

group is therefore 4 mm. For the rhombohedral phase, the cube is stretched out

along the diagonal that entirely crosses the lattice, for example, in direction [111].

The point group is therefore 3 m. A diagram of how these phases are obtained

is given in Figure 7.6. Depending on the phases of the perovskite lattice, the

direction of polarization is not the same. Therefore, in the tetragonal phase, the

polar axis follows direction [100] of the original cubic lattice, that is, following

the tetragonal c-axis. In the rhombohedral phase, the polar axis follows direction

[111] of the original cubic lattice.

7.5.3

Ceramics

7.5.3.1 Fabrication Process

Ceramics are obtained by powder synthesis. If we use PZT as an example, PbO,

ZrO2, and TiO2 powders are mixed together and milled in order to obtain a homo-

geneous powder with grains in the micron range. A solvent can be added during

the mixing process. Then the mix is annealed at basically 1000–1100 ∘C for 10 h

with a heating rate around 1 ∘C min−1 in air in order to get rid of solvents and

form the perovskite phase. The pellet is grounded again as most of the time the
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Figure 7.6 Lattice deformation of the

original high-temperature, high-symmetry

cubic structure (dashed lines) of PZT result-

ing in (a) low-temperature, low-symmetry

tetragonal and (b) rhombohedral structures

in PZT. The low-temperature phase depends

on Zr∕(Zr + Ti) ratio. “p” stands for dipole
moment along the polar axis.

first annealing process induces porosity into the ceramic. Another annealing pro-

cess is then performed. Other grinding steps are possible, which in turn improve

the density of the final pellet. The final annealing process is performed at a higher

temperature (1300–1400 ∘C) to sinter the ceramic. Ninety five percent of the the-

oretical density can be achieved. Note that PZT and all lead-based materials need

a compensation of lead losses through PbO losses during annealing. It is typically

obtained by adding PbO-excess in the mix and by annealing in closed crucibles.

Electrodes are typically obtained by screen-printing silver or nickel-based paste

subsequently annealed at 600 ∘C.

As stated in Section 7.4.1, a poling step is mandatory to orientate all dipole

moments in the same direction. This is performed by applying an electric field

in the 1–5 kV mm−1 range at 100–150 ∘C for a couple of minutes. It is normally

performed in silicone oil to avoid arching in air.

Perovskite ceramics and PZT in particular are commercially available in all

shapes: rods, plates, pellets, wires. The shapes are obtained either by pressing

before the first annealing or by machining after sintering. PZTs are often

sorted in two categories, namely soft and hard PZTs. Soft PZTs exhibit larger

piezoelectric coefficients and dielectric constants and smaller mechanical

stiffness. Their softer nature is due to higher mobility of their domain walls,

which play a foremost role in all PZTs properties. Doping is the way to change

the behavior of domain walls. On the other hand, hard PZTs exhibit weaker

piezoelectric properties but are more stable and particularly well suited to power

applications. Their mechanical and electrical losses are less compared with

soft PZTs.
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An alternative to this powder synthesis is tape casting. The technique is

mainly used for multilayer ceramic capacitors (MLCCs), one of the most

current capacitors in all electronic devices. MLCCs are stacks of dielectrics

and electrodes that can reach 200 layers in total. Dielectrics in use are doped-

perovskites based on BTO or PZT. Tape casting starts similarly to powder

synthesis. The raw oxide powder is mixed by milling. An organic binder

is then added to be able to extract foils from the mix. The electrodes are

screen printed on cut foils. For MLCCs, several electrode foils are stacked,

laminated, and cut. For harvesters, one or two sheets of PZTs are lami-

nated on a holder made of steel or brass. The stack is then annealed first

to get rid of the binder and then sintered at temperatures between 1200

and 1400 ∘C. A final step of electrode deposition can be performed [12].

A closely related technique is screen printing. PZT powder is dispersed in

an organic solvent and is subsequently deposited on a substrate through a

stencil [13].

7.5.3.2 Typical Examples for Energy Harvesting

The most famous example of vibrating energy harvesters is a bimorph can-

tilever in the centimeter range with two sheets of PZT sandwiching a steel

center shim performed by Roundy and Wright [14]. A 1 cm3-generator with

PZT 5H harvests 190 μW from acceleration of 2.5 m s−2 at 120 Hz. They also

proved that an autonomous radio transmission is possible. Typical charac-

teristics of PZT 5H, defined as soft PZT, are 𝜀r = 3800, d33 = 650 pm V−1,

d31 = − 320 pm V−1, k33 = 0.75, k31 = 0.44, density = 7800 kg m−3, 1∕sE
33

=
50 GPa, 1∕sE

11
= 62 GPa [15], and a maximal strain around 0.1%. “s” stands for

compliance.

Another interesting concept taking advantage of PZT ceramics high coupling is

composite. The idea is to combine PZT fibers encased into Kevlar or/and Kapton.

This allows decreasing the overall stiffness of the harvesting device but keeping

a high coupling. It has been used, for instance, to harvest energy from a mov-

ing magnet by combining a magnetostrictive material, namely Terfenol-D, with

a PZT composite. The moving magnet induces strain in Terfenol that in turn

generates deformation in the piezoelectric composite and eventually electrical

charges [16]. Typical values for PZT composites are strain reaching 0.2%, d33 =
400 pm V−1, d31 = −170 pm V−1, density = 5440 kg m−3, Young’s modulus in PZT

rod direction= 30 GPa, and Young’s modulus perpendicular to PZT rod direc-

tion= 15 GPa [17].

Besides, PZT ceramics can be also associated with silicon technology, as shown

by Aktakka et al. in 2011 [18]. In this work, they took advantage of the excellent

piezoelectric properties of PZT ceramics bonded to Si substrate by AuIn liquid

phase bonding. PZT is subsequently thinned up to 20 μm. The authors reported

that their packaged cantilever harvests 205 μW at 1.5 g and 154 Hz for an active

volume of 7 mm3 × 7 mm3 × 0.55 mm3. Janphuang et al. in 2012 proposed a sim-

ilar approach with 130 μm-thick PZT glued on silicon-on-insulator (SOI) struc-

tures, yielding similar results [19].
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7.5.4

Bulk Single Crystals

7.5.4.1 Perovskites

Although single-crystal PZTs are very difficult to grow, some perovskites can

be grown as single crystals. The best examples are Pb(Mg,Nb)O3-PbTiO3

(PMN-PT) and Pb(Zn,Nb)O3-PbTiO3 (PZN-PT). The technique used to grow

such crystals is called high-temperature flux technique. It is slightly similar to

powder synthesis, though an alumina sealing is used during annealing. For

instance, for PMN-PT, the initial powders are Pb3O4, MgCO3, Nb2O5, and

TiO2. Excess-Pb3O4 is necessary to compensate lead losses. Here, Pb3O4 is

considered flux. After mixing the powders, they are loaded into a platinum

crucible. This latter is sealed into an alumina crucible during annealing per-

formed at 1200 ∘C. Crystals are extracted from the final product by using HNO3

acid [20].

The typical values obtained for Pb(Zn1/3Nb2/3)O3-8% PbTiO3 are 𝜀r = 5000,

d33 = 2500 pm V−1, k33 = 0.94, 1∕sE
33

= 7.7 GPa, and maximum strain = 1.7%, 1

order of magnitude higher than ceramic PZT [20]. Park et al. observed a strong

influence of crystalline orientation as [001] direction gives d33 30 times larger

than [111] direction does. Note that these extremely high values are also linked

to the presence of an MPB between rhombohedral and tetragonal phases, though

the best values are obtained close to the MPB but clearly in the rhombohedral

phase.

PMN-32% PT is now currently commercially available [21] with values very sim-

ilar to PZN-PT (cf. Figure 7.8).

7.5.4.2 Energy Harvesting with Perovskites Bulk Single Crystals

Badel et al. showed in 2006 that bulk single crystals of PMN-PT exhibit a much

stronger potential than ceramics exhibit for energy harvesting [22]. Their experi-

ment is based on a steel cantilever (40 × 7 × 1.5 mm3) on which a piezoelectric ele-

ment (10 × 7 × 1 mm3) is sealed, which can be ceramic or single-crystal 0.75PMN-

0.25PT. Cantilevers exhibit basically the same resonance frequency. The harvested

power for equivalent excitation is 1900 and 95 μW for single crystals and ceramic

cantilevers, respectively, which means a 20-fold net improvement in using single

crystals.

The unique coupling of single crystals can be utilized to tune frequencies of

harvesters, as shown by Ahmed Seddik et al. [4] in 2012. The idea is to take

advantage of the strong coupling of PZN-PT in mode 33 – k33 = 0.95 – to

harvest but also tune the resonance frequency owing to the large variation

of PZN-PT stiffness according to the electrical boundary conditions applied.

Indeed, as cD
33

= cE
33
(1 + k2

33
), cD

33
∕cE

33
can reach 1.9. The frequency of a 3 cm-long

cantilever made of steel and PZN-PT can be tuned between 208 and 294 Hz,

which is more than 40%. Besides, the harvester collects 320 μW at 250 Hz and

1 m s−2-acceleration.
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7.5.5

Polycrystalline Perovskites Thin Films

7.5.5.1 Fabrication Processes

Here, this is again nearly all about PZT films as their piezoelectric properties in

thin films overtake other perovskites properties. The two main methods to pro-

duce poly-PZT thin films are sol–gel and sputtering. In the 1990s, both methods

were equally appreciated [23]. But in the 2000s, sol–gel became the prominent

method owing to the following advantages: the better properties of thin films

obtained, a simpler process, and the commercial availability of good quality pre-

cursors [24, 25]. Figure 7.7 shows the four processing steps utilized for sol–gel.

Deposition is performed by spinning the sol–gel. Note that the precursors are

made of organic species containing the mineral of interest, namely Ti, Zr, and Pb

for PZT. There is normally one precursor per element. Viscosity lies in a couple

of centipoises. After spinning, a soft baking takes place at around 100 ∘C to get

rid of the solvents in the solution. Some studies skip this step. Afterward, another

hot plate step evacuates all carbon-based molecules at 350 ∘C. The three steps

are performed three or four times before crystallization in rapid thermal anneal-

ing (RTA) furnace at 700 ∘C for 30 s in air. In the end, each monolayer deposited

is around 50–80 nm thick. Therefore, thicknesses in the micrometer range need

13–20 monolayers. Therefore, several whole sequences should be performed to

reach such thicknesses. The typical maximum thickness for dense PZT is around

5 μm, though some studies published films as thick as 40 μm [26].

7.5.5.2 Energy Harvesting with Poly-PZT Films

PZT thin-film harvesters can be used in d31 or d33 configuration. In d31 config-

uration, a bottom electrode is required. It is typically made of platinum, one of

Sol–gel precursors
+ solvent

Hot plate 100 °C Hot plate 350 °C Rapid thermal annealing
Furnace – 700 °C in air

CrystallizationCalcinationSoft bake

3 to 4 times

1 to 10 times

Deposition

Figure 7.7 Typical sol-gel process to perform PZT polycrystalline thin films.
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the very rare metals that can withstand 700 ∘C annealing in air without oxidation.

Shen et al. published in 2008 a PZT film harvester on silicon in d31 configuration

[27]. Silicon was used as a proof mass to decrease the resonant frequency. A 5 mm-

long device harvests 2.15 μW from 2 g acceleration at 460 Hz. In d33 configuration,

electrodes are atop the PZT layer and exhibit the so-called interdigitated configu-

ration, in order to induce an in-plane electric field into PZT. No bottom electrode

should be present. As PZT cannot be deposited directly on Si or SiO2, a buffer layer

of ZrO2 is one of the best options [28]. d33 configuration helps in increasing the

collected voltage compared with d31. Indeed, the parallel capacitance decreases in

d33-mode, which in turn increases the voltage for a given harvested energy. It can

be beneficial in case a diode bridge is used as the 0.7 V-threshold voltage can be

an issue for PZT films in d31-mode. The most cited paper concerning PZT thin

film harvester in d33 configuration was published in 2005 by Jeon et al. [29]. A

170μm × 260μm beam generates 1 μW at 13.9 kHz. Note that such a frequency is

too high for the surrounding vibrating energy that lies in the range 10–500 Hz.

But the material characterization remains valuable, though a much larger device

would be required to harvest the application-needed 10 μW range from the avail-

able 100 Hz vibration range.

7.5.6

Single-Crystal Thin Films

As single crystals are believed to have a larger coupling than ceramics, it could be

beneficial to grow single crystal (SC) thin films as well.

7.5.6.1 Fabrication Process

Perovskites epitaxy has been known for a long time on special substrates as

SrTiO3. However, for energy harvesting, silicon substrate is generally desired to

potentially address the mass market. The right way to grow epitaxially SC PZT

films is to use a special buffer layer of 10 nm thick made of SrTiO3 (STO) between

Si and PZT. STO must be SC, which is obtained by molecular beam epitaxy

(MBE) [30]. PZT can be subsequently deposited by sputtering, sol–gel, or pulsed

laser deposition. A bottom electrode can be deposited before PZT.

7.5.6.2 Energy Harvesting with SC Perovskite Films

Many studies have been interested in SC PZT. In 2011, Isarakorn et al. showed that

the previously described technique can be used to perform harvesters from silicon

technology [31]. Their 1 mm-long harvester collected 13 μW at 1 g acceleration

and 2.3 kHz. Using SC PZT films, a very interesting approach had been proposed

by Morimoto et al. in 2010 [32]. They grew SC PZT on STO substrates. Then, they

transferred PZT on a steel substrate by sticking STO/PZT on steel and then etched

away STO. Their final device was working at 126 Hz, which is very much desired,

and collected 5.3 μW at 0.5 g acceleration. They also reported that this device could

withstand 5 g acceleration and was then able to provide 244 μW. In 2011, Baek

et al. showed that SC PMN-PT films grown by off-axis sputtering on the MBE
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STO/Si substrate exhibit the highest ever-reported e31,eff (−27 C m2) together with

the highest FoM e31,eff/𝜀 (cf. Eq. (7.13)), namely 49 GPa, which is of interest for thin

film-based harvesters [9].

7.5.7

Lead-Free

Lead-free generally means perovskite without lead, though materials such

as AlN or ZnO could practically belong to this lead-free family. This topic

develops because of the growing concern about lead-based materials. As there

is no lead-free material able to compete with PZT, Europe and Japan, the

most precautious communities in the world, still allow industry to sell lead-

based piezoelectrics. But this should be discussed again in 2018 in Europe.

This is why lead-free stands for a hot topic for the field of piezoelectrics.

Historically speaking, the three most interesting lead-free families are alkali

niobate ceramics, sodium bismuth titanate-based ceramics, and barium titanate

ceramics [33]. In 2009, Liu and Ren [34] showed that one of the most serious

PZT’s competitors is Ba(Ti0.8Zr0.2)O3 –(Ba0.7Ca0.3)TiO3 (BCTZ) as depicted in
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Figure 7.8 d33 coefficient measured on

lead-free and lead-based families (cf. Ref.

[34] for lead-free). Here, BCTZ is the only

one able to compete with PZT, reach-

ing d33 as high as 600 pCN−1. KNN-LT-LS
(K,Na,Li)(Nb,Ta, Sb)O3 is also interesting

with d33 = 416pmV−1 [37]. Lead-based

PMN-PT and PZN-PT single crystals exhibit

much higher d33, as large as 2500 pCN−1

[20]. BNT-BT (Bi0.5Na0.5TiO3-BaTiO3), BT

(BaTiO3-based ceramics), and ceramics are

the other competitors, with much lower

d33.
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Figure 7.8. In this figure are shown d33 for lead-free and lead-based piezoelectric

materials. While bismuth titanates and alkali niobates lie in the range of

200–300 pC N−1, BCTZ and PZT reach values as high as 600 pC N−1. However,

lead-based PMN-PT and PZN-PT can exhibit a much higher value of d33,

as large as 2500 pC N−1 [20]. BCTZ thin films have not reached such high

values, though Piorra et al. showed that BCTZ films of 600 nm thick prepared

using pulsed laser deposition exhibit d33 = 80 pC N−1 [35]. It is also interest-

ing to observe that optimization of lead-free materials stems from seeking

morphotropic phase boundaries, as it is performed in lead-based materials

[36].

7.5.7.1 Energy Harvesting with Lead-Free Materials

The best example of lead-free-based energy harvesters has been performed with

(K,Na)NbO3 (KNN) thin films deposited by radio frequency (RF) sputtering

[38] on SOI wafers. Le Van et al. showed that KNN can be compatible with

Si technology and exhibit interesting characteristics. Their harvester produced

8 μW at 6 m s−2 for a typical surface of 5 × 5 mm2, taking advantage of an original

quatrefoil-shaped silicon proof mass.

7.6

Wurtzites

7.6.1

Structure

AlN and zinc oxide (ZnO) are the main piezoelectric materials of wurtzite

family. They exhibit a permanent polarization, which means they are pyroelectric

materials, and therefore piezoelectric. They exhibit piezoelectric coefficients

basically 10 times smaller than perovskites but can potentially work at much

higher temperatures as no depolarization occurs.

AlN and ZnO were studied in thin films in the 1980s then put to one side during

the advent of perovskites. Interest in wurtzites was renewed at the beginning of

the 2000s, however. This was first because of bulk acoustic wave (BAW) acous-

tic filters that almost exclusively use AIN as piezoelectric material, mainly for its

very high acoustic quality factor (low acoustic losses). Second, interest increased

because of the propensity of ZnO to grow in the form of NWs under certain

conditions. This structure has a hexagonal lattice and is part of the 6 mm point

group. It can be seen as a juxtaposition of two compact hexagonal structures for

the two sorts of ions composing the structure (see Figure 7.9 for AIN). The two

structures are shifted following the c axis by a distance of 3/8c. This explains the

spontaneous polarization for this structure, even in the absence of the electric

field. Lattice parameters, by choosing a hexagonal lattice, for AIN are a = 3.112 Å

and c = 4.982 Å.
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Figure 7.9 Atomic positions of AlN in the wurtzite phase, belonging to 6mm point group.

7.6.2

Thin Films and Energy Harvesting

AlN is nowadays mainly deposited by dc-pulsed sputtering. The plasma gas is

made of argon and nitrogen in order to perform reactive sputtering. The target is

made of pure aluminum. During sputtering, the upper part of the target becomes

insulating, because of incorporated positive nitrogen ions. This is why a positive

discharge is made regularly on the target to get rid of the nitride upper layer.

Although many techniques have been used in the past, the BAW industrial suc-

cess allows identifying this technique as the most reliable and the one exhibiting

the highest throughput. The deposition is typically performed between 350 and

400 ∘C. The maximum thickness is typically in the 5 μm range.

Regarding energy harvesting, AlN has been extensively used as it allows a decent

harvested energy at higher impedance than PZT does. As already mentioned in

Section 7.3, it means output voltage is higher, which can be very practical when

the harvested signal goes through a simple diode bridge. Also, its simpler process

at lower temperatures is obviously of interest for device making.

In 2010, Elfrink et al. published the first autonomous wireless sensor node

powered by a vacuum-packaged piezoelectric micro-electro-mechanical-system

(MEMS) energy harvester, which was based on AlN thin films [39]. This device

harvested 100 μW at 572 Hz and 10 m s−2 acceleration. In 2011, Ricart et al.

showed that a simple AlN layer on the top of Si cantilever was able to harvest

100 μW at 100 Hz and 2 m s−2 [40]. These two examples are among the best results

ever published on piezoelectric thin films in the case of vibrating harvesters.

ZnO is not as common as AlN in microsystems, though its coupling coefficient

is similar. Since the 2000s, AlN has largely benefited from the huge development

of acoustic resonators for RF filters. Indeed, AlN proves to be easier to process
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than ZnO. Its stability versus time is also larger. ZnO can exhibit higher current

leakage than AlN. Note that ZnO is mainly studied as NWs, which is detailed later

in this chapter.

7.6.3

Doping

A recent discovery could push AlN films even further. Indeed, Akiyama et al.

observed in 2009 that heavily Sc-doped AlN exhibits an enhancement of its piezo-

electric properties. While d33 AlN is around 5 pm V−1, d33 Sc0.43Al0.57 N reaches

24.6 pm V−1 [41]. This effect is related to a strong material softening [42]. How-

ever, the material stiffness is not taken into account in the thin films’ figure of merit

e2
31,eff

∕𝜀. Therefore, as 𝜀ScAlN is only slightly larger than 𝜀AlN, a significant improve-

ment is foreseen in e2
31,eff

∕𝜀 because of this material in the special case of energy

harvesting (cf. Section 7.9) [43].

7.7

PVDFs

PVDF is a polymer. Although piezoelectricity in PVDF was discovered in 1969,

this material experiences a revival as several applications require softer materials

than stiff solids as perovskites or wurtzites. PVDF is ferroelectric but its piezo-

electric properties are very interesting – higher than wurtzites – and it can be

potentially synthesized with low-cost processes.

7.7.1

Structure

PVDF is a polymer made of CH2CF2 units that are repeated to form a chain

(cf. Figure 7.10a). Each unit bears a dipole moment 𝛿 equal to 7⋅10−30 cm,

as a consequence of positive hydrogen and negative fluorine atoms. PVDF is

semicrystalline, which means crystalline regions surrounded by an amorphous

matrix. It can exhibit different phases, called polymorphs, and labeled 𝛼, 𝛽, 𝛾 ,

and 𝛿 for the best-known structures. All phases except 𝛼 exhibit macroscopic

polarization and, therefore, piezoelectric properties, as observed first by Kawai

in 1969 [44]. The strongest piezoelectric phase is 𝛽 where all CH2CF2 units are

linked in the so-called all-trans or TT conformation (cf. Figure 7.10b) and all

chains are packed in parallel. In this phase, all dipole moments are pointing

upward, summing up to induce the highest possible polarization, which reaches

typically 6–10 μC/cm2. In 𝛼 phase, monomers follow the so-called TGTG

conformation that results in zero macroscopic polarization, though there is a

small dipole moment with parallel and perpendicular contributions. However,

the antiparallel-like dipole moments (cf. Figure 7.10c) together with the overall
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Figure 7.10 (a) Monomer unit of CF2CH2
in PVDF. The different electronegativity of F

and H atoms induces a permanent dipole

moment 𝛿. (b) All-trans or TT conformation

of 4 units, as observed in 𝛽 phase, exhibiting

the highest possible polarization in PVDF. (c)

TGTG conformation as observed in nonpolar

𝛼 phase.

contribution of the successive chains cancel out the net polarization in 𝛼

phase.

Pure PVDF needs to be mechanically stretched and electrically poled for

the chains to be aligned and obtain 𝛽 phase instead of the more stable but

not piezoelectric 𝛼 phase. In spite of this mandatory stretching step, the

amount of crystalline regions is limited to typically 50% of the whole volume,

which in turn limits the piezoelectric properties as only crystalline parts are

piezoelectric.

The preferred solution to increase the crystalline proportion into PVDF, and

therefore piezoelectricity, is to add copolymers, as suggested by Lando and Doll

in 1968 [45]. Indeed, adding copolymer stabilizes 𝛽 phase. Among them, the

most used is trifluoroethylene (TrFE) composed of CF2CFH. The structure of the

monomer is identical to that of PVDF, except one H atom is replaced with one F

atom. Its intrinsic polarization is lower than that of pure PVDF, but its presence

allows reaching more than 90% crystallites, increasing the overall piezoelectric

properties of P(VDF-TrFE).

Another interesting feature of P(VDF-TrFE) is its propensity to experience

phase transition between paraelectric and ferroelectric phases, controlled

by temperature, copolymer amount, and also electric field (cf. for instance

Figure 22 in Ref. [46]). This phase transition induces large strains. Indeed,

Zhang et al. showed in 1998 that modified P(VDF-TrFE) exhibits a very

large strain variation, namely 4%, when the electric field is applied. Zhang

added defects in P(VDF-TrFE) by irradiation, which resulted in a well-

controlled phase transition avoiding hysteresis effect [47]. However, one

should note that such materials are electrostrictive and not piezoelectric.

It means that it can be useful for actuation but not for sensing or energy

harvesting.

Contrary to ceramics, PVDF, and P(VDF-TrFE) has negative d33 and positive

d31 coefficients. Consequently, applying a voltage to a planar PVDF capacitor

with full sheet electrodes induces a thickness reduction together with an area

increase. Typical values for PVDF and P(VDF-TrFE) are d33 = − 20 pC N−1,

d31 = −6 pC N−1, 𝜀 = 10, Young’s modulus= 2 GPa (cf. Ref. [48]).
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7.7.2

Synthesis

PVDF is obtained by polymerization of VDF monomer and exists in many forms,

that is to say sheets, bulky pieces, reels of wires, or powder. The most versatile form

is probably powder as it can be melted at 170−180 ∘C, pressed, and then cooled

down at ambient temperature to obtain the desired layer. Typical thicknesses of

self-standing sheets are between 10 and 100 μm [48]. PVDF can also be spun onto

substrates. To do so, PVDF is typically dissolved in a solvent made of acetone and

dimethylformamide (cf. for instance [49] for details). PVDF can also be screen

printed.

7.7.3

Energy Harvesters with PVDF

There are actually few examples of harvesters using PVDF. However, one of the

most well-known mechanical harvesters uses PVDF as the active piezoelectric

material. It is called the “Parasitic Power Harvester in Shoes” and was published

in 1998 by Kymissis et al. from MIT [50]. The authors showed that each step was

yielding 1 mJ with PVDF and 2 mJ with PZT. In 2010, Chang et al. showed that

near-field electrospinning of PVDF nanofibers was able to combine mechanical

stretching and electrical poling at once [51]. This technique seemed to improve by

an order of magnitude the piezoelectric properties of PVDF owing to the nanos-

tructure of PVDF, which is the purpose of the next section. One of the most mature

devices presented so far is the pedometer inserted in a shoe, fully supplied by

PVDF rolls [52]. PVDF is used as harvester but also as sensor in order to count

the steps. They developed a dedicated electronic able to work at 2 V. Finally, it is

worth mentioning a recent extensive review on piezoelectric polymers as func-

tional materials for electromechanical transducers [53].

7.8

Nanomaterials

Nanogenerators made of nanomaterials are not intrinsically interesting for appli-

cations as the harvested energy lies in the nanowatt range. However, combin-

ing billions of them could be worth, especially when it turns out that some of

them are easier to produce than ceramics or thin films. This is the case of ZnO

NWs, which can be also aligned during the growing process [54]. There are two

main techniques to produce aligned ZnO NWs, namely, physical vapor phase

growth and hydrothermal approach. The first technique relies on the so-called

vapor–liquid–solid process, with gold acting as catalyst. The growth takes place

at temperature around 900 ∘C with very well-controlled oxygen partial pressure

[55]. The second technique – hydrothermal – is based on chemical reaction at

temperature as low as 70 ∘C. It utilizes a solution made of zinc nitrate salt together
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with an organic compound, namely, hexamethylenetetramine (HMTA). During

the growth, the substrate is in contact with the solution surface by floating. It is of

foremost importance to use gold as it promotes the alignment of ZnO NWs [54].

Epitaxy is also possible on GaN layer with the same method.

Wang’s team, from Georgia Tech, is definitely the most active in the world to

study ZnO NWs. They characterized the piezoelectric effect of a single ZnO NW

[56] and also proposed several harvesters. The most representative is probably

the one harvesting 10 μW cm−2 – or 0.78 W cm−3 – published in 2012 [57]. In this

study, they describe the fabrication of ZnO NWs by the hydrothermal method on

the top of a silicon wafer with indium tin oxide (ITO) as a bottom electrode and

sputtered-ZnO as a seed layer. PMMA was spun coated after the growth of NWs in

order to encapsulate them. The last step was aluminum top electrode deposition.

ZnO is not the only material allowing the fabrication of NWs. Indeed, BaTiO3

[58] or GaN [59] are also available as NWs and can be combined with plastic sub-

strates. We have already mentioned PVDF nanofibers [51].

We should also mention the association of single-crystal PZT thin films 5 μm-

wide ribbons with flexible PDMS rubber [60]. PZT has been grown epitaxially on

MgO substrates. This gives superior piezoelectric properties to PZT, compared

with its polycrystalline counterparts. PZT were patterned before crystallization

and MgO substrate was etched away. The PZT ribbons were then transfer-printed

onto PDMS substrate by conformal contact. This technique is inspired from the

so-called piezoelectric fiber composites (PFCs), where the idea is to combine very

thin fibers of PZT with a polymer matrix and a network of interdigitated top elec-

trodes. This allows large deformations of PFCs as thin PZTs experience smaller

strains than thick ones for a given deflection.

7.9

Typical Values for the Main Piezoelectric Materials

Material Type d33

(pmV−1)

d
31

(pmV−1)

−e
31,eff

(C m−2)

k
33 k31 𝜺 1∕sE

33

(GPa)

References

PZT 5H Ceramic 650 −320 — 0.75 0.44 3800 50 [15]

PZT Composite 400 −170 — — — — 15–30 [61]

PMN-32PT Single crystal 2000 −920 — 0.95 0.78 4950 20 [21]

PZN-8PT Single crystal 2500 — — 0.94 — 5000 7.7 [20]

BaTiO3 Ceramic 170 — — — — — — [34]

BNT-BT

(Bi0.5Na0.5TiO3-

BaTiO3)

Ceramic 130 — — — — — — [34]

KNN-LT-LS

(K,Na,Li)(Nb,Ta,

Sb)O3

Ceramic 300 — — — — — — [34]
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Material Type d33
(pmV−1)

d
31

(pmV−1)

−e
31,eff

(C m−2)

k
33 k31 𝜺 1∕sE

33

(GPa)

References

Ba(Ti0.8Zr0.2)O3-

(Ba0.7Ca0.3)TiO3

(BCTZ)

Ceramic 600 — — — — — — [34]

PZT Poly-film — — 18.7 — — 1620 80 [24]

PMNPT Single crystal

film

— — 27 — — 1600 — [9]

AlN Poly-film 5 −2.5 −1.0 0.07 — 10 300 [5]

ScAlN Poly-film 25 −2.5 −1.0 0.07 — 10 300 [43]

7.10

Summary

In this chapter, we first stressed the importance of thermodynamics to explain

how piezoelectricity macroscopically works. We then listed the different materi-

als that one can come across in the field of vibrating energy harvesting, namely,

perovskites, wurtzites, and polymers, but also the different forms they can exhibit,

that is to say ceramics, single crystals, thin films, or NWs. As a conclusion, it

has to be pointed out that the right material for a given application is not always

the most coupled. Indeed, it strongly depends on how much energy is available

from the vibration source. Besides, most of the vibration sources are rather weak

in terms of acceleration – typically 1 m s−2 – and proceed at frequencies in the

100 Hz range. Therefore, it means that whatever device envisioned for a given

application has to be big enough to harvest enough energy to make a real and

useful device. Nowadays as 10–100 μW are considered the minimum energy to

be harvested to be useful for an autonomous sensor, the direct consequence is

that harvesters cannot be smaller than a couple of square centimeters. The future

of these harvesters is therefore fully linked to cheap and large area technology,

contrary to what has been thought initially with microsystems. The combina-

tion of polymers and highly efficient piezoelectrics is likely to be a key in this

quest.
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8

Electrostatic/Electret-Based Harvesters

Yuji Suzuki

8.1

Introduction

In an electrostatic/electret generator, capacitance change in response to

mechanical vibration is used to convert mechanical energy into electricity. Its

energy density per unit volume is estimated to be 𝜀𝜀0E
2∕2, where 𝜀, 𝜀0, and E are

respectively the relative permittivity of the gap medium, the permittivity of vac-

uum, and the magnitude of the electrical field [1]. Compared with a piezoelectric

generator, the energy conversion element of an electrostatic/electret generator

is independent of mechanical springs supporting the oscillating mass. Therefore,

instead of using fragile piezoelectric materials as the flexure member, proven

spring materials with high fatigue limit can be used. This is particularly advanta-

geous for a small-scale vibration generator with low resonant frequencies [2].

In this chapter, electrostatic/electret generator models, different configurations

of electrodes, electret materials/charging methods, generator design, and proto-

typed micro-electro-mechanical-system (MEMS) devices are discussed.

8.2

Electrostatic/Electret Conversion Cycle

Figure 8.1 shows a Q–V diagram for electrostatic conversion cycle with an

external voltage source (e.g., [3]). Cycle 1–2–3–1 represents a conversion cycle

with voltage constraint. The cycle starts with priming a variable capacitor with an

external voltage source at its maximum capacitance Cmax (Path 1–2). Then the

capacitance is decreased from Cmax to Cmin, while the capacitor is kept connected

to the voltage source (Path 2–3). In this step, mechanical energy is converted to

electrical energy, and charges are stored back to the voltage source or sent to the

external load. In Path 3–1, the charge remaining on the capacitor is recovered at

Cmin. The net energy gained per cycle is

E1231 = 1

2
(Cmax − Cmin)V 2

max (8.1)

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 8.1 Electrostatic conversion cycle with external voltage source.

On the other hand, in a charge–constraint cycle (Cycle 1–2′–3–1), the priming

voltage V in is much lower than Vmax such that Q0 =CmaxV in =CminVmax. After

priming, the variable capacitor is disconnected from the external circuits, and the

capacitance is decreased from Cmax to Cmin. Then, the capacitor is connected to

the voltage source and charge is stored back at the voltage source or sent to the

load. In this case, the net energy gained per cycle is given by

E12′31 = 1

2
(Cmax − Cmin)VmaxVin = 1

2

(
1

Cmin

− 1

Cmax

)
Q2

0 (8.2)

Although E1231 is larger than E12′31, the charge–constraint cycle is usually used

for its simpler configuration.

Figure 8.2 shows circuit examples of the charge–constraint electrostatic gen-

erator. The example in Figure 8.2a has two synchronous switches with a single

variable capacitor. SW1 is closed during the priming period (Path 1–2′) and SW2

during the discharge period (Path 3–1). The disadvantage of this approach is that

a low-power-consumption switch synchronized to the mechanical vibration is

required [4]. Figure 8.2b shows a differential circuit with a single switch for prim-

ing, where the sum of Cvar,1 and Cvar,2 is constant, while dCvar,1∕dt = −dCvar,2∕dt
during operation. In this configuration, charge stored in the capacitor C is used to

obtain induced charges in Cvar,1 and Cvar,2, and no electrical current goes in/out of

this capacitor (e.g., [5]).

Figure 8.3a shows the conversion cycle of the electret generator in analogy of

the electrostatic one. As described below, electret could be modeled with a pre-

charged capacitor (amount of charge Q). When a series variable capacitor is con-

nected at its maximum capacitance as shown in Figure 8.3b, the voltage and the

charge stored in the capacitor are Q∕(Cmax + Ce) and Q0 = QCmax∕(Cmax + Ce),
respectively (Path 1–2). Then, the capacitance is decreased from Cmax to Cmin,
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SW1

Vin
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–
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–

Figure 8.2 Circuit examples for the charge–constraint electrostatic generator. (a) Circuit

with synchronous switch and (b) differential capacitor circuit.
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Figure 8.3 Electret generator. (a) Electret conversion cycle in analogy of electrostatic

generator and (b) circuit model of electret generator.

which leads to the external current (Path 2–3). The net energy gained per cycle is

given by

E1231 = 1

2

Cmin

(Cmin + Ce)2
Q2 − 1

2

Cmax

(Cmax + Ce)2
Q2 = 1

2

Q2
0

Cmax

{
Cmin

Cmax

(
Cmax + Ce

)2

(Cmin + Ce)2
− 1

}
(8.3)

In electret generators, there is no need for an external voltage source or syn-

chronous switches. More detailed discussion will be given in Section 8.4.

8.3

Electrostatic/Electret Generator Models

8.3.1

Configuration of Electrostatic/Electret Generator

Although the discussion in Section 8.1 is based on rather simplified models, it is

shown in Eqs. (8.1)–(8.3) that the capacitance change is the key parameter for the

net energy gained and the output power of electrostatic/electret generators. In
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Current

Oscillation

Oscillation

Oscillation

Current

Current

(a)

(b)

(c)

Figure 8.4 Different types of electrostatic/electret generators. (a) Gap-closing,

(b) overlapping-area-change, and (c) permittivity change.

this section, different configurations of the variable capacitor are discussed. The

configuration of the generator should be carefully chosen on the basis of the rate

of change of the capacitance.

Electrostatic/electret generators can be grouped into three basic types, namely,

gap-closing, overlapping-area change, and permittivity change as shown in

Figure 8.4. Here, a pair of parallel plate electrodes with a gap g is assumed. Its

capacitance C is given by

C = 𝜀𝜀0

LH

g
(8.4)

where L and H are the electrode length and the electrode depth, respectively. One

of the plates is connected to a voltage source for the priming voltage. In an elec-

tret generator model described later, the voltage source is replaced with an electret

layer with stored charges formed on one of the electrodes. The equivalent circuit

of an electret is an electrode connected with the voltage source through a capac-

itor, the capacitance of which is the same as that of the electret layer. Thus, with

electret, the capacitance given by Eq. (8.4) should be modified to

C = 𝜀𝜀0

LH

g + d∕𝜀e
(8.4′)

where d and 𝜀e are thickness of the electret layer and the relative permittivity of

electret, respectively.

In the gap-closing type (Figure 8.4a), one of the electrodes moves toward/away

from the other electrode. Since the gap g is a function of time g(t), the rate of
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change of the capacitance becomes

dC

dt
= −𝜀𝜀0

LH

g(t)2
dg

dt
(8.5)

Therefore, the gap-closing type has an inherent nonlinear response, and the

magnitude of dC/dt is rapidly increased when the amplitude becomes closer to

the initial gap (i.e., g(t) → 0). On the other hand, when the amplitude is much

smaller than the initial gap, dC/dt diminishes.

In the overlapping-area change type (Figure 8.4b), one of the electrodes slides

while keeping the gap constant. Since the overlapping area (length) between the

top and bottom electrodes is a function of time L(t), the rate of change of the

capacitance is

dC

dt
= 𝜀𝜀0

H

g
⋅
dL

dt
(8.6)

where dC/dt is proportional to the electrode sliding velocity dL/dt.

In the permittivity change type (Figure 8.4c), both electrodes are fixed in space,

and a dielectric plate with high relative permittivity oscillates in between the elec-

trodes. When the inserted length of the dielectric plate (relative permittivity 𝜀d)

is L(t), the rate of change of the capacitance is

dC

dt
= (𝜀d − 𝜀)𝜀0

H

g

dL

dt
(8.7)

Therefore, again, dC/dt is proportional to the sliding velocity of the dielectric

dL/dt.

8.3.2

Electrode Design for Electrostatic/Electret Generator

Figure 8.5 shows two types of in-plane electrode configurations with comb drives,

which are typical design of MEMS electrostatic generators. The gap-closing type

(Figure 8.5a) has characteristics similar to those of the single-sided out-of-plane

generator model shown in Figure 8.4a, but each finger pair forms two capacitors;

when the movable finger is displaced in the lateral (y-) direction normal to the elec-

trodes, one side of the capacitance is increased, while the other side is decreased.

Thus, its combined capacitance is given by

C(y) = n𝜀𝜀0

HL

g0 − y
+ n𝜀𝜀0

HL

g0 + y
= 2n𝜀𝜀0

HLg0

g2
0
− y2

(8.8)

where n, H, L, g0, and y= y(t) are the number of comb finger pairs, the height

of the finger, the overlapping length, the initial gap between the electrodes, and

the displacement of the movable finger, respectively. Obviously, the capacitance

change should have nonlinear relationship with the displacement.
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x
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Figure 8.5 In-plane generator with comb drive. (a) Gap-closing and (b) overlapping-area-

change.

Stiction is a well-known issue for the gap-closing type. The electrostatic force

Fy,e with the applied voltage V is given by

Fy,e =
d

dy

(
1

2
CV 2

)
= 2n𝜀𝜀0

HLg0V
2y

(g2
0
− y2)2

(8.9)

which acts toward either side of the electrodes. When Fy,e becomes larger than

the restoration spring force Fs = kyy (ky is the spring constant in the y-direction),

stiction happens. The critical displacement for onset of the stiction ycrit is then

given by Eq. (8.10),

ycrit =

√√√√g2
0
−

√
2n𝜀𝜀0HLg0

ky
V (8.10)

In actual operation of vibration energy harvesters, the maximum amplitude

cannot be defined. Therefore, the gap-closing generator should have a mechan-

ical stopper in such a way that the amplitude is within the stable amplitude range

of 0< y< (g0 – ycrit).

For the overlapping-area-change type (Figure 8.5b), each finger pair forms two

capacitors with the same capacitance, and the vibration direction is in the longi-

tudinal (x-) direction along the finger. Thus, the combined capacitance is

C(x) = 2n𝜀𝜀0

H(L0 + x)
g

(8.11)

where L0, x= x(t), and g are the initial overlapping length, the displacement of

the movable finger, and the gap between electrodes, respectively. The electrostatic

force in the longitudinal direction Fx,e given by

Fx,e =
d

dx

(
1

2
C (x)V 2

)
= n𝜀𝜀0

H

g
V 2 (8.12)

is independent of the displacement x. Therefore, unlike the gap-closing type,

the overlapping-area-change type has no stiction problem in the vibration (x-)

direction.
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Oscillation

Figure 8.6 In-plane overlapping-area-change generator with patterned electrodes.

However, for the overlapping-area-change type, so-called lateral instability

limits the maximum displacement [6]. When the movable finger is displaced

in the lateral (y-) direction as well as in the longitudinal (x-) direction, the

electrostatic force in the y-direction is given by

Fy,e =
∂
∂y

(
1

2
CV 2

)
= n𝜀𝜀0

H(L0 + x)
2(g − y)2

V 2 − n𝜀𝜀0

H(L0 + x)
2(g + y)2

V 2 (8.13)

Thus, the electrostatic “negative” spring constant ky,e becomes

ky,e =
∂Fy,e
∂y

|||||y=0

=
2n𝜀𝜀0H(L0 + x)

g3
V 2 (8.14)

The lateral stability condition is then given by ky > ky,e, where ky is the mechan-

ical spring constant in the y-direction. Therefore, the critical displacement in the

x-direction is given by

xcrit =
kyg

3

2n𝜀𝜀0HV 2
− L0 (8.15)

Another typical configuration of the in-plane overlapping-area-change type

is with two parallel substrates as shown in Figure 8.6. Instead of using comb

drives, stripe-shaped electrodes are patterned on the top and bottom substrates.

The advantage of using this configuration is that the rate of capacitance change

becomes much larger. In the basic model shown in Figure 8.4b, the capacitance

changes from Cmax to Cmin (or vice versa) with the in-plane displacement of

the whole plate length L. On the other hand, with the patterned electrode of

width w, the same capacitance change can be made with a smaller displacement

of w (≪L).

Figure 8.7 shows typical capacitance change for different generator configu-

rations when the mass motion is sinusoidal. The vertical axis is the capacitance

normalized with its maximum value. The out-of-plane gap-closing type and the

in-plane overlapping-area-change type with comb drive gives the capacitance

change once per cycle, while the in-plane gap-closing type with comb drive gives

the capacitance change twice per cycle. On the other hand, in the two-plate

overlapping-area-change type with patterned electrodes (Figure 8.6), the number

of capacitance changes per cycle is equal to twice the amplitude/(electrode

width). Thus, the number of the capacitance changes is increased with the

amplitude of the mass. This is beneficial for vibration energy harvesters, because
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Figure 8.7 Capacitance change of electrostatic generator during one cycle of the sinu-

soidal mass motion. (a) Gap-closing type and (b) overlapping-area-change type. The vertical

axis is normalized with its maximum value.

the mechanical energy conversion limit called the VDRG (velocity-damped

resonance generator) limit is also proportional to the amplitude of the mass [7].

8.4

Electrostatic Generators

8.4.1

Design and Fabrication Methods

Figure 8.8 shows typical designs of electrostatic generator with comb drives, that

is, the gap-closing and the overlapping-area-change types. As described in previ-

ous sections, the characteristics of the capacitance change are different for these

two electrode configurations. However, the choice of the electrode configuration

is also dependent on the MEMS process to be used.

Figure 8.9 shows commonly used MEMS process for electrostatic generator

with comb drives. In the SOI (silicon-on-insulator) process shown in Figure 8.9a,

first, the etch mask is patterned using lithography on the device layer. Then, the

top Si device layer (thickness< 100 μm) is etched with deep-RIE (DRIE) to pattern

fixed/movable electrodes and mass. Etching holes are also made on the mass.

Finally, the buried SiO2 layer is removed with sacrificial etching such as vapor HF

to release the structure. The advantage of this process is that the minimum fea-

ture, that is, the gap between comb fingers could be as small as a few micrometers,

which is suitable for the overlapping-area-change type as well as the gap-closing

type. In addition, this process needs only one mask without any assembling step,

which makes the process potentially low cost. Bartsch et al. [8] and Tvedt et al.

[9] employed this process. One drawback is that the weight of the oscillation mass

is reduced owing to distributed etch holes on the mass, and thus the VDRG limit

becomes relatively low.
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Figure 8.8 Typical design of MEMS electrostatic generator with comb drives. (a) Gap-

closing and (b) overlapping-area-change.
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Figure 8.9 MEMS process for electrostatic generator with comb drive. (a) SOI process with

buried SiO2 etch and (b) process with substrate bonding.

Figure 8.9b shows alternative process with wafer bonding. First, the etch mask

is patterned using lithography on a Si wafer. Then, fixed/movable electrodes and

mass are patterned by etching through the wafer using DRIE. Finally, another

wafer with a recess is prepared and bonded with the structural wafer. The

advantage of using this approach is that a thick wafer can be used as the structural

layer. Therefore, the capacitor area of the comb drives could be large and the

weight of the oscillation mass could be large. Nguyen et al. [10] and Basset et al.

[11] employed this process. However, for thick Si wafers (∼400 μm), the minimum

feature is limited to around 20 μm owing to the maximum allowable aspect ratio



158 8 Electrostatic/Electret-Based Harvesters

of DRIE, which is too large for the overlapping-area-change type. Therefore, this

process is suitable for the gap-closing type, in which the initial gap could be large.

8.4.2

Generator Examples

Miao et al. [12] developed an out-of-plane gap-closing electrostatic generator

using a three-wafer process. The device can be categorized into a Coulomb

force parametric generator [7] having no resonant frequency. The dimensions

of the mass are 11 mm× 11 mm× 0.4 mm, and Cmax and Cmin are 50 and 5.5 pF,

respectively. They obtained the output power up to 120 nJ per cycle.

Basset et al. [11] developed a gap-closing comb-drive electrostatic generator

based on the process in Figure 8.9b. The device layer is 380 μm in thickness. The

mass is 66 mg, and, a total of 142 electrode pairs are integrated (Figure 8.10).

The initial gap and the minimum gap defined by the mechanical stopper are 43.5

and 7.5 μm. Cmax and Cmin are 88 and 40 pF, respectively. At large amplitude, the

mechanical spring behaves as a hardening nonlinear spring. On the other hand,

the electrostatic force between the gap-closing electrodes works as a softening

nonlinear spring, so that the overall behavior significantly depends on the prim-

ing voltage; on increasing the priming voltage, the frequency for the maximum

output power is decreased owing to the electrical softening effect. At the resonant

frequency of 150 Hz, they obtained up to 2.2 μW at 1g acceleration.

Nguyen et al. [13] developed an overlapping-area-change comb-drive electro-

static generator based on Figure 8.9b. The device layer is 300μm in thickness. The

mass is 30.4 mg and supported with an initially curved softening spring. In total,

125 electrode pairs with 15-μm gap are integrated. With a bias voltage of 150 V,

an output power of 7 μW is obtained at around 400 Hz and 0.36g acceleration.
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nc

ho
r

Anc
ho

r
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1 
cm

Direction of motion
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Figure 8.10 MEMS gap-closing electrostatic generator [11]. Courtesy of Dr. P. Basset.
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Figure 8.11 SEM image of a rotary-comb capacitive generator with ladder spring [15].

Courtesy of Dr. C.-K. Lee.

Hoffman et al. [5] developed an overlapping-area-change comb-drive

electrostatic generator with the configuration shown in Figure 8.2b, by which

no switching mechanism is needed. They employed a modified bonding-based

process; they first made a 50-μm deep cavity into a Si wafer and grew a thermal

SiO2 layer for electrical isolation. Then, they bonded a highly doped Si wafer to

the substrate and used a chemical mechanical polishing to get a 50-μm-thick

Si layer suspended on the cavity. Finally, they patterned mass, electrodes, and

springs with DRIE. The mass is 0.6 mg, and, a total of 936 electrode pairs with

2.9-μm wide gap are integrated. The resonant frequency is 1.33–1.48 kHz, and

the capacitance change is 13.3 pF. With the priming voltage of 50 V, 1.75 μW is

obtained at the external acceleration of 13g. They also reported that when the

bias capacitor is disconnected from the voltage source, the capacitor voltage

drops by 30% after 2 h operation. However, about 20 times more electricity is

generated in the external load if compared with the energy loss in the capacitor.

The effectiveness EH, which is defined as the electrical output power divided by

the VDRG limit [14], is as high as 45%.

Yang et al. [15] developed an overlapping-area-change generator with in-plane

rotary combs. They employed an SOI process shown in Figure 8.9a. The generator

diameter is 6 mm, and the thickness of the device layer is 30 μm. By using a

6mm wide ladder spring as shown in Figure 8.11, a low resonant frequency

of 63 Hz is achieved. They obtained 0.39 μW at 0.25g acceleration in vacuum

environment.
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8.5

Electrets and Electret Generator Model

8.5.1

Electrets

An electret is a dielectric with quasi-permanent charges, which was coined by

Heaviside in the analogy of magnet. Eguchi [16] first developed the electret using

carnauba wax, which was poled under a high static electric field at its melting

temperature. The lifetime of charges is much longer than the RC time constant

and the charges can be stabilized for tens of years. For instance, Takamatsu [17]

examined long-term stability of carnauba wax electrets, and found that the surface

charge density is unchanged after 35 years. Electrets have been commercialized

for use in microphones and air dust filtering systems [18]. The electret generator

was also proposed by Jefimenko and Walker [19] and Tada [20]. For microphones

or air filters, surface potential on the order of 10 V is sufficient, so that the main

research focus was on development of low-cost electret material using hydrocar-

bon polymer. However, as described below, high surface potential is necessary

for an electret energy harvester, which triggered recent developments of high-

performance electret materials.

The performance of an electret is often characterized with the surface charge

density σ. However, the charge is not located on the surface but distributed in the

depth direction as shown in Figure 8.12a. Assume an electret layer (d: thickness; 𝜀:

relative permittivity) formed on an electrode, which is facing to another electrode

with an air gap of g. The volume charge density 𝜌 is a function of the distance to

the bottom electrode x.Assuming that the amount of charge located at x is 𝜌(x)Δx,

the Gauss’s law and the Kirchhoff’s law are given by⎧⎪⎨⎪⎩
𝜀𝜀0Ea − 𝜀𝜀0Eb = 𝜌 (x) Δx,
𝜀𝜀0Eb = 𝜀0E2,

xEa + (d − x)Eb + gE2 = 0.

(8.16)

g

(a) (b)

(d–x)

ρ(x)

ρ: Volume charge
density (C m−3)
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d

E2

Eb

Ea

g
σ: Surface charge
density (C m−2)

d

E2

E1

Figure 8.12 Surface charge density of electret.(a) electrical field due to the volume charge,

(b) electrical field due to the surface charge.



8.5 Electrets and Electret Generator Model 161

By solving these equations, the surface potential increase with the volume

charge 𝜌(x)Δx is given by

ΔVs = Eax + Eb(d − x) = 𝜌(x)Δx
𝜀𝜀0

x

1 + d

𝜀g

≈ x𝜌(x)Δx
𝜀𝜀0

. (8.17)

The last equality is usually valid because d≪ g. The surface potential Vs is

obtained by integrating Eq. (8.17) from x= 0 to d, and given by

Vs =
𝜎d

𝜀𝜀0

, 𝜎 = 1

d∫
d

0

x𝜌(x)dx. (8.18)

Therefore, the surface charge density 𝜎 is the mean charge density weighted

with the distance from the bottom electrode; charge near the surface has large

contribution to 𝜎, and vice versa. Since accurate measurement of 𝜌(x) is extremely

difficult especially for thin electret films on the order of 10 μm, “virtual” surface

charge density 𝜎 is usually used to represent the charge stored in the film as shown

in Figure 8.12b [21, 18]. The quantity 𝜎 is estimated with Eq. (8.18) by measuring

the surface potential Vs with an electrostatic probe.

8.5.2

Electret Materials

Electret materials can be divided into two groups, namely, SiO2-based inorganic

electrets and polymer-based organic electrets [18]. SiO2 provides an extremely-

high surface charge density, but the long-term stability of charges is of concern.

In order to solve this problem, multilayer structures using SiO2 and Si3N4 are

often used [22, 23]. On the other hand, fluorinated polymer materials such as

PTFE (Figure 8.13a) and FEP provide better long-term stability. However, PTFE

and FEP are not compatible with MEMS processes, because they are insoluble in

solvents.

Hsieh et al. [24] and Boland et al. [25] used Teflon AF (DuPont Inc.,

Figure 8.13b), which is perfluorinated amorphous polymer, as their electret film.

Lo and Tai [26] found that fluorinated parylene (parylene HT, SCS) provides a very

high surface charge density of 3.7 mC m−2 for a 7.3-μm-thick film. Sakane et al.

[27] reported that amorphous perfluorinated polymer CYTOP (Asahi Glass Co.,

Ltd.) can provide a surface charge density of up to four times greater than that of

Teflon AF. As shown in Figure 8.13c, the molecular structure of CYTOP is charac-

terized by its perfluorinated cyclic structure. Kashiwagi et al. [28] also examined

(CF2–CF2)
x

CF3
C
F2

CF CF
CF2 CF2

F3C

F F

F F

C C
F2C

O O O
C

(CF–CF)
1–x

nn n

Figure 8.13 Molecular structures of fluorinated polymer electret. (a) PTFE, (b) Teflon AF,

and (c) CYTOP.
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Figure 8.14 Surface charge density and surface voltage for CYTOP CTL-M films of different

film thicknesses [27].

CYTOP-based electret (CYTOP EGG), in which additive-based nanoclusters are

formed. Using a 15-μm-thick film, they obtained extremely high surface charge

density of more than 2 mC m−2. They also reported that the surface potential

of the nanocluster-enhanced electret is decreased only by a small percentage at

100 ∘C for 2000 h, which is much better than PTFE or Teflon AF electrets.

Figure 8.14 shows the surface charge density and the surface potential for

CYTOP (CTL-M) films of different thicknesses. While the surface potential

is proportional to the film thickness (Eq. (8.18)), the surface charge density is

decreased on increasing the film thickness. Thus, the surface potential levels off

for thick films at around the film thickness of 15 μm. This type of phenomena

is common for most electret materials. Therefore, measurement of the surface

charge density with the same film thickness is necessary for fair comparison

among different materials. As will be shown later, the surface potential Vs should

be the measure of electret performance, as the theoretical output power of

electret generators is proportional to V 2
s .

8.5.3

Charging Technologies

Corona charging, thermal poling, contact charging, and electron-beam

irradiation are often used for poling electrets [18]. Among them, corona

charging (Figure 8.15a) is the most commonly used method. By attracting corona

ions with the electrostatic field between the grid electrode and the substrate,

charges are transferred from the ions to the electret surface. The surface potential

of electrets after charging is usually the same as the grid voltage. It is noted that

optimization of various parameters in corona charging such as the needle voltage,

and the needle–grid and grid–sample distances is not a straightforward process
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Figure 8.15 Schematic of electret-charging methods. (a) A typical coronacharging system

and (b) through-substrate soft-X-ray charging (Hagiwara et al.,). Courtesy of Mr. K. Hagiwara.

and can be tricky. A backlighted thyratron (BLT) [24] and ion implantation using

phosphorous/boron [29] are also used for charging tests.

Hagiwara et al. [30] developed a new charging method using photoionization,

in which soft X-rays ionize gas molecules and the ions are attracted to the electret

surface by an imposed electric field (Figure 8.15b). Since soft X-rays can penetrate

substrates, electrets can be charged even in a narrow space or after packaging

process. Hagiwara et al. [31] also examined soft-X-ray-charged CYTOP electrets,

and found that the stability of these electrets is almost the same as that of corona-

charged electrets. Honzumi et al. [32] also propose a high-speed charging method

using vacuum UV-based photoionization.

8.5.4

Electret Generator Model

Figure 8.16a and b shows a simplified model of the in-plane electret generator

and its equivalent circuit, in which two capacitors (one for the electret and the

other for the air gap) are connected in series. Charges with the opposite sign are

induced on the counter electrode by the electrostatic field of the electrets, and the

amount of the induced charges changes with the overlapping area between the

electret and the counter electrode, generating an alternative current in the external

circuit.

For simplicity, a rotational generator with n poles and total area A0 running at a

rotational frequency of f is assumed, in which the rate of change in the overlapping

area dA/dt is constant. By neglecting the parasitic capacitance Cp, Boland et al.

[25] derived the following theoretical formula for the output power:

P = 𝜎2d2R{
𝜀2𝜀0R + 1

nA0f

(
𝜀2g + 𝜀1d

)}2
(8.19)
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Figure 8.16 Electret generator model. (a) Simplified model of the in-plane electret genera-

tor and (b) equivalent circuit.

where 𝜎, ε1, ε2, d, and g, are the surface charge density of the electret, the relative

permittivities of the air gap and the electret, the thickness of the electret, and

the gap distance between the electret and the counter electrode, respectively. The

optimum load Ri is

Ri =
1

𝜀0nA0f

(
g

𝜀1

+ d

𝜀2

)
(8.20)

and the maximum power and the output voltage at the matched impedance are

Pmax =
𝜎2 ⋅ nA0f

4
𝜀2𝜀0

d

(
𝜀2g

𝜀1d
+ 1

) =
𝜀0V

2
S
⋅ nA0f

4
(

g

𝜀1

+ d

𝜀2

) (8.21a)

Vmax = 𝜎d

2𝜀𝜀0

=
Vs

2
(8.21b)

where Eq. (8.18) is used to replace σ with V s. It can be seen in Eq. (8.21a) that the

output power is proportional to the frequency f and the area A0. On the other

hand, in electromagnetic generators, the output power is proportional to (A0f )2.

Therefore, electret/electrostatic generators are superior to electromagnetic coun-

terparts for small area and low operation frequency, which is usually true for vibra-

tion energy harvesters. In addition, the output voltage is independent of f or A0,

showing high output voltage of electret/electrostatic generators.

In Eq. (8.21a), as the output power is proportional toV 2
s , development of electret

materials with high surface potential is crucial for larger output power. Note that

Eq. (8.21a) overestimates the output power Pmax when the parasitic capacitance

Cp has a finite value. In addition, Ri given by Eq. (8.20) overestimates the matched

impedance.

Bartsch et al. [33] incorporated the effect of the parasitic capacitance for rota-

tional generators and derived an analytical formula for output power:

P = d2𝜎2R

𝜀2
2
𝜀2

0
(R + Ri)3

{
R + Ri − 4CpnfRRi tanh

(
R + Ri

4CpnfRRi

)}
(8.22)
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Figure 8.17 One-dimensional model of an in-plane electret generator.

They demonstrated that Eq. (8.22) can mimic the response of generators for dif-

ferent values of Cp. Equation (8.21a) is recovered by setting Cp = 0 in Eq. (8.22).

Note that both Eqs. (8.21ab) and (8.22) can only be applied to rotational genera-

tors, in which the rate of change in the overlapping area is constant. Therefore, for

vibration generators, numerical simulation is required for quantitative prediction.

Figure 8.17 shows a generator model assuming the one-dimensional electro-

static field, in which a guard electrode is employed to reduce the parasitic capac-

itance Cp. The external load is assumed to be a pure resistance R. The length x1

represents the length of the overlapping area between the electret film and the

counter electrode. The parasitic capacitance is assumed to be constant with time.

Applying the Gauss’s law at the electret surface, we get

−𝜀2𝜀0Eb + 𝜀1𝜀0Ea = 𝜎 (8.23)

where Eb and Ea are the electrostatic fields in the electret film and the air gap,

respectively. Using the Kirchhoff’s law, we obtain

V + dEb + gEa = 0 (8.24)

and

V + (d + g)Ec = 0 (8.25)

where V and Ec are respectively the output voltage and the electrostatic field

between the counter electrode and the guard electrode.

The induction current I(t) is given by the conservation of charges:

d

dt
(𝜎i1bx1 + 𝜎i2bx2) + I(t) = 0 (8.26)

where σi1 and σi2 are the induced charges on the counter electrode, which are

given by

𝜎i1 = −𝜀1𝜀0Ea, and 𝜎i2 = −𝜀1𝜀0Ec (8.27)

The quantity b represents the depth of the electrodes. Substituting Eqs.

(8.23)–(8.25) and (8.27) into Eq. (8.26), a differential equation with respect to

the output voltage V (t) is obtained, which can be solved numerically. For the
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Figure 8.18 Output power versus external load for vibration-driven electret generators

[34].

length of the overlapping area x1, a sinusoidal function with given amplitude and

frequency is assumed.

Figure 8.18 shows the experimental data for the output power versus

external load in comparison with the simulation results obtained using Eqs.

(8.24)–(8.27) [34]. The electret and the counter electrode plates have dimensions

of 20 mm× 20 mm, and the counter electrode plate is moved sinusoidally at

20 Hz in the in-plane direction. The oscillation amplitude is changed from 0.6

to 1.2 mm. The width of electret/electrode and the gap between the electret

surface and the counter electrode are 300 and 70 μm, respectively. The surface

potential of the electret film and the parasitic capacitance are −545 V and 30 pF,

respectively. The peak value of the output power increases with the amplitude.

The experimental data for different oscillation amplitudes are in good agreement

with the numerical results, indicating the validity of the present generator model

assuming a one-dimensional electrical field.

The electrostatic damping force in the in-plane direction can be examined as fol-

lows. Considering the conservation of energy, the work done by the external force

Fedx/dt, the power consumption at the load resistance V 2/R and the electrostatic

potential energy Es should satisfy

dEs

dt
+

{
V 2

R
+ CpV

dV

dt

}
+ Fe

dx

dt
= 0 (8.28)

where Fe(t) is the force in the in-plane direction needed for the prescribed oscil-

lation amplitude. The electrostatic potential energy Es can be computed with Ea,

Eb, and Ec. Note that by integrating Eq. (8.28) with respect to time, the work done

by the external force Fedx/dt is equal to the electrical output power V 2/R.

With the conventional single-phase arrangement, in which all the elec-

tret/electrode strips overlap at the same time, the horizontal electrostatic
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Figure 8.19 Schematic of (a) in-plane two-plate electret generator and (b) fixed plate with

interdigital electrodes.

damping force, Fe, exhibits a square waveform. This is typical for electrostatic

generators classified as Coulomb-damped resonant generators (CDRGs) [7], in

which the unidirectional Coulomb force is dominant. Suzuki et al. [35] proposed

a dual-phase arrangement, in which half of the strips overlap 100% and the other

half overlap 0%. With this approach, the unidirectional Coulomb force is almost

canceled out, and Fe becomes mostly proportional to the mass velocity, which is

similar to VDRG.

Figure 8.19a shows a typical configuration of in-plane two-plate electret gener-

ators, where guard electrodes are formed between the patterned electrets on the

oscillating plate. On the fixed plate, two sets of interdigital electrodes are formed,

and the induced current flows from one side to the other when the electret plate

slides. With this approach, no electrical connection is required to the electret

plate. Ideally, the electrical current in Figure 8.19a is doubled if compared with

that in Figure 8.17. However, in practice, one side of the load in Figure 8.19a is

grounded, and thus the two configurations are actually equivalent. As shown in

Figure 8.19b, the interdigital electrodes inevitably introduce the build-in capac-

itance between two sets of electrodes, which has the main contribution to the

parasitic capacitance Cp.

Chen and Suzuki [36] employ a parasitic capacitance model based on the ana-

lytical equation between two parallel conductive wires [37] as shown below:

Cp

l
=

𝜋𝜀0𝜅eff

ln(𝛼 +
√
𝛼2 − 1)

(8.29a)

𝛼 = 𝜋
2
⋅

1 + 𝛿∕w
1 + t∕w

≈ 𝜋
2

(
1 + 𝛿

w

)
(8.29b)

where w, 𝛿, and t denote the width, the gap, and the thickness of the electrode,

respectively. The length l is the electrode length perpendicular to the sheet, while

𝜀0 and 𝜅eff are the vacuum permittivity and the effective relative permittivity. Since

t/w≪ 1, 𝛼 is a function of 𝛿/w only. However, 𝛿/w should be minimized to max-

imize the electrode area, so that Cp given by Eq. (8.29a) cannot be reduced by

changing the electrode configurations. The only possible approach for reducing

Cp is to reduce the effective permittivity 𝜅eff, which can be estimated as the mean
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permittivity between the substrate and the gap (air), that is,

𝜅eff =
(1 + 𝜅s)

2
(8.30)

It is found in an electrical field analysis that the low permittivity layer under-

neath the electrode should have similar thickness as the electrode width (usually

much larger than 100 μm). Thus, the conventional low-k materials for semicon-

ductor processes cannot be used for this purpose. Chen and Suzuki [36] propose

suspended electrodes on a honeycomb polymer structure with a large void frac-

tion of 76%. They obtained 𝜅eff as low as 1.8, which leads to 35% increase in the

output power of the electret generator.

8.6

Electret Generators

Chiu and Lee [38] and Takahashi et al. [39] separately developed an out-of-plane

electret generator having a structure similar to that in Figure 8.4a. Boisseau et al.

[40] prototyped a cantilever-shaped out-of-plane generator with a mass and an

electrode on the cantilever tip. The advantage of this type of generators is that a

plain electret layer can be used, by which charging issues for patterned electrets

could be avoided. However, to suppress permanent stiction and to obtain higher

output power with larger oscillation amplitude, device thickness is usually much

larger than in-plane generators.

For in-plane electret generators with two-substrate approach as shown in

Figure 8.6, a large electrostatic attractive force acts between the substrates owing

to the high surface potential of the electret. Thus, gap control is crucial, as stiction

should be avoided while keeping the gap on the order of 10 μm.

Lo and Tai [26] developed an electret generator without tethers. The rotor can

slide freely relative to the stator, and then induced charges on the electrodes vary

with the position of the rotor. With a rotor coated with parylene HT electrets

(5 mm× 6 mm× 9 mm), a maximum output power of 18 μW was obtained at

50 Hz and acceleration.

Masaki et al. [41] developed an in-plane electret generator (20 mm× 20 mm×
4 mm) using a CYTOP EGG electret [42] as shown in Figure 8.20ab. They employ

a low-friction mechanical support to keep the gap. They also devised a trench

between the stripe-shaped electrodes to reduce the parasitic capacitance, and

obtained output power as large as 100 μW at 30 Hz and 0.15 g acceleration, which

corresponds to effectiveness of about 20%.

Suzuki et al. [35] and Matsumoto et al. [43] developed a MEMS electret

generator as shown in Figure 8.21. The top substrate consists of a Si proof mass

(8.6 mm× 10.2 mm) supported by the 20-μm-wide parylene high-aspect-ratio

springs [44] for low resonant frequency. A nonlinear hardening spring enables

large amplitude in the wide frequency range. Patterned electrets and electrodes

in a dual-phase arrangement are formed on both the Si mass and the bottom
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(c)

(d)

(a)(b)

Pin

Molded
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Spring

Frame

Lid

Figure 8.20 In-plane electret generator fabricated with precision machining [41]. Courtesy

of Dr. T. Seki.

10 mm 250 μm

1 mm

Figure 8.21 In-plane electret generator with parylene high-aspect-ratio spring [35].

substrate. Electrostatic repulsive force using the patterned electret is used to

keep the gap at around 35 μm. The width of the patterned electret and elec-

trode is 480 μm. Up to output power of 6 μW is obtained at 40 Hz and 1.4g

acceleration, which corresponds to effectiveness of 1%. They also demonstrated

intermittent radio frequency (RF) transmission using the output power of this

generator.

Naruse et al. [45] used a micro-ball bearing to realize large amplitude oscilla-

tion in their electret generator. They employ SiO2-based electrets with an air gap

of 38–57 μm. By using an in-plane amplitude as large as 15 mm, they obtained an
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Figure 8.22 In-plane electret generator with shared electrodes [47]. Connection for (a)

corona charging and (b) power generation. Courtesy of Dr. T. Fujita.

output power of 40 μW at a very low frequency vibration of 2 Hz at 0.4g accelera-

tion, which corresponds to effectiveness of 4%.

Charge density/stability of an electret is often deteriorated by patterning the

electret layer. This is partially explained by the surface conduction along the elec-

tret [46]. Therefore, stripe-shaped charged electret without patterning the electret

layer itself is also pursued.

Fujii et al. [47] developed an electret generator with a Si spring. They employ

a plain CYTOP film on interdigital electrodes as the electret; during the corona

charging, by applying the grid voltage to one side of the electrode, only the CYTOP

film above the other side of the electrodes is charged (Figure 8.22). They also made

slits in between the fixed electrodes, and used the slits as the grid. A maximum

output power is 0.23 μW at 10 Hz and 0.1g acceleration.

Renaud et al. [48] developed a high-frequency electret generator with a Si

spring. They first etch a Si substrate to form 250 μm-wide striped-shaped recesses

with a depth of 100 μm and oxidized the substrate to form a corrugated surface

with a SiO2 –Si3N4 electret layer. The air gap and the maximum amplitude are

10 μm and 100 μm, respectively. They obtained output power up to 160 μW at

728 Hz and 2.9g acceleration, which corresponds to effectiveness of 14%.

Although comb drives are often used for electrostatic generators, corona charg-

ing cannot be applied, as the possible charge accumulation near the gap opening

suppresses penetration of corona ions into the gap. Sterken et al. [49] employed

electret for priming charge to the comb-drive capacitors, but the possible stiction

due to electrostatic attractive force impedes this approach.

Suzuki et al. [50] used a bias-temperature method for drifting potassium ions in

potassium-rich SiO2 electret at 700 K. They obtained up to 90 V surface potential

on the comb finger. They also made the prototype of an in-plane overlapping-area-

change electret generator using this charging technology.

Fu et al. [51] used the soft-X-ray charging method [31] for in-plane comb-drive

electret generator with a 7-μm-wide gap. They confirmed that up to ±60 V surface

potential is obtained with the bias voltage of 130 V through the surface potential

measurement using Kelvin force microscopy. Figure 8.23 shows their prototype

using the SOI process (Figure 8.9a). They obtained up to 1.6 μW at 266 Hz and 2g

acceleration. The effectiveness is as high as 57%.
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3 mm 300 μm

Figure 8.23 Soft-X-ray-charged in-plane electret generator [51].

8.7

Summary

This chapter covers the principle, electrode design, modeling, fabrication, and

device examples of electrostatic/electret generators. Although the power gen-

eration principle of electrostatic induction is straightforward, its application to

energy harvesting requires a number of considerations in order to be practical, as

described above.

The advantages of electrostatic/electret generators include freedom of spring

material choice, high output voltage, and applicability to low-profile devices.

In addition, as shown by recent prototypes, electrostatic/electret generators

give high effectiveness more than 50% even in small volume or at low resonant

frequency.

For most applications, electret generators are preferred as an external voltage

source is not necessary, which makes “cold” start of the device possible. Recent

development of new electret materials and charging methods is encourag-

ing to adopt electret as the energy conversion principle for vibration energy

harvesters.
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9

Electrodynamic Vibrational Energy Harvesting

Shuo Cheng, Clemens Cepnik, and David P. Arnold

This chapter provides an overview of the theory, design, and fabrication of

energy harvesters that scavenge vibrational/motional energy using electrody-

namic transduction. Electrodynamic transduction is a classic electromechanical

energy conversion mechanism that relies on relative motion between magnets

and electrical conductors. The basic operating principles of electrodynamic

vibrational energy harvesting and a brief historical context are first introduced. A

more detailed description of the electrodynamic transduction mechanism is then

presented, followed by a classification scheme for categorizing different harvester

architectures. Modeling and optimization techniques are also explained for

device performance prediction and optimization. Practical design and fabrication

tips for realizing high-performing electrodynamic energy harvesters are included,

along with a summary and outlook of the field.

9.1

Introduction

Electrodynamic vibrational energy harvesters employ mechanisms that trans-

late external environmental vibrations into relative motions between magnets

and electrical conductors. Energy is converted on the basis of the change

of the magnetic flux in a coil. Specifically, the internal motions “induce” an

electric potential (voltage), called an electromotive force or emf , across the

coil conductors. This phenomenon is known as Faraday’s law of induction.

When the conductors are connected to an external load, an electric current

flows, and energy is supplied from the harvester. This flow of current incites a

mechanical reaction force, described by the Lorentz force acting on a current-

carrying wire. Further mathematical description of these physics is reserved for

Section 9.2.

Figure 9.1 shows a schematic diagram of a typical electrodynamic vibrational

energy harvester. It comprises a one degree-of-freedom mass-spring resonator in

a frame that is attached to the vibrating surface (the base). A permanent mag-

net serves as an inertial proof mass, and a coil-shaped conductor is attached to

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 9.1 Schematic drawing of a canonical resonant-type electrodynamic energy har-

vester.

the frame. During operation, when the base is externally excited, the resonator

works in the base excitation mode. The base vibration creates a relative motion

between the magnet and the coil. As the magnet moves, the magnetic flux in the

coil changes over time. According to Faraday’s law, a voltage is generated across

the coil, which is proportional to the time rate change of the magnetic flux. When

a load is connected to the coil, current will flow from the harvester to the load,

and electric power is delivered.

In practice, there are numerous variations to the canonical configuration as

shown in Figure 9.1. For example, the spring may be absent, leaving the magnets

sliding freely in the frame, as found in “shake-powered” consumer flashlights, sim-

ilar the one shown in Figure 9.2. Another variation is that the coil may be used

as the moving mass, and the magnet may be affixed to the frame. Other designs

and a more systematic classification of harvester architectures are discussed in

Section 9.3.

Compared to piezoelectric or electrostatic harvesters, electrodynamic vibra-

tional energy harvesters have the advantage of lower electrical output impedance,

yielding maximum power delivery with loads typically in the ohm to kiloohm

range. Another advantage is that they are purely passive, requiring no external

voltage supply to operate. The electrodynamic architecture is also known to be

highly robust and scalable across different size/power regimes. Furthermore,

because the operating principles are similar to rotating permanent magnet

machines, one can leverage the vast knowledge, materials, manufacturing

processes, and machine design guidelines that have accrued over the last

century.

Coil

Electronics

Sliding magnet

Figure 9.2 A picture of shake-powered flashlight [1].
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The fundamentals of electrodynamic energy conversion were discovered nearly

two centuries ago. It all began with the breakthrough discovery of electromag-

netism in 1820 by Hans Christian Ørsted, a Danish physicist. Ørsted noted the

deflection of a compass needle when in proximity to current-carrying wires,

and further systematic investigation confirmed the link between electricity and

magnetism. One year later, British inventor Michael Faraday demonstrated

the continuous circular motion of a current-carrying wire around a magnet,

often accredited as the first electric motor. This experiment showcased the first

important principle of electrodynamic transduction, namely, the electromagnetic

force acting on a current-carrying wire. However, an accurate mathematical

description was not formalized until nearly 70 years later in 1889 by English

mathematician Oliver Heaviside. Three years later in 1892, the Dutch physicist

Hendrik Lorentz provided a unifying vector formula combining the magnetic

and electric forces acting on a charged particle, known today as the Lorentz

force.

The second important principle for electrodynamic transduction is the phe-

nomenon of electromagnetic induction, which is generally credited to Faraday in

1831. Records suggest that American scientist Joseph Henry may have indepen-

dently demonstrated induction earlier in 1830, but did not immediately publish his

findings. There is also evidence that Italian physicist Francesco Zantedeschi may

have discovered induction even earlier in 1821. Nevertheless, the mathematical

formula describing this phenomenon is today known as Faraday’s Law. This law,

together with the Lorentz force, describes the electrodynamic conversion from

mechanical to electrical energy and vice versa.

Since the nineteenth century, many types of motors and generators have been

built using these principles. The vast majority have been rotational-type machines,

spanning from tiny motors in toys to gigantic generators found in hydroelectric

power plants. Linear motors and generators received far less attention until the

mid 1990s. Then, motivated by the higher efficiency of power electronic circuits

and emerging application areas such as energy harvesting, research was acceler-

ated on linear generators and other new types of architectures.

The use of electrodynamic transduction for energy harvesting can be traced

back to the self-powered SEIKO AGS Kinetic Quartz Watch introduced in

1988 [2, 3]. In addition, the first resonant-type vibrational energy harvester

device, published by Williams and Yates in 1995 [4], also used electrodynamic

transduction. Since then, research groups all over the world have published

hundreds of papers on electrodynamic energy harvesting prototypes intended

for many different applications, such as machine vibrations and human motion.

Stand-alone electrodynamic energy harvesters are even now commercially

available [5–8], as shown in Figure 9.3.

While a sampling of different devices and architectures will be discussed in

Section 9.3, the reader is directed to review papers by Mitcheson et al. [9–11],

Arnold [12], Beeby et al. [13], Khaligh et al. [14], Paulo and Gaspar [15], Zhu et al.

[16], and Cepnik et al. [17] for a broader of the field of energy harvesting.
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(a) (b)

Figure 9.3 Commercial electrodynamic vibrational energy harvesting devices: (a) Per-

petuum, Ltd. and (b) Ferro Solutions, Inc.

9.2

Theoretical Background

In this section, the core working principle of electrodynamic vibrational energy

harvesters is explained along with a mathematical description of the physics of

electrodynamic transduction.

9.2.1

Energy Storage, Dissipation, and Conversion

From an energy perspective, an electrodynamic harvester can be described as a

system of energy storage elements, energy dissipation elements, and an electrome-

chanical energy conversion element (converting energy between the electrical and

mechanical domains). The energy storage and dissipation mechanisms can occur

in both the mechanical and electrical domains.

In operation, the harvester absorbs mechanical energy from the environment,

converts or “transduces” this energy into electrical energy, which is delivered to

the electrical load. The absorbed energy must pass through the harvester with

a positive net flow toward the load. In practice, this energy conversion chain is

not perfect. A portion of the mechanical energy absorbed by the harvester is not

immediately converted; it remains as mechanical energy in the form of kinetic

energy associated with the moving mass or potential energy stored in the spring.

Some mechanical energy is also lost owing to friction or other mechanical loss

mechanisms. A portion of the absorbed mechanical energy, however, is converted

into electrical energy whenever there is a change in magnetic flux in the coil. Some

of this converted electrical energy is stored in the magnetic field of the coil and

some is lost as ohmic dissipation in the coil. The remaining energy is ultimately

delivered to the electrical load and represents the net “generated” electrical energy.

A more detailed model of these processes is described in Section 9.4.
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9.2.2

Electrodynamic Physics

There are two fundamental physical interactions that describe the electromechan-

ical energy transfer of electrodynamic transduction. In modern physics, these two

interactions are generally known as Faraday’s law of induction and the Lorentz

force. Each is described more fully below.

9.2.2.1 Faraday’s Law

Faraday’s law of induction describes the induced voltage (emf) V emf that arises

with the time-varying magnetic flux through a coil. For a single-turn coil,

Vemf = −dΦ
dt

= − d

dt

(
∫S

−⇀𝐁 ⋅ d−⇀𝐬
)

(9.1)

where Φ is the flux through the coil, defined by the integration of the magnetic

flux density
−⇀𝐁 passing through the surface S. By applying the chain rule to the

derivative, this voltage can be further expanded into a sum of two terms [18]

Vemf = −∫S

∂
−⇀𝐁
∂t

⋅ d−⇀𝐬

transformer

+ ∮C

(
−⇀𝐔 ×

−⇀𝐁) ⋅ d
−⇀
𝓁

motional

= V tr
emf

+ Vm
emf

(9.2)

where
−⇀𝐔 is the velocity of the coil defined by the contour C. The “transformer

emf” describes the voltage induced by a time-varying magnetic field acting on a

stationary coil, whereas the “motional emf” describes the voltage induced by the

coil moving in a static magnetic field. The voltage induced in a multi-turn coil

would be computed as the linear sum of the voltages induced in each turn.

In a vibrational energy harvester, the determination of whether the field is

changing or the conductor is moving is all based on perspective. Consider the

canonical harvester shown schematically in Figure 9.4, with a duck standing on

the magnet, and a rabbit standing on the coil. In operation (base excitation),

both the magnet (duck) and the coil (rabbit) are moving relative to the laboratory

reference frame. However, from the perspective of the duck, the coil is moving

Figure 9.4 Cartoon illustrating the different

perspectives for calculating the induced voltage

from Faraday’s law. The duck perceives a coil

moving in a static magnetic field, whereas the

rabbit perceives a time-varying magnetic field

acting up a stationary coil.
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in a static magnetic field; hence the voltage should be calculated using the

motional emf. Conversely, from the perspective of the rabbit, the magnetic field

acting on the coil is changing; hence the voltage should be calculated using the

transformer emf.

Which perspective is right? Indeed, either is correct. The problem could be

solved with either equation, and the numeric answer would be the same in both

cases. This leads to an interesting, yet fairly generalizable conclusion: most electro-

dynamic interactions can be solved using either the transformer emf equation or

the motional emf equation. Typically, solving the motional emf equation is much

easier, as it involves a 1-D line integral, as opposed to a 2-D surface integral in the

case of the transformer equation.

From here onward, the motional emf will be defined as

Vemf = ∮𝓁coil

(
−⇀𝐔 ×

−⇀𝐁) ⋅ d
−⇀
𝓁 , (9.3)

where 𝓁coil is the contour of the coil.

9.2.2.2 Lorentz Force

The Lorentz force describes the electromagnetic forces acting on charged parti-

cles. For a discrete charged particle with charge q and velocity
−⇀𝐔 , the total force is

the superposition of forces arising from the electric field
−⇀𝐄 and magnetic field

−⇀𝐁 ,

−⇀𝐅 particle =
−⇀𝐅 elec +

−⇀𝐅mag = q
−⇀𝐄 + q(

−⇀𝐔 ×
−⇀𝐁) (9.4)

Electrodynamic transduction is only concerned with the magnetic term. A

current-carrying conductor represents a flow of negatively charged electrons.

Hence, the net magnetic force on the conductor is expressed by the integration

of the forces from all the electrons within the wire. Assuming a filamentary

conductor carrying electrical current I, the equation is given as

−⇀𝐅mag = I∮𝓁coil

d
−⇀
𝓁 ×

−⇀𝐁 (9.5)

9.2.3

Simplified Electrodynamic Equations

The Faradaic induction (linking voltage and velocity) and Lorentz force (linking

current and force) interactions are graphically illustrated in Figure 9.5. When

functioning as a generator as in the case of an energy harvester, the force and

velocity are in opposite directions (mechanical energy absorbed), and electric

current flows out of the positive terminal (electrical energy supplied), as depicted.

In the case of Faradays law, consider a coil segment moving in a transverse direc-

tion (perpendicular to the conductive path) with velocity magnitude U . In this

case, the voltage is given by the simple expression

Vemf = Bavg𝓁coilU (9.6)
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(a)

U

B⊥B⊥

I
Vemf

Fmag

(b)

Figure 9.5 Schematics showing (a) voltage/velocity and (b) current/force relationships for

electrodynamic transduction.

where Bavg is the magnitude of the average orthogonal magnetic flux density,

defined as

Bavg = 1

𝓁coil
∫𝓁coil

B⊥d𝓁 (9.7)

and B⊥ is the magnitude of the B-field in the direction orthogonal to both the con-

ductive path and the velocity. Simultaneously, there is an electromagnetic force in

direct opposition to the velocity given by

Fmag = Bavg𝓁coilI (9.8)

Equations (9.6), (9.7), and (9.8) define the electrodynamic link between the

mechanical and electrical domains. The proportionality term

K = Bavg𝓁coil (9.9)

is common to both equations, where K is known as the electrodynamic transduc-

tion coefficient.

In a linear time-invariant model, it is assumed that K is constant in time, that

is, the magnetic field or coil length does not change with any motion of the coil.

In an energy harvester, this assumption holds true for small relative motions. But

in cases of large motion, a time-dependent K must be considered.

9.3

Electrodynamic Harvester Architectures

A wide variety of electrodynamic harvester designs and architectures are possible.

In this section, different types of harvesters are introduced, and a framework is

presented for categorizing them on the basis of external excitation conditions and

internal device constructions.

First, electrodynamic energy harvesters can be distinguished on the basis of the

excitation for which they are designed. As shown in Figure 9.6, there are two main

aspects, the type of excitation and its temporal characteristics. Most energy har-

vesting research efforts have focused on simple, one-dimensional vibrations. Such

vibrations can be found in many places, for example, in buildings, on machines, or
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Excitation
type
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Fixed
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rotation/other
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Mechanical/motional design Electrical/magnetic design

Figure 9.6 Framework for categorizing electrodynamic harvesters.

on moving objects [19, 20]. Rotating motions are also widely available, but far less

explored [21]. Another excitation type that has inspired significant creativity is air

flow, for example, in air ducts or even around buildings [8, 22, 23]. Harvesting from

natural human movements has also been explored [24, 25] and such movements

often comprise linear and rotational accelerations in all three dimensions.

In addition to their excitation types, vibrations or other motional sources can

be distinguished by their temporal characteristics. The simplest type is single-

frequency harmonic oscillation, that is, purely sinusoidal vibrations [26]. Much

more complicated are excitations with time-varying, multitone, or broadband fre-

quency contents [16]. In order to harvest from a time-varying harmonic vibration,

tuning mechanisms can be used to alter the resonant behavior of the harvester, for

example, see Ref. [27]. Harvesting from predefined multiple tonal frequencies can

be realized by cascading multiple harvesters with different resonance frequencies.

Harvesting from broadband excitations can be possible by utilizing inherent non-

linearities in the mechanical design. Research in the field of broadband harvesting

is still in its infancy and investigations are ongoing.

Harvesters can be further categorized according to their internal electrome-

chanical design. The goal of any electrodynamic architecture is to transform an

external motion into an internal relative motion that changes the magnetic flux in

a coil. The simplest approach is to use a sliding or rolling mass that moves because
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of its inertia within an excited housing [24]. However, to realize an amplified inter-

nal motion, resonant-type designs are commonly used. These designs employ a

moving mass and a restoring force, which function as mass-spring (-damper) sys-

tem. Here, different types of restoring forces have been explored. Most harvesters

use spring-like mechanical flexures, such as beams or membranes, for example,

see Ref. [28, 29]. An alternative is the use of repulsive forces between opposing

magnets to create “magnetic springs” [30]. A third type of restoring force is the

use of gravity for pendulum-type motion [31, 32], but this type of behavior cannot

be described by a simple mass-spring(-damper) system.

Special attention should also be given to the mechanisms used to convert flow

into a defined relative motion. One approach is to employ small windmill-like

harvesters and a rotating machine for energy conversion [22]. Additionally,

clever mechano-fluidic designs can be used to excite oscillating or flapping-type

responses [8, 23].

Criterion to distinguish harvesters is whether the coil, the magnet, or both com-

ponents are movable. Architectures that employ moving magnets must consider

potential unwanted eddy current generation (and damping) in nearby metal struc-

tures. Furthermore, harvesters can be differentiated by the design of the magnetic

circuit, that is, the permanent magnet(s) and soft magnetic back iron(s) used to

shape the magnetic flux path. Most commonly, a single permanent magnet is used

with no back iron, having the key advantage of simplicity. In this case, the magnetic

flux is not guided and the flux densities realized within the coil are usually com-

paratively lower. In addition, a significant magnetic field penetrates other parts

of the harvester and the surroundings such that eddy currents can be significant,

and the corresponding magnetic forces can change the dynamic behavior. At the

other extreme is a complex magnetic circuit with multiple magnets and back irons

to shape and concentrate the magnetic field. The design and manufacture of such

structures is obviously more complicated, and requires more components, and

hence cost. This complication and expense may be warranted in exchange for

higher performance.

Some common magnetic circuit designs are shown in Figure 9.7. Design (a) is

known as the voice-coil architecture and is commonly used in loudspeakers, or,

for example, see Ref. [33]. Design (b) follows the design of the head actuator in

hard drives [34, 35] and was first used in energy harvesting by the group of Beeby

[36]. Design (c) uses opposing magnets to create a strong radial flux and was used

in [37] (without the back iron spacer). Design (d) shows a one-sided flux array,

known as the Halbach array [38], which has been utilized in [23].

9.4

Modeling and Optimization

This section describes different approaches to model electrodynamic harvesters.

Attention is then given to describing key objectives for maximizing the output

power, and hence performance, of an electrodynamic energy harvesting device.
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Figure 9.7 Different configurations of electrodynamic transduction, a) voice-coil, b) head

actuator, c) opposing magnet and d) Halbbach array architecture.

9.4.1

Modeling

Modeling provides the tools necessary for predicting the harvester performance

and hence enabling systematic design and optimization. Two complementary

modeling techniques are commonly used for electrodynamic harvesters: the

lumped element method and the finite element method. The lumped element

method is a simple and effective approach, which provides an analytic description

of the physics of the system. The system behavior is defined by equations that

are calculated from engineering design variables such as geometries and material

properties. The lumped element method hence provides physical insight of the

system and provides an ideal framework for design and optimization. Conversely,

the finite element method is a numerical modeling approach that provides more

accuracy for more specific problems. Table 9.1 summarizes the advantages and

recommended usage of lumped element method and finite element method. Both

methods will be introduced for the purpose of modeling electrodynamic energy

harvesters. In addition, a hybrid approach will be presented that combines the

two methods.

9.4.1.1 Lumped Element Method

The lumped element method divides a multi-energy-domain physical system into

discrete elements based on the energy interactions in the system. Each element

has one or more “ports,” through which it exchanges energy with other elements.

The energy transfer rate (power) into or out of a port is described by the product

of an effort variable and a flow variable acting on that port. For example, in the
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Table 9.1 An overview of the lumped element method and finite element method.

Lumped element model Finite element model

Advantages • Simple and fast

• Provides analytic expressions

based on design variables

• Enables physical insight

• Easy interfacing with com-

plex electronic loads

• Accurate and versatile

• Provides spatially distributed field solu-

tions

• Accommodates material nonlinearities

Suggested uses • System-level model

• Design-oriented modeling

• Estimation of physical parameters

• Detailed design evaluation

electrical domain, voltage is an effort variable, and current is a flow variable. In the

mechanical domain, force is the effort variable, and velocity is the flow variable.

Effort and flow variables are called conjugate power variables of the system.

There are five common one-port elements: effort source, flow source, dissipater

(resistor), compliance (capacitor), and inertance (inductor). Their behaviors

are summarized in Table 9.2. Two common energy-conserving two-port ele-

ments – the transformer and gyrator – are also summarized. The reader is

directed to [39–41] for more detail on the lumped element modeling approach.

In this chapter, electrical circuits are used to represent the lumped element

model, and an impedance analogy is assumed. “Effort” in any energy domain is

represented by a voltage, and “flow” is represented by current. Elements that share

the same effort are connected in parallel, while those that share the same flow are

connected in series. In this way, a multi-energy-domain system can be expressed

using a single-domain, circuit representation. This equivalent circuit can be ana-

lyzed using basic circuit analysis techniques or simulated with standard circuit

simulation tools (e.g., PSPICE) for convenient analysis and design.

To illustrate the modeling process, the canonical electrodynamic harvester

shown previously in Figure 9.1 is used for reference. Conceptualization of the

model follows the energy transfer behavior described in Section 9.2.1. The equiv-

alent circuit for the harvester is shown in Figure 9.8, which is briefly described

below. For more detailed descriptions and experimental validations of the lumped

element model for electrodynamic energy harvesters, readers are directed to [42].

The model involves electrical and mechanical domains, which are coupled by

electrodynamic transduction. The mechanical domain models the mechanical

components of the harvester (e.g., mass, spring, and damper) and provides a

mechanical input port to which is connected a vibration source. The electrical

domain models the electrical components (e.g., resistance, inductance of the coil)

and provides an electrical output port to which is connected power electronic

circuits and/or energy storage devices. The two domains are coupled by a gyrator,

which represents the electrodynamic transduction.
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Table 9.2 List of general representations of elements in a lumped element model.

Element Symbol Characteristic equation

Effort source

+

Flow source

Inertance

+

L

Compliance

+

C

Dissipator

R

+

Transformer

1:T

Gyrator

+

–

+

–G

e1
~

f1
~

f2
~

e2
~

+

–

–

–

–

–

+

–

e1
~

e
~

e
~

e
~

e
~

f1
~

f
~

f
~

f
~

f
~

fsource

~

esource
~

f2
~

e2
~

f = fsource

~~

e = esource
~~

e = Rf
~ ~

e2 = Te1
~ ~

e2 = Gf1
~ ~

f2 = − f1
~ ~

T

1

~
f2 = − e1

~

G

1

e = L
~ df

~

dt

f = C
~ de

~

dt

In vibrational energy harvesting, it is customary to assume that the mass of the

vibration source is much greater than that of the harvester, and that the mechan-

ical connection between the vibration source and the harvester is perfectly rigid.

Under these conditions, an ideal flow source of velocity Us can be used to model

the vibration source. This velocity represents the motion of the frame (and coil) in

the laboratory reference frame. The velocityUm represents the velocity of the mag-

net, again in the laboratory reference frame. The term Ur = Us −Umsss represents

the relative velocity between the magnet and the frame, and is the key parameter

of the spring and also the damping velocity. Therefore, as shown in Figure 9.8,

the model consists of current source that represents the vibration base velocity,

an inductor that represents the mass of the magnet m, a capacitor that represents

the compliance of the spring 1/k (k is the spring constant), and a resistor that
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Figure 9.8 A circuit representation of the electrodynamic vibrational energy harvester

lumped element model.

represents the mechanical damping b (with a unit of N⋅s/m, not to be confused

with the dimensionless damping ratio).

According to the electrodynamic transduction principle explained in

Section 9.2.3, relative motion between the magnet and the coil induces a

voltage V emf on the coil, which is proportional to the relative velocity by the

electrodynamic transduction coefficient K . Meanwhile, the electric current in the

coil I creates a mechanical force Fmag that attempts to resist the relative motion,

and this force is proportional to the current by the same factor K . These two

equations, which phenomenologically describe electrodynamic transduction, are

represented by a gyrator with gyration resistance K .

The electrical part of the model represents the electrical energy stor-

age/dissipation of the coil. The coil can be simply represented by a resistor Rcoil

and an inductor Lcoil connected in series. For the low operating frequencies of a

vibrational energy harvester, the impedance associated with the capacitance of

the coil is typically so small that it can be ignored. The voltage across the electrical

output port of the lumped model represents the open-circuit voltage across the

terminals of the coil. Various electric loads can be connected to this port.

As an example of the utility of the lumped model, consider the vibration source

to be a sinusoidal source with velocity amplitude Us and angular frequency 𝜔s

(equivalently, an acceleration amplitudeAs = Us𝜔s and displacement amplitude of

Xs = Us∕𝜔s). Furthermore, consider a simple resistive load that is connected to the

output port of the harvester, and assume that the coil inductance can be ignored

(true for most applications). Basic circuit analysis techniques can be used to derive

the conditions and the expression for maximum time-average load power. It can

be shown that the maximum load power is obtained when the source excitation

frequency 𝜔s matches the natural frequency 𝜔n of the mass-spring resonator,

𝜔s = 𝜔n =
√

k

m
(9.10)

and the load resistance matches the output resistance of the energy harvester,

Rload = Rcoil +
K2

b
(9.11)

When both conditions apply, the time-average load power is given by [42, 43]

Pavg =
m2As

2

8b
(

1 + Rcoilb

K2

) (9.12)
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This equation shows how the power scales with the input vibration and harvester

system parameters.

There are some other possible extensions to the simple linear model described

above. First, in the case that the vibration source and/or the interface between the

source and the harvester is more complicated (e.g., the source mass is comparable

to that of the harvester, the interface having finite compliance), the source of

the model can be changed to reflect reality. For example, in order to model the

vibration source with finite mass, the flow source can be replaced with an effort

source in series with a generalized inertance. The second possible extension

is that nonlinear components can be incorporated in the model to represent

nonlinear spring, damping, or position-dependent transduction coefficient [44].

9.4.1.2 Finite Element Method

The lumped element method provides a good system-level description of a device.

However, it is often necessary to obtain more detailed spatially distributed field

information, for example, stress/strain distribution of the spring or magnetic flux

density around the magnets and the coils. The finite element method can be used

to generate and analyze such information. The finite element method is a numeri-

cal technique used to find approximate solutions for partial differential equations

with known boundary conditions. It can be used to solve physical problems that

involve complicated shapes, nonlinear material properties, or other conditions

where analytical approaches are impractical.

In finite element models, the system is divided into subdomains. Each sub-

domain is governed by a set of differential equations that describe its physical

behavior. The subdomains are then spatially “meshed” into a large number of dis-

crete, interconnected elements. These elements are similar to those in the lumped

element model, in that the physical properties within each element are assumed

to have simple spatial variations, for example, linear variation across the element.

Equations that describe the behavior and connectivities of the elements are then

combined to form a global set of equations for the system. An approximate solu-

tion of the equation set can be found by using various algorithms. The reader is

directed to [45, 46] for more detail on the finite-element modeling approach.

There are several key advantages of using the finite element method for

design. First, finite element models can accurately solve problems with complex

geometries and material compositions. This is very useful in simulating the

performance of a real-world energy harvester where complex components are

involved. Figure 9.9 shows the simulated magnetic flux density of the magnetic

structure in Figure 9.7c. It clearly demonstrates that the radial component

of the magnetic flux density is concentrated around the air gap between the

two opposing magnets, where the coil is placed. Estimation of the transduction

coefficient is much easier and more accurate using the finite element method than

using analytical methods. Second, it is relatively convenient to estimate parasitic

effects in the system. For example, the finite element model can be used to

estimate the parasitic magnetic force between the magnet and the environmental



9.4 Modeling and Optimization 189

R
a
d
ia

l 
m

a
g
n
e
ti
c
 f
lu

x
 d

e
n
s
it
y
 (

T
)

Axis of
symmetry

z
 (

m
)

r (m)

0.1

0.1

–0.1
–0.35

–0.3

–0.25

–0.15

0.15

–0.1

0.1

0.2

0.3

0.25

0.35

–0.05

0.05

0

–0.2

0 0.2

0.2

0.3

0.3

0.4

0.4

0.5

0.5

0.6

0.6

0.7 1.4736x10–8

0.9565

COMSOL

MULTIPHYSICS

0.7

0.8

0.9

Figure 9.9 Finite element simulation result of the magnetic flux density in the magnetic

structure shown in Figure 9.7c.

ferromagnetic materials. Third, it can easily simulate nonlinear properties, such

as nonlinear mechanical properties or complex magnetic material behavior.

Although a finite element model can ideally give much more accurate results

comparing to the lumped element model, it is generally not recommended to

model the system completely using the finite element model. The main concern is

the computation cost that is required to simulate any reasonably complex system.

Computation time and resource increase dramatically with the complexity of the

system and the required accuracy. It is advisable to use the finite element model

to solve localized or domain-specific subproblems, for example, to find out the

stress/strain distribution of the spring or to calculate the magnetic field distribu-

tion of the magnet.

9.4.1.3 Combination of Lumped Element Model and Finite Element Model

The lumped element model provides a simple and effective system-level repre-

sentation of an energy harvester. The model gives physical insight of the system as

well as easy interface with the environment and peripherals. On the other hand,

the finite element model is versatile with complexities in geometry and material

composition, and provides precise estimates of local effects and parasitic effects.

The power of the two modeling approaches can be combined to achieve a power-

ful tool set for energy harvesting system analysis and design. This section provides

a general guideline for using the combined modeling approach at different stages

in the energy harvester design.
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At the device conceptualization stage, the lumped element model can be used to

evaluate different device architectures. Rough estimation of performance can be

rapidly generated for initial evaluation of concepts. To evaluate each generation of

the design, the lumped element model can still be used to model the device struc-

ture, while a number of finite element models are used to extract model param-

eters with reasonable accuracy. For example, a static mechanical model can be

used to extract the spring constant, a magnetostatic model can be used to extract

the transduction coefficient, and an electromagnetic model can be used to extract

the coil inductance. The extracted model parameters can then be substituted into

the lumped element model for more accurate system performance evaluation and

optimization.

After a design with satisfactory performance is achieved, finite element models

can be used to evaluate the practical aspects of the design. For example, a static

mechanical model can be used to evaluate the stress/strain distribution of the

spring. Other appropriate finite element tools can be used to evaluate the parasitic

interactions between the device and the environment (magnetic, aerodynamic,

etc.).

After a final design is achieved with all the model parameters extracted. The

interaction between the harvester and the power electronic circuits, as well as the

vibration source can be evaluated using the final lumped element model.

9.4.2

Optimization

Optimization of an energy harvester may have different meanings, depending on

the application. In many cases, the goal is to maximize the power delivered to the

load or total energy delivered for storage within certain duration. It is also possible

that the loading effect of the energy harvester is significant to the vibration source

(e.g., human or other small moving objects), and so a different goal may be to

maximize the efficiency given that certain amount of power output is achieved.

The design of an energy harvester is typically subject to certain constraints.

The size/weight of the device is limited by the available space and the loading

capability of the vibration source. A significant portion of the space/weight

budget may be occupied by the frame. For example, the frame may need to be

thick enough to minimize the effects of stray magnetic fields to the outside world.

The available functional space inside the frame determines the maximum value

of the proof mass, total volume of the coils, the range of motion, and so on. The

operating temperature of the harvester may restrict the available materials for

permanent magnets.

In general, a top-down approach is used to optimize the performance of an elec-

trodynamic energy harvester. In the first step, the relationship between the overall

performance and system-level parameters is determined through model analysis.

For example, using a lumped element model, simulation of the equivalent circuit

model can reveal the importance of each system parameters (mass, spring con-

stant, transduction coefficient, etc.). Coupling this relationship with the design
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constraint, an optimized space/weight budget allocation can be achieved, so that

the design constraints and objects for each harvester components can be set. In the

next step, optimization of each component can be performed using either analyt-

ical or numerical tools. For example, a magnetostatic finite element model can be

used to optimize the shapes of the magnets and the coils so that the transduction

coefficient is optimized.

Consider again the canonical energy harvester shown in Figure 9.1 and the cor-

responding lumped model in Figure 9.8. Equation (9.12) provides the system-level

formula defining the power generation capabilities for the energy harvester. For a

given vibration excitation, the power is maximized by maximizing the mass m and

minimizing the mechanical damping b. The upper bound of the mass is limited to

the available materials and space. Strategies for the damping will be presented in

the next section. However, the ratio in parentheses in the denominator requires

additional attention. The inverse of this unitless ratio has recently been coined as

the coupling strength [47].

γ = K2

Rcoilb
. (9.13)

The coupling strength plays an important role in the effectiveness of a vibra-

tional harvester and should be maximized in order to maximize the average load

power. It can be reexpressed by substituting more explicit definitions of the coil

resistance and the transduction coefficient (Eq. (9.9))

γ = K2

Rcoilb
=

(Bavglcoil)2(
𝜌coillcoil

Acoil

)
b
=

(Acoillcoil)B2
avg

𝜌coilb
=

κVcoilB
2
avg

𝜌coilb
(9.14)

where 𝜌coil, lcoil, and Acoil are the resistivity, length, and cross-section area of the

coil conductor, respectively; and Vcoil and 𝜅 are the total volumetric space occu-

pied by the coil (including insulating layer and air gaps between windings) and

the fill factor of the coil (percentage of the coil volume occupied by the conduc-

tor), respectively [26]. Therefore, a low-resistivity coil conductor is needed with

the maximum possible fill factor and the coil architecture should be designed to

maximize the product VcoilB
2
avg. Besides using a stronger magnetic material for the

permanent magnet, geometrical optimization should be performed to optimize

the shape and dimensions of the magnet and the coil, as well as their relative posi-

tions. This task can best be handled using the finite element model of the magnet

and the coil, and numerical optimization methods [48]. Additional methodologies

for optimizing an electrodynamic harvester can be found in [49].

9.5

Design and Fabrication

After considering common architectures in Section 9.3 and the procedures to

mathematically model a harvester in Section 9.4, some practical aspects should

be addressed: How to go from a conceptual design to a physical implementation?



192 9 Electrodynamic Vibrational Energy Harvesting

What fundamental limitations (physics, material properties) need consideration?

What are practical constraints for fabrication/manufacturing?

9.5.1

Design of Electrodynamic Harvesters

Design aspects with significant impact on the harvester behavior and performance

are highlighted here. Owing to the complexity of the harvester design, some of

these aspects can be easily overlooked, but all are important factors for maximiz-

ing harvester performance.

System damping Damping is the main limiting factor for the output power

of a harvester (see Eq. (9.12)). Although damping is rarely

discussed in energy harvesting literature, its consideration

in the harvester design is critical to increase the power

generation performance. For harvesters at millimeter size

and above, anchor loss, acoustic damping, and magnetic

hysteresis loss usually are negligible. Depending on the

harvester design and dimensions, some of the following

damping types have to be considered [50]. Unfortunately,

most of these phenomena are nonlinear and depend on

multiple design parameters, so their direct consideration in

the design and optimization is often quite challenging.

a) Eddy current damping: While the primary role of the har-

vester is to induce a current in the coil, unwanted eddy

currents can also be induced in metal components in

and around the harvester. Because metal components may

represent a “short-circuited” electrical path, a very weak

magnetic field can induce losses with a value comparable

to the energy conversion in the coil. A key to avoid eddy

current damping is to avoid the use or proximity of con-

ductive metal structures, and to be especially cautious in

the design of “moving-magnet” type structures.

b) Viscid damping: The smaller the air gaps between the

magnetic circuit and the coil and the larger the footprint

of the magnetic circuit, the stronger the magnetic field

can be. However, reducing these air gaps increases viscid

damping. Especially for miniaturized harvesters (with an

unfavorable surface to volume ratio), viscid damping can

become the dominating loss. Vacuum packaging technol-

ogy can potentially decrease the viscid damping dramati-

cally by removing most of the air molecules in the air gaps.
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c) Thermoelastic damping: Thermoelastic damping is due

to thermal fluctuations in the mechanical flexures when

subjected to alternating stresses during vibration. With

improper spring design, the fluctuation can resonate and

therefore significantly damp the harvester. The challenge

is to adapt the spring geometry (e.g., the thickness of the

beam/membrane for beam/membrane springs) to min-

imize the thermoelastic damping but without changing

the resonance frequency. However, a trade-off can result,

as maximum stress and material hysteresis damping can

both increase.

d) Material hysteresis damping: In polycrystalline materials,

micro-defects can cause high losses that can dominate

the losses of a harvester. One solution is to use single-

crystalline materials for the springs/flexures.

e) Friction damping: Friction can be caused by an imperfect

mounting of the oscillator. To minimize this effect, the

spring/flexures should be rigidly anchored and must not

allow any unwanted slippage at the mounting points.

Material based limitations Two major material limitations are often encountered in

electrodynamic harvesters.

a) Maximum operating temperature of the magnets: A mag-

net must be kept below the maximum operating temper-

ature to avoid irreversible magnetization losses. This lim-

iting temperature is much lower than the Curie tempera-

ture (the temperature where a ferromagnet loses all of its

magnetization). The strongest permanent magnets made

of NdFeB have maximum operating temperatures ranging

from 80 to 150 ∘C, depending on the specific alloy.

b) Fatigue limit of the spring/flexure material: Fatigue is the

weakening of a material after cyclic loading and is an

important consideration in the spring design. For cer-

tain materials, a fatigue limit can be defined as the stress

that causes failure after a large number of cycles, and

so influences the choice of spring dimensions and mate-

rial. This limit is typically no more than half of the ulti-

mate tensile strength of a material. Also, there is gener-

ally a trade-off between fatigue and hysteresis damping.

Single-crystalline materials such as silicon have low mate-

rial hysteresis damping but generally lower fatigue limits,

whereas polycrystalline materials such as spring steel offer

a higher fatigue limit but higher material damping.
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Nonlinear behaviors In practice, most harvester mechanics show some degree of

nonlinearity. For example, mechanical flexures typically

exhibit a stiffening behavior at large excitations caused by

higher-order bending terms [16]. Also, the electrodynamic

coupling coefficient may change with relative motion

between the magnet and coil. These subtle nonlinearities

can impact the harvester behavior, even when nonlinear

behavior is not specifically intended. Consequences may

include a changing resonant frequency and/or varying

optimal load conditions for different excitation amplitudes.

Harvester housing The housing of a harvester is important to prevent particles

or liquids from entering the mechanical system or even to

provide a vacuum environment. In addition, the housing

can play an important role to shield the magnetic field of

the harvester from affecting the external environment or to

shield external magnetic fields from affecting the harvester

operation. Without this shielding, magnetic forces can

significantly disturb the harvester behavior [50].

Harvester output The harvester output, that is, voltage and impedance, needs

to meet the requirements of the connected load circuit. By

adjusting the wire thickness and correspondingly the

number of windings of the harvester coil, the voltage can in

principle be adapted without affecting the harvester power.

One challenge is that achieving modest voltage levels (∼1 V

or higher) in a miniaturized energy harvester may require

wires with thicknesses below 40 μm, which makes

manufacturing and handling difficult. It is often undesired

to change the coil resistance and therefore the required

optimum load resistance. Therefore, the coil volume must

be adjusted to achieve the desired voltage level.

9.5.2

Fabrication of Electrodynamic Harvesters

Electrodynamic harvesters offer enormous flexibility in their architecture. Hence

many different materials and manufacturing approaches can be considered for

their construction. At the macroscale, most electrodynamic harvesters are built

using an assembly of components including the following:

• Magnet – typically one or more high-energy-density permanent magnets, made

from Nd–Fe–B or Sm–Co alloys
• Conductor – typically one or more coils formed from a lacquer-coated copper

wire, known as magnet wire
• Spring/Flexure – many options such as coil springs, cantilever beams, “mag-

netic springs,” ball bearing sliders, or even springless designs



9.5 Design and Fabrication 195

• Core (optional) – iron structures to shape the magnetic fields and/or close

the magnetic path and thereby increase the magnetic fields (typically, a

high-magnetic-saturation ferromagnetic metal such as Fe, Ni–Fe, or Fe–Co

alloys)
• Housing – an external frame or structure to which all other components are

assembled, such as plastic, metal (in the case of moving-magnet designs, elec-

trically nonconductive frames are preferred to avoid eddy-current damping in

the housing).

From a commercialization standpoint, one advantage of an electrodynamic har-

vester is that all of these materials are readily available, well characterized, reli-

able/stable, and of fairly low cost. It is worth noting that a fully functioning sys-

tem would require additional power electronics and possibly power storage (e.g.,

capacitors or batteries), which are not described here.

Besides conventionally manufactured macroscale devices, many emerging

applications demand energy harvesters with significantly miniaturized size.

Keeping in mind that the power output of a harvester scales with size, a “minia-

ture” (few cm3) energy harvester may only generate microwatts of power. For

harvesters at these size scales, a host of manufacturing technologies are avail-

able. Bulk magnets can be readily obtained with dimensions down to 0.5 mm.

Windings can be fabricated using fine-scale magnet wire, printed circuit board

(PCB) traces, low-temperature co-fired ceramics (LTCCs), or even 3-D printed

electronics.

For even smaller “micro” size scales (few mm3), microsystem (MEMS,

microelectromechanical systems) fabrication technologies can provide a viable

manufacturing platform, but it is worth noting that devices at this size scale may

only generate nanowatts or picowatts of power. The microfabrication of coils with

microscale dimensions is fairly routine and makes use of photolithographically

patterned thick-film metals such as electroplated copper or gold. Dense, complex

winding patterns can be achieved using multiple metal layers, each with thickness

ranging from micrometers up to tens of micrometers in thickness. Complex

mechanical flexures can also be created by creative micromachining of various

materials including silicon, polymers, ceramics, and metals. The microfabrication

of high-quality permanent magnet materials at micrometer scale dimensions,

however, is more challenging [51]. Common approaches include electroplating,

sputtering, or methods for microforming bonded powders all with various

manufacturing and performance trade-offs.

Figure 9.10a shows an example of a fully microfabricated electrodynamic

harvester using a bonded-NdFeB-powder magnet and an out-of-plane vibration

architecture [52]. Figure 9.10b shows another recent example making use of

sputtered Nd–Fe–B magnets and a multipole, in-plane vibration architecture

[53]. A few other devices have also been reported demonstrating the feasibility

of full microfabrication [54–56], but there is plenty of room for improvement in

both performance and manufacturability.

Owing to challenges in permanent magnet microfabrication and integration,

many small-scale electrodynamic harvester prototypes investigated to date have
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Figure 9.10 Microfabricated electrodynamic energy harvesters showing (a) out-of-plane,

single-magnetic architecture (Image courtesy of D. P. Arnold, University of Florida) and (b)

in-plane multipole architecture (Image courtesy of T. Fujita, University of Hyogo).

merged millimeter-scale, bulk magnets with other microfabricated subcompo-

nents. Examples include the original resonant-type harvester by Williams et al. [4,

57], a harvester using a silicon flexure [58], and a frequency up-conversion struc-

ture by Kulah and Najafi [59]. While fine for laboratory prototypes, serial assem-

bly of magnets is undesirable for commercial-scale manufacturing. In addition,

because the performance of a system can be highly sensitive to magnet misalign-

ment, alignment tolerances become increasingly more challenging at smaller size

scales.

9.6

Summary

Electrodynamic transduction affords great flexibility for vibrational energy

harvester design. Many different architectures are possible to enact time-varying

changes in magnetic flux within a coil, using resonant or nonresonant approaches.

This enables the design of structures with very different sizes, shapes, and form

factors. Furthermore, unlike piezoelectric transducers, the decoupling of the

vibration flexure from the electrodynamic transduction mechanism enables one

to target a wide range of frequencies in the dynamic response, even at different

system size scales.

One ongoing area for investigation is the advancement of fully microfabricated

electrodynamic vibrational energy harvesters. Advances in ultralow power
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electronics are creating more application platforms for microscale electrody-

namic energy harvesters that may generate only nanowatts or microwatts of

power. The major challenge for achieving fully microfabricated electrodynamic

energy harvesters is the precise batch fabrication and integration of microscale

magnets on electromechanical structures.

There are also several design opportunities to improve electrodynamic vibra-

tional energy harvesters. One key is maximizing the electrodynamic coupling

strength of the design. In addition, there are opportunities for new materials,

mechanical structures, and packaging technologies to minimize mechanical

damping, which is critical for maximizing output power. Another promising area

is hybrid energy harvesters, which combine electrodynamic transduction with

other transduction mechanisms, such as piezoelectric transduction, and take

advantage of both [60].

A final area for investigation is the development of high-performance power

electronics to maximize the power delivery to an electrical load. Electrodynamic

energy harvesters typically have relatively low output impedance and low volt-

age levels, ranging from single-digit volts, down to even microvolts for microscale

devices. Hence, they demand specialized interface electronics to address these low

voltages and also to provide adaptive impedance matching to maximize the load

power even when the operation condition is varying. Szarka et al. [61] provide a

good starting point for investigation of this important topic.
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10

Piezoelectric MEMS Energy Harvesters

Jae Yeong Park

The energy harvesting technology that converts ambient waste energy into usable

electrical power has been considered as a viable solution for clean and sustainable

energy source. Solar energy is the most promising power source because solar

cells have the highest output power density under direct sunlight. However, solar

cells cannot be used indoors or in areas with no light. Electrical power can also be

scavenged from electromagnetic fields, vibrations, thermal gradients, and so on.

Among these resources, vibration energy has considerable potential for microp-

ower energy harvesting because it provides a high power density, has an infinite

lifetime, and is reliable in harsh environments owing to no physical connection

to the outside of the system [1–3]. In this chapter, the miniaturized vibration

energy harvesters using micro-electro-mechanical-systems (MEMS) technology

and piezoelectric thin film are discussed for ambient vibration energy harvesting

applications.

10.1

Introduction

There are three types of transduction methods that can be used for MEMS vibra-

tion energy harvesters: electrostatic, electromagnetic, and piezoelectric. Among

these methods, piezoelectric transducers have received much attention for milli-

and microscaled energy harvesters, because of their simple configuration and

higher conversion efficiency than the others [2, 4–6]. The general principle for

piezoelectric vibration energy harvesting is a conversion of mechanical stress

into electrical energy using piezoelectric transducers coupled with a resonant

structure. Figure 10.1 presents the typical piezoelectric MEMS energy harvester

to scavenge ambient vibrations. It consists of a cantilever structure, which is

composed of a supporting membrane, piezoelectric layer, and electrodes. The

proof mass is built at the free end of the cantilever to adjust the resonance

frequency and reduce the spring constant. The piezoelectric layer with electrodes

is attached on the supporting membrane to convert the strain induced by kinetic

energy of the oscillated proof mass to electricity via the piezoelectric effect. The

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Mass (m)

y(t)

z(t)

Piezoelectric film

Cantilever (ksp)

Substrate

Top electrode

Bottom electrode

Figure 10.1 Schematic drawing of a cantilever-based piezoelectric vibration energy har-

vester.

resonance of the cantilever beam structure amplifies the small ambient vibration

into an in-plane strain governed by the Euler–Bernoulli beam equation [7–9].

10.1.1

The General Governing Equation

The general model for the vibration energy harvester which converts kinetic

energy of an inertial mass to electrical power is based on a mass-spring damper

system without a specific conversion mechanism [9, 10]. As shown in Figure 10.2,

this simple model consists of inertial mass (m) to vibrate, elastic spring (ksp),

mechanical damping (bm), and electrical damping (be) derived from Figure 10.1

and is described as

mz̈ + (bm + be)z̈ + kspz̈ = −mÿ (10.1)

where z is the displacement of the inertial mass relative to the input vibrations and

y is the input vibration.

z(t)

y(t)

ksp

bm be

m

Figure 10.2 Schematic drawing of a mass-spring damper system for vibration energy har-

vester.
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In this model, the conversion from kinetic energy of the oscillating mass to elec-

tricity is represented as an electrically induced damping coefficient which is a

linear damper in the mass spring system because the energy conversion always

contributes as a loss of kinetic energy. The conversion mechanism in the elec-

tromechanical system for the energy harvester is not always linear to the induced

velocity of the inertial mass. Even though it is not an accurate model, important

conclusions can be extrapolated from the analysis of the proposed system. The

converted electrical power which reduces the oscillation of inertial mass is derived

by using the electrical damping as

P = 1

2
beż

2 (10.2)

It is assumed that the applied vibration is sinusoidal, y = Y cos𝜔t. The analytical

expression of converted power derived from Eq. (10.2) is expressed as

|P| = m𝜍e𝜔nY
2
(
𝜔

𝜔n

)4

𝜔2{
1 −

(
𝜔

𝜔n

)2
}2

+
{

2
(
𝜍e + 𝜍m

) ( 𝜔

𝜔n

)}2
(10.3)

where 𝜍e and 𝜍m are the electrical and mechanical damping ratios given by

𝜍e = be∕2m𝜔n and 𝜍m = bm∕2m𝜔n, respectively, 𝜔 is the input vibration fre-

quency and 𝜔n is the resonance frequency of the mass-spring damper system.

When the excited vibration is matched with the resonance frequency of the

mass-spring system, Eq. (12.4) can be rewritten as

|P| = 𝜍e

4𝜔n(𝜍e + 𝜍m)2
mA2 (10.4)

where A is the acceleration of the input vibration given by A = 𝜔2Y .

The electrical damping for a piezoelectric energy harvester is derived by the

electrical coupling term based on piezoelectric effect for power conversion. The

equivalent electrically induced damping ratio is given as [3]

𝜍e =
𝜔nk

2
p

2

√
𝜔2
n +

(
1

RCp

)2
(10.5)

where kp represents the electromechanical coupling coefficient defined by the

elastic modulus (Y ), piezoelectric constant (d), and permittivity of piezoelectric

material, k2
p = Yd2∕𝜀, R is the load resistor, and Cp is the total capacitance of the

piezoelectric transducer.

10.1.2

Design Consideration

As shown in Eq. (10.3), the power is maximized when the excited vibration is

matched to the resonance frequency of the energy harvester because the strain

on the piezoelectric layer is amplified. The magnitude of the output power at
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resonance is affected by the total damping. It is assumed that the mechanical

damping ratio (𝜍m) and electrical damping ratio (𝜍e) are same, 𝜍e = 𝜍m. An increase

of total damping (𝜍T = 𝜍e + 𝜍m) results in a decrease of output power, however,

the frequency bandwidth of the energy harvester is increased. It is assumed that

the energy harvester is driven sinusoidally, the Q-factor of device is inversely pro-

portional to the damping ratio, Q = 1∕2𝜍T , and the frequency bandwidth (Δ𝜔) is

given as Δ𝜔 = 𝜔n∕Q. Therefore, the energy harvester with small damping (high

Q-factor) has high output power at the resonance frequency (𝜔n) and high sen-

sitivity to the frequency of the exciting vibrations. On the other hand, the large

damping (low Q-factor) results in small output power with a wideband frequency

response. There is a trade-off in damping coefficient.

The output power of the energy harvester significantly drops off as the increase

of the mechanical (𝜍m) or electrical damping ratio (𝜍e) increases, and it is more

sensitive to mechanical damping than electrical damping as shown in Eq. (10.4).

The vibration energy harvester with a larger mechanical damping ratio than elec-

trical damping ratio, 𝜍m >𝜍m, may be handicapped in output power. The output

power in the general model is maximized when the electrical damping is equal

to the mechanical damping, 𝜍e = 𝜍m. Therefore, the mechanical damping should

be minimized and electrical damping must be designed to the appropriate value

which is equal to or greater than the value of the mechanical damping because

electrical damping is a function of circuit parameters or material properties as

shown in Eq. (10.5).

The output power is linearly proportional to mass. Therefore, the energy

harvester should have the largest proof mass as possible as while staying within

the device’s area. When the exciting vibration is matched with the resonance

frequency of the energy harvester, the output power is inversely proportional

to vibration frequency at fixed acceleration. Therefore, if the acceleration of the

vibrations is constant, the energy harvester should be designed to have a low

resonance frequency by increasing and decreasing the mass and spring constant

of device, respectively.

10.2

Development of Piezoelectric MEMS Energy Harvesters

10.2.1

Overview

Much research has been performed to develop micromachined piezoelectric

vibration energy harvesters. Since a lead zirconate titanate (PZT) thin film has a

larger piezoelectric constant than aluminum nitride (AlN) or zinc oxide (ZnO)

thin films do, several PZT-based energy harvesters have been reported. Zurn et al.

presented the fabrication and structural characterization of a resonator-based

PZT micro-cantilever without a proof mass [11]. In 2006, Fang et al. reported

the fabrication and performance of a MEMS PZT cantilever energy harvester
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with a Ni proof mass [12]. It could generate an output power of 2.1 μW at its

resonance frequency of 608 Hz. Shen et al. and Lee et al. also presented a PZT

cantilever-based vibration energy harvester [13–15]. Most micromachined

energy harvesters were designed to operate in {3-1} piezoelectric mode [12, 13,

15]. The {3-3} piezoelectric mode, which was configured by an interdigital shaped

electrode, was effective in generating a larger output voltage than the {3-1} mode.

In addition, its piezoelectric constant was also much higher than that of the

harvester operating in the {3-1} mode. For this reason, Jeon et al. and Park et al.

reported the fabrication and performance of a PZT cantilever vibration energy

harvester using {3-3} mode [7, 13, 16].

While PZT cantilever-based energy harvesters were actively reported, there

were some obstacles to be addressed in the fabrication of PZT thin films. Renaud

et al. and Marzencki et al. reported an AlN thin-film cantilever-based energy

harvester that can generate 40 and 0.038 μW at the resonance frequency of

1.8 kHz and 204 Hz, respectively [6, 17]. Elfrink et al. reported an AlN-based

energy harvester for improving the output power to generate up to 60 μW from

the resonant frequency of 572 Hz in 2009 [18]. Furthermore, vacuum-packaged

devices with 85 μW of output from the resonant frequency of 325 Hz were

presented in 2010 [19].

The properties of PZT thin films for MEMS energy harvesters are different in

comparison with those of bulk ceramics because of the influence of the substrate

[20]. Thus, Aktakka et al. presented a thinned-PZT/Si process for unimorph and

multimorph cantilever-based vibration energy harvesters by using a bulk PZT

piece bonded onto a silicon-on-insulator (SOI) wafer [21, 22]. Table 10.1 presents

the state of the art for piezoelectric MEMS energy harvesters.

10.2.2

Fabrication Technologies

A typical piezoelectric MEMS cantilever for an energy harvesting device is a mul-

tilayer structure which consists of a supporting membrane, piezoelectric layer, and

electrodes. Silicon is usually utilized for the supporting membrane in cantilever

structures and for the proof mass. Since most of piezoelectric MEMS energy har-

vesting devices are fabricated by using SOI wafers and bulk-micromachining tech-

nology [7, 19, 21], the device layers are utilized for the cantilever membrane and

the proof mass is formed by using the bulk silicon. In order to reduce the reso-

nance frequency of an energy harvester, the proof mass is attached at the free end

of cantilever structure. Tungsten, nickel, and iron–nickel alloy are also preferred

by assembling at the free end of the silicon cantilever for a heavier proof mass

[12, 21].

The selection of piezoelectric material is also important because it performs

the conversion of electromechanical energy from applied vibration. The piezoelec-

tric layer comprising of the MEMS energy harvester is usually made of PZT, AlN,

or ZnO. Table 10.2 presents a comparison of the electromechanical properties
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Table 10.2 Electromechanical properties of piezoelectric thin film.

Coefficients PZT [26] AlN [27] ZnO [28]

Piezoelectric coefficient (pC N−1) 60–130 3.9–5.5 5.9

Permittivity 300–1300 10.5 10.9

Elastic modulus (GPa) 98 395 208

Electromechanical coupling coefficient 0.07–0.15 0.065 0.074

of these piezoelectric thin films. Typically, the electromechanical coupling coeffi-

cient indicates the energy conversion ability of piezoelectric materials for piezo-

electric transducers. Therefore, owing to its outstanding piezoelectric properties

as shown in Table 10.2, PZT is one of the most preferred materials for energy har-

vesting. In order to compare with different piezoelectric materials for the energy

harvester, the energy stored in dielectric materials is considered with the open cir-

cuit load situation. The electrical energy density in dielectric materials, 𝜀E2∕2, can

be expressed by the relationship between the dielectric displacement and mechan-

ical deformations (or strains) of piezoelectric materials with open circuit load

condition, dY𝛿 = −𝜀E. The figure of merit (FOM) for energy harvesting is derived

by dividing the electrical energy density by the mechanical deformations in dielec-

tric materials, 𝜀E2∕𝛿2, [18, 3]. Therefore, the FOM can be defined as

FOM = d2Y 2

𝜀
= e2

𝜀
(10.6)

where E is electric field, d is the piezoelectric strain coefficient, Y is the elastic

modulus, 𝛿 is the mechanical deformation (strain), 𝜀 is the permittivity, and e is

piezoelectric stress coefficient, e= dY .

Although the PZT has large piezoelectric coefficient and electromechanical

coupling as shown in Table 10.2, the calculated FOM shows that AlN is compara-

ble or even higher than that of PZT material because of its low dielectric constant.

Thus the AlN can also be a good choice for piezoelectric energy harvesters [18].

The fabrication sequence of AlN and ZnO films is also compatible with the

semiconductor fabrication process. However, these thin films exhibit relatively

low piezoelectric constant.

The ferroelectric and piezoelectric properties of PZT films depend on many

condition parameters, including the composition, crystallographic structure,

grain, and film orientation [20]. In particular, a high piezoelectric constant is

generally observed at the morphotropic phase boundaries (MPB) in PZT thin

films with Zr/Ti ratios of 52 : 48 because the phase diagram of PZT is dominated

by a concentrations of zirconate (Zr) and titanate (Ti) crystallized in a two-phase

system of rhombohedral and tetragonal perovskite phase, respectively. The fab-

rication of PZT thin films has been actively researched for ferroelectric random

access memories (FeRAM) and piezoelectric MEMS sensors and actuators. At

present, high-quality PZT thin films can be deposited by several techniques such

as sol–gel [29–31], sputtering [32–34], pulse laser deposition (PLD) [31, 35],
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metal organic chemical vapor deposition (MOCVD) [36, 37], plasma-enhanced

chemical vapor deposition (PECVD) [38, 39], and atomic layer deposition (ALD)

[40]. These deposition methods have pros and cons in deposition rate, processing

temperature, film uniformity, compositional control, productivity, and cost. The

sol–gel method is one of the most preferred deposition techniques for PZT

thin films for MEMSs-related microelectronics due to its cost effectiveness.

However, the textured growth of PZT thin film for optimizing piezoelectric and

ferroelectric properties is complicated and requires a precise control.

Micromachining is used for MEMS energy harvesters because the mechanical

structure must be released to oscillate. This process results in a cantilever struc-

ture with a membrane, proof mass, and cavity underneath the membrane. Both

front and back side of surface and bulk micromachining are optionally utilized

for the release process. Bulk micromachining is widely implemented to form a

proof mass and cavity in bulk silicon by using a wet or dry etching technique.

Wet etching of silicon in potassium hydroxide (KOH) or tetramethylammonium

hydroxide (TMAH) is presented in [18, 19]. Dry etching is also used to define

a cantilever shape or proof mass and remove bulk silicon to form a cavity by

using reactive-ion etching (RIE) or deep reactive-ion etching (DRIE) [7, 14, 22].

Figure 10.3 illustrates the fabrication process using KOH wet etching of silicon.

The fabrication process starts with the deposition of SiO2 and Si3N4 to form an

isolation layer. Next, the deposition and patterning of a Pt bottom electrode with

(a) (e)

(b) (f)

(c) (g)

(d)

Al AlN Pt Si3N4 Si

(h)

Figure 10.3 Fabrication sequences by using

wet etching of silicon: (a) Si3N4 and SiO2

deposition, (b) Pt bottom electrode depo-

sition and patterned, (c) AlN film deposited

by reactive sputtering and patterned, (d)

Al top electrode deposition, (e) define the

cantilever by DRIE, (f ) backside Si3N4/SiO2

patterning as hardmask for KOH wet etching,

(g) formation of the mass by KOH etching

and stopping before complete release, and

(h) complete release by TMAH etching [18].
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the Ta adhesion layer follows. Then, an AlN piezoelectric layer is deposited and

patterned with a thickness of 400 nm by reactive sputtering from an Al target. The

aluminum (Al) top electrode is deposited and patterned to form the piezoelectric

transducer. In order to define the silicon cantilever, DRIE is performed with depth

of designated thickness of the cantilever. The back of SiO2/Si3N4 is patterned as a

hardmask for the KOH etching process and the mass is formed by KOH etching.

The etching process must be stopped before it completely releases the cantilever

because KOH has bad etch selectivity toward Al and AlN. The release is done

either with dry etching or wet etching with TMAH solution. Figure 10.4 illustrates

the fabrication process using DRIE of silicon. The fabrication process is based on

the front- and backside DRIE of a SOI substrate. Firstly, thermal oxidation is per-

formed to obtain a silicon oxide layer for the electric diffusion barrier. Then, a

ZrO2 buffer layer is deposited for the PZT deposition process and a PbTiO3 seed

layer is applied as an interlayer between the ZrO2 and PZT thin film. Next, a PZT

thin film is deposited with a Zr/Ti ratio of 52/48. These thin films are processed

using the sol–gel deposition method and a Pt layer is sputtered for electrodes.

The Pt and PZT layers are patterned by the inductively coupled plasma (ICP) dry

etching technique to form interdigital shaped electrodes and piezoelectric trans-

ducers on cantilevers. A silicon cantilever beam and inertial mass were defined

by front- and backside silicon DRIE etching, respectively. The buried silicon oxide

(a) (d)

(b) (e)

(c) (f)

Pt PZT ZrO2 SiOxide

Figure 10.4 Fabrication sequences by using

SOI wafer: (a) thermal oxidation and buffer-

layer/seed-layer/PZT/electrode deposition, (b)

electrode patterning by ICP dry etching, (c)

PZT etching by ICP dry etching, (d) Si beam

patterning by DRIE, (e) proof mass pattern-

ing by DRIE, and (f ) release via buried oxide

etching by RIE [7].



210 10 Piezoelectric MEMS Energy Harvesters

especially was utilized as an etch-stop for DRIE to control the thickness of the can-

tilever beam accurately. Finally, the cantilever device is released by RIE etching the

buried oxide.

The packaging technology for the MEMS energy harvester is also very impor-

tant for the energy harvesting module and for improving the performance. Elfrink

et al. investigated the vacuum- and atmospheric pressure-level packaging for the

AlN-based MEMS energy harvester [18, 19]. They presented a wafer-level vacuum

packaging process for maximum output because parasitic damping contributes

to performance deterioration of the energy harvester, and demonstrated a low-

power-consuming wireless sensor system powered by the fabricated piezoelectric

energy harvester [19]. Aktakka et al. also reported a die-level hermetic packaging

process for a thinned-PZT-based MEMS energy harvester [21]. The die-level her-

metic packaging consists of the top and bottom cap pieces and is performed in a

single bonding step using mechanical registration for alignment. The top cap of

packaging is fabricated by using a glass–silicon substrate with electrical vias and

aluminum interconnects can be used as a platform for the integration of surface-

mounted power management integrated circuits (ICs) and components. They pre-

sented the energy harvesting module by the integration of a power management

IC and additional surface-mounted components by using die-level hermetic pack-

aging [41] (Figure 10.5).

Figure 10.5 The cube-shaped wireless autonomous sensor system using the AlN-based

MEMS energy harvester placed on top to generate 17 μW from an induced vibration fre-

quency of 353Hz and acceleration of 0.64g [19].



10.2 Development of Piezoelectric MEMS Energy Harvesters 211

10.2.3

Characterization

The characterization of piezoelectric MEMS energy harvesters is performed using

a vibration exciter, function generator to control induced vibration, accelerome-

ter, and voltmeter. However, as the output impedance of a piezoelectric MEMS

device is larger than input impedances of these meters, miniaturized or microsized

energy harvesters may not be characterized accurately. For measuring and char-

acterizing these devices accurately, ultra-high-impedance meters should be used.

The fabricated device is connected to an impedance voltmeter and an input accel-

eration is then applied and monitored by the attached accelerometer. To measure

the output of a MEMS energy harvester, the device must be attached on a vibra-

tion exciter. When a continuous vibration with specified acceleration is applied to

the device, an output voltage or current across an external load is measured. The

following test procedure is performed:

1) A specified vibration is induced to the MEMS energy harvester.

2) The voltage or current across the external load which is connected to the ter-

minals of energy harvester is measured using a voltage or current meter.

3) The resonance frequency is defined by measuring the voltage or current with

various induced frequencies controlled by a function generator connected to

an amplifier.

4) The voltage and current are measured with various accelerations by adjusting

the amplifying ratio of the amplifier connected to the vibration exciter.

5) The maximum voltage and current are derived from various external loads to

find the optimal load by adjusting a potentiometer.

10.2.3.1 Frequency Response

The resonance frequency is a measured frequency, normally expressed in hertz,

at which the piezoelectric MEMS energy harvester generates the largest output

power to be used in a subsystem and system applications. As shown in Figure 10.6,

the piezoelectric MEMS energy harvester generated a maximum output power at

its resonance frequency. The Q-factor is calculated from the peak output voltage

and power at the resonance frequency. While a highQ-factor is effective for energy

conversion, the output power will be sharply reduced if there is a slight deviation of

the vibration frequency from the resonance frequency. The bandwidth is the work-

ing frequency range of the energy harvester having designated output power to be

used in subsystem and system applications. It is the measured range, normally

expressed in hertz, of the separation between the lower and upper frequencies

relative to the specified value of the frequency response curve.

10.2.3.2 Output Power of Piezoelectric MEMS Energy Harvesters

The output voltage is the voltage measured across the terminals of the piezoelec-

tric MEMS energy harvester with a specified external load and induced vibration.

It is generally measured at the resonance frequency. The optimal load impedance

(Ropt) for maximum power transfer is found by varying the external load at the
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Figure 10.7 Output voltage and power of piezoelectric MEMS energy harvester using {3-3}

mode from various loads at a fixed acceleration of 0.2g (a) and various accelerations with an

optimal load of 2.2MΩ and resonance frequency of 528Hz (b) [7].

resonance frequency. The maximum output power is obtained at the optimal load

of the device as shown in Figure 10.7a. The optimal load also can be predicted by

the measured capacitance (CP) of the piezoelectric MEMS harvester by using the

following equations.

Ropt =
1

𝜔nCp

2𝜍√
4𝜍2 + k4

p

(10.7)

Figure 10.7b shows the performance characteristics of a MEMS energy har-

vester at various accelerations. The output power of MEMS energy harvesters is

proportional to the square of the induced acceleration as presented Eq. (10.4). The

FOM factors for all different MEMS energy harvesters can be defined as the ratio

of generated power over the device volume (volume power density, microwatts

per square centimeter) or over the device area (area power density, microwatts



10.3 Challenging Issues in Piezoelectric MEMS Energy Harvesters 213

per square centimeter). Since the resonance frequency for all MEMS energy har-

vesters is different, the normalized output power also takes into account both

volume and acceleration as shown in Table 10.1.

10.3

Challenging Issues in Piezoelectric MEMS Energy Harvesters

Many piezoelectric MEMS energy harvesters have been reported as listed in

Table 10.1. Most of the reported devices show several microwatts of output power

from their resonance frequencies. This is not sufficient for practical applications

such as wireless sensor nodes because low-power ICs have a power consumption

of tens to hundreds of microwatts and the ambient vibration is nonperiodic

and omnidirectional. Several studies have been actively conducted to address

the challenges of large output power, improved frequency response, and good

piezoelectric materials.

10.3.1

Output Power

The most simple and direct approach to improve the output power or voltage of

MEMS energy harvester with fixed size or volume is the increment of the piezo-

electric coefficient. Aktakka et al., presented the thinned-PZT/Si process for uni-

morph and multimorph cantilever-based vibration energy harvesting [21, 22, 42].

Figure 10.8 illustrates the fabrication of the thinned-PZT/Si process. This process

employed a bulk PZT piece bonded onto a SOI wafer which has higher electrome-

chanical coupling and efficiency than the thin film AlN or PZT do. This process

included the bonding process of PZT pieces to Si using AuIn transient liquid phase

(TLP) and a thinning process. Typical bulk-micromachining was utilized to release

the cantilever. The proof mass could be formed by using either a silicon or tungsten

piece. Die-level hermetic packaging of the cantilever was also presented by using

a glass substrate and low resistivity silicon with a bonding process. An unpack-

aged harvester with a tungsten proof mass produced 205 μW at 1.5 g (154 Hz)

at resonance. The active device volume was 27 mm3 (7 mm × 7 mm × 0.55 mm)
[21, 41].

Further, Stewart et al. reported efficient coverage of electrodes for PZT film on

a cantilever-based vibration energy harvester [43]. The strain-stress of the piezo-

electric layer due to the bending of the cantilever has an inhomogeneous distribu-

tion with distance from the fixed area. The inhomogeneous distribution of strain

causes internal loss because the charge flows from the highly strained fixed area of

the cantilever to the unstrained tip. This charge redistribution process uses elec-

trical energy and reduces the effectiveness of the harvester. The analytic model

and experimental results indicated that the output power can be increased up to

18% with electrode coverage of two-thirds of the cantilever.
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(a)

Devices layer
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(b) (f)
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Cr/Au Parylene PZT SiO2 Si

Tungsten

Bulk PZT

bonding layer

Figure 10.8 Fabrication sequences using

the thinned-PZT/Si harvester: (a) DRIE recess

on SOI and oxidation, (b) evaporation of

bonding layer and bonding of bulk PZT

piece, (c) mechanical thinning of bulk PZT,

(d) deposition and patterning of parylene,

(e) Cr/Au sputtering and patterned by wet

etching, (f ) etching of front-side oxide and

silicon, (g) etching of backside oxide and sil-

icon, and (h) evaporation of bonding layer

and bonding of tungsten mass [21].

In order to improve the output voltage and conversion efficiency, the piezoelec-

tric mode of cantilever also has been considered. In the piezoelectric cantilever

using PZT thin film, the two main modes of operation can be defined by the con-

figuration of electrodes. The {3-1} mode is typically utilized for the PZT cantilever

because of its simple structure and fabrication issues of PZT thin film. In order to

improve the output voltage of MEMS energy harvesters, the electrodes for the

{3-3} mode were arranged in the transverse direction as shown in Figure 10.9.

The {3-3} mode is more effective for the energy harvesting of low-level vibrations

because this mode prevents charge redistribution and generates a larger voltage

than the {3-1} mode, with less displacement of the cantilever due to its larger

piezoelectric constant and lower capacitance [7, 13, 16, 23]. Jeon et al. developed

a {3-3} mode thin-film PZT cantilever device with interdigitated electrodes that

can generate 1.0 μW from 10.8g vibration at a resonance frequency of 13.9 kHz

[23]. Park et al. reported a bulk-micromachined MEMS energy harvester using

the {3-3} mode. It generated an electrical power of 1.1 μW from an extremely low

acceleration of 0.39g. The corresponding power density was 7.3 mW cm−3 g−2[7].
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Figure 10.9 Piezoelectric MEMS energy harvester using {3-3} mode: (a) thin-film PZT can-

tilever device with interdigitated electrodes [23] and (b) bulk-micromachined MEMS energy

harvester using {3-3} mode [13].

10.3.2

Frequency Response

Typical piezoelectric MEMS energy harvesters consist of a cantilever with

unimorph or multimorph piezoelectric layers and a proof mass attached at the

end. Single degree of freedom (SDOF) cantilever-based energy harvesters have

a single resonance frequency peak with a narrow frequency bandwidth from

one-dimensional vibration and they may not generate sufficient power from a

nonperiodic or omnidirectional vibration which has time-variant frequency or

direction, respectively. Energy harvesters with improved frequency response

have been actively investigated by many researchers.

The frequency bandwidth can be simply improved by a parallel arrangement

of SDOF cantilever strictures. Ferrari et al. reported multifrequency vibration

energy harvesters by using multiple bimorph cantilevers with different natural fre-

quencies [44]. These piezoelectric cantilevers individually fed rectifying circuits

and were connected to a single storage capacitor. The experimental results pre-

sented the feasibility of the energy harvester with a wide frequency bandwidth.

Xue et al. reported a similar method for wideband energy harvesting by integrating

multiple piezoelectric bimorphs with different resonance frequencies [45]. Exper-

imental results presented wideband output power for 10 piezoelectric bimorphs

in series with various thicknesses of piezoelectric layers. Kim et al. reported a

different method for wideband energy harvesting by using a two degree of free-

dom (DOF) piezoelectric energy harvesting device [46]. The proposed structure

was comprised of two piezoelectric cantilevers for translational and rotational

degrees of freedom. The experimental results presented double frequency peaks

and an increased frequency bandwidth. Soliman et al. also reported a different

method for wideband energy harvesting [47, 48]. The analytic model and experi-

mental results reported that the operation bandwidth was increased up to 240%

by using a mechanical stopper to change the stiffness of the resonator. Recently,
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Figure 10.10 Various structures to improve

frequency response for piezoelectric MEMS

energy harvesters: (a) wideband vibra-

tion energy harvester using arrayed PZT

cantilevers [50], (b) nonlinear resonant

piezoelectric energy harvester [52], and (c)

mimetic structure of multi-DOF by using a

curled cantilever for a two-dimensional vibra-

tion energy harvester [53].

bistable oscillators have been introduced for nonlinear vibration energy harvest-

ing by using a buckled configuration. Cottone et al. reported a theoretical model

and experimental results under wideband random vibrations by using a thin piezo-

electric axially loaded beam [49]. However, they only demonstrated a prototype

of a bulk-sized device and a few devices were demonstrated in MEMS.

Figure 10.10 presents various structures for MEMS energy harvesters to

improve the frequency response. Liu et al. demonstrated a wideband vibration

energy harvester using arrayed PZT cantilevers [50]. The vibration energy

harvesters were comprised of PZT cantilever with Ni proof mass and array-based

PZT cantilevers were connected in series. The fabricated devices exhibited an

output of 3.98 μW from an excitation frequency of 229 Hz and bandwidth of 8 Hz.

This was a promising result for expanded bandwidth for energy harvesting. Liu

et al. also reported a piezoelectric MEMS energy harvester for low frequency and

wide frequency bandwidth by using a parallel arrangement of 10 PZT cantilever

elements [51]. These PZT cantilever elements were electrically isolated and inte-

grated with the proof masses at the end of the cantilever elements. The measured

output power was varied from 19.4 to 51.3 nW within the operation frequency

bandwidth ranging from 30 to 47 Hz at 1.0g. Hajati et al. also demonstrated a

MEMS-based nonlinear resonant piezoelectric energy harvester for achieving the

wide bandwidth [52]. The nonlinear resonance-based energy harvester exhibited

an ultrawide bandwidth of >20% of the center frequency and output power

of more than 22 μW. The consideration for omnidirectional vibration energy

harvesting applications led to the introduction of a three-dimensional structure

for the vibration energy harvester. Park et al. reported a curled cantilever which

is the mimetic structure of multi-DOF for two-dimensional vibration energy har-

vesting [53]. While the conventional SDOF cantilever energy harvester maintains

almost its maximum output power when it is installed within 20 degrees of the

operating direction, the curled cantilever device exhibited significantly improved

results in that the output power is independent of the installation angle.
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10.3.3

Piezoelectric Material

Epitaxially grown PZT thin films are ideal for MEMS energy harvesters owing to

their larger piezoelectric constant and lower dielectric constant than polycrys-

talline PZT films. The MPB of PZT is considered to have a superior ferroelec-

tric and piezoelectric properties due to its large number of possible polarization

directions (eight [1 1 1] for the rhombohedral phase and six [1 0 0] for the tetrag-

onal phase) and the consequent extrinsic contributions of this boundary. How-

ever, the properties of PZT thin films show a different results compared with

bulk ceramics due to their polycrystalline structure, because PZT thin films are

typically deposited on Pt-coated silicon substrates directly. Thus, several studies

have been performed to improve the piezoelectric properties of epitaxial PZT

films. To improve the piezoelectric properties of PZT thin films, the interfacial

between the PZT thin film and substrate was controlled by applying a buffer-layer

such as SrTiO3 (STO), yttria-stabilized zirconia (YSZ), and MgO [54–56]. Han

et al. reported improved piezoelectric and ferroelectric properties of PZT films

by adjusting the residual stress by depositing on various substrates with different

thermal expansion coefficients [54]. The ferroelectric and piezoelectric proper-

ties of a PZT thin film are also dependent on the thickness of the film [57]. For

improving energy conversion efficiency, Morimoto et al. demonstrated a piezo-

electric energy harvester using a c-axis-oriented PZT thin film. The epitaxially

grown PZT thin film on a Pt/MgO substrate was transferred onto a stainless steel

cantilever. Although the transferred PZT film had a lower piezoelectric constant

(d31) of −49 pm V−1 than bulk PZT (d31 = − 93.5 pm V−1), the transferred film

showed a higher electromechanical coupling coefficient of 0.39, which is larger

than that of bulk PZT (0.313) owing to the low dielectric constant (𝜀r = 166) [58].

For the application for wireless sensor nodes distributed in the environment, a

lead-free piezoelectric material is desirable owing to the toxicity of Pb. Potassium

sodium niobate (Kx,Na1−x)NbO3, (KNN) is a promising alternative to PZT as lead-

free piezoelectric material because KNN has a high electromechanical coupling

coefficient and can be deposited on the substrate using RF magnetron sputter-

ing [59]. Hara et al. and Kanno et al. reported a KNN-based piezoelectric MEMS

energy harvester as shown in Figure 10.11a [60, 61]. According to Kanno et al.,

KNN has similar piezoelectric and ferroelectric properties resulting in 1.1 and

1.0 μW for KNN/Si and PZT/Si cantilever devices, respectively [61].

AlN film also has been considered as a promising alternative to PZT for MEMS

energy harvesters. AlN has a large electromechanical coupling coefficient and

can be deposited through Complementary metal-oxide-semiconductor (CMOS)-

compatible sputtering processes. Since, Elfrink et al. reported an AlN-based

MEMS energy harvester which resulted in a maximum output power of 85 μW

from a resonance frequency of 325 Hz and an acceleration of 1.75g [63]. Yen et al.

also reported an AlN-based energy harvester to improve the energy conversion

effectiveness by applying a corrugated structure as shown in Figure 10.11b [62].
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Figure 10.11 Lead-free piezoelectric material-based MEMS energy harvesters: (a) KNN-

based piezoelectric MEMS energy harvester [60] and (b) AlN-based energy harvester using

corrugated structure to improve the energy conversion effectiveness [62].

10.4

Summary

Energy harvesting technology is an ideal power source for wireless sensor net-

works because it can provide low maintenance cost and infinite lifetime for wire-

less autonomous systems. Piezoelectric MEMS energy harvesters with a volume

less than 1 cm3 will replace or support the battery of autonomous microsystems

by generating several hundred microwatts of power from the ambient vibration

with continuous operation and low maintenance cost.

Piezoelectric MEMS energy harvesters have been developed to achieve large

output power and improved frequency response. The current state of the art is

still generating several tens of microwatts, which is smaller than the needs of prac-

tical applications and has narrow frequency bandwidth. Therefore, the advances

for MEMS energy harvesters focus on the piezoelectric materials and structure,

individually or in combination. Many of the studies on the fabrication of epitaxial

piezoelectric thin films or lead-free materials with a large piezoelectric constant

will lead to an increase in the electromechanical energy conversion efficiency of

piezoelectric harvesters. Furthermore, nonlinear resonators or three-dimensional

mimetic structures are promising to generate electrical energy from a much wider

bandwidth or omnidirectional vibration, respectively. In the near future, a MEMS

energy harvesting module will appear for autonomous wireless sensor nodes or

microsystems by harvesting about 100 μW of sustainable power from ambient

vibration with low frequency below 200 Hz and acceleration less than 1g.
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11

Vibration Energy Harvesting fromWideband and

Time-Varying Frequencies

LindsayM. Miller

11.1

Introduction

11.1.1

Motivation

Most of the theoretical and experimental work on vibration energy harvesting

over the past decade has assumed a single-frequency sinusoidal input excitation

to drive an energy harvesting device. The harvester is typically designed to dis-

play a linear frequency response at the same fixed single frequency as the input

vibration. However, in real applications of harvesting energy from vibrations, the

input excitation is most often composed of multiple frequencies that vary over

time or may even resemble white noise more closely than a single-frequency sinu-

soid [1–3]. Therefore, a vibration harvester with a single fixed resonant frequency

is very ineffective for generating energy from these real-world vibration sources.

For that reason, many researchers are now studying devices for harvesting energy

from wideband and time-varying frequencies, building on the large body of work

around linear fixed-frequency harvesters.

The goal of this chapter is to give an overview of the strategies for tunable

and wideband energy harvesting devices that have been proposed, as well as

an example from the literature for each strategy. This chapter also touches on

areas for improvement in future research, including which strategies are most

promising for implementation in microscale devices. For those readers interested

in a thorough literature review, which this chapter does not aim to provide [4],

and [5] are excellent starting points.

11.1.2

Classification of Devices

There are several important categorizations of the design strategies for harvesters

that utilize wideband and time-varying frequency inputs. First, the harvesters

themselves are either “tunable resonant devices” or “wideband devices.” The

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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distinction is that tunable resonant systems have a frequency response with a

sharp peak at a single frequency, while wideband systems have a plateau-shaped

frequency response. In tunable resonant systems, the design challenge is how

to shift the sharp peak to different frequencies to achieve a tuned state without

requiring more power than the system can harvest, while in the wideband

systems the challenge is how to incorporate nonlinearities to get the desired

width of frequency response plateau without sacrificing too much of the output

magnitude.

The “tunable resonant devices” class can be further divided into “active” or “pas-

sive” strategies (the wideband class of devices are typically all categorized as pas-

sive). “Active” is defined here to mean that the system requires an input of either

power or human intervention to achieve the tuned state. For example, the input

could be a microcontroller, an actuator, and/or a stepper motor, and the power

could be supplied by the harvester itself or an external power source. Human inter-

vention for tuning could be in the form of turning a screw, for example.

The “active” classification is subdivided into “continuous,” “intermittent,” and

“manual” categories. Continuous systems require electrical power for both achiev-

ing and maintaining the tuned state. Intermittent systems require electrical power

only for achieving the tuned state, after which the system requires no power to

hold the tuned configuration. Manual systems are similar to intermittent systems

in that they do not require power input to maintain a tuned state, but the power

input used to achieve tuning is manual instead of electrical. In this definition, a

system is not considered manual unless a human hand actually doing the tuning.

An input typed into a computer sending a signal to actuate the tuning mechanism

is not considered manual.

A “passive” system is defined in this chapter to mean that no power, no micro-

controller, and no human intervention at all is required to achieve or maintain a

tuned state. Passive systems are constantly tuning themselves within the bounds

of their operating regime since they rely only on the driving vibration source to

achieve the tuned state. This definition of “passive” is different than what has often

been used in the literature, in which intermittent systems are considered passive

because they do not need power to maintain the tuned state. However, new tun-

able resonant devices have been recently presented that operate without requiring

any power input at all, thus necessitating the strict definition of “passive” that is

used in this chapter.

Another important classification is whether or not a system is “self-tuning.” A

self-tuning device must be able to sense the driving frequency and tune its res-

onance to match without requiring any manual intervention. An active system

may be capable of self-tuning but still have negative net power generation because

it requires more power for frequency sensing, control circuitry, or tuning actua-

tion than it is able to generate. While only some active systems are self-tuning,

all passive tunable resonant systems are self-tuning. The term “self-tuning” does

not apply to wideband energy harvesters, as they rely on wideband design rather

than frequency tuning to take advantage of wideband or time-varying vibration

frequencies.
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Table 11.1 Summary of wideband and tunable harvester classifications.

Strategy Type Tuning input required In situ tunable? Self-tuning?

Continuous electrical Typically yes Possibly

Tunable resonant Active Intermittent electrical Typically yes Possibly

Manual Typically no No

Passive None Yes Yes

Wideband Passive None Yes Yes

One last notable classification for tuning strategies is whether or not tuning

can take place in situ, without interrupting the operation of the device. All pas-

sive devices (both tunable resonant and wideband) achieve tuning in situ, as do

self-tuning systems, while only some active devices can. These classifications and

characteristics of wideband and tunable harvesters are summarized in Table 11.1

11.1.3

General Comments

To avoid confusion about the operation of each tunable or wideband device,

it is useful to keep in mind that there are three different purposes for which

transducers are used. First, all of the devices cited in this chapter have a trans-

ducer or other method for tuning or creating a wideband response. Second,

many devices incorporate transducers to convert them from simple resonators to

vibration energy harvesters. Third, some systems encompass frequency-sensing

capability to automate their tuning. Finally, many of the strategies for tuning and

increasing bandwidth are presented without an energy harvesting transducer but

could be modified easily to include such a component. Similarly, devices that

are presented using one type of energy harvesting may possibly be modified to

incorporate electrostatic, electromagnetic, or piezoelectric transduction instead.

Also, although most systems presented in the literature consist of cantilever,

double-clamped, or folded flexure beam geometries, the tuning and wideband

concepts may be applied to structures of different geometry.

11.2

Active Schemes for Tunable Resonant Devices

Frequency is given by 𝜔 =
√
(keff∕meff), thus schemes for active tuning of reso-

nance frequency focus on modifying either keff, effective stiffness, or meff, effec-

tive mass. In the case of a beam in bending, keff = km, the mechanical stiffness,

and is proportional to 𝐸𝐼∕L3, where E is elastic modulus, I is second moment

of inertia, and L is beam length. The moment of inertia is wt3∕12 for a beam in

bending, where w and t are width and thickness of the beam, respectively. These
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relationships show which variables may be adjusted in the energy harvester system

in order to modify resonance frequency.

It is not typically possible to adjust w or t of an energy harvesting beam without

completely rebuilding it, so I is not a parameter used to tune frequency. However,

there have been several methods proposed for varying L or E, as well as numerous

techniques for adjusting keff or meff for frequency tuning purposes. This section

gives an overview of the methods that have been proposed for active modification

of effective stiffness and mass for frequency tuning.

11.2.1

Stiffness Modification for Frequency Tuning

11.2.1.1 Modify L

One technique to modify stiffness of a beam is to adjust the clamp location to

change length, since km ∝ 1∕L3. This could be achieved by manual adjustment

of a mechanical clamp, but that is not ideal because operation must be halted

while changes are made. A more realistic and in situmethod that has been demon-

strated uses MEMS electrostatic actuators to anchor the beams of a four-spring

MEMS comb resonator in order to shorten their original length [6], as illustrated

in Figure 11.1. The anchors can be actuated or left off, so the resonator can oper-

ate with zero, two, or four of its springs shortened by an electrostatic anchor, thus

achieving three discrete resonance frequencies. This device was a resonator, not a

harvester, but electrostatic harvesting would be compatible with this design as well

as possibly piezoelectric. The authors suggest that the frequency adjustment can

be made more continuous instead of only three discrete frequencies by increas-

ing the number of spring beams used or by incorporating optimized comb finger

shapes that result in nonlinear electrostatic force, as described in [7] and shown

in Figure 11.2.

Actuator 2 Actuator 4

(a) (b) (c)

Actuator 1 Actuator 3

Figure 11.1 A schematic showing electrostatic actuation as an in situ method to change

the length of a MEMS resonator when (a) zero, (b) two, or (c) all four of the actuators are

under bias [6]. © IOP publishing. Reproduced with permission. All rights reserved.
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f(x+L–x1)

Moving finger

y

x

x1 = Finger engagement

Stationary finger

g(x)

ε0tdx
dC =

g(x) – f(x+L – x1)

L = Finger length

Figure 11.2 Illustration of nonlinear electrostatic force produced by arbitrarily shaped

comb fingers [7]. © IEEE. Reproduced with permission. All rights reserved.

11.2.1.2 Modify E

Tuning can be achieved through modification of elastic modulus because km ∝ E.

The elastic modulus can be adjusted using Joule heating, which takes advantage

of temperature dependence of elastic modulus of certain materials and utilizes

thermally generated residual stress to induce tensile or compressive stress. This

technique has been demonstrated on a MEMS resonator using filament-like heat-

ing to reduce Young’s modulus of a polysilicon layer while simultaneously intro-

ducing compressive stresses as the structure expands [8]. Both mechanisms serve

to reduce the system’s elastic modulus and stiffness, thereby decreasing the res-

onance frequency. This thermal approach has been demonstrated on mechanical

resonators but not on energy harvesters, likely due to the high power demands

(tens of megawatts) of a resistive heater.

11.2.1.3 Modify keff Using Axial Force

A different technique to modify the resonance frequency is to apply an axial force

to the beam structure to modify keff. An equation for the change in frequency

resulting from an axial load, F , on a cantilever in the first bending mode is

𝜔2 = 𝜔1

√
1 + F

FB
=

√
km
m

(
1 + F

FB

)
, (11.1)

where FB is the buckling force, 𝜔2 is the resonance frequency after tuning, and 𝜔1

is the original resonance frequency, which is equal to
√
km∕m (where km is the

beam’s mechanical spring stiffness) [9, 10]. Thus, applying axial force to a beam to

strain it modifies the effective stiffness according to

keff = km + km
F

FB
. (11.2)

F can be applied through mechanical, piezoelectric, electrostatic, or magnetic

means.
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Mechanical application of axial force to a double-clamped resonating harvester

structure has been demonstrated using manual adjustment of a clamping screw

that is set prior to installation [11], but this cannot be done in situ. Another

mechanical axial force approach has been modeled, but not built, that can feasibly

be adjusted in situ through manual adjustment of a pin connected through a

linkage mechanism to diagonal springs [12]. The springs are then fixed to the tips

of two parallel beams so strain can be applied. Both devices used piezoelectric

transduction for harvesting.

Using piezoelectric actuator arms instead of a mechanical screw avoids the

need for manual input and has a more compact size. A device has been presented

in which the piezoelectric arms are attached at the base and the top of the beam

to apply the axial preload [13]. As shown in Figure 11.3, the primary piezoelectric

harvester and the actuator arms are the same piece of bimorph material, but the

arms are polarized as a linear actuator, while the harvester beam is polarized as

a bending actuator. The arms can be actuated during the harvester’s operation

in order to change the axial force on the beam, thus achieving a tuned state. It

is worth noting that a mechanical clamping screw has a larger range of motion,

and therefore larger tuning range, than a piezoelectric actuator, but the two

approaches could be combined to achieve both coarse and fine control over

frequency.

Two concepts for using electrostatic force to apply axial load have been demon-

strated. One used a MEMS resonator beam that was fixed to a stationary support

on one side and to a movable support on the other side [14]. The movable support

was actuated by applying a voltage to parallel plate electrodes which caused it to

rotate around a torsion bar, straining the beam in either tension or compression

depending on the rotation direction. The device is a resonator, but it is feasible

that piezoelectric or electrostatic transducer elements could be incorporated for

harvesting. It is also feasible that other electrostatic geometries could be applied

to this technique.

Base connected to vibrating surface
Piezoelectric material

Electrode material

gaps

Arms (piezoelectric actuators)

Main beam (piezoelectric generator)

Figure 11.3 Tunable piezoelectric generator constructed from one piece of dual-layer

piezoelectric ceramic where the main beam and the arms are polarized differently [13].
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A method for frequency modification with magnetically applied axial force has

been reported where tuning is achieved by actuating a magnet on a stepper motor,

which applies tension to a cantilever beam with a magnetic proof mass [9]. The

magnet moves in line with the length of the beam so that the applied force is

only axial, and the magnets are curved such that the force remains constant as the

beam vibrates. This system uses electromagnetic transduction for energy harvest-

ing and is fully automated, or self-tuning. It generates positive net power, although

it experiences an energy debt after a tuning event takes place. The time required to

recover to positive energy generation depends on the frequency change that was

needed for tuning and on the acceleration of the driving frequency. Therefore,

the duty cycle of the tuning events varies from several minutes to several hours

depending on the operating environment. The system senses frequency using the

output from the electromagnetic energy harvesting component. It then deter-

mines approximately where the motor should move the tuning magnet by using

a look-up table of magnet positions correlated to resonance frequency. Finally,

phase data is used to fine-tune the magnet position.

11.2.1.4 Modify keff Using an External Spring

Instead of using axial force to modify the effective stiffness of the harvester, it is

possible to use an external potential to add an extra spring in parallel with the

beam, thus changing the system’s effective stiffness. A spring softening effect can

be achieved by incorporating a “negative” external spring in parallel with the main

spring of the harvester, resulting in

keff = km + kext, (11.3)

where kext is the extra spring added to the mechanical spring of the beam. The

negative spring effect is most often achieved through electrostatic or magnetic

means, but piezoelectric methods have also been demonstrated.

The stiffness magnitude of an external spring that uses electrostatic principles

is proportional to a tuning control voltage applied to the tuning electrodes.

One design used a double-clamped MEMS beam with comb fingers extending

perpendicular to the beam length but in the same areal plane as the beam [15].

The structure oscillates in the direction of the comb fingers which, as shown in

Figure 11.4, taper from the longest in the center of the beam to the shortest at the

Vtun

Vtun

k0/2 k0/2

Figure 11.4 Electrostatic spring design for stiffness modulation (negative springs) [15].

© Elsevier. Reproduced with permission. All rights reserved.
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edges of the beam. The tuning electrode fingers were stationary and interdigitated

with the moving fingers on the beam resonator. As a voltage was applied to the

tuning electrodes, electrostatic softening resulted, thereby tuning the resonance

frequency. Another geometry used parallel plate electrodes below or on both

sides of a cantilever beam to tune frequency [16]. Electrostatic tuning has not

been demonstrated as part of an energy harvesting system.

One device that uses a magnetic external spring to the tune resonance fre-

quency consists of a piezoelectric energy harvesting cantilever beam with a

magnetic tip mass and movable magnets positioned above and below the beam,

setting up a magnetic field in which the beam oscillates (schematic shown in

Figure 11.5) [17]. The system is nearly self-tuning, as it is able to sense the driving

frequency through the piezoelectric voltage signal and automatically adjust

the magnet positions to tune the system using a microcontroller and look-up

table. However, adjustments to the load resistor are made manually to ensure

that the mechanical and electrical impedance match as the frequency changes.

Although the system requires some manual input and consumes more power

than it can generate, self-tuning can be achieved with further optimization of this

method.

Piezoelectric external springs have been demonstrated in two configurations. In

one approach, shown in Figure 11.6, a first piezoelectric beam is clamped in the

center and a second piezoelectric beam is connected to the first with hinges at the

free ends of both beams, leaving the second beam free in the center [18]. A tuning

voltage is then applied to the piezoelectric beams to change the stiffness as the

system resonates. In the second approach, one layer of a piezoelectric bimorph is

used for energy harvesting while the other layer is used as an actuator by apply-

ing a voltage for stiffness control [19]. As can be seen in Figure 11.7 schematic,

a piezoelectric disk is used for sensing beam deflection, while an accelerometer

gives the base acceleration, and the phase angle between the two is used to con-

trol the voltage applied to the piezoelectric tuning actuator, making the system

Permanent
magnets

Permanent
magnets

Attractive force

Repulsive force

Mass

Piezoelectric cantilever

da

dr

Figure 11.5 A schematic of system using magnetic external springs to tune resonance fre-

quency [17]. © IOP publishing. Reproduced with permission. All rights reserved.
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Clamp

(a)

(b) (c)

Hinge

Clamped
actuator

Free actuator

Axis of rotation

+α

–α

Δy (U)

Figure 11.6 (a) Device schematic (b) without applied voltage (c) with applied voltage [18].
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C
s
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L

Figure 11.7 Schematic of self-tuning harvester using piezoelectric tuning actuator [19]. ©

SAGE publishing. Reproduced with permission. All rights reserved.

self-tuning. The system was able to power itself as long as the frequency change

needed was small.

11.2.1.5 Modify keff Using an Electrical External Spring

The effective stiffness of an energy harvester or resonator can be modified by

adjusting the electrical circuit it is connected to, thus changing the damping

through the electrical side rather than the mechanical side of the system. One

option is to modify the load resistance, but this causes a reduction in power out-

put since optimal operation is only possible when the mechanical and electrical

impedance match. Another option is to vary the inductance but that is difficult

in practice, so adjusting the load capacitance has been the preferred method for

electrical tuning.
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An expression for frequency tuning by varying the load capacitor, CL, is given

by

𝜔2 = 𝜔1

√
1 +

Cm

CP

, (11.4)

where CP = CO + CL,CO is the capacitance of the piezoelectric layer with elec-

trodes on both sides, and Cm is the electrical representation of the mechanical

spring [20]. Because the mechanical analog for capacitance is 1∕k, substitutions

can be made for Cm = 1∕km and CP = 1∕kP . Using 𝜔1 =
√
km∕m, the expressions

for tuned frequency and effective stiffness can then be written as

𝜔2 =
√

km + kP
m

, keff = km + kP. (11.5)

Thus, changing load capacitance modifies the effective stiffness.

In a practical implementation of this electrical tuning concept, one of the piezo-

electric layers in a bimorph beam can be connected to a shunt capacitor to serve

as a tuning layer while the other is used as an harvesting layer [20]. The beam’s

effective stiffness can then be adjusted by connecting various load capacitances

in parallel with the piezoelectric layer. The highest resonance frequency occurs

when the load capacitor is in open circuit, and the lowest resonance frequency

occurs when there is a short circuit across the load capacitor or when CP is much

larger than Cm [20, 21]. Derivations for the frequency response as a function of

capacitance are given in [22].

11.2.2

Mass Modification for Frequency Tuning

Just as it is usually impractical to change w or t, it is also hard to modify the proof

mass. The two options for frequency tuning though modifying mass are adjust-

ing the size of mass or the location of the center of mass. One system presented

consisted of a mass with a screw threaded in the length direction of the beam

such that it could be manually adjusted to change the center of mass, thus tuning

the frequency [23]. The drawback of this design is that the changes must be made

manually and cannot be conducted in situ.

11.3

Passive Schemes for Tunable Resonant Devices

Section 11.2 outlined ways to achieve a tuned state in a resonant device using

active methods and this section describes passive methods. While the active meth-

ods have the advantage that there can be a high degree of control to ensure that

tuning is achieved, the glaring disadvantage is that power has to be sacrificed to

attain the tuned state (or human intervention is required instead), and the tun-

ing process cannot always be achieved in situ. It is very challenging to automate
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tuning without consuming more power than generated, forcing manual input, or

limiting the range or duty cycle at which frequency tuning can be conducted. Con-

versely, the passive methods require no input power or human intervention and

are always in situ. They also have the advantage of requiring less overall system

volume because they eliminate the need for linear motors, complicated actuators,

extra sensors, or bulky feedback control systems. In additiona, the duty cycle of

these passive self-tuning systems depends only on the time for the system to self-

adapt, which is on the order of minutes, rather than the duty cycle depending on

storing enough energy to tune, which is often on the order of hours. However, a

threshold cut-in acceleration is more often required to enable the tuning process

in a passive self-tuning system than an active one.

11.3.1

Modifymeff by Coupling Mass Position with Beam Excitation

A double-clamped beam with a proof mass that is free to slide along the length of

the beam has richly complex nonlinear coupling behavior between the beam and

the mass. The resonance frequency of the beam–mass system is at a maximum

when the mass slides to either end of the beam and is at a minimum when the

mass is at the center of the beam. The system should be able to passively self-tune

its frequency within those bounds. The mass slides because of coupling between

the vibrating beam and the mass as the motion of the beam creates an effective

potential. The mass’s motion then impacts the beam’s vibration.

The relationship between the resonance frequency of the system and the sliding

mass’s position along the beam is given in nondimensional form in Ref. [24] and

is rearranged here in dimensional form as

𝜔2,1 =
√

km

𝜌𝐴𝐿 +m𝜙2
y1

, km =
𝐸𝐼𝜆4

1

L3
, (11.6)

where the subscript 1 indicates the fundamental resonance mode, m is the slid-

ing proof mass, 𝜌 and A are the density and cross-sectional area of the beam, and

𝜙y1 is the beam mode shape normalized by the beam length, evaluated at the posi-

tion of the mass. 𝜆1 is the first mode solution to the beam’s characteristic equation,

which depends on boundary conditions and is derived in Ref. [25] or any vibrations

textbook. For a beam with double-clamped boundary conditions, the character-

istic equation is cos𝜆 cosh 𝜆 − 1 = 0 and the first mode solution is 𝜆1 ≈ 4.73. The

effective mass in this scenario is

meff = 𝜌𝐴𝐿 +m𝜙2
y1. (11.7)

As the mass changes position along the beam, the beam shape changes and so

does the value of the beam shape evaluated at the location of the mass, 𝜙y1, thus

causing the resonance frequency to change.

Self-tuning using this approach was first demonstrated using a taut piano wire

with a bead for a proof mass and was excited by external magnetic field [26].

The same self-tuning mechanism was demonstrated using mechanical vibrations
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exciting a metallic beam with a sliding rectangular proof mass [27]. The mass

motion is slow compared to the beam vibration and the self-tuning process can

often take several minutes, depending on how far the mass starting position is

from the resonant position. The passive self-tuning system was demonstrated with

beam resonators of 30 and 6 cm in length but can be converted to an energy har-

vester once a transducer is incorporated, such as a piezoelectric patch.

11.3.2

Modify keff by Coupling Axial Force with Centrifugal Force from Rotation

An energy harvesting beam mounted radially on a rotating device experiences a

centrifugal force, Fc = mv2∕r, wherem is mass, v is velocity, and r is radius. A proof

mass that is large relative to the beam mass at the tip of the beam will increase this

force felt by the beam, which effectively applies a tensile force to the beam, tuning

its frequency according to

𝜔2 = 𝜔1

√
1 +

Fc
FB
. (11.8)

This can be rearranged to show that

keff = km + km
Fc
FB
. (11.9)

The higher the rotation velocity, the greater the tensile force on the beam. This

coupling of rotational speed with applied tensile force on the beam can be

designed such that the beam’s resonance frequency increases with the rotational

frequency, thus tuning the system within the design limits. This was illustrated

with a device mounted on a rotating fan that consisted of a beam made of ABS

plastic with a mass at the tip and a patch of PZT piezoelectric at the root of the

cantilever [28].

11.3.3

Modify L by Using Centrifugal Force to Toggle Beam Clamp Position

A passively self-tuning energy harvester has been presented that uses centrifugal

force for tuning even though it operates in a non-rotating environment [29]. The

device, shown in Figure 11.8, consists of a polyvinylidene fluoride (PVDF) piezo-

electric beam that has an off-center slot and a proof mass on each end. This beam is

packaged such that a bump structure protrudes up through the slot in the beam,

creating two beams of different lengths that oscillate freely off both sides of the

package and are able to slide back and forth between the limits of the slot, similar

to a switch. As the flexible polymer beam oscillates, the masses each experience a

centrifugal force in the direction away from the package. Since the two beams are

of different lengths, the radius of rotation is different and the centrifugal forces are

not equal, causing the beam to slide from one position to another depending on

the forces. The system used a pair of such beams and therefore has four discrete
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Figure 11.8 "Illustration of the first (a) and second (b) resonant modes of the device,

which can switch between modes passively under the right input vibration conditions [29].

possible frequencies, as both beams can have two different lengths depending on

the slot position. The centrifugal forces change as the driving frequency changes,

and the system has been shown to be capable of switching between slot positions

completely passively.

11.4

Wideband Devices

The frequency response of the tunable resonant devices that have been discussed

so far is sharp, with a narrow bandwidth and a relatively large magnitude. These

resonant devices generate orders of magnitude less power when operated off-

resonance. In contrast, the frequency response of wideband devices is shaped like

a plateau such that many frequencies may be utilized. The challenge is in main-

taining a high enough magnitude to generate the desired power output.

Wideband systems tend to be passive rather than active, using multimodal

or nonlinear device designs rather than power input or human intervention to

achieve a widened frequency response. It has been demonstrated that wideband
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harvesters do not necessarily perform better than resonant harvesters when

subjected to input vibrations that resemble white or colored noise, but do offer

an advantage when the harvester must operate off-resonance, such as when

vibration frequency is rapidly changing or unknown [30]. Because wideband

devices do not tune in a resonant sense, they do not focus on adjusting m and k,

but rather on using designs that allow for multiple vibration modes or incorporate

spring nonlinearities.

11.4.1

Multimodal Designs

In multiple vibration mode (multimodal) designs, the possible resonant frequen-

cies are fixed at discrete values rather than being continuous within a range. The

discrete frequencies may be close enough that the peaks nearly overlap, form-

ing a plateau-shaped frequency response. Alternatively, they may be an order of

magnitude apart due to a large frequency difference in adjacent modes, making

it possible that the driving frequencies do not excite the resonance of the system.

Multimodal designs include those utilizing arrays of harvesters or incorporating

geometries that lend themselves to multiple bending modes, sometimes by using

multiple fixed masses.

Harvester arrays consist of beams of slightly different dimensions, and there-

fore different frequencies. Usually L and m are the differing dimensions, but w

or t could be used as well. The harvester arrays can be connected electrically with

each other in series or parallel, and likewise with the power conditioning electron-

ics [31, 32]. Harvester arrays can be an effective way to increase the bandwidth of

the overall system without sacrificing the output magnitude. However, the disad-

vantage is that they are not an efficient use of device area, causing an increase in

cost and size.

Multiple bending modes may be utilized in device design to broaden the

frequency response since different driving frequencies excite different vibration

modes. For example, nesting a secondary beam into a cutout inside a primary

beam such that the tip of the primary beam is also the base of the secondary

beam increases the possible number of vibration modes within a given frequency

range [33]. A hybrid method shown in Figure 11.9 uses a cantilever beam’s first

bending mode for electromagnetic harvesting, with a magnet as the proof mass

and a coil on the package, and adheres piezoelectric elements at the nodes of the

second mode vibration [34].

A harvester with multiple fixed masses can resonate in various modes, each with

different frequencies. For example, a double-clamped beam with three discrete

proof masses fixed along its length has more possible resonance modes with signif-

icant magnitude than a beam with only one mass [35]. In general, there are many

possible ways to use asymmetric or complex beam geometries, such as L-shapes,

and mass placement to invoke extra vibration modes. While using piezoelectric

transduction, care must be taken to design electrodes such that charge cancella-

tion does not take place.
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cross section and top views (a) and isometric device view (b) [34].

11.4.2

Nonlinear Designs

Nonlinear systems do not have the drawback of discrete frequencies, but their

disadvantage compared to multi-modal designs is that they require a threshold

acceleration input below which the nonlinear physics are not observed. Thus,

“nonlinear” systems may display a linear, narrow-band response unless the

input vibrations have high enough acceleration. Techniques for incorporating

nonlinearities to create a wideband response include using mechanical end stops,

spring hardening or softening, and bistable configurations.

Mechanical end stops refer to a range-of-motion limiter that the harvest-

ing beam strikes as it vibrates. At their most simple, mechanical end stops

can be the rigid frame of the harvester package and can be used to prevent

mechanical failure by limiting the harvester’s range of motion. However,

those types of rigid end stops are rarely beneficial to system operation other

than preventing catastrophic failure. A much more clever design is pictured

in Figure 11.10 and it uses mechanical end stops that are secondary spring

transducers instead of rigid structures [36]. In this configuration, especially at

accelerations above several g’s, the transducer end stops serve to limit the motion

of the device while generating significant additional power and broadening the

bandwidth of the system due to the nonlinearity of the impact mechanism.

One disadvantage to using end stops is the potential for mechanical wear and

fatigue.

A different approach is to design beams to display nonlinear spring behavior

such that a plot of spring force versus displacement, x, is no longer linear
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that also serve as secondary springs [36]. © IOP Publishing. Reproduced with permission. All
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and the equation Fspring = 𝑘𝑥 no longer applies. Instead, the spring force

may be modeled as a polynomial such that Fspring = k1x + k3x
3 + k5x

5 + k7x
7

[37]. Thus, for very small displacements, the third-order and higher terms

are insignificant and the system displays linear behavior, while for large dis-

placements the nonlinearities are pronounced. The frequency response of

such a nonlinear spring system often displays hysteresis in which there are

a high-energy branch and a low-energy branch. While the low-energy path

may closely resemble a linear frequency response, the high-energy path looks

like a peak that has been smeared severely to the left or right (for spring soft-

ening or hardening, respectively), effectively forming a plateau response and

increasing the bandwidth as shown in Figure 11.11. This approach has been

demonstrated with both electrostatic [37] and piezoelectric [38] harvesting

systems.

A significant disadvantage of these nonlinear spring approaches is that it is very

difficult to ensure that the system will follow the desired high-energy branch dur-

ing operation. The harvester only continues to follow this path if the accelera-

tion is high enough and the frequency is swept continuously in one direction.

The harvester can suddenly jump from the high-energy branch to the linear low-

energy branch due to unstable regimes if the driving frequency or sweep direction

changes suddenly, or if the acceleration decreases or experiences an impulse. It is

then difficult to get back onto the high-energy branch.

Finally, bistable nonlinear systems can provide a wideband response using either

mechanical or magnetic “snap-through” designs. In the magnetic system, shown

schematically in Figure 11.12, a cantilever beam with piezoelectric elements and a

magnetic proof mass are configured with permanent magnets fixed symmetrically

off-axis below the free end [39]. A MEMS implementation of a mechanical bistable
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device has also been demonstrated [40]. Bistable systems have the advantage of

being able to operate under periodic or stochastic input vibrations. However, the

disadvantage is that a threshold level of input acceleration magnitude is required

to get the system to snap through or oscillate back and forth between its stable

points.
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11.5

Summary and Future Research Directions

11.5.1

Summary of Tunable andWideband Strategies

A summary of the important attributes of each tunable resonant device men-

tioned in this chapter is given in Table 11.2, with wideband devices in Table 11.3.

Note that only experimentally demonstrated devices are listed, not theoretically

modeled concepts. The ideal device would have an energy conversion method

incorporated, would be self-tuning and passive without requiring a cut-in accel-

eration, would have a continuum of possible resonance frequencies, and would

be MEMS scalable. The attributes listed in these tables come from the example

devices demonstrated and cited in this chapter. It should be understood that these

are device-specific rather than strategy-specific and future design improvements

on these strategies will surely change and improve these metrics.

The headings of each column are explained for clarity. “Tuning variable” shows

which variable is modified to adjust the resonance frequency. “Tuning method”

specifies the strategy used to conduct the tuning. “Energy conv method” states

what type of energy conversion is used to convert between mechanical and

Table 11.2 Table summarizing tunable resonant strategies. Detailed description of abbrevi-

ations and headings is given in text.

Tuning Tuning Energy Freq Self- Tuning Cut- Dis- MEMS

variable method conv sensing tuning input in crete feasible

method method req’d accel freq

ES, anchor [6] — — N Cont N Y, 3 Y

L Fc ↔ L [29] P — Y Nonea) Y Y, 4 M

E Thermal [8] — — N Cont N N Y

Screw [11] P — N Manb) N N N

keff, P, arms [13] P — N Cont N N M

axial ES, plates [14] — — N Cont N N Y

force Magnetic [9] EM EM Y Int N N N

Fc ↔ tension [28] P — Y Nonea) Y N N

ES, combs [15] — C Yc) Cont N N Y

keff, ES, plates [16] — — N Cont N N Y

extra Magnetic [17] P P Yc) Int N N N

spring P, hinges [18] P P Yc) Cont N N M

P, bimorph [19] P P Y Cont N N N

keff,CL CL [20] P P Yc) Cont N N M

meff COM screw [23] P — N Manb) N N N

mass↔beam [27] — — Y Nonea) Y N M

a) System is passive, not active.

b) System is not in situ tunable.

c) System is not self-powered.
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Table 11.3 Table summarizing wideband strategies. Detailed description of abbreviations

and headings is given in text.

Tuning Tuning Energy conv Cut-in Discrete MEMS

variable method method accel freq feasible

Array with 3 beams [31] P N Y, 3 Y

Multi-mode Bending, 2 nested beams [33] P N Y, 2 M

Bending, hybrid [34] P, EM N Y, 2 N

Bending, 3 masses [35] P N Y, 3 M

End stops [36] ES Y N Y

Nonlinear Spring, double-clamped [38] P Y N Y

Spring, four-beam [37] ES Y N Y

Bistable, magnet [39] P Y N N

Bistable, mechanical [40] ES Y N Y

electrical energy, where P is piezoelectric, ES is electrostatic, EM is electromag-

netic, and a dash indicates that the device is a resonator, not a harvester. “Freq

sensing method” lists the type of sensor used to determine the driving frequency

in an active self-tuning system, where C is capacitive. “Self-tuning” states whether

the device is able to tune itself autonomously without human intervention, and a

footnote is given to indicate when the system is self-tuning but not self-powered.

Tuning input req’d refers to whether the system requires continuous, intermit-

tent, or manual power input (or none, in the case of passive systems) in order to

achieve the tuning. “Cut-in accel” states whether a threshold driving acceleration

is needed in order for the tuning method to function properly. “Discrete freq”

lists the number of possible discrete fixed resonance frequencies or indicates

that the frequency possibilities are a continuum. “MEMS feasible” is labeled

“yes” if the example system is a MEMS device, “maybe” if the example system

is not MEMS but the system lends itself to microfabrication, and “no” if MEMS

implementation is probably not feasible.

Several important metrics of the tuning and wideband strategies have been

excluded from these tables, namely, frequency operating range, frequency

resolution, type of input vibrations that can be accommodated, and tuning duty

cycle. These factors vary greatly from device to device depending on all design

decisions and are discussed briefly in the following section.

11.5.2

Areas for Future Improvement in Tunable andWideband Strategies

11.5.2.1 Tuning range and resolution

Each system has a specific range of frequencies in which tuning can occur.

This may be limited by the physics of the tuning method, the design of the

system, the degree of coupling possible with the tuning mechanism, or the

change in frequency that can be made without going power-negative. Each
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tuning method has also a frequency resolution which depends on the type of

control system and the actuation method. Future research is needed to tackle

the challenge of achieving a large tuning range and a fine resolution at the

same time.

11.5.2.2 Tuning sensitivity to driving vibrations

Some systems are able to tune their resonance when driven by a multiple-

frequency vibration input, yet others can only tune properly when the input is a

single-frequency sine wave. In addition, while some systems do not depend on any

particular acceleration level for tuning, others require a threshold acceleration

in order to execute tuning operations. All systems have the potential to produce

more power as acceleration increases, so self-powered self-tuning devices will

be able to afford a higher tuning duty cycle with greater acceleration inputs.

Another factor related to input vibrations is that if the driving frequency changes

over time more quickly than the system’s tuning duty cycle, it may not be able

to operate. The challenges posed by long duty cycles make it clear why passive

self-tuning systems are attractive. Continued research is needed to reduce the

sensitivity of tunable and wideband energy harvesters to the driving vibration

characteristics.

11.5.2.3 System Size considerations

Some of the demonstrated tunable and wideband systems are compact and

simple. However, others are comprised of numerous components, including

the energy harvester, tuning actuator mechanism, sensors, and control elec-

tronics. These parts often need to be precisely aligned and calibrated in order

to tune properly and require a large volume. Device volume may or may not

be a concern in some applications, but installation complexity and system

robustness are always of concern. Future research should improve the overall

system design and possibly use MEMS for at least part of the system. Some

components scale to MEMS more easily than others. For example, systems

that rely on 3-dimensional configurations pose a challenge in MEMS, such

as electromagnetic coils or movable tuning magnets that are required above

and below a beam structure. MEMS structures can also have difficulty over-

coming friction and stiction in moving or sliding parts. Finally, power output

is typically lower in a micro scale harvester than in a bulk device, partly due

to the smaller proof mass, but the power required for actuation may also be

lower. Novel fabrication techniques will be needed to make compact designs

possible.

These are only a few of the many possible areas for future research on tunable

and wideband energy harvesters. The eventual ubiquitous adoption of energy

harvesters requires that they are easily adaptable to their operating environment,

require no customization or maintenance, and provide reliable power even if

the operating environment changes. Therefore, there is a great opportunity

for research in addressing these issues so that energy harvesters can be made

compatible with wideband and time-varying driving frequencies.
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12

Micro Thermoelectric Generators

Ingo Stark

12.1

Introduction

In recent years, thermoelectric (TE) energy conversion has experienced a leg-

endary renaissance after several decades of attracting little attention. A search

[1] for the number of published articles about thermoelectric generators (TEGs)

and in particular micro thermoelectric generators (microTEGs) over the last two

decades reflects this exciting trend with a fast rising number of recent publications

in this field as shown in Figure 12.1a. This promising technology has a high poten-

tial of significantly contributing to the need of energy sustainability and managing

the resources of our planet more efficiently. For example, in the United States

alone, 2 billion used batteries are disposed of in landfills annually [2]. Beyond life-

time extension or replacement of batteries, the deployment of microTEGs opens

up new application fields with energy sustainability mainly in the industrial (e.g.,

microsensor networks) and wearable electronics (e.g., health and fitness) arena,

in which batteries and their replacement are not feasible or are cost prohibitive.

As shown by market trends, microTEGs will help to address the power demand

of a tremendously growing number of ubiquitous electronic devices in our daily

life. In 2012, the market for wearable electronics was worth $2.7 billion in terms of

revenue and this is expected to reach $8.3 billion in 2018, growing at an estimated

compound annual growth rate (CAGR) of 17.71% from 2013 to 2018 [3]. A rapidly

growing market for TE energy harvesters is predicted to reach $875 million by

2023 [4].

The interest in micro TE energy harvesting is mainly based on the vast abun-

dance of low-heat sources (e.g., warm pipes, living body, solar heat, waste heat,

process heat) providing sufficient temperature differences ΔT resulting in heat

flows, that can be converted into useful electrical power. There are multiple signif-

icant advantages of TE conversion, such as silent operation without moving parts

as well as a compact and small construction of a solid device having a virtually

unlimited lifetime.

Early efforts to miniaturize TEGs applying thin film deposition techniques were

made in the 1960s [5]. Further miniaturization was reported in 1989, utilizing SOS

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 12.1 (a) Published articles about TEGs and in particular microTEGs over the last two

decades using scholar.google search [1] and (b) low-power thermoelectric generator (LPTG)

made by D.T.S. in comparison with a US 1 cent coin.

(silicon on sapphire)-integrated circuit technology [6]. Then, in 1997, the com-

pany D.T.S. presented the first commercially developed thin film microTEG based

on highly efficient Bi2Te3-type compounds (V–VI materials, data in Table 12.3)

displayed in Figure 12.1b. The miniaturization and commercialization efforts con-

tinued at Thermo Life Energy Corp. after D.T.S. was acquired by them in 2003.

Besides the thin film approach, bulk TEGs in the micropower range (<1 mW)

developed in the early 1970s featured a monolithic construction primarily used

for radioisotope-powered pacemakers (nuclear battery) [7]. The development of

miniaturized bulk TE devices resulted in the first TE-powered wristwatch made

by Bulova [8], which was introduced into the market in 1982, followed by Citizen

and Seiko in 1998 [9].

Although well-established macroTEGs based on bulk material technology can

be utilized for a number of industrial micropower applications with generated

and conditioned power levels in the same range as achieved with microTEGs and

demonstrated in Section 12.5.1, the miniaturization from macro to microTEGs

may offer a variety of benefits, including the following:

• capability of high-volume production as a result of small device size and/or uti-

lization of standard volume process equipment for micro-electro-mechanical-

system (MEMS) technologies,

• lightweight devices with a low amount of consumed TE material due to thin

film deposition and size restrictions. This is important in case of Bi2Te3-type

materials showing a sharp increase in cost of tellurium over time, especially in

the last decade [10],

• variable size and shape adjustable to specific applications for maximizing power

generation due to a variety of different configurations, materials, and high free-

dom of design,

• low cost and small form factor of devices, opening up new and high-volume

application fields.
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In Section 12.2, an approach of categorizing various types of microTEGs as

well as distinguishing them from state-of-the-art bulk TEGs is discussed. Section

12.3 addresses important thermal and material design aspects for maximum

power output of TEGs, including the principle of thermal match and material

anisotropy of Bi2Te3-type materials. On a component level, the first part of

Section 12.4 introduces some of the current technological approaches of har-

vesting energy from a temperature difference using various material systems and

fabricating techniques. Many of these technologies are still being researched,

reflecting numerous and diverse activities in recent years. In the second part of

Section 12.4, more advanced and commercialized micro technologies, based on

physical vapor deposition (PVD) and metallorganic chemical vapor deposition

(MOCVD) for the application of V2VI3-compounds, are presented. Section

12.5 provides selected industrial and wearable applications on a full system

level.

12.2

Classification of Micro Thermoelectric Generators

The prefix in microTEG stands for a micro geometry of the TE converter

associated with a micro manufacturing technology, which may include thin film

deposition, patterning by photolithography and/or etching, and pick-and-place

tooling for assembly as modified semiconductor device fabrication technologies

for MEMS (see Table 12.1). Geometries of TE legs, such as the length and cross

section, can be used to differentiate from state-of-the-art (macro) bulk TEGs as

shown in Figure 12.2. MicroTEGs from Table 12.3, which are sorted into four

technology groups based on Table 12.1, can be identified by cross sections smaller

than about 0.2 mm2.

The overall size of microTEGs is not a suitable measure for its classification

owing to the fact that, for proper functioning of a TEG, a temperature gradi-

ent across the device has to be maintained. This requires in most cases a heat

exchanger at the cold side for heat dissipation to surrounding air and often also a

heat collector at the warm side of a microTEG, significantly inflating the occupied

volume of the device.

MicroTEGs exist in two principal configurations, cross-plane and in-plane,

depending on the direction of the heat flow through the thermocouples (TCs)

and the orientation to the substrate surface, as depicted in Figure 12.3.

In the cross-plane configuration (CPC), heat flows perpendicularly to the

substrate. This configuration is found in all macro bulk TEGs as well as in several

microTEG designs with pillar-type TCs sandwiched between highly thermally

conductive heat couple plates acting as substrate forming the typical π-shape

pattern illustrated in Figure 12.4. A number of TCs are connected electrically in

series and are thermally parallel.

On the other hand, in the in-plane configuration (IPC), heat flows parallel to the

substrate, which preferably has a low thermal conductance in order to minimize
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Figure 12.2 Typical length and cross section of thermocouple legs of microTEGs and com-

mercially available bulk TEGs.
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Figure 12.3 Comparison cross-plane (a) versus in-plane (b) configuration.

parasitic heat flow. An advantage of this configuration is the ability to generate

relatively high voltages even at small temperature differences, owing to a longer

length of TCs.

Figure 12.5 demonstrates the two basic types of packaging of a microTEG with

IPC. In the lateral arrangement (a), a vertical heat flow is diverted via thermally

conductive elements in a horizontal direction, while passing through laterally

placed and thermally insulated TCs.

In a vertical arrangement (b), heat flows always vertical through the entire

device. This arrangement allows a very compact construction with a high density

of TCs either by stacking multiple short segments of a thin film-substrate system

as, for example, demonstrated in [49] and shown in Figure 12.1b, or by coiling

up a long strip of a thin film-substrate system resulting in a circular device as,

for example, introduced in [22]. This microTEG incorporates over 5000 TCs in a

volume less than 0.1 cm3 (Table 12.3).
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Figure 12.4 Packaging of TEG having a CPC. Substrate can be rigid or flexible.
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Figure 12.5 Packaging of a microTEG having an IPC as lateral arrangement with a plane or

curved substrate (a) or vertical arrangement with a stacked (not shown) or coiled-up sub-

strate (b).

12.3

General Considerations for MicroTEGs

A temperature difference across a thermopile ΔTTP at a series of TCs, also called

thermopile (TP), inside a TEG results in an open voltage V oc at the terminal con-

tact pads (see Figures 12.4 and 12.5) due to the Seebeck effect:

Voc = n ⋅ (𝛼p − 𝛼n) ⋅ ΔTTP (12.1)

where n is the total number of TCs and 𝛼p and 𝛼n are the Seebeck coefficients

for p- and n-type materials, respectively. The optimal output power P, without

consideration of contact resistance, is obtained under matched load condition

RLOAD = RTEGwith the electrical resistance of the load and TEG, RLOAD and RTEG,
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Heat flow

ΘSINKΘTOP

ΘPAR

ΔT

ΔTTP

ΔTTEG

ΘTPΘBOTTOMΘSOURCE

TSOURCE TSINK

Figure 12.6 Equivalent thermal circuit of a TE energy harvester with temperature drops

across several thermal resistances Θ in series and parallel. ΘBOTTOM, TOP, TP, PAR describe a

TEG, ΘSOURCE, SINK represent ambience.

respectively:

P =
V 2

oc

4RTEG

(12.2)

Given a thermal environment, maximum power generation is achieved, if the

TEG operates under thermal match condition. Shown in detail in Ref. [50], the

optimum temperature difference across the thermopile ΔTTP,max, corresponding

to the maximal generated power, is

ΔTTP, max = ΔT
2

⋅
GPS

GPS + GPAR

(12.3)

where GPS is the thermal conductance of all parasitic thermal resistances in series

to the TP and GPAR represents the parasitic, parallel, thermal conductance of the

same TEG, but lacking TCs (“empty TEG”). Equation 12.3 also indicates that for

negligible GPAR the maximum ΔTTP is half of ΔT . The equivalent thermal circuit

of a TE energy harvester illustrates all relevant thermal resistances Θ and corre-

sponding temperature drops in Figure 12.6. Please refer to Chapter 17 for further

derivations of maximum power operating conditions and thermal match condi-

tions for TEGs.

The thermal resistance of a heat source ΘSOURCE is an important parameter

in differentiating between application fields for microTEGs. In most industrial

applications, ΘSOURCE is low, often due to available metal surfaces providing ΔTs

of several 10 K. On the other hand, body heat applications are heat-flow limited

owing to the low thermal conductivity of human skin, resulting in a thermal resis-

tance per unit area from 200 to over 1000 cm2 KW−1, depending on the location

and the level of activity. More information about TEGs in wearable applications

can be found in [51] and in an analysis of TE energy harvesting for biomedical

applications with wearable and implantable devices [52].

ΘBOTTOM, TOP describe the thermal coupling of the thermopile with the ambi-

ence including heat couple plates and thermal interfaces and materials. The par-

asitic, parallel, thermal resistance ΘPAR takes into account all contributions from

surrounding gases, supporting structures, and substrate.

ΘSINK is usually high owing to heat dissipation into ambient air and can be

decreased by attaching fin or pin heat exchangers to the cold side of the microTEG.
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Significantly higher heat transfer efficiency is achievable with fluids, for example,

using a microfluidic heat exchanger. Wojtas et al. [53] reported a heat transfer

resistance of 0.74 cm2 KW−1 at a very low pumping power of 0.073 mW cm−2.

Independent of the thermal match condition, the smaller the thermal resistance

in series to the thermal resistance of the thermopile, the higher is the power out-

put. This means that the more efficient the heat exchanger, the more heat can flow

through the converter system and be converted into power. On the same note, con-

sidering the thermal match condition, a TEG design always needs to be matched

with a given thermal environment and heat coupling, and not vice versa.

12.4

Micro Device Technologies

Table 12.1 organizes micro device technologies in four categories (Foil, MEMS,

CMOS-MEMS, Micro Bulk), similar to Figure 12.2, although some technologies

may overlap adjacent categories. The most widely used TE material for the fabri-

cation of microTEGs is based on Bi2Te3-type compounds owing to their highest

TE performance with a ZT up to ∼1 in the room temperature range (Z: TE figure

of merit, T : absolute temperature) and even higher for nanostructured thin film

materials [54]. Furthermore Si-based microTEGs utilize only IPC. A comprehen-

sive overview is given about fabricated TEGs found in literature in Table 12.3.

Bi2Te3-type single crystals or polycrystalline material having a preferred distri-

bution of crystallographic orientations (texture) possess a distinct anisotropy in

their transport properties as shown in Table 12.2. For micro bulk TEGs, the semi-

conductor material can be diced in the preferred direction having the highest ZT

with the leg axis along the cleavage planes, that is, perpendicular to the trigonal

c-axis. In case of thin film deposition, the orientation, crystalline structure, and

transport properties depend on substrate and start materials as well as deposition

technique and parameters, including postdeposition processes such as annealing.

Thin films with high ZT value in a direction parallel to the substrate as desired for

IPC can be achieved, for example, with physical vapor deposition by sputtering in

combination with a post-annealing process. On the other hand, electrochemical

deposition (ECD) is currently the only technique obtaining high ZT values in a

Table 12.2 Anisotropy of V2VI3-material – ratio of properties in a direction perpendicular to

parallel regarding trigonal c-axis of single crystals from [56].

Material 𝜶 ⟂ ∕𝜶|| 𝝈 ⟂ ∕𝝈|| 𝜿 ⟂ ∕𝜿|| PF ⟂ ∕ PF|| Z ⟂ ∕ Z||

p-type (Bi1−xSbx)2Te3, x = 0.75 ∼1 3.2–3.3 1.9–2.3 3.2–3.4 1.5–1.7

n-type Bi2(Te1−xSex)3, x = 0.025 ∼1 4.4–6.7 2.2–2.4 4.6–7.7 2.2–3.2

𝛼: Seebeck coefficients; 𝜎: electrical conductivity; 𝜅: thermal conductivity; PF: power factor;

PF= S2𝜎; Z: figure of merit, Z = S2𝜎𝜅−1.
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(a) (b)

Figure 12.7 SEM of TCs consisting of round

Cu and Ni legs (dia = 210μm, height =
153μm) with top and bottom interconnects

as part of a microTEG made by ECD. The

photoresist SU-8 mold has been removed

to reveal the TCs (a). Enlargement (b). (Pho-

tographs and permission from gTEG, Switzer-

land.)

direction perpendicular to the substrate, which is the preferable CPC orientation

[55].

12.4.1

Research and Development

12.4.1.1 Electrodeposition

Electrodeposition, also called electrochemical deposition, is a promising and cost-

effective, wet method with high deposition rate of ∼50 μh−1 [11] for fabrication

of Bi2Te3-type TCs and metal interconnects. Up to now, the achieved TE per-

formance of ECD material is still lower in comparison to material resulting from

dry deposition processes. Early efforts fabricating an ECD-based MEMS-like TE

device were reported by Lim et al. [57]. Boulanger [55] provided a detailed chrono-

logical overview about TE material deposition with the focus on V2VI3-type com-

pounds including nanostructures, which were investigated, for example, by Wang

et al. [20]. A flexible microTEG with curvatures down to 7.5 mm was demon-

strated by Glatz et al. [11, 58] (see also [59]) applying a novel mixed method of

electrodeposition, combining voltage-controlled deposition pulses with current-

controlled resting pulses. Cu–Ni type TCs as seen in Figure 12.7 and later on also

p- and n-Bi2Te3-type TCs were deposited into a photoresist SU-8 mold.

12.4.1.2 Silicon-MEMS Technology

In order to decrease TEG production cost, TCs can be significantly miniaturized

using well-established microelectronics Si technologies in conjunction with sur-

face and/or bulk micromachining well known in MEMS fabrication. Main TC

materials are polycrystalline Si (poly-Si) and SiGe (poly-SiGe), despite at least a

10× lower ZT than V2VI3 compounds.
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Figure 12.8 Two fabrication approaches in

Si-technology: Thermopile die with IPC (a)

with main fabrication steps (b) [42]. (With

permission from IFSA Publishing, S.L.). SEM

picture of surface micromachined arcade

TCs made with sacrificial SiO2 bump process

(c). Figure 12.8c is a reprint of Figure 4a in

Su, J. et al. “Batch processmicromachined TE

energy harvester: fabrication and character-

ization,” J. Micromech. Microeng. 20 (2010)

104005 (6 pp), reprinted with the permission

of the author and the Transducer Research

Foundation [47].

A microTEG specifically engineered for human body applications and based

on a surface micromachined poly-SiGe thermopile was developed by Wang et al.

[46]. Leonov et al. [42] demonstrated a microTEG with IPC and self-supported

TCs made by bulk micromachining and shown in Figure 12.8a,b. The microTEG

was integrated in a T-shirt producing 1 μW in an office environment. Fabrica-

tion steps of the die include: (i) growth of SiO2 and Si3N4, deposition, patterning,

and selective doping of poly-Si legs; (ii) deposition and patterning of aluminum

thermal shunts and interconnects, and opening etch windows; and (iii) removal

of SiO2 layer and side bridges, replaced by plastic supports. The SEM micrograph

features freestanding 6-μm tall SiGe/Al TCs of a microTEG, consisting of up to

2500 TCs and producing a power of 0.4 μW at Voc = 1.49 V at ΔT = 3.5 K.

More realizations of microTEGs using Si technology and bulk micromachining

processes are described in [41], in combination with an integrated heater for eval-

uation purposes in [43], and with an integrated catalytic combustion in [45]. The

microTEG developed by Glosch et al. [41] consists of 1000 TCs made of poly-Si

and aluminum on a 10-μm thick membrane of size 11 mm × 1.5 mm provid-

ing 1.5 μW power with a ΔT = 10 K. Aluminum docking elements were used to

stabilize and thermally connect the Si chip. On the basis of this technology, the

application report [60] offers a packaged device featuring an output of 400 mV K−1

and 40 μW at ΔT = 40 K.

Huesgen et al. [40] demonstrated a technology to fabricate a microTEG with

n-poly Si/Al TCs and combined silicon surface and bulk micromachining as well

as ECD processes.

12.4.1.3 CMOS-MEMS Technology

CMOS-MEMS technology describes the fabrication of MEMS devices using a

commercial CMOS process usually followed by a post-micromachining process to

release suspended structures. This enables a thermal insulation pattern in order
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Figure 12.9 Schematic view of two TCs

made by BiCMOS technology. In addi-

tion, cavities can be etched into the sub-

strate to increase thermal insulation (a).

SEM micrograph (b) showing cavities etched

into the Si-substrate using CF4 dry etchant.

View prior metallization along the y-direction

[30]. (With permission from Elsevier.)

to form temperature differences in thin film TCs deposited on a high thermally

conductive Si wafer [25, 26, 31].

Strasser et al. [29, 30] developed microTEGs consisting of up to 59 400

poly-Si (poly-SiGe used as well) TCs on an area of about 6 mm2 based on a

standard BiCMOS process as shown in a schematic view and SEM micrograph

in Figure 12.9. Micromachined cavities underneath a 1.6-μm thick oxide layer,

called LOCOS oxide, improve the thermal efficiency of the TP, resulting in a V oc

of up to 200 mV K−1.

Utilizing the same standard BiCMOS process, Yang et al. [35] reported the

development of a microTEG with quantum well–like TCs. They followed the idea

to improve the TE material quality by using a low-dimensional material for the

TCs as originally proposed by Hicks and Dresselhaus [61] and covered in more

detail in Chapter 19 of this book. First results show improved performance (see

Table 12.3).

12.4.1.4 Other

A broad variety of diverse microTEG technologies is listed in Table 12.1. Printing

techniques, such as screen printing [27], dispenser printing [48], or spray print-

ing [16], could become an alternative low-cost technology with easily scalable

thermopile geometries in the future, provided a significant improvement of TE

properties of deposited TCs.

On the other hand, micro bulk technology based on cutting techniques as pre-

sented in Ref. [15] or Ref. [9] utilizes highly efficient TE material. However, it is

not a large-volume scalable technology.

The development of a novel transparent microTEG for solar energy conversion

applications reported by Chen [44] is based on suspending bridge-type poly-Si

TCs and transparent conductive indium tin oxide (ITO) thin films as the hot side
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and cold side electrodes on glass or quartz wafer. The microTEG, fabricated by

surface micromachining MEMS technologies, could be applied in windows of

buildings for energy harvesting and thermal insulation in the future.

On the basis of micro technologies described in this subchapter, the comprehen-

sive and representative overview in Table 12.3 provides the design, material, and

performance of fabricated microTEGs on a component level. TEGs perform best

if they are designed to thermally match with a specific environment for maximum

power generation. Two principle scenarios may occur: ΔT limitation due to low

thermal resistance of environment (e.g., industrial applications) or heat flow limi-

tation due to high thermal resistance of environment (e.g., body heat). Therefore,

it is difficult to compare microTEGs designed for different applications. Further-

more, significant power losses may occur in the process of boosting low voltages

to achieve a usable voltage input level (see Chapters 16 and 3).

12.4.2

Commercialized Micro Technologies

12.4.2.1 Micropelt Technology

The German company Micropelt [13] was founded in 2006 and established a

scalable two-wafer-concept-based production platform for TE thin film devices,

developed at Fraunhofer IPM [62] and originally focused on miniaturized cooling

devices. Using MEMS-based technologies, (Bi,Sb)2(Te,Se)3-based compound

semiconductors are sputtered on 4′′ and 6′′ SiO2-passivated wafers in a pilot

production line. The main technology steps comprise the following:

1) depositing and patterning of metal structures as electrical interconnects;

2) overgrowth with up to 36-μm thick TE materials and solder metals;

3) patterning of TE materials using an etch mask and reactive dry etching;

4) steps 1–3 are separate for p- and n-type wafers and including also an anneal-

ing process;

5) cutting of wafers, flip chip bonding of the p- and n-type dies with solder and

packaging.

A challenging aspect of this technology is the realization of sufficiently thick

films corresponding to the leg heights, due to significant differences in expansion

coefficients between the TE material and Si substrate by a factor between 5 and 8,

in combination with very low contact resistances of <10−11 Ωm2.

Because of CPC (see Figure 12.4), Micropelt’s TEG chips possess a high TC den-

sity with up to 100 TCs per mm2 and a high output voltage of up to 1.75 V W−1

of thermal heat flow through the device. Internal leg geometries may range from

30 to 600 μm in size and overall geometries from 0.5 to 25 mm2 are available.

Figure 12.10 demonstrates TE legs on a wafer substrate with etching angles steeper

than 80∘.
A half- and full-packaged Micropelt TEG is also presented in Figure 12.10,

together with a performance chart based on data from [13]. The package TGP751

with 10 mm × 15 mm × 9.3 mm (l × w × h) consists of a rectangular metal-base
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Figure 12.10 (a) TE legs on wafer substrate (top), TEG on circuit board (half packaged

device, left) and TGP (full-packaged device, right). (b) Performance of a packaged device

TPG751 [13]. (With permission from Micropelt GmbH, Germany, chart reproduced.)

laminate with ring isolator around the TEG and a metal top. More details can be

found in Ref. [12, 63].

12.4.2.2 Nextreme/Laird Technology

In 2013, Laird Technologies [18] acquired the US-based company Nextreme Ther-

mal Solutions Technology, founded in 2005, which manufactures miniaturized,

thin film TE devices in CPC (see Figure 12.4), primarily addressing spot-cooling

applications. The technology features a thin film nanoscale approach with TE

(phonon-blocking/electron-transmitting) superlattice (SL) structures grown

by MOCVD developed at Research Triangle Institute (RTI, United States).

Maximum ZT at 300 K are reported of ∼2.4 for p-type Bi2Te3/Sb2Te3 and of ∼1.4

for n-type Bi2Te3/Bi2Te2.83Se0.17 SL devices showing a significant enhancement

in comparison to state-of-the-art bulk Bi2Te3-type materials with ZT ∼ 1 [54].

The TEG device HV56, shown in Figure 12.11 with its performance charac-

teristics, has a size of 3.1 mm × 3.3 mm × 0.6 mm and is capable of producing

1.5 mW of output power, with an open circuit voltage of 0.25 V at a temperature

gradient of 10 K across the device.

The Nextreme/Laird-technology consists of the following steps summarized

from Ref. [17, 64]:

1) epitaxial growth of p-type Bi2Te3/Sb2Te3 (1/5 nm) and n-type Bi2Te3/Bi2Te2.85

Se0.15 (1/5 nm) SLs with a 5–20 μm thickness on separate<100>GaAs wafers;

2) metallized and diced/scribed p- and n-type strips alternatingly placed and

separated side by side, with the epitaxial film side down and solder bonded

on an AlN heat couple plate having a metal structure as interconnects;

3) removal of GaAs substrate by selective etching;

4) ECD of metal posts on the exposed SL and dicing of the SL into individual TC

legs;

5) bonding the other side to a ceramic heat couple plate with a complementary

metal interconnect structure.
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Figure 12.11 (a) Cross-sectional view of thermal CPB [65] (top), Nextreme’s eTEG HV56

device (bottom). (b) Device performance [18]. (With permission from Laird Durham, Inc., US,

chart reproduced.)

The thermal copper pillar bump (CPB) solution represents the integration of a

thin film TE material into solder bumps for flip chip packaging. This provides a

thermal path from one side of the bump to the other with low thermal contact

resistances at the chip’s surface. An SEM cross section of a TC leg is displayed in

Figure 12.11 [65].

12.4.2.3 Thermogen Technology

Thermogen Technologies, Inc., a Perpetua Power Source Technologies, Inc. spin-

off company, [23] was established in late 2015 to develop and market commer-

cial applications for an innovative TE thin film technology based on highly effi-

cient Bi2Te3-type materials on flexible thin foils. This technology was developed

at the Battelle Memorial Institute – operator of Pacific Northwest National Labo-

ratory (PNNL) for the US Department of Energy. With the acquisition of Thermo

Life Energy Corporation in 2010, Perpetua Power Source Technologies, founded

in 2005, accelerated the development of its TEGwear™ technology, specifically

designed for body heat energy harvesting. This technology utilizes the advantages

of an inexpensive and highly temperature stable polyimide foil substrate, having a

similar thermal expansion coefficient as the TE material in the room temperature

range, in combination with an optimized high-rate sputtering process resulting in

TE films with a preferable crystallographic orientation due to the lateral IPC of

the device, illustrated in Figure 12.5a. This enables the highest TE efficiency of the

applied anisotropic TE material, as described in Section 12.3. Furthermore, the

foil substrate, in conjunction with the IPC, allows a high freedom of the design for

optimal fit of TE structures as well as the overall shape of the device in a specific

application.

Figure 12.12 illustrates a typical TC structure and shows an example of a planar

TEG and electrical characteristics.
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Figure 12.12 Thermogen TC structure on

polyimide foil substrate with enlargement

(a), an example of a planar TEG device with

dimensions 32mm × 20mm × 3.4mm3 (l ×

w × h) (b), and device performance chart

(c) (With permission from Perpetua Power

Source Technologies, Inc., US).

The wafer-like handling of foil substrate allows the utilization of standard pro-

cesses well known in microelectronic and MEMS technology. The major Thermo-

gen technology steps are as follows:

1) photolithographic lift-off mask generation followed by metal deposition and

lifting to generate metal interconnects;

2) p-semiconductor deposition on foil followed by photolithographic pattern

generation for p-legs and wet etching;

3) n-semiconductor deposition on foil and p-semiconductor structure followed

by photolithographic pattern generation for n-legs and selective wet etching;

4) annealing and foil dicing;

5) assembly of foil sandwiched between two heat couple plates and sealing of

device.

12.5

Applications of Complete Systems

Changing temperature gradients in real applications may result in a dis-

continuous and nonsteady energy flow due to the nature of the TE energy

conversion requiring the integration of a power-efficient, electronic low

power management in a complete energy harvesting system. The condi-

tioning electronics needs to provide usable power with a stabilized voltage

output and may consist of a DC/DC boost converter, energy storage

(capacitors, rechargeable batteries, thin film rechargeable batteries), and

electronic switch as described in more detail in Chapters 16 and 3 of this

book.

The following five examples of micro TE energy harvesting solutions cover

industrial and wearable applications. The first two examples utilize small bulk

TEGs in order to demonstrate the general feasibility in the micropower harvesting

range.
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Figure 12.13 Energy-autonomous sensor for air flow temperature (a) and ECT 310

output power versus temperature difference (b) [68]. (With permission from Enocean

GmbH, Germany.)

12.5.1

Energy-Autonomous Sensor for Air Flow Temperature

Figure 12.13a shows a prototype of an energy-autonomous sensor for air flow

temperature made by Enocean. A small bulk Peltier module (TEC2L-15-15-5.6

distributed by Eureca [66] with the size 15 mm × 15 mm × 4.4 mm), which can

also be utilized as a TE generator [67], is placed in the wall of the tube and sand-

wiched between a thin copper film, which adjusts to the air flow temperature and

a finned heat sink on the outside creating a temperature gradient across the TEG.

The conditioned output power of the bulk TEG as a function of the temperature

is given in Figure 12.13b.

The generated power is boosted by Enocean’s ECT 310 DC/DC converter, an

optimized oscillator that starts to resonate at an input voltage over 10 mV. At

20 mV or higher (≥2 ∘C) the output voltage is more than 3 V with a converter effi-

ciency of 30%. Eventually, the generated power drives a temperature sensor and

Enocean’s wireless sensor module STM 312.

For example, about 100 μW is produced at a total temperature difference of 7 K.

With a typical EnOcean wireless module and a 2-min wake-up cycle to send a

telegram, only about 5 μW are needed. The remaining 95 μW can be used to power

actuators, water valves, or air flaps [68].

12.5.2

Wireless Pulse Oximeter SpO2 Sensor

IMEC has designed, fabricated, and tested a body-powered medical device

demonstration, a wireless pulse oximeter SpO2 sensor noninvasively measuring



262 12 Micro Thermoelectric Generators

Figure 12.14 Body-powered wireless pulse oximeter SpO2 sensor. (Photograph and permis-

sion from IMEC, Belgium.)

the oxygen content in arterial blood [69]. A watch-size bulk TEG powered by the

human body provides a minimal power of about 100 μW at night and between

100 and 600 μW during the day. The power consumption of battery-powered

pulse oximeters existing in the market was significantly reduced by 2 orders of

magnitude down to 62 μW, as a result of, for example, application of a low-power

radio and duty cycling. The device, as demonstrated in Figure 12.14, can auto-

matically switch into sleeping mode in case the power generation is less than the

power consumed.

12.5.3

Intelligent Thermostatic Radiator Valve (iTRV)

The intelligent thermostatic radiator valves (iTRVs) from Micropelt communicate

with thermostats via standard radio protocols enabling intelligent temperature

control of a room. These devices use a Micropelt TEG as power supply, exploit-

ing the temperature difference between the hot radiator and the ambient room

temperature, and therefore eliminating the need for cabling and replacement of

batteries.

According to [70], the TEG starts to generate usable power from temperature

differences ≥4 K, enabling operation throughout the year. The device has a

rechargeable storage element to store surplus energy to be used in times of lower

input power, as, for example, in spring and fall. During summer time, the iTRV

goes into sleep mode.

An efficient electronic power management and actuator design, including gear-

box control and motor and wireless communication, allows multiple adjustments

each day and communicates regularly with the room thermostat.

Figure 12.15 illustrates a block diagram and the design of the iTRV device with

dimensions 60 mm × 70 mm × 50 mm (l × w × h).
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Figure 12.15 Block diagram of the intelligent thermostatic radiator valves (iTRVs) (a) and

mounted iTRV with thermostat (b) [70]. (With permission from Micropelt GmbH, Germany.)

12.5.4

Wireless Power Generator Evaluation Kit

Laird offers a wireless TEG kit, called Thermobility™ WPG-1 as power source

for self-contained, autonomous systems shown with performance data in

Figure 12.16. This device provides a constant DC voltage output of 3.3, 4.1,

or 5.0 V to electrical loads of 15 kΩ or higher. The WPG-1, with a size of

35 mm × 39 mm × 27 mm (l × w × h), consists of a pin-finned heat sink, a custom

circuit board, Laird eTEG™ HV56 TEG, and a metal attachment plate as heat

collector that needs to be applied to a heat source. The device uses Linear

Technology’s LTC®3108, an ultralow voltage step-up converter and power

management IC to provide up to 1 mW of electrical power, and operates at

temperature differences down to 15–20 K. The WPG-1 is designed for any flat

surface heat source, such as a laboratory-grade hotplate with temperature control

for simple bench-top testing. A 6-pin connector mates to the eZ430 wireless

target board from Texas Instruments, offering the WPG-1 as power source for

the eZ430 development platform [71].

12.5.5

Jacket-IntegratedWireless Temperature Sensor

The integration of TE energy harvesters and wireless sensor electronics into first

responder jackets was an objective of Perpetua Power’s development for the

Department of Homeland Security Science and Technology. The exciting vision

driving this development was the common goal of helping first responders do

their work more safely and effectively. In the near future, emergency response

personnel is expected to be equipped with a number of electronic devices, such

as personal location devices, physiological sensors, displays, and personal alert

systems. Perpetua Power’s unique TEGwear™ technology can help to address

the corresponding energy needs. The jacket integrated demonstration system

measures temperatures and transmits user data to an eZ430 Chronos wristwatch



264 12 Micro Thermoelectric Generators

250

200

150

100

O
u
tp

u
t 

c
u
rr

e
n
t 

(μ
A

)
50

0

30 40 50 60

Heat source temperature (°C)(a) (b)

70 80 90 100

5.0 Vout

4.1 Vout

3.3 Vout
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for data collection. It incorporates the following main components: Perpetua

Power’s TEGwear™ TEGs, a Texas Instruments (TIs) BQ25504 boost converter,

a TI MSP430 microcontroller, a thin film battery, and the TI eZ430 Chronos

temperature sensor and transceiver system. Figure 12.17 illustrates a TEGwear

jacket with robust and hermetically sealed TEGs integrated into sleeves as well

as the eZ430 Chronos wristwatch providing user data, including the Node ID,

temperature measurement, a TEGwear performance factor, and a wireless data

upload for further data analysis. TEGwear system performance metric depends

on activity and environment and can be approximately expressed as transmit

events per hour (in parentheses) for the following tested scenarios: office work

(125), subterranean search and rescue (130), manufacturing work (150), cliffside

search and rescue (250), and horseback search and rescue (320).

12.6

Summary

The increasing trend of micro TE energy harvesting in recent years is based

on growing market demand for autonomous micropower supplies mainly for

industrial and consumer applications, including wearable electronics. Broad

academic research continues to investigate and optimize a wide range of TE

materials including nanostructures and corresponding thin film technologies.

Besides intensive efforts to develop Si-based microTEGs, mainly driven by the

availability of semiconductor and MEMS process technologies, the focus of R&D

activities is on TE V2VI3-type material systems providing the highest TE figure

of merit in the room temperature range as a key factor for maximum device per-

formance. Up to now, only a few approaches to commercialize microTEGs can be

observed. V2VI3-type materials are preferably applied by utilization of standard

dry processes, such as vacuum thin film deposition. With further optimization,
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Figure 12.17 TEGwear jacket in an exter-

nal field trail with the Corvallis Mountain

Rescue Unit (CMRU) at Crater Lake National

Park in southern Oregon/United States (a)

and EZ430 Chronos wristwatch from Texas

Instruments for data reception, display, and

storage (b) (With permission from Perpetua

Power Source Technologies, Inc., US).

wet processes, such as electrodeposition of efficient TE materials, have the

potential to become another attractive alternative in the future. MicroTEGs have

been developed with different design configurations and TC arrangements for

industrial and consumer applications and are capable of converting heat energy

from moderate and even very small temperature differences of a few Kelvin

directly into useful electrical power. This makes microTEGs an attractive TE

energy harvester solution.
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13

Micromachined Acoustic Energy Harvesters

Stephen Horowitz andMark Sheplak

13.1

Introduction

Acoustic energy harvesting is defined here as the conversion of acoustic fields

and waves (fluidic or structural) into usable electrical energy. All fluidic acoustics

and some (mainly ultrasonic) structural acoustics (vibrations) fall under this def-

inition; however, harvesting from lower frequency (and thus longer wavelength)

vibrations (i.e., traditional vibration energy harvesting) are treated elsewhere in

this book. The acoustic energy available for harvesting may originate from other

vibrating structures, airflow, or thermal sources before propagated acoustically

and ultimately converted to electrical energy.

The focus of this chapter is on micromachined implementations of acoustic

energy harvesters (AEHs); however, mesoscale devices will also be discussed in

depth to provide a historical and technical background to the field. The chapter

begins with a historical introduction to the field, providing an overview of

devices, applications, and approaches. Following this, an in-depth theoretical

background on acoustic fundamentals is provided, including basic concepts,

physical derivations, characteristics of acoustical energy sources, and challenges

of acoustic energy harvesting. A significant part of the chapter is devoted to

electroacoustic transduction, including detailed surveys and comparisons of

transduction methods and the modeling and optimization techniques that enable

efficient transducer design. Next, energy harvesting design and fabrication

strategies will be discussed, followed by testing and characterization methods

and results, including a survey of reported performance metrics. The chapter

concludes with a discussion of practical constraints and fundamental limitations

and potential paths forward in the field of acoustic energy harvesting.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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13.2

Historical Overview

13.2.1

A Brief History

Harvesting energy from acoustic fields has a relatively short history, dating back

to only 1998. It was in that year and the subsequent that Amirtharajah and

Chandrakasan [1, 2] published their work on using vibration-based power gen-

eration as a source for self-powered signal processing. While primarily focused

on the harvesting of energy from structural vibrations, they did briefly explore

the possibility of using acoustic fields as a power source, demonstrating sufficient

harvested energy to power their digital signal processing (DSP) system from a

114-dB incident sound field. In 2003, Sood [3] attempted acoustic energy har-

vesting using a micromachined cantilever structure but found difficulty directly

coupling to the open cantilever designed primarily for structural excitation.

The first successful in-road into acoustic energy harvesting was presented in

2001 by Mandurino et al. [4], who published a paper on a self-powered noise

reduction system, employing acoustic energy as the power source. Their system

utilized a piezoelectric buzzer for energy capture and a second buzzer to gener-

ate an out-of-phase wave for destructive interference and noise cancelation. They

directly wired the output from the “energy drier” buzzer, as they called it, to the

input of the control buzzer. No power conversion or storage circuitry was used or

needed in their arrangement.

Shortly thereafter, in 2002, the first device specifically designed to combine

the harvesting of acoustic energy with power conversion and storage circuitry

was presented in a paper by Horowitz et al. [5]. In this and follow-on work

by Taylor et al. [6], Liu et al. [7, 8], and Phipps et al. [9], researchers at the

University of Florida developed mesoscale Helmholtz resonator-based AEHs

targeted for self-powered sensing in aircraft engine nacelles (Figure 13.1).

These harvesters combined Helmholtz resonators with commercially available

Orifice

Cavity

Piezoelectric composite
Diaphragm

ZL

Orifice

Cavity

Rigid wall
Rigid wall

(b)(a)

Figure 13.1 Cross-sectional drawings of an (a) Helmholtz resonator as a single cell of an

aircraft engine liner. (b) Helmholtz resonator-based AEH via incorporation of a piezoelectric

composite diaphragm.
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Bond pads

Diaphragm

Electroded
piezoelectric

ring

5.25 mm

Figure 13.2 Optical micrograph of a released, micromachined AEH die.

mesoscale piezoelectric diaphragms to harvest sufficient energy to power

sensors and active flow-control systems. In 2005 and 2006, the piezoelectric

diaphragms of these AEHs were miniaturized using micromachining to create a

microelectromechanical system (MEMS)-based AEH [10–12] (Figure 13.2).

Also in 2005, Kim et al. [13, 14] investigated the use of regrouped electrodes on

piezoelectric diaphragms for the purpose of acoustic energy harvesting. In these

papers, they explored the theoretical and experimental effects of different elec-

trode configurations to improve overall harvesting performance.

More recently, other researchers have increased the performance of AEHs using

piezoelectric diaphragms [15–18]. In 2010, Shinoda et al. [15] improved upon the

micromachined piezoelectric diaphragm-based AEH by using a thicker piezoelec-

tric film (1-μm thick PZT) with improved material properties and employing a

fully electroded diaphragm to better capture energy at the third resonance of the

diaphragm, rather than the fundamental. Kimura et al. [16] further improved the

performance by eliminating a wet etching step for the top electrode which was sus-

pected of damaging the piezoelectric diaphragm in a manner that increased the

internal resistance. Replacing the etch step with a dry etching process reduced

the internal resistance from 550 to 75Ω. As a result, the output energy density

increased from 4.9 to 98 μW m−2. Tsujimoto et al. [17] and Iizumi et al. [18] then

replaced the single-electrode design with a dual electrode to capture both polar-

izations and thereby increased the total captured energy.

In 2010, Lallart et al. [19] demonstrated a nonlinear switching technique for

acoustic energy harvesting that improved the harvested power density by a fac-

tor of 10–1000× greater than that of Horowitz et al. [12] and Liu et al. [7]. The

technique is referred to as synchronized switch harvesting on inductor (SSHI) and
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works by switching the polarity of the piezoelectric voltage generated by a piezo-

electric diaphragm synchronously with the motion.

Rather than focusing on improved piezoelectric diaphragms, in 2013, Peng

et al. [20, 21] instead concentrated on improving the acoustic coupling to

the diaphragms by using dual Helmholtz resonators to create a 3 degree of

freedom (DOF) AEH. They utilized commercially available PZT bonded to a

custom annular brass plate that serves to separate the two HR chambers. Their

approach demonstrated improvements in output power by up to 1600% along

with increased harvesting bandwidth due to multiple closely spaced resonances.

Wu et al. [22] and Wang et al. [23] took a drastically different approach than

diaphragms or HRs, using piezoelectric beams nested within a lattice defect of a

sonic crystal. The defect served as a resonant cavity within the crystal, amplifying

the acoustic field prior to conversion.

Several groups have demonstrated harvesting of acoustic energy originating

from various types of airflow. In 2008, Kim et al. [24] published work on two

types of electromagnetic-based airflow energy harvesters. One type works on a

windbelt-based approach, whereby a mechanical structure protrudes into the air-

flow and is vibrationally excited. The second type is based on a Helmholtz res-

onator strategy similar to many of the AEHs listed previously. Rather than use

a piezoelectric diaphragm, they employ an electromagnetic generator based on

a diaphragm-mounted magnet moving inside a coil winding. In this approach,

they leverage flow-induced vibrations to create acoustic pressure fluctuations and

drive the Helmholtz resonator/diaphragm structure. In a similar vein, in 2010,

Wang et al. [25] utilized flow-induced vibrations in a cavity to drive a piezoelec-

tric film and harvest energy. Jing et al. [26] took a different approach to capture

flow energy, utilizing a piezoelectric diaphragm with an attached standing beam

protruding into the flow. In 2012, Sun et al. [27] developed a “mean flow acoustic

engine(MFAE) ” as the first stage in an airflow-driven energy harvester. The MFAE

converts mean flow into an oscillating acoustic field via a cross-junction resonator

tube configuration. The system was demonstrated to achieve an acoustic ampli-

tude of 6.2 kPa for a mean flow of 50 m s−1.

Harvesting of acoustic energy within fluidic hydraulic systems is also an active

area of research. Cunefare et al. [28, 29] have been developing AEHs for captur-

ing acoustic pressure fluctuations in pumped hydraulic systems, demonstrating

collection of up to 1.2 mW from a 400-kPa pressure fluctuation. The higher avail-

able acoustic energy densities in such systems make this a promising approach for

further research.

13.2.2

Survey of Reported Performance

For a convenient comparison, a summary of reported performance metrics from

the literature is provided in Table 13.1 The table is grouped by type, and then

sorted by year. Areas were calculated from the smallest rectangular region that
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encloses the active element (generally the diaphragm), to reflect realistic packing

densities for arrays.

13.3

Acoustics Background

13.3.1

Principles and Concepts

The field of physical acoustics concerns itself with generation and propagation

of sound. If a perturbation is introduced into a gas, liquid, or solid with a time-

dependent external source that transfers momentum and energy to the medium,

the response of the medium will be composed of three mechanisms: diffusion of

momentum away from the source driven by a velocity gradient, diffusion of heat

(energy) away from the source driven by a temperature gradient, and the propaga-

tion of an acoustic wave away from the source at a finite speed (that is a function of

the elastic properties and density of the medium) governed by the wave equation.

13.3.2

Fundamentals of Acoustics

The wave equation governing linear, lossless acoustic motion is derived for a lin-

earized version of conservation of mass and momentum while assuming an isen-

tropic equation of state [30]

1

c2
0

∂2p′

∂t2
− ∇2p′ = 0 (13.1)

where c0 is the isentropic speed of sound and p′is the pressure fluctuation with

respect to the mean pressure. To address the wide range in amplitudes of acoustic

waves present in nature, the sound pressure level SPL is defined as a logarithmic

measure of the effective sound pressure of a sound relative to a reference value,

pref , SPL = 20 log(prms∕pref) [dB], where prms is the root mean square value of the

pressure fluctuation and pref = 20μPa which is the nominal threshold of hearing

for humans. For a plane, progressive acoustic wave propagating along the x-axis,

p′(x, t), the relationship between the pressure fluctuation and the acoustic particle

velocity, u′(x, t), is

p′(x, t) = 𝜌0c0u
′(x, t) (13.2)

where Z0 = 𝜌0c0 is the specific acoustic impedance of the medium. Physically, the

specific acoustic impedance is related to the sound radiated away from a vibrat-

ing body. For a constant acoustic velocity, the pressure fluctuation will linearly

increase with Z0. The instantaneous acoustic intensity is the acoustic power per

unit area and is defined as

i⃗(x, y, z, t) = p′(x, y, z, t)V⃗ ′(x, y, z, t) (13.3)
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Table 13.2 The SPL and available power per unit area (intensity) for some representative

sound source levels.

SPL (dB) Intensity Example source

20 0.01 pW cm−2 Whisper

60 100 pW cm−2 Conversation

80 10 nW cm−2 Vacuum cleaner

120 100μW cm−2 Threshold of pain

160 1 W cm−2 Jet engine nacelle

194 2.5 kW cm−2 Rocket engine

where V⃗ ′(x, y, z, t) is the acoustic particle velocity vector. The corresponding

acoustic power Wof a sound source is determined by integrating the intensity

over the area enclosing the source. Similar to the SPL, a power level (PWL) is

defined as a logarithmic measure of sound power with respect to a reference

value, pref , PWL = 10 log(W∕Wref ) [dB], where is typically Wref = 10−12 W.

13.3.3

Challenges of Acoustic Energy Harvesting

Because airborne acoustic waves are a small (linear) perturbation about atmo-

spheric pressure, a major challenge of AEH is to identify appropriately large

acoustic sources to scavenge energy from. Physical insight is provided by

examining a plane progressive wave, where Ix = p′2rms(x)∕𝜌0c0. For example, a

plane wave in air at the threshold of human pain (SPL = 120 dB) only contains

Ix = (20 Pa)2∕(1.2 kg m−3)(344 m s−1) ≈ 100μW cm−2. This result indicates that

AEH requires either very large SPL acoustic sources and/or large area harvesters

are required to provide meaningful power levels, especially when only a small

fraction of this power is actually available owing to typically poor coupling

efficiencies of AEHs. Acoustic energy reclamation becomes feasible in very loud

acoustic environments, such as near rocket engines (SPL = 194 dB) that possess

Ix ≈ 2.5 kW cm−2 or even in aircraft jet engine nacelles (SPL = 160 dB) that

possess Ix ≈ 1 W cm−2. Table 13.2 provides typical values of intensity for a range

of sound source levels.

13.4

Electroacoustic Transduction

Acoustic energy harvesting requires one or more stages of transduction, whereby

energy is converted from one energy domain to another, ultimately from acous-

tical to electrical energy, but may involve intermediary energy domains along the

way. Furthermore, within a single energy domain (e.g., acoustical), structures may
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be implemented to improve efficiency, typically by focusing energy or matching

impedance.

13.4.1

Modeling

Design, optimization, and analysis of AEHs require some form of modeling (ana-

lytical or numerical) to predict behavior. Either analytical or numerical modeling

or a combination both may be appropriate for a given harvester, depending on

the structures, transduction techniques, and accuracy required. For some har-

vesting systems, prediction of behavior can be accurately and efficiently achieved

using exact analytical methods. Typically however, the systems are not readily

represented by an exact form, which often involve partial differential equations.

Furthermore, exact approaches are not readily conducive to complete harvesting

system-level design including the source, transducer, and electronics. Even when

an exact mathematical description is available and allows for precise prediction of

performance, it is often too complex to yield much physical insight in the design,

limiting optimization potential.

Alternatively, finite element modeling (FEM) methods can be used to predict

acoustical and mechanical system behavior via a numerical approach. Precision is

generally high with this method; however, physical insight is less readily available

without combining this method with other forms of modeling.

13.4.1.1 Lumped Element Modeling (LEM)

In order to facilitate a more physics-based approach for design, analysis, and

optimization, a simplified, reduced-order model can be used that accurately

captures critical geometric and material dependencies. The reduced-order

modeling approach typically employs lumped elements [31, 32] (also sometimes

known as lumped parameters [33]) to represent key components of the system

based on the manner in which they interact with energy. The total energy in any

system may be divided into three distinct categories: potential energy, kinetic

energy, and dissipated energy.

When all the physical dimensions of the system are on the order of or larger than

the wavelength, a distributed parameter approach [34] can then be utilized. Con-

versely, when this condition is not met and the dimensions are much smaller than

the relevant wavelength of interest, the system can be accurately modeled using a

lumped element approach. In this regime, there is little variation of the energy dis-

tribution across the system. Mathematically, this implies the spatial and temporal

variations are decoupled and allows for the use of ordinary differential equations

instead of partial differential equations. Physically, this means that energy storage

and dissipation mechanisms can be represented by equivalent elements that are

lumped to a chosen spatial location (a point). The energy stored or dissipated in

each of those elements is intentionally equivalent to the integrated value of the

corresponding energy distributed across the actual system.
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Lumped element modeling has a long history of use in electrical engineering,

where most circuit design takes place in the electroquasistatic (EQS) regime. In

this regime, the wavelengths of interest are typically many orders of magnitude

larger than the physical dimensions of the circuit components (resistors, capaci-

tors, inductors, etc.). Physically, for example, the resistance of a resistor occurs as

a result of dissipation mechanisms occurring over a finite space (along the length

and width of the resistor); however, a simple lumped element model representing

the total resistance is typically used. Similarly, lumped inductors are used to rep-

resent the storage of kinetic energy in a magnetic field and lumped capacitors are

used to represent the storage of potential energy in an electric field.

In mechanical systems, kinetic energy is stored via motion of a mass, potential

energy is stored via the compression, stretching, or bending of a spring, or other

elastic structure and dissipation occurs via frictional or other mechanical loss

mechanisms (e.g., radiation away from the system). In acoustical systems, kinetic

energy is stored via motion of an acoustic mass (kg m−4) and is represented by an

inductor in an equivalent electrical circuit. Similarly, potential energy is stored via

compression of an acoustic compliance (m3 Pa−1) and is represented by a capaci-

tor in the equivalent circuit. Dissipation in acoustic systems, which can also occur

from frictional and radiative losses is modeled as an acoustic resistance (m4s) and

is represented by a resistor in the equivalent circuit. Table 13.3 summarizes these

equivalent lumped elements.

13.4.1.2 Equivalent Circuits

Using an LEM approach, the overall behavior of the system can be predicted after

decomposing the system into discrete lumped elements and applying a system-

wide equivalent circuit analysis. Other techniques, such as bond-graphs [35, 36],

can yield the same results; however, by using an equivalent circuit approach, the

extensive circuit analysis techniques available to electrical systems can be applied

to equivalent mechanical or acoustical systems.

Power in any system can be expressed as the product of an effort variable and a

flow variable, together known as conjugate power variables. In the electrical energy

domain, the effort variable is voltage, V , and the flow variable is current, I. Sim-

ilarly, in the mechanical and acoustical energy domains, the effort variables are

force, F , and pressure, P, respectively and the flow variables are velocity, v, and

Table 13.3 Equivalent lumped elements in mechanical, acoustical, and electrical energy

domains.

Kinetic energy storage Potential energy storage Energy dissipation

Electrical Inductance (H) Capacitance (F) Resistance (Ω)
Mechanical Mass (kg) (point mass) Compliance (m N−1)

(spring)

Mechanical resistance

(damper) (m ⋅ s)
Acoustical Acoustic mass (kg m−4) Acoustic compliance

(m3 Pa−1) or (m5 N−1)
Acoustic resistance

(m4 s)
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Table 13.4 Equivalent circuit parameters.

Electrical Mechanical Acoustical

Effort Voltage Force Pressure

V F P

Flow Current Velocity Volume velocity

I = dQ∕dt v = dx∕dt Q = ΔVol∕dt
Power Electrical power Mechanical power Acoustic power

Powe = VI Powm = Fv Powa = PQ

Impedance Electrical impedance Mechanical impedance Acoustic impedance

Ze = V∕I Zm = F∕v Za = P∕Q
Compliance Capacitance Mechanical compliance Acoustic compliance

Ce = ∫ Idt∕V = q∕V Cm = ∫ vdt∕F = x∕F = 1∕k Ca = ∫ Qdt∕P = ΔVol∕P

Inertance Inductance Mass Acoustic mass

L = V∕(dI∕dt) M = F∕(dv∕dt) Ma = P∕(dQ∕dt)
Resistance Resistance Damping coefficient Acoustic resistance

R = Re(V∕I) b = Re(F∕v) Ra = Re(P∕Q)

volume velocity, Q, respectively. Using these variables, other important terms can

be defined, as listed in Table 13.4. For instance, in the electrical energy domain,

power is the product of voltage (effort) and current (flow), while impedance is

the ratio of voltage to current. Analogously, in the other energy domains, power

is defined as the product of the local effort and flow, while impedance is defined

as the ratio of the local effort to flow. Using this technique, equivalent lumped

elements can be defined for compliance, inertance, and resistance. With the excep-

tion of power, these parameters all have unique units associated with their respec-

tive energy domains, yet they are functionally equivalent.

To create an equivalent circuit model for a system, the elements must be con-

nected according to some rules. Whenever an effort variable is shared between

two or more elements, they are connected in parallel in the equivalent circuit.

Conversely, whenever a flow variable is shared between elements, they are con-

nected in series.

13.4.1.3 Transduction

Using conjugate power variables to represent the lumped elements in the system

facilitates the construction of a single circuit to represent the entire multi-energy

domain system. Transduction stages are used in such a circuit to represent the

coupling of energy from one domain to another. There are many ways to represent

transduction in an equivalent circuit, including the use of transformers or gyra-

tors. In keeping with common electrical elements, we will employ a transformer-

based approach to represent transduction.

There are two types of transduction, direct and indirect, distinguished by

the manner in which they interact with energy. Direct transduction (e.g.,

electromagnetic) implies a direct and total transduction of energy between the
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energy domains. On the other hand, indirect transduction (e.g., piezoelectric)

implies that some of the energy is stored internally instead of converted, resulting

in lower transduction efficiencies. For direct transduction, only the transformer

is needed in the equivalent circuit representation. For indirect transduction

however, additional energy storage elements (e.g., capacitors) that are inherent

to the transduction process must be included as well. The magnitude of the

energy conversion is represented by a transformer “turns-ratio.” For actual

electrical transformers, this ratio is dimensionless and represents the ratio of wire

turns on each side of the transformer and thus the voltage gain when reflecting

across the transformer. In the equivalent circuit representation of multi-energy

domain systems, this concept is generalized to represent the magnitude and unit

conversion that occurs when transducing from one energy domain to another. In

these multi-energy situations the turns-ratio is not a dimensionless number.

13.4.1.4 Numerical Approaches

In addition to using analytical approaches to compute lumped element val-

ues, numerical methods are also used, particularly when the complexity or

required accuracy exceeds analytical capabilities. When used properly, numerical

approaches (such as FEM) can provide useful physical insight. This is particularly

true when the resulting response is converted to equivalent lumped elements and

incorporated into the rest of the equivalent circuit [37].

13.4.2

Impedance Matching and Energy Focusing

Impedance matching and energy focusing may initially sound like distinctly dif-

ferent phenomenon but in the context of energy harvesting, they may be thought

of as having highly similar effects. Impedance matching describes the concept

of converting the input impedance of a transduction stage to match the output

impedance of a previous stage. As a result of the increased matching, less energy

is reflected and greater energy is captured.

13.4.3

Transduction Methods

While there is a large array of possible transduction methods to ultimately get

from acoustical to electrical energy, in practice only a few are commonly used and

relevant owing to practicality and efficiency. Most acoustical energy harvesters

employ piezoelectric, electromagnetic, or electrostatic transduction methods.

13.4.3.1 Piezoelectric Transduction

Piezoelectric transduction relies upon the behavior of certain materials (i.e., piezo-

electric materials) to exhibit a coupling between the stress and strain in the mate-

rial and the charge polarization and electric field. More specifically, a mechani-

cal stress leads to a physical rotation of electric dipoles throughout the material,
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leading to an alteration of the surface charge density as a result of the applied

stress. The reverse is also true, whereby an applied electric field causes a physical

rotation in the electrical dipoles, leading to a mechanical strain in the material.

For acoustic energy harvesting applications, the stress and strain are usually gen-

erated in the piezoelectric material by physically attaching it to an acoustically

driven structure (e.g., a diaphragm or cantilever). Note that piezoelectric trans-

duction is an indirect type of transduction, due to inherent electrical capacitance

and acoustic (actually mechanical) compliance.

13.4.3.2 Electromagnetic Transduction

Electromagnetic transduction generally utilizes a moving magnet to alter the mag-

netic flux through a coil, thus generating an electromotive force (EMF) according

to Faraday’s law. Typically, the magnet is configured to move through an air gap in

a ferromagnetic circuit containing a coil, thus altering the magnetic flux through

that circuit and the coil. Formally, the EMF generated in the coil is defined by

EMF = −NdΦB∕dt, where N is the number of turns in the coil and ΦB is the mag-

netic flux through a single loop of wire. Any configuration of magnet and coil

that leads to a changing magnetic flux as a function of an applied mechanical and

acoustical input can be utilized for transduction, although certain configurations

will be more optimal for particular applications. For acoustic energy harvesting,

the magnetic material can be directly mounted to an acoustically sensitive struc-

ture or otherwise mechanically linked to the structure. Electromagnetic trans-

ducers can be modeled using lumped element modeling. For an extensive intro-

duction to electromagnetic transducer equivalent circuits, see [33]. In contrast to

piezoelectric transduction, electromagnetic is a direct type of transduction.

13.4.3.3 Electrostatic Transduction

Electrostatic (or capacitive) transduction relies upon using a mechanical force to

change the capacitance of an element within a circuit. The changing capacitance

leads to a change in voltage for a constant charge or change in charge for a constant

voltage. The capacitor is typically biased either via embedding of a static charge

in certain electret-type materials or via connection to a voltage source. For an

energy harvester, only an electret approach generates net power, as no external

bias is needed. In the electret approach, the fixed charge on the variable capacitor

leads to change in output voltage as the capacitance is altered by the mechanical

force. The oscillating voltage and related current can then be captured via typical

harvesting circuit approaches.

Various structural configurations can lead to a capacitance that is a function

of the applied pressure, including parallel plate and interdigitated (comb-finger)

approaches. Parallel plate configurations are most amenable to diaphragm-type

structures with large surface areas. Care should be taken with parallel plate

approaches to avoid a situation known as electrostatic pull-in, whereby below a

minimum gap distance the electrostatic attraction force exceeds the restorative

spring force of the structure, resulting in catastrophic collapse (pull-in) of the
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movable electrode. Again, the reader is referred to [33] for an in-depth treatment

of the equivalent circuit of an electrostatic transducer.

13.4.3.4 Comparative Analysis

All of the above transduction methods can be successfully used for acoustic energy

harvesting with various trade-offs. Piezoelectric approaches are the most com-

monly implemented for microscale acoustic energy harvesting, for the following

reasons:

• Thin-film piezoelectric materials are possible.

• Fabrication processes are well defined.

• Piezoelectric materials are intended to deform and are thus well suited to direct

attachment to deformable structures such as diaphragms and cantilevers.

The following points are on the negative side for piezoelectric transduction:

• Thin films exhibit some degradation in performance compared to thick films or

bulk materials.

• Indirect transduction limits the efficiency.

• High temperatures (approaching the Curie temperature) lead to depolarization

of the material resulting in a loss of piezoelectric activity.

In contrast, electromagnetic and electrostatic approaches have rarely been

attempted for microscale acoustic energy harvesting. There have been many

implementations of these transduction methods for vibrational energy harvesting

and these could readily be adapted for acoustic energy, but little has been

attempted to date.

Some positive attributes of electromagnetic transduction include

• direct transduction of energy leading to improved efficiency;

• ability to easily scale the voltage/current relationship through adjustment of the

number of coil turns.

The following points are on the negative side for electromagnetic transduction:

• Size and mass of the magnetic materials limit miniaturization.

• It is difficult to maintain magnetic performance at smaller sizes or for thin films.

• Stiff and brittle magnetic materials limit use in attachment to deformable struc-

tures such as diaphragms and cantilevers.

For electrostatic transduction, some positive attributes include the following:

• IC-compatible fabrication technologies that enable integration of the power

electronics with the harvesting transducer.

The following point is on the negative side for electrostatic transduction:

• Indirect transduction limits the efficiency.
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13.4.4

Transduction Structures

Structures play a significant role in the performance of an acoustic energy

harvester. The physical structures of the energy harvester affect acoustic

impedance matching, enable the conversion of acoustical to mechanical energy,

and ultimately guide the final conversion to electrical energy.

13.4.4.1 Structures for Impedance Matching

Helmholtz Resonators A Helmholtz resonator is a commonly used device for var-

ious acoustical applications including the unit cell of a locally reacting aircraft

engine liner [38–41], photoacoustic spectroscopy [42], and numerous musical

instruments. Recently it has been used as an impedance transformer for an acous-

tic energy harvester [8]. A Helmholtz resonator is comprised of an enclosed cavity

with a small opening, referred to as a neck. The neck is effectively a short open

tube. As the pressure oscillates from an incoming acoustic wave, an oscillatory

flow is established in the neck. On the cavity side of the neck, this oscillatory flow

leads to compression and rarefaction in the cavity, as the volume is contained.

As discussed earlier, in acoustic systems, compression indicates storage of poten-

tial energy and can be modeled as a lumped acoustic compliance. Similarly, the

oscillatory fluid motion in the neck indicates storage of kinetic energy and can be

modeled as an acoustic mass. In addition, viscous and radiation losses in the neck

are modeled as a combined acoustic resistance. These three elements are then

connected in series as the same flow is common to all. The result is the simplified

acoustic circuit shown in Figure 13.3.

The impedance of this structure can be calculated from the equivalent circuit

and is frequency dependent. At resonance, the impedance drops to just the value

of the resistance, as the reactances cancel. A typical impedance spectrum of a

Helmholtz resonator with a volume of 1 cm3, a neck length and radius of 1 mm

is shown in Figure 13.4. These values were normalized by the characteristic

impedance of air. As can be seen in the figure, the magnitude of the impedance

drops to a minimum at resonance. In addition, at resonance, the reactance is seen

to pass through zero. Near resonance, the impedance matches the characteristic

impedance and so the normalized value reaches 1. Under this condition, maxi-

mum energy can be transferred into the system, for example, there is no reflected

energy.

ZinQ

P

MaN RaN

CaC

Figure 13.3 Equivalent circuit of a Helmholtz resonator.
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Figure 13.4 Normalized impedance spectrum of a Helmholtz resonator. (a) Magnitude, (b)

phase, (c) real part, and (d) imaginary part.

The situation gets more complicated when a diaphragm or other flexible ele-

ment is added to provide the conversion to mechanical and electrical energy. The

frequency-dependent impedance of that structure gets added into the equivalent

circuit, generally adding at least one degree of freedom and a second resonance.

Further details of the combined circuit and resulting performance are provided in

several papers by Liu et al. [7, 8, 43].

Resonator Tubes A resonator tube can be either an open-ended or closed-ended

tube that can provide impedance transformation for matching purposes. An open

end on a tube approximates a pressure release termination (Z = 0), while a closed

end approximates a rigid termination (Z = ∞). As a result of the impedance mis-

match at the end, a standing wave is set up within the tube. For an open-ended

tube, the impedance at any point in the tube can be calculated [30] as Z(d) =
jZo tan kd, where Zo is the characteristic impedance, k = 𝜔∕c is the wavenum-

ber, and d is the distance from the open end. For a closed end tube a similar

relation gives Z(d) = −jZo cot kd. Through proper placement of an acoustical-to-

mechanical transducer (e.g., diaphragm), the impedance of each of the elements

can be better matched for improved conversion efficiency at a targeted wave-

length.

Horns A change in cross-sectional area, A, can be used to transform an acous-

tic impedance, as the impedance of a propagating wave is given by Zac = 𝜌c∕A.

An abrupt step in cross-sectional area, however, would lead to significant reflec-

tions at the interface, negating any improvements due to matching to the trans-

ducer. Instead, a horn can be used as a means to gradually transition the area and

transform the impedance. The horn itself, however, has a frequency-dependent

impedance [30] which is a function of the horn shape (e.g., conical or exponential)

and must be considered for efficient design.
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13.4.4.2 Structures for Acoustical to Mechanical Transduction

Various types of structures can be used for acoustical to mechanical conversion

including flexible structures (e.g., diaphragms and beams) and rigid structures

(e.g., pistons).

Diaphragms A diaphragm, defined here as a thin, flexible disk that bends in

response to acoustic pressure fluctuations, can be classified as either a plate or

a membrane, depending upon the state of in-plane tension. The level of tension

can be defined by a nondimensional tension parameter [44],

k = a

h

√
12(1 − 𝜈2)No

Eh
(13.4)

where a and h are the diaphragm radius and thickness, 𝜈 and E are Poisson’s

ratio and Young’s modulus of the diaphragm material, and No is the in-plane ten-

sion load.

At low levels of tension (k < 1), the diaphragm approximately behaves and is

modeled as a pure plate (k = 0) and has a deflection shape [44] defined as a func-

tion of radial position, r, by

w(r) = 0.174P

(
1 −

(
r

a

)2
)2

(13.5)

where the loading parameter, P = pa4∕Eh4 and p is the applied acoustic pressure.

For higher levels of tension (k > 20), the diaphragm approximately behaves like

a pure membrane (k → ∞) and has a deflection shape [44] that includes the ten-

sion parameter and is given by

w(r) = 2.78P

k2

(
1 −

(
r

a

)2
)

(13.6)

Notice the lack of a second squared exponent on the outer parentheses for the

membrane case as compared to the plate case. Thus the membrane deflection has

a decidedly different shape than the plate deflection, with most of the curvature

moving very close to the clamped outer edge.

In either case, the diaphragm can be modeled using a lumped element approach,

equating the stored potential energy to an equivalent lumped mechanical compli-

ance (capacitor) and the stored kinetic energy to an equivalent lumped mechanical

mass (inductor). These lumped elements can be then be combined (Figure 13.5)

CaC

ϕ:1

+

V

–

Zin

P

Q MaN

RaN
CaD

CeB ZeL

MaDrad +
MaD

RaDrad +
RaD

Figure 13.5 Equivalent circuit for an electromechanical Helmholtz resonator comprised of

an acoustic neck and cavity, a flexible piezoelectric diaphragm, and an electrical load.
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with the equivalent circuits for the acoustic and piezoelectric components of an

acoustic energy harvester to model total system behavior [10, 39, 45].

For composite structures containing multiple layers of differing materi-

als, as is commonly the case for piezoelectric diaphragms, the deflection

curves take on more complex behavior. In some instances, analytical modeling

is still possible [46, 47], and in many cases, the isotropic plate and mem-

brane equations are sufficiently accurate (using appropriate effective material

and geometric parameters); however, FEM is sometimes needed to predict

the deflection with greater accuracy, particularly when trying to tease out

the effects of various combinations of material and geometric parameters

[37].

As the diaphragm deflects upward, much of the central region has a negative

curvature, leading to a stretching of a top-mounted piezoelectric material and

a particular polarity voltage (depending on the signs of the piezoelectric coeffi-

cients). Near the edges of the diaphragm, however, to accommodate the clamped

boundary condition, the curvature generally becomes positive, leading to a com-

pression of a top-mounted piezoelectric material and the opposite polarity volt-

age. Thus an electrode cannot cover the entire diaphragm or else surface charges

would cancel out.

To maximize the capture of energy, different electrode configurations

(Figure 13.6) have been explored over the years by various researchers. Most

designs have used either a central electrode, ring electrode, or a combination

of the two with reversed connections to account for the opposite polarity.

The central electrode typically offers a larger capture area resulting in larger

capacitance, but generally has a lower energy density.

(b)(a)

Piezoelectric
stack

Substrate

Piezoelectric
stack

Substrate

Piezoelectric
stack

Substrate

Substrate

Piezoelectric
stack

Figure 13.6 Different electrode configurations including (a) central piezoelectric stack and

electrodes and (b) ring-shaped piezoelectric stack and electrodes.
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Beams Although more frequently used in vibrational energy harvesting, flexible

beams are sometimes used to convert acoustic to mechanical energy [22, 23].

In general, beam structures may be of cantilever (single clamped end) or

clamped–clamped types. Narrow gaps or highly flexible sealed coverings are

generally required when using flexible beams in order to maintain a large pressure

gradient across the beam, as it is the pressure gradient that drives the deflection.

Modeling of beams can be accomplished analytically [48–50] or numerically

[51, 52], as with diaphragm structures and converted to equivalent lumped

elements.

Piston/Spring Arrangements Occasionally, a piston/spring-type arrangement

is employed for converting acoustic into mechanical energy [1, 2]. The piston

is treated as a rigid structure, thus piezoelectric integration in the piston is

not useful. Instead, either electromagnetic transduction is employed [1, 2] or

piezoelectric transduction within the spring could be used (not tried to date).

13.5

Fabrication Methods

Micromachined AEHs can be comprised wholly of microfabricated compo-

nents or constructed in a hybrid fashion from mesoscale and microscale com-

ponents. The latter approach is more common, utilizing mesoscale acoustic

components (e.g., Helmholtz resonators) combined with microscale mechanical

components (e.g., MEMS-based piezoelectric diaphragms).

13.5.1

Materials

A number of thin-film piezoelectric materials can be employed for transduction,

including lead zirconate titanate (PZT), aluminum nitride (AlN), polyvinylidene

fluoride (PVDF), and zinc oxide (ZnO) [53]. In addition, recent progress in devel-

oping nanostructured composite piezoelectric materials [54, 55] has led to mate-

rials with customizable mechanical and piezoelectric properties. Each material

offers various trade-offs between piezoelectric coupling coefficient, piezoelectric

constants (e.g., d31), dielectric constant, elastic modulus, density, fabrication com-

plexity, and CMOS compatibility. Applications will dictate which parameters are

most critical.

Most approaches to acoustic energy harvesting leverage the use of a thin, flex-

ible diaphragm. Creation of a high-quality, controlled-stress, precise-geometry

diaphragm often presents one of the greatest challenges during fabrication. The

choice of materials will dictate the controllability of stress and the fabrication

methods used to produce the desired geometry. Common diaphragm materials

include bulk silicon [56, 57], top silicon from a silicon-on-insulator (SOI) wafer

[45] and silicon nitride [58, 59].
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13.5.2

Processes

Piezoelectric materials can be deposited in a number of different ways including

sol–gel methods [60–63], sputtering [64–73], e-beam evaporation, chemical

vapor deposition (CVD) [74], or directly grown through a hydrothermal process

[75–77]. Nanostructured ZnO can be grown using hydrothermal [78–81] or

VLS (vapor–liquid–solid) techniques [82–84]. For nanostructured AlN, use of

anodic aluminum oxide (AAO) templates [85] and direct nitridation [86] are two

techniques among many that can produce one-dimensional piezoelectric nanos-

tructures. Patterning of piezoelectric materials can be achieved through standard

wet- and dry-etching techniques [87, 88], lift-off methods, and microcontact

printing [89].

For diaphragm formation, most commonly a backside release process is used,

such as through deep reactive ion etching (DRIE) [54, 90] or potassium hydroxide

(KOH) etching [91]. In both methods, a hard etch stop such as a buried oxide

(BOX) layer or deposited silicon dioxide (SiO2) can be used to precisely define the

diaphragm thickness. One challenge of diaphragm formation is precisely defining

the diameter. Etching from the backside generally produces a moderate amount

of error in the final geometry. One way to overcome this is through a stepped

release process via wafer bonding (after stepped cavity formation) [92] or through

a sacrificial oxide release [93].

13.6

Testing and Characterization

Determination of acoustic energy harvester performance is generally made

through combinations of acoustic, mechanical, and electrical measurements. The

ultimate measurement of performance is the conversion of acoustic to electrical

energy, quantified either via efficiency, power, or power density. These quantities

all require accurate measurement of both the input acoustic power and the output

electrical power. Electric power output measurement is a fairly easy process,

for example, taking the voltage measurement across a known resistance or

measuring the accumulated charge on a storage capacitor. Acoustic input power

measurement, however, requires a more elaborate test setup. The acoustic input

power is the product of the incoming acoustic pressure and volume velocity.

A standard process for measuring the acoustic input power is via an acoustic

plane wave tube and a pair of microphones implementing the two-microphone

method [7, 94–96]. Other related techniques such as the standing wave method

and multipoint method [97] can achieve similar results. The direct objective of

any of these methods is to obtain the reflection coefficient of a sample placed at

the end of the plane wave tube. Traditionally used for determination of acoustic

impedance of acoustic liners, the method works well for determination of input

acoustic power when the sample is an acoustic energy harvester. The acoustic

input power can be calculated [10] from the measured reflection coefficient, R,
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and the acoustic pressure, p+, of the incoming waves via Powin = (1 − R2)p2
+∕Ztube,

where Ztube = 𝜌c∕Atube is the acoustic impedance of the plane wave tube. In addi-

tion, the acoustic impedance can easily be calculated from the measured reflection

coefficient as Zin = Ztube[(1 + R)∕(1 − R)].
While the true measure of performance is the conversion of acoustic to elec-

trical energy, it is generally useful to understand the behavior of the deformable

mechanical components, such as diaphragms. Laser vibrometry is one method

to obtain such information, allowing for measurement of the deformation mode

shape and mechanical resonance frequency. Measurement of the true mode shape

and frequency response allows for verification of the mechanical lumped elements

and diagnosis of the source of possible deviations from theory.

Finally, on the electrical side, besides measurement of output power, it is often

useful to measure output impedance. This can be achieved through a number of

means including manual voltage application with current monitoring and auto-

mated electrical impedance analyzers [98, 99].

13.7

Summary

Acoustic energy harvesting is a relatively new offshoot of energy scavenging

technologies, with only 16 years of development as of the time of this writing.

However, interest and efforts in acoustic energy harvesting R&D has accelerated

over that period. In the first 8 years since acoustic energy harvesting was first

attempted, roughly only 10 papers were published, compared to 18 during the last

8 years. Still, the number of groups and researchers reporting developments in

acoustic energy harvesting are much lower than for vibrational energy harvesting

during that same period. Much of that difference is probably a result of the

more limited applications and environments where acoustic energy harvesting

makes practical sense. The generally lower energy densities present in airborne

sound limit utility to only intense sound environments. Aside from high-intensity

airborne applications, the harvesting of acoustic energy in hydraulic systems also

shows promise, where high dynamic pressure “ripples” lead to correspondingly

high energy densities.
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14

Energy Harvesting from Fluid Flows

Andrew S. Holmes

14.1

Introduction

Energy harvesting from fluid flows is a relatively unexplored area in the context

of wireless sensor networks. Large-scale wind turbines for generation of grid-

connected power are, of course, long established. In addition, in recent years,

smaller-scale wind turbines with rotor diameters up to a few meters have become

commonplace [1]. Such systems are typically used to provide local off-grid power

in locations where grid power is unavailable or less accessible, for example, in

homes and businesses in remote locations, on yachts and caravans, and for road-

side signage and telemetry equipment. The last of these applications is a typical

energy harvesting scenario where the harvester is used to provide power for a spe-

cific piece of instrumentation. However, the smallest turbines available commer-

cially are still relatively large by energy harvesting standards, with rotor diameters

of around 1 m and power ratings of the order of 100 W, and for wireless sensing

applications more generally it is of interest to consider what might be possible at

smaller scale.

This chapter reviews the state of the art in miniature devices for flow-driven

energy harvesting, and in particular for airflow harvesting which has been the

main focus of research to date. The emphasis is on devices that are able to extract

power from either a free stream (i.e., an unbounded flow) or a ducted flow where

the duct cross section is substantially larger than the device. Free-stream devices

are more widely deployable than those designed to be operated only in-line within

a pipeline or duct; however, they are subject to more severe constraints in terms of

the power levels that can be generated as a result of the limited pressure differen-

tials that can be achieved. While much of the work to date has been on minia-

turized wind turbines, a number of alternative devices based on flow-induced

vibrations have also been demonstrated and these are also discussed. Vibration-

based harvesters are expected to be less effective than turbines at extracting power

from a flow, but they are potentially cheaper to manufacture and more reliable

because they do not require bearings.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Miniature airflow energy harvesters could provide wind power for wireless

sensors in a range of outdoor applications, including smart agriculture (e.g.,

automatic control of irrigation and agrochemical delivery) [2], environmental

monitoring (e.g., air quality), and security surveillance in the built environment

[3]. Inside buildings, where the ambient air is relatively static, it is envisaged

that they would be deployed mainly within HVAC (heating, ventilation, and

air-conditioning) ducts to provide long-term power for sensors associated

with HVAC control and/or air quality monitoring [4]. The HVAC application

is particularly attractive because there is a continuous flow of air and a stable

environment compared to outdoors.

14.2

Fundamental and Practical Limits

The task of a flow-driven energy harvester in a free stream is to extract kinetic

energy from the flow and convert it to another form, usually electrical. The kinetic

energy per unit volume in a fluid flowing at speed U0 is 𝜌U2
0
∕2 where 𝜌 is the fluid

density, corresponding to a power flow of 𝜌U3
0
∕2 per unit cross-sectional area. One

might therefore expect a device with cross-sectional area A to be able to extract

a power of up to 𝜌AU3
0
∕2 when placed in the flow. However, the available output

power is always lower than this, typically being expressed in the form

Pout = 𝜂CP ⋅
1

2
𝜌AU3

0 (14.1)

where CP is the power coefficient, representing the fraction of the fluid power that

is extracted as raw mechanical power (e.g., the shaft power in a turbine) and 𝜂

is the efficiency with which this raw mechanical power is converted to electrical

output power.

The power coefficient CP has a theoretical maximum value of 16∕27 = 0.593,

referred to as the Betz limit after Alfred Betz who first derived it circa 1920. It is

useful to review the derivation of the Betz limit [5] as it illustrates some important

general principles relating to energy extraction from a free stream. Figure 14.1

shows the scenario considered, in which power is extracted from the fluid as it

passes through an idealized actuator disc, the exact nature of which need not be

defined. The fluid intercepting the disc is assumed to remain within a stream tube

indicated by the dashed lines. The analysis assumes inviscid and incompressible

flow, and neglects both radial components of velocity and radial variations in the

axial velocity.

The actuator disc obstructs the flow, causing it to decelerate on approach so that

the flow speed across the disc is

U1 = U0(1 − a) (14.2)

where a is referred to as the axial induction factor (a solid actuator disc would

correspond to a = 1). As the flow decelerates, the stream tube expands so as to

ensure constant mass flow. According to Bernouilli’s equation [5], the deceleration
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Stream tube

Actuator disc, area A

U0

p0

U1

p1

U1

p2

U∞

p0

Figure 14.1 Betz construction for idealized energy extraction device in a free stream. The

stream tube indicated by the dashed lines is the boundary enclosing fluid that intercepts

the actuator disc.

is also accompanied by an increase in pressure, so that the pressure p1 on the

upstream side of the disc is

p1 = p0 +
1

2
𝜌(U2

0 −U2
1 ) (14.3a)

where p0 is the pressure far upstream. The flow speed is continuous across the

actuator disc, as it must be to satisfy mass conservation, but is assumed to con-

tinue decreasing on the downstream side as the flow continues to expand in the

wake. Since the pressure must revert to p0 far downstream, this implies a reduced

pressure on the downstream side of the disc. In this case, Bernouilli’s equation

gives

p2 = p0 +
1

2
𝜌(U2

∞ −U2
1 ) (14.3b)

The rate of working by the fluid on the actuator disc is given by

P = (p1 − p2)A ⋅U1 = 1

2
𝜌AU1(U2

0 −U2
∞) (14.4)

where the final form has been obtained by substituting for p1 and p2 from Eq.

(14.3a and b). Equation (14.4) is simply an expression of energy conservation;

the mass flow rate is ṁ = 𝜌AU1, so the final expression represents the difference

between the initial and final kinetic energy fluxes of the fluid, which must equal

the rate of working and the power extracted from the flow.

A second relation between the pressure drop (p1 –p2) and the velocities may be

obtained from the law of conservation of momentum. The axial force (or thrust)

T exerted by the fluid on the disc must be equal and opposite to its rate of change

of momentum, that is,

T = (p1 − p2)A = ṁ(U0 −U∞) = 𝜌AU1(U0 −U∞) (14.5)

Taken together, Eqs. (14.4) and (14.5) imply thatU1 = (U0 +U∞)∕2, from which

it follows that the flow speed in the far wake of the device is
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U∞ = U0(1 − 2a) (14.6)

Combining Eqs. (14.2), (14.4), and (14.6), the extracted power can be

expressed as

P = CP ⋅
1

2
𝜌AU3

0 where CP = 4a(1 − a)2 (14.7)

The Betz limit is obtained by finding the maximum value of the function

CP = 4a(1 − a)2. This occurs at a = 1∕3, corresponding to a power coefficient of

CP = 16∕27.

The origin of the Betz limit can be most easily understood with reference to

Eq. (14.4). As the induction factor increases from zero, the pressure drop (p1 –p2)
at the actuator disc increases while the velocity U1 decreases, and the power

extracted (which is proportional to the product of these two) passes through a

maximum. The Betz analysis ignores important effects that arise in real devices,

such as viscous losses and rotation induced in the flow (in the case of turbines).

However, such effects reduce the available output power and consequently

the Betz limit provides a valid upper bound on the power coefficients of real

extraction devices. The actuator disc model also makes incorrect predictions

at high induction factors (a ≥ 0.4) where the wake behind a real extraction

device becomes turbulent, but again this does not affect the validity of the final

result. Adjustments to the theory are required for situations where the flow

near the device is modified, for example, by a duct or diffuser, but these are well

understood [6].

While large-scale wind turbines can be highly efficient, routinely achieving CP

values of around 0.5, miniaturized flow-driven energy harvesters invariably show

lower performance, primarily because of increased viscous losses. Nevertheless,

because of the relatively high power density in the flow, it is still feasible to generate

useful levels of power for wireless sensing applications. For example, as will be

shown in the next section, it is quite possible to realize a centimeter-scale device

with an overall efficiency of 𝜂Cp ≈ 0.1. Such a device, when placed in an airstream

at room temperature and pressure (𝜌 = 1.2 kg m−3), will generate an output power

of 160 μW per cm−2 of cross-sectional area at a flow speed of 3 m s−1, increasing to

6 mW cm−2 at 10 m s−1. These flow speeds are the minimum and maximum that

might be expected in a typical air-handling duct [7]. They are also representative

of flow speeds that might be encountered in an urban outdoor environment. For

example, according to [8] the wind speed in the 50 largest US cities is 4 m s−1 on

average with a standard deviation of 0.6 m s−1. These figures suggest that it should

be possible to realize centimeter-scale (several square centimeter cross section)

flow-driven harvesters that can generate a few milliwatts of average power from

either wind or duct flow. Such devices could provide long-term power for a range

of environmental sensors in applications requiring low-duty-cycle operation and

short-range transmission.
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14.3

Miniature Wind Turbines

Miniaturization of the classical wind turbine is a natural starting point for air-

flow energy harvesting research, and several groups have reported devices based

on this principle. The first demonstration was by Federspiel and Chen [9] who

combined a 10.2-cm-diameter fan rotor with a brushless DC motor operating

as an AC generator (i.e., without a commutator). The generator output was rec-

tified using a three-phase bridge. The device could deliver 8 mW of DC power

at 2.5 m s−1 air speed and 28 mW at 5.1 m s−1. A similar device with a smaller

rotor diameter of 4.2 cm was subsequently demonstrated by Rancourt et al. [10]

which delivered raw AC power levels of 2.4 and 130 mW at air speeds of 5.5 and

11.8 m s−1 respectively. Myers et al. [11] developed a novel design of a piezoelec-

tric windmill in which a set of three 12.7-cm-diameter commercial fan rotors was

coupled via a crank mechanism to an array of plucked piezoelectric bimorphs. This

device could deliver 5 mW after rectification at an air speed of 4.47 m s−1. Further

designs based on off-the-shelf rotor and generator parts have been demonstrated

more recently by Xu et al. [12] and Carli et al. [13]. The key parameters for these

devices, and for those described above, can be found in Table 14.1. The overall

efficiency (𝜂CP) values were calculated using Eq. (14.1) assuming an air density of

1.2 kg m−3.

For many energy harvesting scenarios, including power generation in an air

duct, it is desirable to minimize the harvester size. The smallest free-stream

turbine harvester reported as of 2014 was a custom device developed by Howey

et al. [14]. This consisted of a shrouded turbine stage with an axial-flux permanent

magnet (AFPM) AC generator integrated into the shroud. The rotor diameter was

2.0 cm, and the overall diameter including the shroud was 3.2 cm, corresponding

to an area of 8 cm2. The device could operate at air speeds down to 3 m s−1, and

could deliver AC output power levels of between 80 μW and 4.3 mW at air speeds

in the range 3–10 m s−1. Figure 14.2a shows a cross-sectional view illustrating the

device geometry and construction, while Figure 14.2b shows a photograph of the

Table 14.1 Turbine-based energy harvesters reported in the literature.

References Rotor diameter

(cm)

Area A

(cm2)

Flow speed range

(m s−1)

max{Pout}

(mW)

max{𝜼Cp}

(%)

Federspiel and Chen [9] 10.2 81 2.5–5.1 28 10.5

Rancourt et al. [10] 4.2 13.9 5.5–11.8 130 9.5

Myers et al. [11] 12.7 ∼380a) 2.4–4.5 5.0 0.25

Xu et al. [12] 7.6 45 3.0–4.5 18 8.6

Carli et al. [13] 6.3 31 8.6–16.8 10 7.8

Howey et al. [14] 2.0 8.0b) 3.0–10.0 4.3 1.5

a) Device has three partially overlapping rotors; area is estimated from a photograph.

b) Area includes shroud.
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Figure 14.2 Centimeter-scale shrouded turbine developed by Howey et al. [14], show-

ing (a) device cross section, including cowl and exit diffuser, and (b) photograph of turbine

stage with British pound coin for scale.

device with its cowl and exit diffuser removed. The AFPM generator comprised

a fixed stator coil, fabricated using flexible printed circuit technology, sand-

wiched between two rotor-mounted rings of neodymium-boron-iron (NdBFe)

permanent magnets. The rotor was supported on miniature jewel bearings.

14.3.1

Scaling Effects in Miniature Wind Turbines

The overall efficiency values in the right-most column of Table 14.1 are signif-

icantly lower than would be expected for a large-scale wind turbine, with the

best-performing devices achieving efficiencies of around 10%. The relatively poor

performance is the combined result of scaling effects arising in the turbine, the

generator, and the bearings.

14.3.1.1 Turbine Performance

The scaling of turbine performance is traditionally discussed in terms of nondi-

mensional parameters. The key variables in wind turbine design are the shaft

power Pshaft, the rotational speed Ω, the free-stream flow speed U0, the rotor

diameter D, the roughness of the machine surfaces 𝜀, and the density 𝜌 and

kinematic viscosity 𝜈 of the working fluid [15]. These seven variables can be

combined to form the following nondimensional groups:

CP =
Pshaft

𝜋𝜌D2U3
0
∕8

; 𝜆 = ΩD
2U0

; ReΩ = ΩD2

4𝜈
; 𝜀rel =

𝜀

D
(14.8)

The parameter CP is the power coefficient as defined earlier in Eq. (14.1); 𝜆 is

the tip speed ratio, representing the ratio of the peripheral rotor speed to the

free-stream flow speed; ReΩ is the rotational Reynolds number and 𝜀rel is the rela-

tive roughness. The Reynolds number is a key parameter for any fluid mechanical
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system because it determines the flow regime, and in particular whether the flow

is laminar (low Re) or turbulent (high Re) [5].

The functional relationship between CP, 𝜆, ReΩ, and 𝜀rel will be scale invariant

for any geometrically similar (homologous) series of turbines. Consequently, if 𝜆,

ReΩ, and 𝜀rel can be maintained constant as a given turbine design is scaled down,

then CP should also be invariant. In practice, however, downscaling is normally

accompanied by a reduction in both 𝜆 and ReΩ, as well as an increase in 𝜀rel. The

most important consideration is that the Reynolds number will fall unless the rota-

tional speed can be scaled according to Ω ∝ 1∕D2, and this is always impractical

beyond a certain point because of bearing limitations.

The effect of Reynolds number on performance can be understood in terms of

the lift and drag the turbine blades. A turbine blade is an aerofoil, and it is the

aerodynamic lift generated by the blades that is responsible for the shaft torque

and output power. Referring to Figure 14.3, which shows a cross section through

a blade at an arbitrary radius r, the flow across the blade gives rise to lift and drag

forces per unit length, FL and FD, which are defined as being normal to and parallel

to the relative velocity W of the incoming flow and given by

FL = 1

2
𝜌W 2cCL; FD = 1

2
𝜌W 2cCD (14.9)

where c is the blade chord and CL, CD are dimensionless lift and drag coefficients.

The contributions of a radial blade element to the torque 𝜏 and axial thrust T may

be expressed in terms of these forces as

𝛿𝜏 = r(FL sin𝜑 − FD cos𝜑)𝛿 r (14.10)

𝛿T = (FL cos𝜑 + FD sin𝜑)𝛿 r (14.11)

where 𝛿r is the element thickness in the radial direction. The angle 𝜑 is the sum

of the blade pitch angle 𝛽, which is set by the rotor design, and the angle of attack

𝛼 (the angle between the incoming flow and the blade).

The relative velocity W is the vector sum of axial and tangential components

as indicated by the velocity triangle in Figure 14.3. Deceleration of the flow

on approach to the turbine is described by an axial induction factor a, as in

the Betz analysis. In addition, the rotor induces rotation or swirl in the flow

which is accounted for by a second, tangential induction factor a′. A common

approach for determining the values of a and a′ is to equate the torque and

thrust contributions given by Eqs. (14.10) and (14.11) with those required by the

laws of linear and angular momentum conservation; this is the basis of the blade

element momentum (BEM) method which is widely used in turbine design and

modeling [16, 17]. In this approach, blade elements at different radii are treated

independently, which amounts to dividing the flow through the turbine into a

series of annular streamtubes which do not interact with each other. Once the

elemental torque contributions are known, the overall torque, and hence the shaft

power Pshaft = 𝜏Ω, can be evaluated.
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Figure 14.3 Cross section through a turbine blade (looking radially), showing aerodynamic

lift and drag forces and the velocity triangle for calculation of the relative velocity W of the

incoming flow.

The lift and drag coefficients are functions of the aerofoil shape, the angle of

attack, and the chord Reynolds number (Rec = Wc∕υ). While the lift coefficient at

low angles of attack is only a weak function of Rec, the drag coefficient increases

strongly at low Reynolds number as a result of viscous forces. Consequently, while

a large-scale turbine operating at Rec > 106 might operate at a lift-to-drag ratio

CL∕CD of around 100 [18], a centimeter-scale turbine with Rec ∼ 103 is likely to

have CL∕CD < 10 [19].

Increased drag has a detrimental effect on performance, as might be expected

from the negative sign attached to the drag force term in Eq. (14.10). According

to classical wind turbine theory [20], in the absence of drag, the power coeffi-

cient of an idealized turbine should approach the Betz limit as the tip speed ratio

approaches infinity. In contrast, in a real turbine, the power coefficient passes

through a maximum at a finite tip speed ratio 𝜆opt, and the values of both CP max

and 𝜆opt decrease as the lift-to-drag ratio diminishes. The reduction in 𝜆opt con-

tributes to loss of performance because it leads to higher torque for a given output

power, and through conservation of angular momentum this results in more rota-

tional energy being coupled into the flow and lost in the wake of the turbine.

As a result of these scaling effects, miniaturized wind turbines tend to operate

at CP and 𝜆 values significantly below those of their larger-scale counterparts. As

an example, Figure 14.4 shows measured performance data for the 2-cm-diameter

turbine reported [14], together with the predictions of a BEM model which made

use of published aerofoil lift and drag coefficients [19, 21]. The model predicts a

maximum power coefficient of around 0.11 at 𝜆 ≈ 1, while the experimental data

suggests 𝜆opt ≈ 0.6 andCP max ≈ 0.09. For comparison, a large-scale turbine might

be operated at a tip speed ratio of 6–7 and achieve a power coefficient of 0.45.
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Figure 14.4 Measured variations of CP with 𝜆 over a range of flow speeds for the 2 cm-

diameter turbine in Figure 14.2, and comparison with BEM model predictions, after [14].

14.3.1.2 Generator and Bearing Losses

Comparing the performances of large-scale and miniaturized turbines, it is

evident that CP max scales more slowly than the rotor diameter D, at least down to

centimeter-scale, that is, that CP max ∝ D𝛿 , where 0 ≤ 𝛿 < 1. On the basis of this

observation, and considering the definition of CP in Eq. (14.8), it is reasonable to

assume that for a fixed free-stream flow speed, the turbine shaft power should

satisfy

Pshaft ∝ D(2+𝛿); 0 ≤ 𝛿 < 1 (14.12)

It is of interest to compare this with the scaling law for maximum available

power from a permanent magnet electromagnetic generator [22], which is of the

form Pout ∝ Ω2D5. If it is also assumed that the optimum tip speed ratio scales

more slowly than D, this implies

Pout ∝ D(3+2𝜀); 0 ≤ 𝜀 < 1 (14.13)

Comparing these two relations, it can be seen that the generator output power

is always expected to scale at least as rapidly as the turbine power. A consequence

of this is that generators in small-scale harvesters are likely to be operated near

their maximum power points, where there will be significant losses in the gener-

ator source resistance. This suggests that improvements in generator technology

that can increase the generator constant (output voltage per unit rotation speed)

or reduce the source resistance should have a noticeable effect on the overall har-

vester efficiency.

Bearing losses can also be an important factor in the overall performance of

miniaturized turbine harvesters. The friction torque in miniature bearings tends
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to be approximately linear in the rotation speed, resulting in a quadratic varia-

tion of the bearing loss with flow speed if the turbine is operated at constant tip

speed ratio. Under these conditions, the turbine shaft power will scale down more

rapidly with flow speed than the bearing losses, and this can result in a significant

loss of efficiency at low flow speeds, while at the same time raising the minimum

operating speed.

Both of the above effects were clearly evident in the device shown in Figure 14.2.

The bearing efficiency (i.e., the fraction of shaft power remaining after bearing

losses are subtracted) was found to increase from 27% to 69% for flow speeds

from 3 to 10 m s−1, while the generator efficiency at the maximum power point

fell from 93% to 76% over the same range. This resulted in an overall mechanical-

to-electrical conversion efficiency 𝜂 which peaked at 51% and fell as low as 25% at

the lowest flow speed.

In addition to lowering the overall efficiency of the harvester, the losses in the

generator and bearings will tend to shift the maximum power point away from

the optimal operating point of the turbine. In order to avoid this, it is necessary to

adopt a more holistic approach to design and optimization, taking account of all

of the known loss contributions. This has been recognized in a recent publication

on turbine harvester design [23].

14.4

Energy Harvesters Based on Flow Instability

This section reviews a range of alternative energy harvesting devices that rely on

flow-induced vibration of a mechanical structure. Such devices tend to be rela-

tively simple in construction compared to miniature turbines, and they do not

require bearings. They therefore offer potential advantages in terms of both man-

ufacturing costs and long-term reliability. However, compared to miniature tur-

bines their capabilities are less well understood; up to now there has been no

comprehensive analysis of the performance limits, and only a small number of

practical devices have been demonstrated.

Most vibration-based flow harvesters fall into one of two categories: (i) vortex

shedding devices, where instabilities in the flow past a bluff body are used

to excite a resonant mechanical structure and (ii) galloping- or flutter-based

devices, where the fluid forces driving the vibration are strongly influenced

by the motion of the resonant structure itself. The following sections briefly

introduce the operational principles involved and give examples of practical

energy harvesters reported in the literature. For a more detailed discussion of

the fundamentals, see, for example, [24, 25]. Other devices relying on self-excited

oscillations in an air cavity have been also been investigated [26, 27], but these

have displayed only extremely low overall efficiencies and will not be discussed

further.
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14.4.1

Vortex Shedding Devices

Except at extremely low Reynolds numbers, the wake behind a bluff body placed

in a free stream will be unsteady, with fluctuations in pressure and flow velocity

that are more or less ordered, depending on the flow regime. A bluff body may

be defined as one where the length parallel to the flow is comparable to at least

one of the transverse dimensions, implying rapid tapering of the width toward the

downstream side at one or more points. When a fluid flows past such an object, the

pressure gradients that develop are unable to force the flow to follow the profile

all the way from front to back. Instead the flow separates from the body at some

earlier point and trails downstream, forming the boundaries of the wake.

Because it will have been subject to viscous drag while still attached to the body,

the separated flow will be sheared (i.e., it will have a velocity gradient normal to

the flow direction), with the outer layers flowing faster than the inner layers. This

causes the flow to turn in on itself, resulting in the formation of discrete vortices

which are carried downstream in the wake. For most flow conditions, this pro-

cess of vortex shedding is periodic in the case of prismatic bodies, with vortices

being shed alternately from one side of the body and then the other, as illustrated

in Figure 14.5 for the case of a circular cylinder. This characteristic pattern of vor-

tices is known as a vortex street. For a circular cylinder, regular vortex shedding is

observed for Reynolds numbers above∼40, except in a transitional range at higher

Reynolds numbers (3 × 105 <∼ Re < 3 × 106) where the process may become dis-

ordered, depending on the surface roughness of the body.

In regimes where vortex shedding is periodic, the vortex-shedding frequency,

representing the rate at which pairs of vortices are shed, may be expressed as:

fs =
SU0

D
(14.14)

where U0 is the free-stream flow speed, D is a characteristic dimension (for

example, the diameter in the case of a circular cylinder), and S is a dimensionless

parameter known as the Strouhal number. The Strouhal number depends on

both the body shape and the Reynolds number, the latter being defined in this

case as Re = U0D∕υ. The variations of S with Re for various prismatic bodies can

be found in [24]; in all cases shown, S lies in the range 0.1–0.3.

For a circular cylinder, it is found that S ≈ 0.2 is a good approximation over

the Reynolds number range 300 < ∼ Re < 105. This range encompasses the flow

Figure 14.5 Flow past a circular cylinder in a regime where regular vortex shedding leads

to the formation of a vortex street.
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Figure 14.6 Alternative vortex shedding energy harvester designs in which (a) the bluff

body oscillates and (b) the bluff body is fixed and a secondary body oscillates.

regimes likely to be found in a miniaturized energy harvester. For example, a 1-cm-

diameter cylinder in an airstream flowing at 5 m s−1 will have a Re ≈ 3300 (using

𝜈 = 1.51 × 10−5 m2 s−1 for air). Such a cylinder will shed vortices at a frequency of

∼100 Hz, and this frequency will vary in direct proportion to the flow speed.

The shedding of vortices is accompanied by fluctuations in the surface pres-

sure over the bluff body, resulting in an oscillatory lift (i.e., transverse) force at

the vortex shedding frequency, and an oscillatory component to the drag force

(longitudinal) at twice the vortex shedding frequency. Consequently, if the body is

mounted on an elastic suspension, it will undergo forced oscillations with ampli-

tude dependent on the level of damping and the relationship between the vortex

shedding frequency and the mechanical resonance frequency.

The simplest vortex shedding energy harvester would comprise a bluff body on

a single-axis suspension, with an electrical damper or transducer to extract power.

For the configuration in Figure 14.6a, where the compliant axis is transverse to the

flow, the displacement y will satisfy:

mÿ + dẏ + ky = Fy (14.15)

where m is the mass, k is the spring constant, d is the damping coefficient (includ-

ing both structural damping and the electrical damping associated with power

extraction), and Fy is the oscillatory lift force arising from vortex shedding. All

quantities are per unit length.

In the simplest analysis, the lift force in Figure 14.6a may be modeled as:

Fy =
1

2
𝜌U2

0DCLvs sin(𝜔st) = FL0 sin(𝜔st) (14.16)

where CLvs is an effective lift coefficient associated with the vortex shedding pro-

cess, and𝜔s = 2𝜋fs. If CLvs is independent of the motion, then the response will be

that of a linear second-order system, and the oscillation amplitude Ay will reach a

maximum value of

Ay|𝜔S=𝜔n
=

FL0

d𝜔n

(14.17)
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when the system is excited at the resonance frequency 𝜔n =
√
k∕m. It is

convenient to recast this equation in terms of dimensionless parameters

Ay

D

|||||𝜔S=𝜔n

=
CLvs

4𝜋S2𝜎r
(14.18)

where 𝜎r = 4𝜋𝜁 ⋅mr is the reduced damping or Scruton number [28], defined in

terms of the conventional damping factor 𝜁 = d∕2m𝜔n and the reduced mass

mr = m∕𝜌D2. The latter is a measure of the structure’s susceptibility to excitation

by fluidic forces.

Equation (14.18) suggests that the response should be inversely proportional

to the damping, and this is indeed the case when the damping is strong and the

oscillation amplitude is small. However, for lighter damping and larger oscilla-

tion amplitudes, nonlinear effects arise owing to the interaction between the body

motion and the fluid. When the oscillation amplitude becomes appreciable com-

pared to D, the motion of the body tends to reinforce and strengthen the vortex

shedding effect. Furthermore, the actual frequency of vortex shedding can become

“locked in” to the resonant frequency when the natural vortex shedding frequency,

as given by Eq. (14.14), is close to resonance. If the damping is decreased further,

the amplitude does not increase indefinitely but rather tends to a limiting value,

reflecting the fact that the effective lift coefficient decreases again at large ampli-

tudes. For example, for a circular cylinder it is found that Ay∕D ≈ 1.4 in the limit

of light damping.

Various semiempirical models have been developed that take account of

the above effects, for example, through the use of amplitude-dependent lift

coefficients [25]. Such models are beyond the scope of this discussion. However,

it is of interest to estimate the theoretical maximum output power that might

be achieved from a vortex shedding energy harvester. From empirical data, it

is known that, for a cylinder, the transition between the lightly damped regime

(Ay ≈ const) and the heavily damped regime (Ay ∝ 1∕𝜎r) occurs at around 𝜎r = 1,

at which point the oscillation amplitude Ay∕D ≈ 1. This is the point at which

maximum power dissipation in the damper is expected to occur.

The total power dissipated in the damper at an oscillation frequency 𝜔 is given

by

Pd = 1

2
Ld𝜔2A2

y = 1

2

𝜔n𝜌LD
2𝜎r

2𝜋
𝜔2A2

y (14.19)

where L is the length of the bluff body. Assuming all of this power is extracted

as electrical output power (i.e., that there are no parasitic damping or electrical

losses), and putting 𝜔 = 𝜔n = 𝜔S = 2𝜋SU0∕D, Ay ≈ D, 𝜎r = 1, the maximum out-

put power is obtained as

Pout ≈
1

2
𝜌LDU3

0 ⋅ (4𝜋2S3) (14.20)

Comparing this equation with Eq. (14.1), it can be seen that the last term in

brackets is effectively the power coefficient of the device. This assumes a device

cross section of A = L × D; any additional cross section associated with supports
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is neglected, as is the effective increase in cross section due to displacement of the

body. With S = 0.2, Eq. (14.20) predicts a power coefficient of CP ≈ 0.3, suggest-

ing that devices of the type shown in Figure 14.6a have the potential to be highly

effective as flow energy harvesters.

An alternative approach to energy harvesting by vortex shedding is shown in

Figure 14.6b. Here the bluff body is fixed, and the oscillating cross flow asso-

ciated with its vortex street is used to excite a secondary structure in its near

wake. The secondary structure is shown as an aerofoil on an elastic suspension,

although it need not take this precise form. This system is more complex and

less well understood than the one in Figure 14.6a. Nevertheless, it has been the

preferred configuration for practical vortex shedding harvesters to date, and a

number of devices have been realized. For example, Pobering and Schwesinger

[29] demonstrated a device in which the secondary structure was a piezoelec-

tric bimorph cantilever attached directly to the leeward side of the bluff body.

This was a development of an earlier device aimed at water flow harvesting [30].

The bluff body on the airflow harvester was rectangular in cross section with

chamfered corners on the windward side, and the area presented to the flow was

L × D = 11.8 × 10.53 mm2. A maximum output power of 108 μW was obtained at

a flow speed of 45 m s−1, corresponding to an overall efficiency of only 0.0016%.

Li and Lipson subsequently reported a “flapping-leaf generator” [31] compris-

ing a half-cylinder bluff body (D = 2 cm, L = 10 cm) and a piezoelectric element

(“stalk”) with a polymer flap (“leaf”) attached to its free end via a plastic hinge. Sev-

eral design variants were investigated, with the best performing device achieving

a power output of 300 μW at 8 m s−1 (𝜂CP = 0.049%). More recently, Weinstein

et al. [32] reported a device where the secondary structure is separate from and

downstream of the bluff body. Figure 14.7 shows a photograph of this device. The

bluff body was a 2.5-cm-diameter cylinder, 11 cm in length, and the secondary

structure was a piezoelectric cantilever which was fixed to the device frame at the

downstream end and had a balsa-wood fin attached at its upstream end. The role

of the fin was to increase the lift forces due to the vortex-induced cross flow gen-

erated by the cylinder. The authors investigated the effect of varying the spacing

between the cylinder and the fin, and were also able to tune the resonant frequency

of the secondary structure (by loading the fin) to match the vortex shedding fre-

quencies at different flow rates. The device could be operated down to 2 m s−1 flow

speed and, with retuning, could deliver output powers from 100 μW to 3 mW for

flow speeds in the range 2–5 m s−1. The overall efficiency at the upper end of the

range was 1.7% which set a new benchmark for this kind of device.

14.4.2

Devices Based on Galloping and Flutter

Galloping and flutter are related oscillatory phenomena that result from feed-

back between the motion of an object and the fluidic forces acting upon it. The

term flutter originated in the field of aerodynamics, and is typically reserved for

aerofoils and other streamlined bodies, whereas galloping is normally applied to
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Figure 14.7 Vortex shedding device developed by Weinstein et al. [32], comprising rapid-

prototyped ABS frame, acrylic cylinder, balsa wood fin, and piezoelectric cantilever.

bluff bodies, a classical example being the wind-induced oscillation of ice-laden

overhead power cables.

The origin of galloping is most easily explained using the model in Figure 14.8, in

which a bluff body of non-circular cross-section, mounted on a single-axis elastic

suspension, is immersed in a uniform flow. In general the body will be subject

to lift and drag forces which will vary in both magnitude and direction when the

body moves, and under certain conditions this can result in dynamic instability

and spontaneous oscillation.

In basic analysis of galloping it is usual to assume that the fluid forces acting on

the body can be calculated using the static lift and drag coefficients, as would be

measured in a wind tunnel. Under this so-called quasistatic assumption, dynamic

effects such as vortex shedding are assumed to occur at substantially higher fre-

quency so that their effects are averaged out.

Under the quasistatic assumption the net downward driving force in Figure 14.8

can be expressed as:

Fy = −(CL ⋅ cos 𝛼 + CD ⋅ sin 𝛼) ⋅ 1

2
𝜌DW 2 (14.21)

where W =
√

U2
0
+ ẏ2 is the relative velocity between the incoming flow and the

body, 𝛼 = tan−1(ẏ∕U0) is the angle of attack, and CL and CD are the lift and drag

coefficients. Expanding this equation in 𝛼, and assuming ẏ≪ U0 so that W ≈ U0,

𝛼 ≈ ẏ∕U0 and only linear terms need be retained:

Fy ≈ Fy|𝛼=0 −
(∂CL

∂𝛼
+ CD

)
⋅

1

2
𝜌DU0ẏ (14.22)
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Figure 14.8 Model for galloping in a system with only transverse oscillation, also showing

the velocity triangle for relative velocity W of the incoming flow. Note that the vertical dis-

placement y is defined as being positive downward so that y and 𝛼 have the same sign.

Substituting this driving force into the equation of motion (see Eq. (14.15)), it

can be seen that the effect of the body motion is to modify the damping term so

that the effective damping coefficient becomes:

deff = d +
(∂CL

∂𝛼
+ CD

)
⋅

1

2
𝜌DU0 (14.23)

While deff remains positive the system will be stable and any oscillations initiated

by instabilities in the flow will tend to be damped out. However, if deff becomes

negative then the system will go unstable and galloping oscillations will develop

at the resonance frequency. This can happen only if the term in brackets is neg-

ative, which in turn requires that ∂CL∕∂𝛼 < 0 (as CD is always >0). Furthermore,

according to Eq. (14.23) there is expected to be a critical flow speed for the onset

of galloping, given by:

U0 crit =
2d

𝜌D∂Cy∕∂𝛼
;

∂Cy

∂𝛼
= −

(∂CL

∂𝛼
+ CD

)
(14.24)

The value of ∂Cy∕∂𝛼 for any particular will bluff body will depend on its shape

and orientation relative to the flow (which may be influenced by other effects such

as vortex shedding). However, with the exception of a circular cylinder, for which

CL = 0, all types of bluff body can be made to gallop under the right conditions.

Once galloping oscillations are initiated they will grow until non-linearities cause

the average damping to go to zero and a limiting amplitude to be reached. The

linear analysis above cannot yield any information about the resulting amplitude;

however, as in the case of vortex shedding, non-linear models exist that allow the

variation of oscillation amplitude with flow speed to be predicted [25].

Up to now there have not been any reports of galloping energy harvesters based

on the simple configuration shown in Figure 14.8. However, several harvesters
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have been demonstrated in which one body undergoes galloping oscillations

in the wake of another. This scenario is ostensibly similar to that shown in

Figure 14.6b. However, the behavior is qualitatively different from vortex-induced

vibration in that oscillation of the downstream body occurs at its resonance

frequency (rather than at the vortex-shedding frequency) and may continue

with appreciable amplitude over a relatively wide range of flow speeds. This

kind of wake galloping can occur even with circular cylinders and it has been

studied extensively in the context of power cable bundles [33]. In the area of

energy harvesting, Jung and Lee [34] investigated a device based on a pair of

5 cm-diameter, 0.85 m-long cylinders. The upstream cylinder was fixed while

the downstream one was mounted on a single-axis spring suspension with an

electromagnetic damper for power extraction. The results were interesting in

that cut-in flow speeds below 1 m s−1 could be achieved at the same time as

continuous operation up to 5 m s−1. The cut-in speed was found to increase with

resonance frequency, with the maximum value of ∼1.2 m s−1 corresponding to a

resonance frequency of 4.8 Hz, consistent with the galloping oscillations being

initiated by vortex shedding. Measurements of output voltage were presented

indicating output power levels of up to several hundred mW. Unfortunately,

however, there was insufficient information to allow a reliable calculation of the

overall efficiency.

An alternative energy harvester based on motion-derived forces was reported by

Zhu et al. [35]. This device comprises a rectangular bluff body with a wing or aero-

foil mounted behind it on a cantilever spring, as shown in Figure 14.9. Electrical

damping is provided by a permanent magnet generator comprising wing-mounted

magnets and a coil fixed to the base. Oscillations are initiated by the unsteady

flow behind the bluff body, but once the aerofoil is in motion it experiences a

lift force that is strongly motion-dependent owing to the changing flow condi-

tions. A detailed theoretical analysis of the device operation has not been reported.

Cantilever Magnets

Coil

Wing

Bluff
body

1 cm

Figure 14.9 Flapping wing energy harvester developed by Zhu et al. (horizontal flow ver-

sion), as described in [35].
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Figure 14.10 Flutter model comprising an aerofoil supported on an elastic suspension with

both linear and torsional degrees of freedom.

However, the authors investigated experimentally the effect on performance of

key design parameters, in particular the initial position and orientation of the

aerofoil in relation to the bluff body. Two prototype harvesters were produced,

optimized for horizontal and vertical flows respectively. The vertical device had

a cut-in speed of 2.5 m s−1, and the output power varied roughly linearly with

flow speed from 470 μW at 2.5 m s−1 (𝜂CP = 0.96%) to 2 mW at 6 m s−1 (0.3%).

The overall efficiency values in brackets are based on the reported device cross-

section of 8 cm × 6.5 cm. The horizontal device produced comparable, but slightly

lower, output power levels, and had an even lower cut-in flow speed of 1.5 m s−1.

The key features of flutter can be illustrated by means of the model in

Figure 14.10 which shows an aerofoil mounted on an elastic suspension with both

linear and rotational degrees of freedom. The equations of motion for this case

are:

mÿ −mxc�̈� + dyẏ + kyy = Fy (14.25)

J �̈� −mxcÿ + d𝜃�̇� + k𝜃𝜃 = M (14.26)

where m is the aerofoil mass, J is the moment of inertial referred to the elastic

axis O (about which the aerofoil rotates), ky and k𝜃 are the linear and torsional

spring constants respectively, dy and d𝜃 are the corresponding damping coeffi-

cients (either or both of which might include an electrical damping contribution

in an energy harvesting device), and xc is the distance from the elastic axis to the

center of mass. The aerofoil is subject to a vertical driving force Fy (+ve downward)

and a turning moment M (+ve clockwise) about the elastic axis.

Equations (14.25) and (14.26) are coupled inertially through the terms in xc,

except when the elastic axis coincides with the center mass. Furthermore, cross-

coupling also occurs through Fy and M because these are influenced by the angle

of attack, which in turn depends on both the linear and torsional motion. The

effect of vertical motion on 𝛼 is the same as in the galloping case of Figure 14.8.
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However, 𝛼 also varies with the aerofoil pitch angle 𝜃, and with the angular rate �̇�,

which leads to a position-dependent velocity component at the aerofoil surface.

In the quasistatic approximation we can therefore write

Fy = Fy(𝜃, �̇�, ẏ); M = M(𝜃, �̇�, ẏ) (14.27)

By analogy with the galloping case, the dependencies of Fy and M on ẏ and �̇�

respectively, might be expected to result in linear and torsional galloping instabil-

ities. However, this is shape dependent. In particular, aerofoils are stable against

torsional galloping and prone to linear galloping or stall flutter only at high angles

of attack, while bluff bodies tend to be prone to both. Two other important poten-

tial modes of instability are divergence and classical flutter. The first results from

the variation of M with 𝜃, which under certain conditions can reduce the effec-

tive torsional stiffness to zero, resulting in very large angular deflections (this can

occur only if the elastic axis is downstream of the aerodynamic center, that is,

if xa > 0, and so can easily be precluded by design). The second is a combined

torsional/linear motion in which the linear and torsional oscillations occur at the

same frequency.

The idea of using classical flutter of an aerofoil to extract power from the wind

was explored in the early 1980s in the context of larger-scale power generation

[36]. More recently, several groups have developed models of flutter-based

energy harvesters that are based on more sophisticated aerofoil theory and

include power extraction based on piezoelectric damping. For example, Bryant

and Garcia [37] modeled a benchtop-scale device with a 15-cm-span aerofoil

and investigated the idea of switching the electrical load to expand the opera-

tional envelope in terms of flow speed. Erturk et al. [38] validated their model

by wind-tunnel testing of a slightly larger device (50 cm span), and explored

the effect of electrical loading on the flutter speed (i.e., the flow speed at the

onset of flutter). The flutter speeds observed were relatively high (∼16 and

∼9 m s−1 respectively); however, minimization of the flutter speed was not a

stated aim in either case. Models of the kind demonstrated will be essential

tools for the development of optimized flutter-based harvesters at smaller

scale.

Flutter can also be induced by transverse airflow across a flexible ribbon or belt,

and energy harvesting based on this principle has also been explored. The com-

pany Humdinger Wind Energy LLC produced a range of devices at different scales,

under the name “Windbelt.” As shown in Figure 14.11, these devices were very

simple in structure, comprising just a suitably tensioned polymer/fiber composite

belt, with attached permanent magnets that interacted with adjacent coils for elec-

trical damping. The most interesting from a wireless sensing standpoint was the

“μWindbelt” [39] which was palm sized (A = 37 cm2) and could generate 0.2 mW

at 3.5 m s−1 (𝜂CP = 0.21%) and 5 mW at 7.5 m s−1 (0.53%). Similar devices were

subsequently demonstrated by several other groups (see, for example, [40]).
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Coils Magnets Flexible belt

Figure 14.11 “Windbelt” energy harvester concept, as developed by Humdinger LLC [39].

14.5

Performance Comparison

Figure 14.12 compares the overall efficiencies achieved at different flow speeds by

the various airflow harvesters discussed in the preceding sections. Also shown are

lines corresponding to overall efficiencies of 0.593, 0.1, and 0.0025, corresponding

to the Betz limit and the best and worst-performing turbine-based harvesters. In

all cases, the calculation of overall efficiency is based on the entire device cross

section presented to the flow, as this makes for the fairest comparison. So, for

example, the calculation for the device of Zhu et al. [35] includes the bluff body

because it is an integral part of the device.

It can be seen that turbine-based devices generally show better performance

than non-turbine designs. With the exception of one outlier, all the turbine har-

vesters achieve efficiencies in the range 1–10%. There is no strong correlation

between performance and device size, except that the shrouded device of Howey

et al. is at the bottom of the range; this is to be expected because of its small size.
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Figure 14.12 Performance comparison for

air-flow harvesters reported in the literature,

showing variations of overall power coeffi-

cient with free stream flow speed. The data

includes miniature turbines (solid symbols),

vortex shedding devices (open symbols) and

devices based on galloping/flutter (×,+).
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This lack of correlation is a reflection of the fact that the various designs have not

been fully optimized.

The spread of performance is even wider among the non-turbine designs, which

is unsurprising given their relatively undeveloped nature. The best-performing

devices are already achieving efficiencies of around 1%, and further improvements

can be expected as design methods become more established.

14.6

Summary

Compared to other energy harvesting techniques, energy harvesting from airflow

is still relatively undeveloped. Few working harvesters have been demonstrated,

and in most cases, these have been proof of principle devices that have not been

designed for optimal operation.

On the basis of results to date, miniaturized wind turbines would appear to offer

the best performance in terms of overall efficiency, with values in the range 5–10%

being accessible for centimeter-scale devices. They can also achieve the low cut-in

speeds of 2–3 m s−1 that are likely to be required for indoor applications such as

duct monitoring. On the other hand, they are relatively complex and may remain

too expensive to manufacture. They also require bearings, raising questions over

long-term reliability.

Among the vibration-based devices, those based on wake oscillation appear to

be the most promising as they can achieve low cut-in speeds while at the same

time operating over a wide range of flow rates. Vortex shedding devices are more

limited because they have a resonant response; however, they may be useful in

applications where a relatively constant flow speed can be guaranteed. Overall

efficiencies of around 1% have been demonstrated in devices of both types, and

improvements on this can be expected over time as understanding of the design

criteria (e.g., optimum geometry, operating frequency, and damping strength)

improves.

The basic design methods for miniature turbines are well understood, and future

work should be focused on the bearing solutions that can guarantee long-term

reliability and on holistic design that includes the turbine, generator, and bear-

ings. For vibration-based devices, further experimental and theoretical investiga-

tions are required to establish more fully the relative capabilities of the different

approaches. It will also be interesting to explore the scaling of vibration-based

designs to smaller sizes, particularly as their relatively simple construction makes

them highly compatible with microfabrication techniques.
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15

Far-Field RF Energy Transfer and Harvesting

Hubregt J. Visser and Ruud Vullers

This chapter deals with radio frequency (RF) energy transfer over a distance. After

explaining the differences between nonradiative and radiative RF energy trans-

fer, definitions for transfer and harvesting are given. The subcomponents of an

RF energy transfer system are identified and the receiving rectifying antenna is

then discussed in detail. After that, the transmission and propagation of RF sig-

nals is treated, followed by the demonstration of some examples and an outline

of future perspectives. It is concluded that far-field RF energy transfer is feasible,

but requires a careful co-design of the several subsystems that make up the whole

far-field RF energy transfer system. Adaptivity, both at the transmit side (in radi-

ation) and at the receiving side (in impedance matching) is seen as a future path

in research and development.

15.1

Introduction

To accommodate an increase in the employment of wireless sensors in areas as

diverse as health monitoring, automotive, predictive maintenance, structural

integrity monitoring, and smart buildings, alternatives to powering by batteries

are required. The need for long lifetime and small form factors of future wireless

sensor nodes do not match up well with currently available battery technology

[1]. Replacing batteries will often be impossible, nearly always be impractical, and

disposing of the old batteries will generate an environmental problem. Alternative

ways of powering may be found in energy harvesting (formerly known as energy

scavenging) where energy is taken from ambient sources such as vibration,

thermal differences, light, and RF signals.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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15.2

Nonradiative and Radiative (Far-Field) RF Energy Transfer

When employing RF signals for the transfer of energy, we make a distinction

between nonradiative and radiative RF energy transfer. The former is based on

(inductive) coupling, while the latter uses the transmission and reception of

radio waves. Furthermore, we make a distinction between RF energy harvesting

and RF energy transfer. By energy harvesting, we mean the process wherein we

obtain energy from the ambient. So, for RF signals that means obtaining energy

from signals that are transmitted for telecommunication services (radio- and

television-broadcasting, GSM, Wi-Fi, etc.). By RF energy transfer, we mean the

process wherein we employ a dedicated RF source for wirelessly powering a

device. Strictly speaking, RF energy harvesting is then a particular form of RF

energy transfer. In our definition, the transmitted signals in RF harvesting are

unintentional and those in RF transfer systems are intentional.

15.2.1

Nonradiative Transfer

Nonradiative RF energy transfer is mostly employed in inductive systems, obeying

the Qi standard [2]. Two coils are brought in each other’s vicinity for transfer-

ring RF energy (Figure 15.1). The two coils in close proximity form an electrical

transformer. By applying capacitors, a resonant coupling system is created [3],

increasing the power transfer efficiency.

In the circuit shown in Figure 15.1, an RF source is connected to a coil Ls, that

is resonated with a capacitor Cs. A receiving coil Lr, resonated with a capacitor Cr

is placed in close proximity and the received signal is rectified, eventually accu-

mulated and used to power a source that is represented by load resistance RL. The

resistances Rs and Rr represent the losses in the transmitting and receiving coils,

respectively.

The benefit of this resonant coupling energy transfer, apart from being subject

to a standard, lies in the high power transfer efficiency [4].

The drawbacks are in the limited transferring distance – the transfer efficiency

falls off very steeply for distances larger than approximately one coil diame-

ter – which also makes harvesting (taking energy from the ambient) impossible,

Rs

Cs

Vs Ls Lr

Rr

Cr

RL

Rectification and
power

management

Figure 15.1 Resonant coupling (non-radiative) RF energy transfer system.
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Figure 15.2 Radiative RF energy transfer system. The dashed box is commonly denoted

rectenna.

with the added inconvenience of not being able to move a device around while it

is being charged this way.

For RF energy transfer over a distance, we need to employ radiative transfer.

15.2.2

Radiative Transfer

In a radiative transfer system, an RF source (unintentional or intentional) is con-

nected to an antenna that emits radio waves. At a distance from this radio source,

a receiving antenna intercepts a part of the radiated waves and the RF signal cap-

tured by the antenna is rectified, eventually to be accumulated and transferred to

a load (wireless sensor) (see Figure 15.2). The dashed box in this figure is in fact a

rectifying antenna, commonly known as rectenna.

The power transfer between transmitting antenna and receiving antenna is

described by the Friis or transmission equation [5]. The derivation is rather

straightforward. If the transmit antenna would radiate equally in all directions,

the power density S (in watts per square meter) of the radio waves at a distance r

from the transmit antenna would be

S(r) =
PT

4𝜋r2
(15.1)

where PT is the transmit power delivered to the antenna. This equation simply tells

us that the power in the radio waves spreads out spherically. In reality, an antenna

will not radiate equally in all directions; it will radiate more in certain directions

and less in other directions. The maximum amount of power that it radiates (in

the direction of maximum power radiation) relative to radiating the same power

delivered to the antenna equally in all directions us called the gain GT. So the

power density at a distance (r) in the direction of maximum radiation is

S(r) =
PTGT

4𝜋r2
(15.2)

The receive antenna, positioned at a distance r (in the direction of maximum

radiation of the transmit antenna), intercepts a part of the radiated power. It inter-

cepts the power density over a so-called effective aperture AeR (in square meters)

so that the received power PR is given by

PR(r) = S(r)AeR =
PTGTAeR

4𝜋r2
(15.3)
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The receiving antenna is not equally sensitive in all directions. It is more sensi-

tive in certain directions and less sensitive in other directions. The distribution of

the sensitivity over all directions in receiving mode is equal to the distribution of

radiation over all directions in transmitting mode. Antennas are reciprocal. There-

fore, we can describe the receive antenna sensitivity also with a gain, GR. This gain

GR is related to the effective aperture AeR through [5]

AeR =
GR𝜆

2

4𝜋
(15.4)

where λ is the wavelength used.

Now substituting Eq. (15.4) in Eq. (15.3) yields the well-know Friis equation:

PR = PTGT

GR𝜆
2

(4𝜋)2r2
(15.5)

In using this equation, one has to bear in mind that the equation assumes that

both antennas are lined up with respect to gain (having maximum directivity and

sensitivity pointing toward each other) and that both antennas are lined up with

respect to polarization (transmitting and receiving the electric field in the same

direction). Furthermore, the antennas must be operated at a sufficiently large dis-

tance from each other so that they do not disturb each other (i.e., they must be

positioned in each other’s far-field regions [5]). One also has to bear in mind that

GT and GR are only constant for a fixed 𝜆. If 𝜆 changes, also GT and GR change.

15.2.3

Harvesting versus Transfer

To decide on the feasibility of harvesting RF energy we need to have an idea about

our power needs and we have to make an assessment on the power levels that can

be harvested. On the basis of state-of the-art power consumption of commercially

available wireless sensors, we aim for a power level of about 100 μW and envisage

a wireless sensor node with a few square centimeters (on the casing) available for

a receiving antenna.

For RF energy harvesting, the most interesting systems to be explored

in Europe are GSM900 (downlink: 935–960 MHz), GSM1800 (downlink:

1805.2–1879.8 MHz) and worldwide Wi-Fi (2.4–2.5 GHz). These systems are

omnipresent in urban environments and allow antennas of sizes in the order

of 10–50 cm2 [6]. From power density measurements, obtained in a large

European survey between 1996 and 2001, it was revealed that the power density

integrated over the GSM900 downlink frequency band is expected to be in the

range 0.01–0.3 μWcm−2 between 25 and 100 m from a base station, indoors

everywhere, and outdoors on an elevated level [7, 6]. Power density levels from

GSM1800 are in the same order of magnitude while from Wi-Fi, measured

power density levels are 1 order of magnitude lower [8]. This means that using
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Table 15.1 ISM frequency bands of interest for far-field RF energy transfer and E(I)RP

restrictions.

Frequency band

(MHz)

Power Dutty cycle/Tx

type

Channel

spacing/BW

Region

2446–2454 500 mW EIRP

4 W EIRP

Up to 100% ≤ 15% No spacing Europe

865.0–865.6 100 mW ERP 200 kHz Europe

865.6–867.6 2 W ERP 200 kHz Europe

867.6–868.0 500 mW ERP 200 kHz Europe

902–928 4 W EIRP FH (≥50 channels) or DSSS USA

Canada

2400–2483.5 4 W EIRP FH ((≥75 channels) or DSSS USA

Canada

2400–2483.5 10 mW EIRP 1 MHz BW Japan

Korea

ambient (GSM900) RF energy, we need to employ antennas occupying at least1)

330–1000 cm2 to power a 100-μW application. So, RF energy harvesting is not

feasible for the applications we had in mind2) and we have to resort to RF energy

transfer, that is, bring in our own dedicated RF source.

In doing so, we restrict ourselves to the license-free frequency bands for

industry, science, and medicine (ISM) around 868 MHz (Europe), 900 MHz

(North America), and 2.4 GHz (worldwide). These frequency bands are limited

in the allowed maximum power to transmit [10, 11]. The limitation is on the

combination of transmit power PT and transmit antenna gain GT (see Eq. (15.5)).

The product of the two is known as the effective isotropic radiated power (EIRP).

PTGT = EIRP (15.6)

The EIRP is the power that would be equally radiated in all directions by an

isotropic radiator.

The restrictions in transmit power and transmit gain are specified in the EIRP

or in the effective radiated power (ERP). ERP is the power that would be radiated

by a half-wavelength dipole.

PTGTd = ERP

EIRP = 1.64 ERP (15.7)

The frequency bands of interest and the E(I)RP restrictions are stated in

Table 15.1 [6].

1) The physical area of an antenna will in general be larger than the effective area. Furthermore, power

will be lost in the RF-to-DC conversion and power management manipulations.
2) Niche applications requiring very little power and/or using extreme duty cycles, might be operated

by RF energy harvesting [9].
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Figure 15.3 Receiving part of a wireless RF far-field power transfer system.

Now that the RF source part of the far-field RF energy transfer system has been

discussed in detail, we can concentrate on the receiving part of the system.

15.3

Receiving Rectifying Antenna

The receiving part of a wireless RF far-field power transfer system is schematically

shown in Figure 15.3. This figure corresponds to the right side of Figure 15.2, but

here showing more detail.

The receiver consists of a rectifier, connected at the RF-side to the receiving

antenna and on the DC-side to a load. In general, an impedance matching circuit

is applied between the antenna and the rectifier. The load – in its most general

form – consists of a DC-to-DC boost conversion circuit connected to an energy

storage system (battery or capacitor) that is connected to the load (application to

be powered). The thus created rectifying antenna is commonly denoted rectenna.

15.3.1

Antenna–Rectifier Matching

Before going into the details of the rectifier and the antenna, we start with dis-

cussing the impedance matching between these subcomponents (Figure 15.4).

In the figure, we have replaced the antenna by an equivalent circuit consisting of

a voltage source in series with a resistor. The rectifier and load are combined into a

single complex load admittance YL = GL + jBL. The matching network is depicted

as an “L-network.” This is not a fundamental restriction.

The input power Pin is given by

Pin = 1

2
v2

inℜ{Yin} (15.8)

where Yin = 1∕Zin is as indicated in Figure 15.4 and ℜ{x} denotes the real part

of complex variable x, vin is as indicated in Figure 15.4 and follows from applying

Kirchhoff’s voltage and current laws to the circuit, that is, vs − IRs = vin = I∕Yin,

where I is the current flowing through Rs, so that

Pin = 1

2

||||| 1

1 + YinRs

|||||
2

v2
sℜ{Yin} (15.9)
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Figure 15.4 Antenna–rectifier matching.

The output power is given by

Pout =
1

2
v2

outℜ{YL} (15.10)

where vout is as indicated in Figure 15.4 and YL is the admittance as seen at the

input of the rectifier/voltage multiplier.

We assume the impedance matching network to be lossless. For a lot of applica-

tions this will be a fair assumption and – more importantly – it will simplify the

calculations considerably.

15.3.1.1 Voltage Boosting Technique

In the last few years, several papers have been published in which a so-called “volt-

age boosting technique” is proposed to be used for connecting the antenna to the

rectifier, see for example, Ref. [8, 12–15]. The technique is based on the voltage

gain Gv of a lossless LC-circuit as shown in Figure 15.5, that is, the ratio of output

to input voltage that is given by

Gv =
vout

vin

= 1

1 − 𝜔2LC
(15.11)

where 𝜔 = 2𝜋f is the angular frequency.

At resonance (𝜔2LC = 1), the voltage gain becomes infinite and an infinite volt-

age (in practice – due to losses – a very high voltage) might be offered to the rec-

tifying circuit. Thus an efficient operation of the diodes or diode-switched FETs

in the rectifier will be ensured.
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Vin
VoutC

L

Figure 15.5 Basic RF “voltage boost circuit.”

As has been shown in [16], which will be repeated and expanded here, this is

only true for an infinite load impedance of the circuit shown in Figure 15.5.

The reality is that by a proper impedance matching of the antenna to the rectify-

ing circuit, a resonant LC circuit is realized having a fairly high quality factor. So,

the high Q-factor is the result of the matching and not the other way around. The

output voltage of the matching circuit is dictated by the RF power incident upon

the antenna and the input impedance of the rectifying circuit. The value cannot

be chosen freely.

To prove this, we will first take a closer look at the situation where the antenna is

matched to the rectifier and then we will look at the situation where this matching

constraint is waived.

15.3.1.2 Antenna Matched to Rectifier

We will use the L-network shown in Figure 15.4 to complex conjugately

impedance-match the antenna to the rectifying circuit. That means that

Zin = Rs or YinRs = 1 and – as we are dealing with a lossless network and thus

Pout = Pin – the voltage gain is given by

Gv =
vout

vs
= 1

2

√
ℜ{Yin}
ℜ{YL}

(15.12)

From Figure 15.4, we can calculate the input impedance as

Zin = jX2 +
1

GL + j(B1 + BL)
=

GL

G2
L
+ (B1 + BL)2

+ jX2 − j
B1 + BL

G2
L
+ (B1 + BL)2

(15.13)

For Zin to be equal Rs, the following conditions apply

Rs =
GL

G2
L
+ (B1 + BL)2

(15.14)

X2 =
B1 + BL

G2
L
+ (B1 + BL)2

(15.15)

With the real part of the input admittance now being equal to

ℜ{Yin} =
G2

L
+ (B1 + BL)2

GL

(15.16)
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the voltage gain becomes

Gv =
vout

vs
= 1

2

√
1 +

(
B1 + BL

GL

)2

= 1

2

√
1 + Q2 (15.17)

where (B1 +BL)/GL is the quality factor at the output of the matching circuit.

Up to this point, we have been following [8].

With GL and BL being defined by the load, that is, the rectifier/multiplier cir-

cuit, Eq. (15.17) leaves the impression that by a proper choice of B1 that we can

choose the output voltage vout and then determine Rs and X2 using Eqs. (15.14)

and (15.15), respectively.

The error made in this reasoning is that it implicitly assumes that vs and Rs can

be chosen independently, while in fact they are interrelated through the power

available from the antenna, Pinc

Pinc =
v2
s

8Rs

(15.18)

Substituting Eqs. (15.18) and (15.14) in Eq. (15.17) now results in

vout = Gvvs =

√
2Pinc

GL

(15.19)

The voltage at the input of the rectifier/multiplier is thus dictated by the available

power from the antenna and the real part of the input admittance of the recti-

fier/multiplier.

To maximize vout, which will be beneficial for the RF-to-DC power conversion

efficiency (PCE) as well as for the DC output voltage level, we thus need to design

a rectifier/multiplier having a real part of the input admittance that is as low as

possible.

Before discussing the rectifier/multiplier, we will first take a look at the situation

where we waive the constraint of complex conjugate matching.

15.3.1.3 Antenna Not Matched to the Rectifier/Multiplier

When the antenna is not matched to the rectifier/multiplier, Y inRs ≠ 1 and||||| 1

1 + YinRs

||||| = 1√
(1 + GinRs)2 + B2

in
R2
s

(15.20)

where

Yin = ℜ{Yin} + jℑ{Yin} = Gin + jBin (15.21)

The output voltage vout is then calculated as

vout =

√
2Pinc

GL

⋅ 2

√
GinRs

(1 + GinRs)2 + B2
in
R2
s

(15.22)

The output voltage is identical to the output voltage for the matched situation

times a multiplicative factor. This factor will be equal to 1 for the case where
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Gin = 1∕Rs and Bin = 0 (matched situation) and will be smaller than 1 for all other

cases. So, for voltage maximization, the antenna should be impedance matched.

15.3.1.4 Consequences for the Rectifier and the Antenna Design

We have seen that for a maximum power transfer and for creating a maximum

voltage at the input of the rectifier (i.e., for a maximum sensitivity), the voltage at

the output of the antenna-to-rectifier matching circuit vout should satisfy

vout =

√
2Pinc

GL

. (15.23)

In terms of the rectifier’s input impedance ZL = RL + jXL, whereZL = 1∕YL, this

condition becomes

vout =

√
2Pinc

R2
L
+ X2

L

RL

(15.24)

This means that for maximizing the voltage at the input of the rectifier (which is

the voltage at the output of the antenna-to-rectifier matching circuit), we should

either design a rectifier for a maximum input resistance and minimum absolute

value of the input reactance or the other way around.

15.4

Rectifier

The most basic rectifier consists of a single diode. When lumped elements are

used, a Schottky diode is preferred owing to its very fast switching action and low

forward bias voltage compared to other diode types. Figure 15.6 shows the diode in

a series configuration (the preferred configuration for RF energy harvesting [17])

with a source Vg and load. In this circuit, the Schottky diode is represented by

the equivalent electric circuit of a packaged diode (dashed box). The source has

RL

CL

CP

Cj

RsLp

Rg

Vg

Figure 15.6 Packaged Schottky diode (dashed box) in series configuration with a source

and load.
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an internal resistance Rg and the load consists of a resistor RL in parallel with a

capacitor CL.

The resistance Rs represents the conduction losses in the diode’s substrate. This

value may be found in the diode’s data sheet. Cj is the capacitance formed by

the two diode contacts and the substrate. The value of Cj depends on the applied

voltage vd over the ideal diode [18]

Cj(vd) =
Cj0√

1 − vd∕𝜑
(15.25)

where Cj0 is the zero-bias differential barrier capacitance and 𝜑 is the barrier

potential of the diode. Values for these parameters may be found in the diode’s

data sheet. The relation between the voltage vd over and the current id through

the ideal diode in Figure 15.6 is given by

id = Is

(
e

q

nkT
vd − 1

)
(15.26)

where Is is the saturation current, q is the electron charge, k is Boltzmann’s con-

stant, T is the temperature (kelvin) and n is the ideality factor of the diode. Is and

n may be found in the diode’s data sheet. Cp and Lp are the parasitic packaging

capacitance and inductance, respectively. The values may again be found in the

diode’s data sheet.

15.4.1

RF Input Impedance

The RF input impedance may be obtained by applying a harmonic balance

simulation, employing commercially available software. An alternative analysis

method is provided by the fourth-order Runge–Kutta (RK4) time-marching

algorithm, provided that a sufficiently large capacitor CL is applied (CL ≥ 0.1𝜇F,

for 0.1 GHz < f < 2.5 GHz [16]). Then the load may be considered as a short

circuit. This applies to most commercially available Schottky diodes in the range

of frequencies f stated. The differential equations describing the system shown in

Figure 15.6 for a short-circuit load are given by [17]

dvd
dt

= 1

RsCj

[
Vg − RgIg − vd − LpIx − RsIs

(
e

q

nkT
vd − 1

)]
dIx
dt

= 1

CpLp

[
Is

(
e

q

nkT
vd − 1

)
+ Cj

dvd
dt

+ Cp

dVg

dt
− CpRgIx − Ig

]
dIg

dt
= Ix (15.27)

The system parameters vd, Ig, and Ix are known at time t = t0, as is dVg/dt, the

time derivative of the impressed generator (source) voltage. We choose, at t = t0,

vd = Ig = Ix = dVg∕dt = 0 and solve the system with an RK4 method employing

an adaptive step-size algorithm. Vg follows from the relation between generator
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Figure 15.7 Input impedance versus Pinc at f = 2.45GHz for a number of commercially

available Schottky diodes.

voltage and available incident power Pinc

Pinc =
|Vg |2
8Rg

(15.28)

The input impedance in the frequency domain is finally obtained after applying

a Fourier transform.

As an example, Figure 15.7 shows the calculated real and imaginary parts of the

input impedance as a function of available power Pinc at a frequency f = 2.45 GHz

for a number of commercially available Schottky diodes. Measurement results

may be found in [17].

We do see that at low input power levels (Pinc <−10 dBm), the input impedance

satisfies the conditions for high sensitivity and RF-to-DC power conversion (Eq.

(15.24)): the real part of the input impedance is low and the absolute value of the

imaginary part is high.

15.4.2

DC Output Voltage

The RK method fails for analyzing the DC behavior of the circuit shown in

Figure 15.6. Owing to the RC time of the load being much larger than the period

of the source, the equations tend to become stiff [6]. Therefore, an approxi-

mate – Ritz–Galerkin averaging – method [19] is being used for calculating the

DC output voltage. The output voltage V 0 is implicitly given by [19]

B0

( q

nkT

√
8RgPinc

)
=

(
1 +

V0

RLIs

)
e

(
1+

Rg+Rs
RL

)
q

nkT
V0 (15.29)
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Figure 15.8 Four-stage voltage multiplier. (a) Circuit topology, (b) RF equivalent circuit, and

(c) DC equivalent circuit.

In this equation, B0 is the zero-order modified Bessel function of the first kind;

all other parameters have already been specified.

For increasing the DC output voltage, N diodes may be connected in cascade to

create an N-times multiplier; see Figure 15.8 for N = 4.

The topology of the Villard cascaded multiplier is shown in Figure 15.8a.

The RF input impedance can be determined using the equivalent circuit shown

in Figure 15.8b that is obtained by considering the capacitors as short cir-

cuits. The input impedance is that of a single diode divided by the number

of cascaded sections. The DC output voltage is determined – in a first order

approximation – by considering the capacitors as open circuits, which leads to

the equivalent circuit shown in Figure 15.8c, which is regarded as a series circuit

of individual diode “DC voltage sources.”

While the RF input impedance determination is correct, the DC voltage source

series connection is too crude an approximation. A better approximation is

obtained by considering the cascaded circuit as a single diode so that Eq. (15.29)

may be applied. For converting the cascaded diode circuit into a single diode, the

transformation as described in [20] is partly applied. The generator resistance Rg

is multiplied by N, the load resistance RL is divided by N , but the voltage V0 is not

multiplied by N [16].

B0

( q

nkT

√
8NRgPinc

)
=

(
1 +

NV0

RLIs

)
e

(
1+

N2Rg+NRs

RL

)
q

nkT
V0

(15.30)

This approximation yields fair results up to N = 6 in the available power

range −15 dBm<Pinc < 0 dBm. Figure 15.9 shows thus simulated results for

multipliers based on the Avago HSMS-2850 Schottky diode [21] for N = 2 and

N = 4 at a frequency f = 2.45 GHz.

Equations (15.29) and (15.30) do not take the junction capacitance and

therefore the frequency dependence into account. As is shown by the mea-

surement results for a voltage doubler (N = 2) in Figure 15.10, this is a valid

simplification.

Although the DC output voltage is more or less frequency independent,

the same is not true for the RF input impedance. Therefore, the design of a

rectenna should start with the characterization of the input impedance of the

rectifier/multiplier.



334 15 Far-Field RF Energy Transfer and Harvesting

1.E + 02

(a) (b)

1.E + 01

1.E + 00

1.E – 01

1.E – 02

1.E – 03

1.E – 04V
o

u
t 
(V

)

1.E – 05

1.E – 06

1.E – 07

1.E – 08

1.E + 02

1.E + 01

1.E + 00

1.E – 01

1.E – 02

1.E – 03

1.E – 04V
o

u
t (

V
)

1.E – 05

1.E – 06

1.E – 07

1.E – 08
–45 –35 –25 –15

Pinc (dBm)

–5

RL = 100 Ohm, model
RL = 100 Ohm, measurement
RL = 1 kOhm, model
RL = 1 kOhm, measurement
RL = 10 kOhm, model
RL = 10 kOhm, measurement
RL = 100 kOhm, model
RL = 100 kOhm, measurement

RL = 100 Ohm, model
RL = 100 Ohm, measurement
RL = 1 kOhm, model
RL = 1 kOhm, measurement
RL = 10 kOhm, model
RL = 10 kOhm, measurement
RL = 100 kOhm, model
RL = 100 kOhm, measurement

5 15 –45 –35 –25 –15

Pinc (dBm)

–5 5 15

Figure 15.9 Calculated and measured DC output voltage as a function of available power

for cascaded HSMS-2850 Schottky diodes at f = 2.45GHz. (a) N = 2 and (b) N = 4. Rg =
50 Ω.
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Figure 15.10 Measured DC output voltage as a function of available power for a HSMS-

2850-based voltage doubler at f = 0.1 GHz and f = 2.45 GHz.

15.4.3

Antenna

In a rectenna, an antenna needs to be connected to a rectifier/multiplier. Once

the frequency or frequency band has been decided upon, we need to start with

determining the input impedance of the rectifier/multiplier.

As an example we will make a rectenna to be operated in the 868-MHz

European license-free frequency band for ISM for an assessed input power

level Pin = −10 dBm (100 μW), that is, the power at the clamps of the receiving

antenna. As a rectifier/multiplier we will use a voltage doubler based on the Avago
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Figure 15.11 Simulated real and imaginary parts of the input impedance of an Avago

HSMS-2850 Schottky diode based voltage doubler versus input power Pin at a frequency

f = 868MHz.

HSMS-2850 Schottky diode [21]. Using ADS harmonic balance simulation, the

input impedance Zdoubler = Rdoubler + jXdoubler is determined as a function of input

power Pin. The results are shown in Figure 15.11.

We do see that, again, the rectifier/multiplier satisfies the requirements for

obtaining a high sensitivity and RF-to-DC PCE.

Now, we may proceed in two ways. We can either use a “standard” 50-Ω antenna

and employ an impedance matching circuit between the antenna and the recti-

fier/multiplier or we can design an antenna having an input impedance that is the

complex conjugate value of the rectifier’s input impedance.

15.4.3.1 50𝛀 Antenna

A printed Yagi–Uda-like antenna that has been introduced in [22] and described

in detail in [23] is used as a 50-Ω antenna. The antenna is printed on a 1.6-mm-

thick FR4 board (𝜀r = 4.3), see Figure 15.12a. The other dimensions are as shown

in Figure 15.12b.

The matching circuit consists of a 1-pF lumped element capacitor and a 32-nH

lumped element inductor, as shown in Figure 15.13, see also Figure 15.11.

Before discussing the rectenna results, we will first discuss the complex conju-

gately matched antenna.

15.4.3.2 Complex Conjugately Matched Antenna

If we want to design an antenna that is directly impedance matched to the

antenna, that is, without using an impedance matching circuit, we need to design

an antenna having input impedance that is the complex conjugate of the rectifier’s

input impedance. That means that we must design an antenna with a low resistive

part of the input impedance. To realize such an antenna, we must make the

antenna electrically small. Furthermore, we must design the antenna such that it

has a relatively high inductance, which means that we need a small loop antenna

to start with.
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Figure 15.12 A 50-Ω, f = 868MHz, printed Yagi–Uda-like antenna. (a) Antenna printed on

FR4 and connected via an impedance matching circuit to the rectifier. (b) Planar antenna

dimensions in millimeters.

C = 1 pF

L = 32 nH

Zrect = (9-j234) Ω
f = 868 MHz, Pin = –10 dBm

Zant = 50 Ω

Figure 15.13 Impedance-matching circuit for f = 868MHz and Pin = −10dBm.

Starting with a small loop, the printed antenna shown in Figure 15.14b has been

realized.

We see that with respect to the 50-Ω antenna (Figure 15.14a), the antenna has

been miniaturized considerably. The additional arms in the loop are used for

impedance control. With the shown antenna, input impedance and radiation

efficiency can be controlled independently. Enlarging the outer loop will increase

the radiation efficiency.

15.4.4

Rectenna Results

Using both antennas (the 50-Ω one and the compact one), rectennas have been

made for characterization purposes only. Therefore, the rectennas consist of an
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(a) (b)

Figure 15.14 Prototyped rectennas (a) 50-Ω antenna with impedance-matching circuit. (b)

Complex conjugately impedance-matched antenna.

antenna, eventually an impedance matching circuit, and a voltage doubler recti-

fier/multiplier loaded with a parallel capacitor and resistor.

Figure 15.15 shows the measured DC output voltage as a function of the load

resistor RL for both rectennas in the situation where a transmitter has been used

such that the power at the clamps of the 50-Ω antenna that is before the matching

circuit is −10 dBm.

We do see that the rectenna based on the 50-Ω antenna with matching circuit

yields up to twice the DC output voltage of the rectenna based on the compact

antenna. This is mainly due to the difference in gain of both antennas. The gain

of the 50-Ω antenna is 4.2 dBi while the gain of the compact antenna is 1.2 dBi.

Therefore, the power at the input of the rectifier/multiplier in combination with

the compact antenna is about half that for the rectenna with the 50-Ω antenna.

(The word “about” has been used because the losses of te matching circuit have

not been taken into account.)

For a fair comparison of the RF-to-DC PCE, the transmitter power is tuned such

that for the rectenna with the compact antenna −10 dBm is present at the clamps

of the antenna. The PCE is then obtained from

PCE =
Pload

Pin

=
V 2

DC

RL

1

Pin

(15.31)

The measurement results for both rectennas (PCE vs RL for f = 868 MHz) are

shown in Figure 15.16.
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Figure 15.16 PCE of the rectennas shown in Figure 15.14 as a function of RL . For Pin =
−10dBm and f = 868 MHz.

We see that in this comparison the rectenna with compact antenna is up

to 5% more efficient than the rectenna with 50-Ω antenna and impedance

matching circuit. The difference is due to the losses in this matching

circuit.

So, owing to the high input reactance and low input resistance of a Villard type

rectifier/multiplier, we can design a high-sensitivity and high-PCE rectenna that

is very small in size. Although this is a desirable feature for most wireless sen-

sor applications where size is a tight constraint, the drawback of employing a

small receiving antenna is the limited DC output voltage that may be obtained
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Figure 15.17 Inductive voltage boost converter. (a) Basic circuit, (b) switch on, (c) switch

off, and (d) switch on again.

(see Figure 15.15). If the size of the antenna cannot be increased, we will need to

employ voltage-boosting techniques.

15.4.5

Voltage Up-Conversion

Voltage-up or boost conversion may be accomplished by switching reactive com-

ponents. Figure 15.17a shows a basic inductive boost converter. The switch (an

FET device) is turned on and off by a periodic (clock) signal.

When the switch is turned “on,” a current I is flowing through the inductance

L (Figure 15.17b). The voltage Vx is identical to the input voltage, Vx = Vin. The

diode is unbiased and the output voltage V out is the voltage over the capacitor

C. When the switch is turned “off,” the inductor develops a voltage VL to keep

the current I flowing. The diode is now forward biased (Figure 15.17c) and the

voltage Vx = Vin + VL is transferred to the capacitor: Vout = Vin + VL. When the

switch is turned “on” again (Figure 15.17d) the diode is unbiased. A resistive load

will drain the charge from C. Again Vx = Vin. Upon opening the switch, C will

be recharged again. An example of an inductive boost converter is described

in [6].

Although an inductive boost converter has the advantage that , unlike charging

of capacitors, the process of charging inductors is not intrinsically lossy [17], the
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Figure 15.18 Capacitive voltage boost converter. (a) Basic circuit, (b) switches 1 on,

switches 2 off, and (c) switches 1 off, switches 2 on.

implementation is not straightforward and lumped inductors are used often. For

an integrated solution, a capacitive boost converter is more convenient.

Figure 15.18a shows a basic capacitive boost converter. The switches (FET

devices) are pair-wise turned on and off by periodic, in anti-phase (clock) signals.

When the switches 1 are “on” and the switches 2 are “off,” the equivalent elec-

trical circuit is the one shown in Figure 15.18b. The voltage over capacitor C1, VC,

is equal to V in and the output voltage V out is equal to the voltage over capacitor

C2. When switches 1 are now opened and switches 2 are closed, the circuit is rep-

resented by the equivalent electrical circuit of Figure 15.18c. The output voltage

is now Vout = Vin + VC .

To maximize the efficiency of the voltage boost converter, its dynamic range

should be minimized (see Ref. [6]). Thus the voltage at the input and so the voltage

at the input of the rectifier should be maximized using the techniques described

earlier. With the voltage boost converter we have finished describing the rectenna.

Apart from the receiving side we may also influence the transmitting and propa-

gation part of the system.

15.5

Transmission

While the propagation of radio waves in free space (no obstacles or boundaries)

is accurately described by the Friis equation (Eq. (15.5)),

PR = PTGT

GR𝜆
2

(4𝜋)2r2
(15.32)
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in indoor situations the propagation is more complicated. The spherical spreading

of the waves – commonly known as path loss PL
3) – may in first order be given by

[24–27]

PL(r)|dB = 20 log

(
4𝜋r0

𝜆

)
+ 10n log

(
r

r0

)
(15.33)

where r is the distance and r0 is a reference distance and n equals 2 for free space.

For line of sight, n may vary from 0.8 in a highly reflective environment to 1.8 in a

common indoor environment [6].

A transmit antenna that can adaptively produce multiple beams that are

directed to the rectenna directly and to the reflection points that result in a

constructive interference with the direct contributions at the rectenna, may

help in optimizing the power transfer. Such a transmit antenna could be a

switched-array antenna, forming a cost-effective alternative to the phased-array

antenna [20].

15.6

Examples and Future Perspectives

The examples of far-field wireless RF energy transfer shown in this section are

mostly demonstrators showing the feasibility of the concept. Because of this

demonstration characteristic, most examples are completely (rechargeable)

battery-free. For that same reason, most examples do not use a DC-to-DC voltage

up-converter. The converter that is being used in one demonstrator needs the

rechargeable battery that is being charged for providing start-up power.

The first example shows two wireless RF-powered clocks (see also Ref. [6]).

An array of rectennas is used to deliver 1.2 V or more to a standard electric

wall clock at a distance of a few meters from a 1-W EIRP source at 2.45 GHz

(Figure 15.19).

The elements of the array of rectennas are either a strip-folded dipole antenna

connected to a HSMS-2852 Schottky diode-based voltage doubler or a microstrip

patch antenna connected to the same type of rectifier. The DC outputs of the indi-

vidual rectennas are connected in series to create the voltage needed to operate

the electric clock positioned at the desired distance from the source. A voltage

boost converter is not being used. The elements are optimized for an RF input

power of 0 dBm.

Figure 15.20 shows a demonstrator-setup wherein two rectennas – one operat-

ing in the 900-MHz GSM frequency band, the other one operating in the 2.4- GHz

Wi-Fi frequency band – are combined and used to collect power emitted by a

3) Path loss, (4πr/𝜆)2, might easily give the impression that there is actually such a thing as loss and

that this loss is frequency dependent. What we actually see in the Friis equation is that radio waves

spread out spherically. The wavelength in the “path loss term” is compensated for by the gain of

the (receive) antenna that is inversely proportional to this wavelength. Often the Friis equation is

wrongly interpreted, assuming that the gains in the equation are constants.
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Figure 15.19 Wireless RF-powered wall clocks. Left: clock powered by an array of folded-

dipole rectennas. Right: clock powered by an array of microstrip patch rectennas.

Figure 15.20 Smartphone-operated temper-

ature sensor and display. Through a QR-code

the smartphone is connecting to the Internet,

thus transmitting power – either in the GSM

or Wi-Fi frequency bands – that is partly inter-

cepted by the dual-frequency rectenna.

smartphone. The power is used to operate a temperature sensor and liquid crystal

display.

The rectennas are both based on Yagi–Uda strip antennas, where the higher-

frequency antenna functions as a director of the lower-frequency antenna. Both

antennas are directly impedance matched to a voltage-doubling rectifier and are

optimized for 0-dBm RF input power.
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Figure 15.21 Mobile phone, powered by the 2.45-GHz signals leaking through the filter

in the door of a microwave oven. The harvesting system consists of two microstrip patch

antenna-based rectennas.

Figure 15.22 Wireless RF battery consisting of a microstrip patch antenna, conjugately

matched to a voltage-doubling rectifier that is connected to a discrete, inductive boost

converter, charging a 3-V Li-ion battery.

Figure 15.21 shows an array of two microstrip patch antenna-based rectennas

[6], directly connected (that is without energy storage or energy management sys-

tems) to the DC input of a GSM phone. With the aid of a magnet, the system is

connected to the door of a microwave oven, and the 2.45-GHz RF signal leaking

through the (frequency-selective surface) filtering, screen in the door is used to

charge the phone’s battery. The electronics of the phone is used for energy man-

agement.

As a final example, we show the microstrip patch antenna-based rectenna, com-

bined with a DC-to-DC voltage boost converter and rechargeable 3-V Li-ion bat-

tery (Figure 15.22).

The figure shows the wireless RF battery together with a commercially available

wireless temperature sensor. The sensor operates at 3 V and requires an average

power of 55 μW. The boost converter requires 18 μW [6] and leaves room for

improvement. Obeying international EIRP restrictions, this sensor may be
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powered over a distance of several meters. More rectenna examples may be found

in [6].

With the feasibility of far-field RF energy transfer shown, it remains to opti-

mize far-field wireless power transfer systems. On the one hand, a need exists for

ultralow power applications. On the other hand, the rectenna needs to be care-

fully designed. The available power level needs to be well assessed, (integrated)

rectifiers need to be co-designed with the antenna (see Ref. [28] for example) and

if possible, the transmit antenna radiation pattern needs to be adaptable. Adap-

tive impedance matching at the rectenna side is one of the possibilities to further

improve on the power transfer system.

15.7

Conclusions

The anticipated growth in the use of mobile and wearable, wireless devices asks

for alternative sources for powering these devices or charging their batteries.

Even though the development of ultra-low-power electronics is progressing,

using ambient RF energy as a power source is only feasible now for some niche

applications requiring a minimum of power and that operate with extremely low

duty cycles, due to the low power densities available from the ambient.

RF powering over a distance (radiating or far-field RF energy transfer), within

the internationally agreed EIRP limits, is feasible but requires a careful adjust-

ment of all the subsystems in a wireless far-field powering system, namely, the

transmit antenna, propagation channel, receive antenna, rectifier design, antenna-

to-rectifier impedance matching, boost converter design, and load.

Adaptivity, both at the transmit and the receive sides of a far-field, the wireless

power transfer system is seen as one of the possibilities to further improve on the

power transfer technology.
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16

Microfabricated Microbial Fuel Cells

Hao Ren and Junseok Chae

16.1

Introduction

Significant progress has been made in micro-electro-mechanical-system (MEMS)

and lab-on-a-chip through successful miniaturization of sensors, actuators, and

systems [1]. Microfabrication, the technology adopted in standard semiconductor

manufacturing industry such as thin film deposition, photolithography, etching,

has driven MEMS and lab-on-a-chip toward batch fabrication, low expense,

and precisely controlled geometry. Besides popularly commercialized MEMS

sensors and actuators, MEMS-based energy harvest applications have been an

active research recently, including piezoelectric energy harvester, thermoelectric

energy harvester, MEMS fuel cell [2–4]. MEMS microbial fuel cell (MFC),

one of many endeavors of MEMS fuel cells, is a miniaturized energy converter

that harvests electrons produced by microorganisms. The MEMS MFC is a

carbon-neutral and renewable energy converter, which became attractive in the

past several years because of the growing concern over energy crisis and global

warming.

According to prior art, production of both oil and gas will peak within next

20 years [5–7], and afterward our society will suffer from postpeak reduction.

Global warming, possibly caused by the green house effect of CO2 accumula-

tion by the massive fossil energy consumption in the past two centuries, has

been a worldwide issue because it may change global climate, increase the sea

level, and endanger the lives of plants and animals, and so on. Thus, exploring

carbon-neutral, renewable energy is increasingly critical for the sustainability of

our planet.

There are quite a few candidates for carbon-neutral, renewable, and sustain-

able energy sources, including hydroenergy, solar energy, geothermal energy, wind

energy, and bioenergy. Among them bioenergy is attractive owing to its abun-

dance and ease of access. A recent report presents that biomass in wastewater

contain approximately 1.5 × 1011 kW h of potential energy, equivalent to 17 GW,

and agricultural practice could produce 1.34 × 1012 kg of biomass, equivalent to a

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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power of 600 GW, which could provide 120% of annual electricity generation in

the United States[8–12].

MFC is a fuel cell that converts biomass directly to electricity via the catalytic

activity of some specific bacteria, named exoelectrogen or anode-respiring

bacteria (ARB). MFC is an attractive candidate as it directly converts biomass

to electricity with high efficiency, unlike conventional conversion techniques,

including methanogenic anaerobic digestion, bioethanol production, incinera-

tion, and gasification. During the past 10 years, more than 2000 papers have been

published in this area [13]. Of them, most are in macro- or mesoscale forms that

aim for wastewater treatment and renewable energy production, bioremediation,

and/or power supply for remote sensors in harsh environments. MEMS MFCs, via

miniaturization of an MFC to be in micrometer scale, are useful for a small-size

power supply or lab-on-a-chip devices for scientific research on exoelectrogen.

Since the first MEMS MFC was published in 2002 [14], several research groups

have reported microscale MFCs, aiming for exploring fundamental phenomena

of exoelectrogen as well as for enhancing the power performance of microscale

MFCs [9, 15–24].

Remarkable progress has been made in MEMS MFC since the first MFC was

reported in 2002; however, many challenges remain to overcome, and one of them

is low power density. The areal and volumetric power densities have improved

by more than 104 and 105 folds in the past decade, and the highest areal power

density of 0.83 W m−2 and volumetric power density of 3320 W m−3 have been

reported [21]. Yet those areal and volumetric power densities are still approxi-

mately 2 orders of magnitudes lower than those of conventional lithium ion bat-

tery and hydrogen fuel cell. Thus, enhancing the power density of microfabricated

MFCs is still important.

Besides applications as an energy converter, MEMS MFC is useful for scientific

studies, including the mechanism of extracellular electron transfer (EET) of exo-

electrogen, screening the electricity generation capability of individual exoelec-

trogen. MEMS MFC enables integrating multiple MFCs on one chip for parallel

analysis, thus enhancing the efficiency of analysis, owing to batch fabrication fea-

tures. Miniaturized MFC-on-a-chip devices also find application in biosensors for

toxic chemical detection.

16.2

Fundamentals of MEMSMFC

16.2.1

Operation Principle

16.2.1.1 Structure

Figure 16.1 is a schematic illustration of a two-chamber configuration MEMS

MFC. The MFC includes two chambers, anode and cathode chambers, separated

by an ion exchange membrane, such as PEM (proton exchange membrane). Two
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Figure 16.1 A schematic illustration of a

two-chamber MEMS MFC. The MFC includes

two chambers, anode and cathode cham-

bers, separated by an ion exchange mem-

brane. Two electrodes, anode and cathode,

resides in the anode and cathode chambers,

respectively. In operation, specific species of

bacteria, named exoelectrogen, which are

able to transfer electrons produced by bac-

terial catabolic reactions outside their outer

membrane, break down organic molecules,

such as acetic ions, and generate and trans-

fer electrons to the anode. The electrons

can be oxidized by oxidants at the cath-

ode, ferricyanide, after passing through

an externally connected load. During this

process, electrical current flows through

an electrical load, and it can be named a

fuel cell that converts chemical energy into

electricity.

electrodes, anode and cathode, reside in the anode and cathode chamber, respec-

tively. In operation, specific species of bacteria, named exoelectrogen, which can

transfer electrons generated by bacterial catabolic reactions outside their outer

membrane, break down organic molecules, such as acetic ion (as shown in the

figure), and generate and transfer electrons to the anode. Electrons can be oxidized

by oxidants at the cathode, ferricyanide (as shown in the figure), after passing

through an externally connected load. During this process, electrical current flows

through an electrical load, and it can be named a fuel cell that converts chemi-

cal energy into electricity. Besides the conventional two-chamber MEMS MFCs,

Mink and Hussain have presented a single-chamber MFC recently, which utilized

air cathode [25].
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16.2.1.2 Materials

Electrodes Metal thin film, such as gold, has been used for the electrode material,

owing to its excellent conductivity, biocompatibility, and compatibility with

microfabrication. Some other electrode materials, such as carbon nanotubes

(CNT), carbon cloth, graphene have also been implemented for MEMS MFCs.

CNTs and graphene are attractive candidates due to low expense, compatibility

with microfabrication, and high conductivity and high surface-area-to-volume

ratio.

Ion Exchange Membrane An ion exchange membrane allows only specific ions to

cross. Two types of ion exchange membranes are typically used in MFCs, cation

exchange membrane (CEM) and anion exchange membrane (AEM). CEMs permit

only cations to pass and AEMs allow only anions to cross. The majority of MFCs

use CEM as membrane, such as Nafion 117, CMI-7000 [22].

Chamber Chambers allow the storage of anolyte and catholyte. Conventional

MEMS MFCs utilize polydimethylsiloxane (PDMS) as chamber materials or

implement PDMS microfluidic channel as chamber. Recently some groups have

adopted traditional gaskets into MEMS MFCs, such as silicone gasket [23].

Exoelectrogen Diverse microbes have been reported to be capable of oxi-

dizing organic substrates by catabolic reaction and transporting electrons to

anode, including the Geobacter species (Geobacter sulfurreducens, Geobacter

metallireducens), Shewanella species (Shewanella oneidensis MR-1, She-

wanella putrefacians IR-1, Shewanella oneidensis DSP10), Pseudomonas species

(Pseudomonas aeruginosa KRP1), Rhodopseudomonas palustris DX-1 [26],

Saccharomyces cerevisiae [27, 28], Escherichia coli [29]. These microbes are

often called exoelectrogen or anode-respiring bacteria. In MEMS MFC research,

Geobacter sulfurreducens and Shewanella MR-1 are the most widely used

exoelectrogen. Of them, Geobacter sulfurreducens recorded significantly higher

current density than Shewanella MR-1 did, yet Geobacter sulfurreducens are

only able to oxidize limited types of organic substrates, mainly acetate, while

Shewanella MR-1 are capable of oxidizing a variety of organic substrates, such as

lactate, glucose.

16.2.2

Critical Parameters for Testing

16.2.2.1 Anode and Cathode Potential, the Total Cell Potential

Electrochemical potential at anode and cathode determines the voltage of a fuel

cell. Electrochemical potential is calculated by the Nernst equation:

E0
′ = E0 −

RT

nF
ln

[products]p

[reactants]r
(16.1)
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where E0 is the standard anode or cathode potentials (V), n is the number of moles

of electrons transferred in the cell reaction, [products]p/[reactants]r is the reaction

quotient, which is the ratio of the activities of the products divided by the reactants

raised to their respective stoichiometric coefficient. The Nernst equation is used

to calculate the anode and cathode potentials, and the total cell potential, E′
EMF

(electromotive force), is calculated by

E′
EMF = E′

cathode
− E′

anode
(16.2)

16.2.2.2 Open Circuit Voltage (EOCV)

Open circuit voltage (OCV), denoted by EOCV, is the voltage between anode and

cathode when an MFC is at open circuit. OCV is different from the total cell

potential; generally OCV is lower than the total cell potential, due to unwanted

overpotentials. In experiment, OCV is usually measured under open circuit by

multimeters or data acquisition systems.

16.2.2.3 Areal/Volumetric Current Density and Areal/Volumetric Power Density

According to Ohm’s law, current flowing through the external load can be written

as follows:

I = V

Re + Ri

(16.3)

Here I, Ri, and Re are current [A], internal resistance [Ω], and external load resis-

tance of an MFC [Ω], respectively. Output power of an MFC can be written in the

following expression:

P = I2Re =
E2

OCV
Ri

(Ri + Re)2
(16.4)

when Ri = Re, maximum power can be obtained:

Pmax =
E2

OCV

4Ri

(16.5)

In order to evaluate the performance of an MFC, the maximum current and

power output are usually normalized to unit of projected electrode area or unit of

chamber volume to get the areal or volumetric current/power density.

imax, areal =
Imax

A, pmax, areal

=
Pmax

A
(16.6)

imax, volumetric =
Imax

V , pmax, volumetric

=
Pmax

V
(16.7)

where imax, areal, imax, volumetric, pmax, areal, pmax, volumetric are the areal current density,

volumetric current density, areal power density, and volumetric power density,

respectively.



352 16 Microfabricated Microbial Fuel Cells

0

0.0

0.2

0.4

0.6

0.8

Activation region Concentration region

Ohmic region

V
o

lt
a

g
e

 (
V

)

1.0

2 4 6 8 10

Areal current density (A m−2)(a) (b)

12 14 16 18 20 0

0.0

0.2

0.4

0.6

0.8

1.0

2 4 6 8 10

Areal current density (A m−2)

A
re

a
l 
p

o
w

e
r 

d
e

n
s
it
y
 (

W
 m

−2
)

12 14 16 18 20

Figure 16.2 An example of polarization

curve of a microscale MFC: (a) Voltage ver-

sus current density chart; (b) areal power

density versus areal current density chart. In

(a), three distinct zones exist, representing

activation resistance, ohmic resistance, and

concentration resistance zones, respectively.

16.2.2.4 Internal Resistance and Areal Resistivity

Internal resistance, Ri, is a critical parameter of an MFC because Ri determines

the maximum power output (Eq. (16.5)). A polarization curve measurement is a

popular method to extract Ri. MFC output voltage is measured by connecting a

series of external resistors across anode and cathode. Polarization curve, that is,

current density versus voltage and current density versus power density, is plotted

(shown in Figure 16.2). In Figure 16.2a, at low current density, activation resistance

dominates, and the voltage across the external load drops fast with an increase in

current density. When the current density increases to be an intermediate range,

the voltage versus current density profile becomes approximately linear, indicating

ohmic resistance dominates. As the current density further increases, again the

voltage drops quickly; this is because the concentration resistance dominates.

Through linearly fitting the ohmic region in output voltage versus current den-

sity plot (Figure 16.2a), the slope is approximately equal to the internal resistance

of ohmic region, Ri. As shown in Eq. (16.5), minimizing internal resistance yields

a high-power-density MFC.

However, it is often difficult to compare the internal resistance of different sizes

of MFCs side by side. For a macro- or mesoscale MFC, the internal resistance

can be as low as several to tens of ohms, while most MEMS MFCs have their

internal resistance on the order of kiloohms, sometimes tens of kiloohms This

is because a larger-size electrode typically results in a smaller internal resistance.

The larger-size electrode results in more exoelectrogen population, which in turn

results in higher current and power. As a result, it is useful to characterize the

internal resistance, independent of the electrode surface area. Electrical resistance

can be shown as

R = 𝜌l

A
(16.8)
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where R [Ω] is the electrical resistance, 𝜌 is the resistivity [Ωm], l is the length

[m], and A is the effective area where the reaction occurs [m2]. R is directly pro-

portional to 1/A; thus it is fair to normalize the resistance at a given reaction area.

Areal resistivity, ri [Ωm2], denotes the normalized internal resistance at a given

active electrode area.

As a result, the areal and volumetric current and power density can be written

as follows:

imax,areal =
Imax

A
=

EOCV

2Ri ⋅ A
, pmax,real =

Pmax

A
=

E2
ocv

4Ri ⋅ A
(16.9)

imax,volumetric =
Imax

A
=

EOCV

2Ri ⋅ V
⋅ SAV pmax,volumetric =

Pmax

A
=

E2
ocv

4Ri ⋅ V

=
E2

OCV

4Ri ⋅ A
(16.10)

Assuming that the areal resistivity (Ri⋅A) and open circuit voltage (EOCV) remain

constant, the areal current and power densities remain unchanged, while the vol-

umetric areal and power densities increase linearly with surface area to volume

ratio (SAV), as the device dimensions are scaled.

16.2.2.5 Efficiency

There are mainly two efficiency parameters: Coulombic efficiency (CE) and energy

conversion efficiency (EE).

Coulombic Efficiency Coulombic efficiency is the percentage of charge that is col-

lected by an MFC, and it is the ratio of coulombs harvested by an MFC via oxi-

dizing organic substrates by exoelectrogen to the theoretical maximum coulombs

converted from the organic substrates, and it is calculated by

CE =
CP

CT

× 100% (16.11)

where CP is the total coulombs calculated by integrating the current over time

for substrate consumption [C] and CT is the maximum possible coulombs of the

substrate to produce, which is calculated by

CT = V × b × NA × e × molsubstrate (16.12)

where V is the volume of the anode chamber [m3], b is the number of moles of

electrons produced by oxidation of the substrate (b = 8 mol e-/mol acetate), NA is

Avogadro’s number (6.023 × 1023molecules per mol), e is electron charge (1.6 ×
10−19 C per electron), and molsubstrate is the number of moles of acetate oxidized.

Theoretical CE can reach 100%, and the actual CE can vary largely from 0.1% to

more than 90%. MEMS MFCs often show low CE, primarily due to electron loss

in the anode compartment, such as oxygen leakage.
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Energy Conversion Efficiency Energy conversion efficiency represents how much

percentage of energy is extracted by an MFC and is calculated by the ratio of total

energy harvested by an MFC to the maximum possible energy of biomass:

EE =
EP

ET

× 100% (16.13)

where EP is the total energy calculated by integrating the power output over time

for substrate consumption and ET is the maximum possible energy of the biomass,

which is calculated by

ET = V × c × Δf H
∘ (16.14)

where V is the volume of anode chamber [m3], c is the concentration of biomass

in the anode chamber, Δf H
∘ is standard molar enthalpy of formation.

16.3

Prior Art MEMSMFCS

It has been more than a decade since MEMS MFC was introduced by M. Chiao

et al. in 2002, who implemented Saccharomyces cerevisiae as exoelectrogen and

glucose as organic substrate [14]. Despite the low power density of 5.72 nW m−2

with an electrode area of 0.07 cm2, this is the pioneer work of the first microfab-

ricated MFC. Later on, they reported largely refined successful MEMS MFCs by

introducing microfluidic channels and micropillars to increase the surface-area-

to-volume ratio, which resulted in a power density of 23 μW m−2/0.276 W m−3,

and 4 mW m−2 and 40 W m−3, respectively, which corresponds to 4–6 orders

of magnitude improvement. The MEMS MFC marked CE of 14.7% [14, 28].

Their successful development continued to implement CNT forest anodes and

Geobacter sulfurreducens, reporting a remarkable power density of 73.8 mW m−2

and 343 W m−3 [18]. Mink et al. also adopted CNT-based materials, vertically

aligned CNTs to increase the surface-area-to-volume ratio and Ni silicide to

reduce the contact resistance, and reported power density of 20 mW m−2 and

392 W [19].

The first MEMS MFC that utilized Shewanella species as exoelectrogen was pre-

sented by Qian et al. in 2009. The MFC delivered a power density of 1.5 mW m−2

and 15 W m−3 [20]. The enhanced performance was reported by implementing

microfluidic channels, and 6.25 mW m−2 and 62.5 W m−3 were demonstrated. The

work reported a CE of 2.8% [30].

The first single-chamber air cathode MEMS MFC was presented by Mink et al.

in 2013 [25]. They used vertically aligned CNT as anode and implemented an air

cathode. The power density was reported to be 9 mW m−2.

By mitigating oxygen intrusion through applying L-cysteine into the anode

chamber, Choi et al. reported an MEMS MFC with a power density of 47 mW m−2

and 2333 W m−3 [16]. Later on, they presented the first microscale MFC array

in a series stack to mark a power output of 100 μW and a power density of
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0.33 W m−2 and 667 W m−3 [15]. By improving mass transfer in MEMS MFCs,

the same group improved the power density to 0.83 and 3320 W m−2 [21]. A CE

of 79% was reported by the same group through mitigating oxygen intrusion.

Besides generating power, MEMS MFCs have also been implemented as sensors

for toxic chemical detection and exoelectrogen screening. Davila et al. developed

an MEMS MFC that demonstrated the current profile as a function of toxic chem-

icals [31]. Hou et al. presented two MEMS MFCs in 2009 and 2013, respectively

[32], for screening exoelectrogen. Figure 16.3 and Table 16.1 illustrate some of the

examples of different MEMS MFCs discussed above.

16.4

Future Work

According to [22], as we scale down MFC dimensions, areal and volumetric power

densities increase based on the scaling effect. As a result, the MEMS MFCs still

have significant potential. In this section, we discuss the future work for further

improving the performance of MEMS MFCs.

16.4.1

Reducing Areal Resistivity

In order to further improve the current/power density, the areal resistivity needs

to be minimized, as shown in Eqs. (16.9) and (16.10). It is helpful to look at different

components of the areal resistivity:

ri = ra + rc + re + rm (16.15)

where ra, rc, re, and rm are the areal resistivity of anode, cathode, electrolyte,

and membrane, respectively. ra includes the areal resistivity of the anode and

resistance of electron generation and transfer from exoelectrogen to the anode. It

is a function of material, population of exoelectrogen, and mechanism of electron

transfer from exoelectrogen to anode, and so on. rc is the areal resistivity of the

cathode and of ferricyanide ions transferring from the bulk solution to the vicinity

of the cathode and reduce electrons, which is mainly determined by the material

properties. rm is the areal resistivity of the ion exchange membrane, which is

mainly determined by the properties of electrolytes across the membrane, such

as pH, concentration, substance. re is determined by the distance between two

electrodes. As discussed previously, because the majority of areal resistivity

comes from the resistivity of the anode [22], it is important to reduce the anode

resistivity.

16.4.1.1 Applying Materials with High Surface-Area-to-Volume Ratio

The first approach to reduce the areal resistivity is to increase the electrode

surface-area-to-volume ratio. According to Eq. (16.10), by increasing the surface-

area-to-volume ratio, the maximum volumetric current/power density improves.
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Figure 16.3 Prior art of MEMS MFCs: (a)

the first miniaturized MFC, using Saccha-

romyces cerevisiae, by Chiao et al., in 2002,

which produced an areal power density

of 5.72 nWm−2. (b) Miniaturized MFC pre-

sented by [28], using baker’s yeast, Saccha-

romyces cerevisiae, by introducing micropil-

lars, enhanced areal/volumetric power den-

sity of 4mWm−2 and 40Wm−3. (c) Minia-
turized MFCs presented by Inoue et al.

2012, using Geobacter sulfurreducens, and

CNT-based anodes, which marked a power

density of 73.8mWm−2 and 16.4Wm−3 [33].
(d) MEMS MFC reported by Mink et al. [19]

adopting CNT electrodes, marked a power

density of 20mWm−2 and 343Wm−3. (e)
Miniaturized MFCs presented by Qian et al.,

which used Shewanella as exoelectrogen, and

it produced a power density of 1.5mWm−2

and 15Wm−3. (f ) Miniaturized MFCs with

a bare gold electrode, using Geobacter sul-

furreducens mixed culture, presented by Ren

et al. [23], which achieved a record high areal

power density of 0.83Wm−2.
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Furthermore, considering that the areal current/power density is calculated by

the total current/power divided by the projected surface area, the higher the

surface-area-to-volume ratio is, the higher the ratio of actual area over projected

area will be, and consequently the higher the areal current density will be.

There are quite a few reports of utilizing electrode materials with high surface-

area-to-volume ratio to increase both areal and volumetric power densities; Inoue

et al. and Mink et al. [19] utilized CNT-based materials to improve the current and

power density. Chiao et al. [24] and Qian et al. [20] adopted microfluidic chan-

nels to increase the surface-area-to-volume ratio and thus improved the current

and power density, and Siu and Chiao [28] implemented PDMS micropillars to

increase the surface-area-to-volume ratio.

16.4.1.2 Mitigating Oxygen Intrusion

Geobacter sulfurreducens is the exoelectrogen that marked high current/power

density in the literature. Geobacter sp., on the other hand, is important to mitigate

oxygen intrusion in the anode chamber because oxygen intrusion will result in the

electrons generated by the exoelectrogen be scavenged by oxygen, thus reducing

the current/power density and CE. An example to demonstrate the effectiveness

is presented by Choi et al. [16], who demonstrated that by adding L-cysteine, the

OCV increased from 300 to 600 mV (Figure 16.4).

In order to mitigate oxygen intrusion, materials with low oxygen permeability

need to be used (see Table 16.2) [22]. In contrast, PDMS, which has an oxygen

permeability as high as water, should be avoided in MFCs with Geobacter sul-

furreducens.

600

400

200

O
C

V
 (

m
V

)

0
w/o L-cysteine w/ L-cysteine

Figure 16.4 OCV of the MEMS MFC presented by Choi et al. [16]: with L-cysteine, the

OCV is around 600mV, much larger than that obtained without L-cysteine, which is around

300mV.
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Table 16.2 Oxygen permeability of several materials.

Materials PDMS [35] Parylene C

(SCS Parylene

C film)

Silicone

rubber

PTFE

dupont

Teflon

Epoxy-based

thermoplastics

0000 series

PET

dupont

Mylar

Metal,

silicon,

glass

Oxygen

permeability

(cm3⋅mm

m−2⋅day⋅atm)

52 531 ± 1313 2.83 19 685 223 0.8 2.4 Nearly

zero

SCS-special coating system; PTFE-polytetrafluoroethylene.

16.4.2

Autonomous Running

Another critical challenge with MEMS MFCs is that all reported MEMS MFCs

utilize pumps to feed anolyte and/or catholyte into the corresponding chambers.

The electricity generated from microscale MFCs is far less than that consumed by

these pumps. As a result, in the future, self-driven or autonomous running needs

to be studied. One example of autonomous-running MFCs is the macroscale MFC

deployed to power meteorological buoy, presented by Tender et al. in 2008 [36].

16.4.3

Elucidating the EET Mechanism

To date, researchers debate the mechanism of EET for Geobacter sulfurreducens,

the exoelectrogen with a record high current/power density. The debate is whether

Geobacter sulfurreducens relies on bacterial conductive nanowire or electron hop-

ping. Unveiling the EET mechanism is critical as researchers understand the lim-

itations and plan how to mitigate the limitations and consequently improve the

performance of MEMS MFCs.
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Micro Photovoltaic Module Energy Harvesting

Shunpu Li, Wensi Wang, NingningWang, Cian O’Mathuna, and Saibal Roy

This chapter introduces several typical solar cells and their application with pho-

tovoltaic micro energy harvester. Although various techniques can be used to

harvest energy from ambient environment, as can be seen from other chapters

of this book, photo energy harvesting has its unique advantages, such as ubiq-

uitous availability, predictable radiation, and DC current character, which sim-

plifies power management circuits. We start from crystalline silicon (c-Si) solar

cell as c-Si is a good example to illustrate the power conversion principle of p–n

junction type solar cells, while basic solar cell parameters, characterization tech-

nique, and cell fabrication process are introduced. Other p–n junction type thin

film solar cells such as copper indium gallium selenide (CIGS), cadmium telluride

(CdTe), and amorphous silicon are detailed with their cell structures and fabri-

cation process. Two types of organic molecule–based cells, polymer solar cells,

and dye-sensitized solar cells (DSSC), are also briefly introduced for readers with

broader interests in the area of energy harvesting. Integrated micro photovoltaic

modules are illustrated by taking amorphous-Si and CIGS as examples owing to

their excellent indoor efficiency and low-temperature manufacturing process. The

second part of this chapter addresses the application-related issues in micro pho-

tovoltaic energy harvesting. The power management circuitry is introduced with

a focus on ultra-low-power maximum power point tracking (MPPT). Wide input

voltage range DC–DC converters are introduced as the output voltage regulators

for supercapacitor type energy storage units.

17.1

Introduction

17.1.1

p-n Junction and Crystalline Si Solar Cells

Photovoltaic (PV), which generates electricity through the direct conversion of

sunlight, has eventually become an important technology for clean energy after

nearly two century’s effort.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.



364 17 Micro Photovoltaic Module Energy Harvesting

A French physicist Alexandre-Edmond Becquerel inadvertently observed the

photovoltaic effect around 1839 while manipulating an electrode inside a conduc-

tive fluid exposed to light [1]. After several decades, an American inventor Charles

Fritts fabricated the first photovoltaic cell with selenium around 1883 [2]. Later, in

1888 a Russian physicist Aleksandr Stoletov assembled a photoelectric cell based

on a photoelectric effect discovered by Heinrich Hertz in 1887 [3]. In 1946, Amer-

ican engineer Russell Shoemaker Ohl patented the junction semiconductor solar

cell, which triggered the research and development activity in this area. In 1954,

Bell Laboratories developed the first efficient photovoltaic cell using a diffused

silicon p–n junction [4].

Today the mainstream of solar cells is still p–n junction type, in which the elec-

trical potential is fundamentally created by forming a p–n junction between p-

and n-type semiconductors. We take crystalline silicon (c-Si) as an example to

introduce p–n junction solar cells. When p-type and n-type materials are placed

in contact with each other, the majority carriers of n-type semiconductor diffuse

through the interface to combine with holes in p-type semiconductor to form

negative ions. As a result, they leave behind positive ions at n-type side, thus an

electrical field that points from n-type to p-type is generated between two charged

layers. Because of such an internal built-in field, electrical current flows readily in

one direction but not in the other, creating a diode. Such a diode operates vari-

ous important functions, such as current rectification, light emitting diode, and

solar cell. For solar cells, electron–hole pairs are generated in semiconductor by

absorbing light, diffuse to p–n junction, and are separated by the built-in field,

and they further diffuse to respective electrodes and form current in external cir-

cuit. Solar cells are characterized by several parameters, including short-circuit

current density JSC, open-circuit voltage VOC, peak power Pmax, and fill factor FF.

They are normally obtained from solar cell I–V curves measured under one sun

condition, that is, air mass1.5 (AM1.5).

1) Short-circuit current density:

Short-circuit current is the current that flows through the external circuit

when the electrodes of the solar cell are short circuited, and it is determined

from experimental I–V curve with zero applied voltage (Figure 17.1).

Pmax

P

J
Jmp

JSC

V

Peak power

Vmp VOC

Figure 17.1 Schematic representation of mea-

sured I–V curve of solar cell where short-circuit

current (Jsc), open-circuit voltage (Voc), and maxi-

mum power (Pmax), voltage/current at which maxi-

mum power is generated (Vmp/Jmp) are indicated.
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2) Open-circuit voltage:

Open-circuit voltage is the voltage at which no current flows through the

external circuit, which is the maximum voltage that the solar cell can deliver

(VOC).

3) Peak power:

Peak power is the maximum power the solar cell can deliver, which equals the

maximum area of rectangle found under I–V curve, Pmax = Jmp × Vmp.

4) Fill factor:

FF is the ratio between the maximum power Pmax generated by the solar cell

and the product of VOC and JSC, that is, FF = Pmax∕JSC × VOC.

5) Power conversion efficiency:

Power conversion efficiency is a measure of effectiveness of a solar cell to gen-

erate electricity from light. It is generally measured by a ratio of peak power

generated and incident light power (Pin) under AM1.5.

𝜂 =
JSC × VOC × FF

Pin

Crystalline Si solar cells are made from single-crystal Si or polycrystalline Si

with large crystal domains. Silicon wafers are sliced from ingots using a circu-

lar saw and cut into rectangular or hexagonal wafers for solar cell production as

such shapes can be fitted together perfectly, thereby utilizing all available space of

solar panels. The wafers are normally doped (p-type for most silicon solar cells)

during crystal growth by introducing a small amount of boron (for p-doping) or

phosphorus (for n-doping).

A commonly used c-Si solar cell architecture is shown in Figure 17.2a. After pol-

ishing Si wafers, a doping process is carried out for creating p–n junction. P-doped

wafers are sealed back to back and placed in a furnace heated to proper temper-

ature in the presence of phosphorus gas. The phosphorous atoms diffuse into the

surface of originally p-doped silicon to form p–n junction. Another way of doping

silicon is ion implantation in which a particle accelerator is used to shoot phospho-

rus ions into the wafers. By controlling the speed of the ions, it is possible to control

their penetrating depth. Absorption of c-Si is relatively weak with comparison

5 μm

Metal-grid

n

p
h+

e–

(a) (b)

Metal electrode

Figure 17.2 Schematic illustration of crystalline silicon solar cell (a) and surface texture for

antireflection (b). (Courtesy of IEEE (Ref [5]).)
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of other solar cell absorbers, and a thicker c-Si wafer is used (300–700 nm). The

photogenerated charges have to be collected quickly as recombination may occur

between the photogenerated holes and electrons owing to their random motion

and attraction between holes and electrons. Electrical contacts are deposited by

evaporation (thermal evaporation or sputtering) or printing for the charge collec-

tion and wiring between cells. Because silicon is shiny, it can reflect up to one-third

of sunlight. To reduce the amount of sunlight loss, an antireflective coating is

applied on the silicon wafer. The commonly used coating materials are titanium

dioxide, silicon oxide, silicon nitride. Sometimes, a combination of etched tex-

ture [5] (Figure 17.2b) and reflection coating is used to maximize light trapping

property.

17.1.2

Amorphous Silicon Solar Cell

Crystalline silicon has been and remains the traditional solar cell material and it

requires energy-intensive process to purify and crystallize. Furthermore, the rigid,

thick silicon films are not compatible with fast production process, like roll to roll.

Recently, commercial interest is beginning to shift toward thin-film solar cells such

as amorphous silicon and CuInSe2-based cells.

The invention of chemical vapor deposition has greatly advanced amorphous

semiconductor technology [6]. Amorphous silicon (a-Si), an alloy of silicon and

hydrogen, has drowned a wide interest for applications [7]. In 1976, Carlson and

Wronski demonstrated the first a-Si solar cell with an efficiency of more than 2%

[8]. After several decades, the a-Si–based solar cell became a mature technology

for large-scale manufacturing. The technology has been evolved from single to

double and triple junction cells for a much wide light spectrum response. The basic

structure of amorphous silicon cell is shown in Figure 17.3. Different from the c-Si

solar cell, amorphous silicon is a p–i–n junction structure instead of a p–n junc-

tion diode. As amorphous Si has a much higher light absorption compared with

c-Si, films can be much thinner (<μm) and they are entirely immerged in the field

defined by n–i and i–p junctions. The separation of photogenerated e–h pairs

generated in the intrinsic a-Si layer is realized by charge drifting in the established

internal field between the n- and p-type a-Si layers. Light passes through the top

transparent conductive oxide (TCO) film and is absorbed by the intrinsicα-Si layer

Metal
electrode

TCO

P-doped

Intrinsic

n-doped

Substrate

ZnO

Field

h+

e–

Figure 17.3 Schematic illustration of basic

architecture of amorphous silicon cell.
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to generate e–h pairs. The generated charges are separated and drifted to corre-

sponding electrodes. The bottom metal electrode also acts as reflector to improve

light harvesting, and the higher refractive index of α-Si (n ∼ 4) compared to TCO

and ZnO (n ∼ 2) can further assist light harvesting. The effective cell structure

allows the film thickness of amorphous Si to be less than 0.5 μm. The n- and p-

Si layers are normally less than 40 nm to minimize light absorption inside them

because there is more likely a recombination of e–h pairs generated there is more

likely. The standard cell fabrication process can be briefly described by the fol-

lowing steps [9]. First, metal reflection layer (like ∼100 nm of Ag) and ZnO:Al

(∼100 nm) are deposited by sputtering techniques. Second, n-doped, intrinsic,

and p-doped layers are sequentially deposited by the radio-frequency plasma-

enhanced chemical vapor deposition (RF-PECVD) system. Finally, ∼100 nm thick

TCO (normally ITO) is deposited in sputtering system as top electrode. Although

several methods can be used to deposit amorphous Si, however, the PECVD is a

well-developed technique for solar cell production. It works at various frequencies

with hot-wire chemical vapor deposition.

17.1.3

CIGS and CdTe Solar Cell Development

At present, CIGS [Cu(In1−xGax)Se2] semiconductor has become one of the hot

points in solar cell field for its excellent performances, such as direct band gap,

high light absorption coefficient, high photoelectric conversion efficiency, and

long-term stability. Energy conversion efficiency of such cells is more than 20%.

The first chalcopyrite-based solar cell was reported in 1974, and the cell was pre-

pared from a p-type CuInSe2 crystal, and CdS film was evaporated in vacuum [10].

Glass is the most commonly used substrate, and now efforts are being made to

develop flexible solar cells on polyamide and metal foil [11, 12]. Efficiency of 20.4%

has been reported for CIGS cells on flexible substrates [13]. CIGS is a very good

light absorption material, and its band gap varies from 1.1 to 1.7 eV depending on

the Ga content. CIGS cell preparation starts with the deposition of back contact,

usually Mo, on glass followed by p-type CIGS absorber, CdS, or other n-type buffer

layer, undoped ZnO, transparent conductor (usually doped ZnO or In2O3), metal

charge collection grid, and antireflection coating. Mo is emerged as dominant back

contact material owing to its high stability at process temperature, resistance of

alloying with In and Cu of the absorber, and low contact resistance. Molybde-

num is normally deposited by e-beam evaporation and sputtering on soda lime

glass, which is low cost, and its Na content is favorable for enhancement of cell

efficiency [14]. During the processing of absorber film, Na ions diffuse from the

substrate through the Mo layer into the semiconductor. Figure 17.4 shows typical

SEM image of CIGS solar cell.

A variety of thin film deposition methods has been used to deposit CIGS films.

There two important deposition techniques that have been demonstrated to be

suitable for large manufacturing with high device efficiency. The first approach is
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Mo

CIGS

2 μm

CdS

ZnO

Figure 17.4 SEM image of CIGS solar cell. (Courtesy of AIP (Ref [14]).)

vacuum co-evaporation in which all constituents (Cu, In, Ga, Se) can be simul-

taneously delivered to a substrate heated at 400–600 ∘C and the absorber film

is formed in single deposition. Another approach is a two-step sequential pro-

cess in which Cu, In, and Ga are deposited by low-cost methods and the films are

annealed in a Se atmosphere (from 400 to 600 ∘C). For co-evaporation, Cu, In,

Ga, Se are simultaneously evaporated from Knudsen-type effusion cells or open

boat sources to a substrate that is heated at proper temperature. The flux of each

element is controlled to form various composition profiles to optimize the mate-

rial properties. For instance, a Cu-rich stage in the growth process end up with

In-rich composition in order to combine the large grains of Cu-rich stage with

favorable electronic property of In-rich composition. This deposition procedure

is called “bilayer process.” Such a bilayer process yields large grain sizes, which is

attributed to the formation of a CuxSe phase during the Cu-rich first stage, which

improves the mobility of In(Ga) atoms during growth [15]. Another composition

profile is deposited by a “inverted” process in which (In, Ga)2Se3 is deposited first

at around 300 ∘C and Cu and Se are evaporated at higher temperatures [16]. This

process is called three-stage process and up to now it offers most efficient solar

cells. For a two-step sequential process, metal films are formed by vacuum deposi-

tion (evaporation or sputtering of Cu(In, Ga) alloy or multilayers) and subsequent

selenization or sulfurization to form CuInGaSe or CuInGaS [17]. Selenization is

done by reaction of the predeposited metal film in H2Se or Se vapor at 400–500 ∘C
for 30–60 min [18].

To reduce production cost, nonvacuum process of CIGS deposition has been

developed, including (i) electrochemical process, (ii) particulate process, and (iii)

solution-based process. Electrodeposition of absorber or metal precursors fol-

lowed by selenization can be used to fabricate CIGS solar cell [19]. Absorbers have

also been fabricated by preparing pastes of Cu, In, Ga, and Se [20] and spin-coating

film from precursor solution followed by heat treatment [21].

CdS is widely used in CIGS cells as n-type buffer layer as it has continuously

yielded cells with high efficiency. CdS films (40–100 nm) are generally deposited
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by chemical bath deposition (CBD). The high efficiency of cells with CdS buffer

is explained by optimizing the band alignment of the device, and a sufficiently

wide depletion layer is built and this minimizes tunneling and establishes a high

contact potential that allows a higher open-circuit voltage. The top contact elec-

trode requires high light transparency and good electrical conductivity. Conduc-

tive transparent oxide is used for this purpose, and it can be sputter-deposited

ITO or Al-doped ZnO.

Cadmium telluride (CdTe)–based thin film solar cells are studied since 1950.

In 1972, 6% power efficiency was achieved by Bonnet and Rabenhorst [22]. More

than 16% record efficiency had been reported [23]. EMPA lab also showed 13.5%

efficiency on flexible polyimide substrates. Industry scale production already

exists, like First Solar. CdTe is a II–VI compound semiconductor with a direct

optical band gap, which is optimally matched to the solar spectrum for photo-

voltaic energy conversion. It has an energy band gap of Eg = 1.5 eV and high

absorption coefficient, which means that high quantum yield can be expected

over a wide spectrum range from ultraviolet to the infrared corresponding

material band gap (𝜆 ∼ 825 nm). The architecture of CdTe solar cell is similar

to that of CIGS cell, but a superstrate configuration is used (Figure 17.5). A

typical process adopted is ∼100 nm CdS is first deposited on TCO carried on

glass substrate. Then, a CdTe layer with several micrometer thickness and back

electrode (like Mo) is deposited. CdTe can be deposited by various techniques

such as close spaced sublimation (CSS) [24], vapor transport deposition(VTD)

[25], electrodeposition [26], and other deposition techniques [27]. For close

spaced sublimation, the source material, typically CdTe powder, is placed in a

silicon carbide–coated graphite boat. The substrate is kept in proximity to the

source material (several millimeters). A gas inlet and evacuation port is used

to evacuate the chamber to introduce appropriate amount of gasses. The con-

trolled parameters are substrate temperature (∼500 ∘C) and source temperature,

source–substrate separation, pressure, ambient. The ambient for deposition

typically contains a nonreactive gas such as N2, Ar, or He. VTD allows high-rate

deposition. It works by transferring the saturated Cd and Te vapor stream to the

substrate, where supersaturation of the vapor results in condensation and reac-

tion to form CdTe. High-speed process can be used for industry manufacturing

where the CdTe source is formed from a heated chamber containing CdTe in

which the carrier gas mixes with the vapor and is exhausted through a slit and

Back contact +

–
CdTe

CdS

TCO
Glass superstrate

Figure 17.5 Schematic illustration of architecture of CdTe solar cell.
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deposited onto a moving substrate. Electrodeposition of CdTe film is normally

done by reduction of Cd and Te from Cd+2 and HTeO2
+ ions in low pH aqueous

solution through reaction.

17.1.4

Polymer Solar Cell

Another approach for low-cost manufacture of solar cells is to use conjugated

polymers and molecules that contain alternative single and double bonds. The

discovery of organic conductor/semiconductor leads, subsequently, to invention

of polymer electroluminescence devices [28], thin film transistors [29], and solar

cells [30]. Conjugated polymers and molecules have an immense advantage of

facile, chemical tailoring to alter their properties, such as band gap, solubility,

stability. Conjugated polymers combine the electronic properties known from the

traditional semiconductor/conductor with its ease of processing, lightweight, and

mechanical flexibility. Therefore, organic solar cells have attracted a considerable

attention owing to its potential, providing environmentally safe, lightweight,

inexpensive electronics. Because the physical properties of inorganic and organic

semiconductors are significantly different, organic photovoltaic cells differ from

inorganic semiconductor–based cells. Inorganic semiconductors generally have

a high dielectric constant and a low excitation binding energy. The thermal

energy at room temperature KBT ∼ 0.025 eV is sufficient to dissociate the exciton

created by absorption of a photon into a positive and negative charge carrier. The

formed electrons and holes are easily transported as a result of high mobility

of the charge carriers and the internal field of the p–n junction. In contrast,

organic materials have a lower dielectric constant, the excitation binding energy

is much larger than that of inorganic semiconductors, and dissociation into free

charge carriers does not occur at room temperature. To dissociate the bonded

electrons and holes, organic solar cells commonly utilize two different materials

that differ in electron donating and accepting properties, that is, donor and

acceptor. On interfaces of the donor and acceptor, the photogenerated e–h pairs

are dissociated and free charges are created. To make organic solar cells with

high efficiency, four processes need to be optimized: (i) absorption of light, (ii)

dissociation of excitons, (iii) charge transport, and (iv) charge collection. For

effective harvesting light, the active layer needs to be thick enough. However, a

very thick film will negatively impact the charge transport to the corresponding

electrodes caused by recombination. Thus, materials with a large overlap with

solar spectrum and high absorption coefficient, which allows absorbing a large

portion of incident light with film thickness ∼100 nm, are desirable.

Figure 17.6 shows a schematic of working principle of organic solar cells.

Double layers of donor and acceptor are sandwiched between two electrodes

(Figure 17.6a). Illumination of the donor through a transparent electrode, such as

ITO, results in the photoexcited state of the donor and an electron is promoted

from the highest occupied molecular orbital (HOMO) to the lowest unoccupied

molecular orbital (LUMO) of the donor (Figure 17.6b). Subsequently, the excited
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Figure 17.6 Schematic illustration of organic polymer cell with double-layer structure (a),

band alignment between donor and acceptor (b), and BHJ (c).

electron is transferred to the LUMO of the acceptor, resulting in an extra electron

on the acceptor and leaving a hole on the donor. The photogenerated charges are

then transported and collected at opposite electrodes. A similar process can occur

when the acceptor is photoexcited instead of the donor. For effective withdrawal

of the photogenerated charges, the two electrodes have to be dissimilar with

work function, that is, the anode with higher work function and the cathode

with lower work function. The first organic solar cell with double-layer structure

was demonstrated with small organic molecules by Tang, in which copper

phthalocyanine and perylene tetracarboxylic derivatives were used as donor

and acceptor [31]. ITO and Ag were used as electrodes to collect positive and

negative charges. The photogenerated e–h pairs are bonded together and need

to defuse toward the donor–acceptor interface in order to dissociate into free
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charges. The charge diffusing length is generally limited to ∼10 nm, above which

the exciton will recombine. This greatly limits the film thickness and absorption

property of device. To solve this problem, a bulk heterojunction (BHJ) strategy

is applied to reduce the exciton diffusion length [30]. The BHJ devices can be

prepared by simply mixing the p- and n-type materials in solvent, and phase

separation in nanometer dimension (∼20 nm) occurs during solvent evaporation

(Figure 17.6c).

Suitable organic solar cell materials need to be optimized in many aspects,

such as large absorption coefficient, low band gap, high charge mobility, favor-

able blend morphology, environmental stability, suitable HOMO/LUMO level,

and solubility. A low-bond gap material is favorable for light absorption. For

a typical conjugated polymer with an energy gap of Eg ∼ 2.0 eV, it can only

absorb photons with wavelength up to 600 nm, which covers ∼25% of solar

energy. By decreasing the energy gap to Eg ∼ 1.2 eV, approximately 70 and 80%

of solar energy will be covered theoretically. However, the problem faced is

that once a polymer absorbs at a longer wavelength an absorption drop often

exists at the shorter wavelength range, leading to a decreased energy conversion

efficiency at that wavelength range. One approach to address this issue is to

fabricate a tandem solar cell with both large and narrow band gap polymers

utilized simultaneously for solar photon capture [32]. High charge mobility

increases the diffusion length of electrons or holes generated by incident light

and reduce chances of charge recombination. This charge transport property of

the active layer is reflected by charge transporting behavior of both the donor

and acceptor. Currently, typical material for BHJ solar cell is a benchmark

n-type phenyl-C61-butyric acid methyl ester (PCBM) with combination of

p-type polymer with high charge mobility such as P3HT, PTB7, and power

conversion efficiency is achieved to 8–9% [33]. Controlled solvent evaporation

and film annealing are normally used to optimize nanostructure of the BHJ

film. A slow evaporation process assists in self-organization of polymer chains

into a more ordered structure, which results in an enhanced conjugation length

and a bathochromic shift of the absorption spectrum to a longer wavelength

region. At controlled annealing, the p-type polymer and PCBM in the blend

network tend to diffuse and form a better mixed network favorable for charge

separation and diffusion in the photoactive layer. The air stability of solar cell

devices is mainly caused by polymer degradation in air, oxidation of low-work-

function electrode, and degradation of the morphology of active layer. To

avoid oxidation and achieve long time span of polymer solar cells, the HOMO

energy level should be less than the air oxidation threshold [34]. LUMO energy

level also needs to be optimized. The maximum open-circuit voltage (V oc) is

correlated with the difference between the LUMO level of acceptor and HOMO

level of the donor (Figure 17.6b) [35]. To facilitate exciton dissociation and

charge transfer in the BHJ blend, the LUMO level of the donor needs to be

positioned above the LUMO level of the acceptor by 0.2–0.3 eV (Δ = 0.2–0.3,

Figure 17.6b).
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17.1.5

Dye-Sensitized Solar Cells (DSSC)

The study of DSSCs can be traced to 1972 when chlorophyll-sensitized ZnO elec-

trode was used for photoelectron investigation, where photons were converted

into electric current by charge injection from excited dye molecules into a wide

band-gap semiconductor [36]. The efficiency could, during the following two

decades, be improved by optimizing the porosity of electrodes prepared from

fine oxide particles, but the instability remained a problem [37]. A modern DSSC,

proposed by Brian O’Regan and Michael Grätzel [38], is mainly formed by a

working electrode, counter electrode, and electrolyte introduced in between them

(Figure 17.7). The working electrode is composed from a transparent electrode,

porous layer of titanium dioxide nanoparticles covered with a molecular dye that

absorbs sunlight, like chlorophyll in green leaves. The titanium dioxide and coated

dye are immersed in the electrolyte solution. When light impinges onto the cell,

the dye, which is typically a metal–organic Ru complex, absorbs photon where

electrons are excited from the HOMO to LUMO and subsequently injected into

conduction band of n-type semiconductor TiO2. The electrons diffuse through

the TiO2 network to the transparent electrode and pass through external circuits

to the counter electrode. The counter electrode is coated with catalyst, such as Pt,

where the electrons are delivered to triiodide in the electrolyte through reduction

reaction:

I−3 + 2e− → 3I−

The produced iodine ions (I−) diffuse toward dye molecules to supplement the

iodine ions, which are consumed for reduction of the oxidized dye, and the reduc-

tion process is expressed as follows:

3I− → I−3 + 2e−

The sensitized dye has traditionally been made from ruthenium-based com-

plexes (for example, N719 and Z907) [39, 40], which have fairly broad absorption

spectra but low-molar extinction coefficients. Organic dyes have also been devel-

oped with substantially higher molar extinction but narrow spectral bandwidths.

Co-sensitization of oxide particles by dyes with complimentary absorption spec-

tra has been demonstrated to enhance light absorption and broaden the spectral

I–

I3
–

TCO

Substrate

TiO2

Dye

TCO

Catalyst 

Electrolyte

Figure 17.7 Schematic illustration of working principle of DSSC.
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response of DSSC [41]. In another technique called “energy relay”, a unattached

luminescent chromophores dispersed in electrolyte absorb high-energy photon

and subsequently transfer the energy by “Förster resonant energy transfer” mech-

anism to the anchored dye that is sensitive to long-wavelength light to achieve

complementary absorption [42]. Up to now, TiO2 is the best material used for

nanoporous thin films owing to its appropriate energy levels, dye adsorption abil-

ity, low cost, and easy preparation. Extensive research on other oxide materials has

been carried out, and various materials have been developed such as ZnO [43].

Despite relatively high efficiencies for solar energy conversion, typical DSSC

suffers from durability problem that results from their use of organic liquid

electrolytes containing the iodide/triiodide redox couple, which causes serious

problems such as electrode corrosion and electrolyte leakage. Replacements for

iodine-based liquid electrolytes have been extensively studied, but the efficiencies

of the resulting devices remain low [44]. Polymer hole-transport materials,

such as 2,2′,7,7′-tetrakis(N ,N-di-p-methoxyphenyl-amine)9,9′-spirobifluorene

(OMeTAD), P3HT, can be used to transport the holes generated on the dye

molecules by photoexcitation to the counter electrode. Inorganic hole-transport

materials have also been used to improve the cell stability, and more than 10%

efficiency was reported recently by using CsSnI3 as hole-transport material

loaded in N719-sensitized TiO2 porous material [45].

Table 17.1 summarizes the characteristics and performances of above-described

solar cells. The crystalline cells have the highest efficiency, and the integration

can only be done by a hybrid assembly. Thin film solar cells can be fabricated

by a relatively low-temperature process, which is suitable for monolithic integra-

tion. Although the current effort of integration with IC/devices is mainly focused

on inorganic solar cells (α-Si, CIGS, etc.), organic solar cells are more promising

because the potential of low-cost integration (like printing at room temperature)

and their good indoor efficiency. CIGS and CdTe films can be deposited by elec-

troplating; however, this process requires many additional steps, such as vacuum

metallization, photolithography, encapsulation to protect IC/devices from attack

of chemical bath.

Table 17.1 Summary of performances of solar cells.

Solar cells Lab efficiency (%),

power density

(mWcm−2, AM1.5)

Panel efficiency(%),

power density

(mWcm−2, AM1.5)

Hybrid

assembly

integration

Monolithic

integration

c-Si ∼24 13–18 Yes Hard

α-Si ∼14 5–10 Yes Yes

CIGS ∼20 10–12 Yes Yes

CdTe ∼18 ∼10 Yes Yes

OPV ∼9 ∼5 Yes Yes

DSSC ∼12 (liquid) ∼9 Yes Yes

∼10 (solid)
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17.2

Monolithically Integration of Solar Cells with IC

As described earlier, solar cell is a competitive candidate as an energy harvester.

There are two approaches to realize solar cell–based energy harvesting devices:

hybrid assembly and monolithic. Hybrid assembly is off-the-shelf and offers free-

dom of using different sizes and types of energy generating and consuming com-

ponents. Monolithically integrated devices, where solar cells are created above an

IC, hold promise for small size and reduced manufacturing cost of microsystems

[46]. The conversion efficiency is higher than that of hybrid assembly owing to

the minimized wiring. Smaller cell sizes can lead to 3–5% efficiency boost [47].

Figure 17.8 shows the schematic of monolithic integration of a solar cell on an IC

chip. Solar cells convert light into electricity, and the generated power is supplied

to the underneath IC chip via conducting leads. The chip electronics consist of

functional circuits, energy storage, and management modules. The energy stor-

age can be done by capacitor or solid state battery. A stack of layers is deposited

before solar cell fabrication, which functions as isolator, diffusion barrier (to avoid

impurity contamination), and adhesion.

α-Si solar cell is a good candidate for monolithic integration as α-Si mate-

rials can be processed at lower temperatures (∼200 ∘C) and well-developed

microfabrication technology exists owing to its wide application in flat-panel

display industry. One embodiment of the fabrication process is first multilayers

SiO2/Si3N4/SiO2 are deposited in sequence by PECVD as passivation layer. Then,

a metal layer, like Al, is deposited as bottom electrode of the solar cell. Ag, ZnO:Al,

n–i–p α-Si, ITO layers are deposited to complete the solar cells as described in

Section 17.1.2. Similarly, other types of solar cells can be integrated on chips and

processes are modified accordingly. CIGS is another good option for integrated

energy harvester as the energy density of such solar cells is high [48]. However, the

CIGS cell integration faces more challenges, such as high-temperature process

(∼500 ∘C) and Na ions contained in the active layer may cause negative impact

IC Chip

Top electrode

Bottom electrode

Insulator layer 

n-type semiconductor  

Metal line/pad

Adhesion layer

p-type semiconductor 

Connection via Barrier layer

Figure 17.8 Schematic illustration of monolithically integration of solar cell with IC.
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on the IC by diffusing through dielectric layers. Lu et al. introduced a CIGS–IC

integration process with a maximum process temperature of 425 ∘C [46], where

a stack of layers of SiO2(250 nm)/Si3N4(300 nm)/SiO2(250 nm)/TiW(100 nm)

was deposited by PECVD on the IC chip surface. TiW was first deposited

as adhesion layer between the IC and passivation layer stack. Then, ∼1 μm

Mo bottom electrode was sputter-deposited with 10 nm Ti as adhesion layer.

20–30 nm NaF was thermally evaporated for Na supply. CIGS (2 μm) absorption

layer was deposited by three-stage co-evaporation [49]. CdS(50 nm) and i-

ZnO(50 nm)/ZnO:Al(300 nm) were sequentially deposited by chemical bath and

sputtering. Finally, the NiAl grid was thermally evaporated through shadow mask.

They integrated both α-Si and CIGS solar cells on Timepix CMOS chips using the

aforementioned process. The efficiency of amorphous silicon solar cells reached

5.2%, and CIGS cells reached 7.1%. Energy of 70 μW at one sun condition and

1 μW at indoor condition has been generated with active area at approximately

square millimeter scale, which is sufficient to power complicated CMOS circuits.

After the integration process, the functionality of Timepix-CMOS chips remains

unaffected [50].

17.3

Low-Power Micro Photovoltaic Systems

A typical low-power photovoltaic system has both input-end power management

circuit, which interfaces the solar cell to the energy storage unit, and the output-

end power management circuit, which connects the energy storage unit to the

wireless sensor network (WSN) load as shown in Figure 17.9. The input-end power

management often consists of the MPPT circuit. The output-end power manage-

ment consists of the output voltage regulation.

17.3.1

Maximum Power Point Tracking

Photovoltaic panels have I–V (current–voltage) characteristics similar to

the voltage-controlled current source [51]. The I–V curve and related P–V

(power–voltage) curve showing the maximum power point (MPP) have been

illustrated in Figure 17.1. The term “efficiency” of photovoltaic panels is referred

Self-start
circuit

Solar
cells

MPPT
Super

capacitor
Output voltage

regulator

WSN load

Figure 17.9 Low-power micro photovoltaic system architecture.
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to as the conversion efficiency when the PV cell is operating at the MPP. However,

MPP is not a fixed value. Factors such as irradiation level and temperature will

impact the MPP. The process of tracking the MPP is called maximum power

point tracking.

The typical MPPT circuit is illustrated in Figure 17.10. It consists of two parts:

(i) DC–DC switching regulator with controllable switch frequency and duty cycle

and (ii) MPPT control logic and algorithm. The MPPT control logic monitors the

I–V characteristics of the PV cell and adjusts the switching regulator based on

the control algorithm in order to achieve the MPPT. For conventional high-power

applications, the main criterion of MPPT is the tracking accuracy. However, for

MPPT design in energy harvesting applications, the primary difficulty resides in

its small power budget. For PV cells with milliwatt or sub-milliwatt output power,

microwatt power consumption MPPT circuit is required. Conventional meth-

ods such as perturb and observe (P&O) technique and incremental conductance

(INC) technique are widely used for Watt level PV cells [52]. However, for energy

harvesting applications, power consumptions of 10–100s milliwatts in these con-

ventional MPPT systems are of several orders of magnitude higher than the power

budget of micropower PV cells.

Recently, new P&O MPPT method using microcontroller and low-power boost

converter has been proposed as shown in Figure 17.11 [53]. This method peri-

odically samples the voltage of the PV cell using a Texas Instruments MSP430F

microcontroller and generates a pulse width modulation (PWM) signal based on

a programmed P&O MPPT algorithm. The low-frequency (100 Hz) PWM signal

will then control the PWM signal generator to produce 10 KHz frequency PWM

signal to boost low-position switch control. This frequency is adopted for two rea-

sons: (i) it limits the inductor current to milliamp level in order to reduce the

conduction loss and (ii) the form factor of the inductor is relatively small.

The main drawbacks of the P&O MPPT are (i) the P&O method needs a micro-

controller or other digital signal processing (DSP) device to operate the control

algorithm. This factor increases the cost of the MPPT controller. (ii) The needs to

periodically disconnect the PV cells to monitor the open-circuit voltage reduce

the harvested power and the overall conversion efficiency.

In addition to the P&O MPPT method, a technique called “fractional open-

circuit voltage” MPPT has been introduced for energy harvesting applications

[54]. The fractional open-circuit voltage technique is based on the nearly linear

Reference

VPV (& IPV)

Solar cells
Switching
regulator

Super
capacitor

MPPT Ctrl logic &
algorithm

PWM or PFM

Figure 17.10 Switching regulator based maximum power point tracking.
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relationship between the MPP voltage (VMPP) and the open-circuit voltage

(VOC) at certain light intensity. This relationship between VMPP and VOC leads

to a simplified control mechanism. The MPPT control no longer requires a

complicated microcontroller, but an analog comparator can fulfill the task as

shown in Figure 17.12. The MPP estimation is performed using resistor voltage

divider to set the 0.76 ratio (VMPP/VOC) in this case [54]. The comparator is

then used to generate the PWM signal for converter. This implementation takes

the advantages of its simple structure and demonstrates its ultra-low-power

MPP power supply

MPP estimation

MPP tracker

MPP regulator

pilot-cell

Vin Vcap
Vout

To the
sensor node

DC–DC

VPV

PV
module

+ –

+ +

–

Figure 17.12 Low-power fractional open-circuit voltage MPPT for low-power micro photo-

voltaic system. (Courtesy of IEEE.)
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consumption capability. The disadvantage of slow response to changing light

intensity (compared to P&O MPPT) is not a significant factor in this case because

its applications are most likely for indoor environment with smaller irradiance

changes.

17.3.2

Output Voltage Regulation

As discussed in the previous chapters, the electrical storage units for energy har-

vesting applications are mainly supercapacitors and rechargeable batteries. For

WSN modules, the operating voltage is commonly between 1.8 and 5.0 V. Both

supercapacitors and rechargeable batteries will require output voltage regulation

circuits to provide a constant voltage to the load. The needs of output voltage reg-

ulation circuits are particularly important for supercapacitors, because its voltage

varies, which is dependent on the state of charge (SoC).

For supercapacitors such as the ones reported in reference [55], the voltage rat-

ing is between 2.5 and 5.0 V. The supercapacitor voltage fluctuates between 0 V

and its voltage rating. For conventional switching regulator targeted for appli-

cations with fixed input and output voltages in mind, for example, fixed 3–5 V

boost converter for AA battery to USB applications, the voltage range is too small

and not suitable for this application. Wide input voltage range boost converters

or buck-boost converters are able to “extract” more power from supercapacitors

than conventional fixed voltage converters.

In recent years, commercial off-the-shelf switching regulators with high

efficiency at small input power have been developed for energy harvesting

applications. Devices such as Texas Instruments boost converter TPS6122x

series demonstrate >90% efficiency and a wide 0.9–3.3 V input voltage range

as shown in Figure 17.13. Compared to linear drop-out regulator (LDO), the

higher efficiency and smaller (microwatt) quiescent current improve the energy
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Figure 17.13 Texas instruments boost converter TPS61221 efficiency chart.
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utilization from the stored energy in supercapacitors. However, for battery type

of energy storage, owing to its smaller voltage difference between the battery

(e.g., 3.7 V Li-ion battery) and the load (e.g., 3.5 V WSN module), the power loss

is not significantly increased when the LDO is used. The low cost of the LDO

device and no requirement for inductor make LDO a more suitable solution in

the case of battery energy storage.

In summary, boost or buck-boost converters are essential for the output voltage

regulation when the supercapacitor type of energy storage unit is used. The recent

developments of the commercial off-the-shelf solutions provide suitable devices

for energy harvesting applications. For a battery energy storage unit, linear reg-

ulators can be used for their low cost and small bill of material. The efficiency of

linear regulators is not significantly lower than switching regulators and can be

tolerated by choosing the battery voltage close to the load voltage.

17.3.3

Indoor-Light-PoweredWireless Sensor Networks – a Case Study

A case study in this chapter discusses the system level design details. Wireless

sensor modules for machine health monitoring applications had been developed.

An example of the proposed wireless sensor system is the Tyndall mote with its

system architecture shown in Figure 17.14. The mote is implemented by using

a Texas Instruments MSP430 series microcontroller. This solution includes an

IEEE802.15.4 standard 2.4 GHz radio and also a series of I/Os in order to commu-

nicate with analog and digital sensors. Interintegrated circuit (I2C) ports have also
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Figure 17.14 Tyndall National Institute Wireless Sensor Node System Architecture.
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Figure 17.15 Tyndall National Institute Wireless Sensor Node Power Consumption.

been utilized to connect the microcontroller to accelerometer and temperature

and relative humidity sensors. An internal analog-to-digital converter (8 channels

and 12 bits) is used to collect analog sensor data. For the machine health monitor-

ing application, the main parameters need to be monitored are (i) temperature;

(ii) vibration; and (iii) on/off condition of the machine. The sensing and trans-

mission are repeated every 1 min. The power consumption of the mote is shown

in Figure 17.15. The average active mode power consumption is approximately

20 mA, and the active mode lasts for 100 ms. The sleep mode lasts for 59.9 s and

consumes 0.01 mA. The average current consumption of the mote is 0.045 mA.

The average power consumption is 0.145 mW when the supply voltage is 3.3 V.

The vibration data is processed using fast Fourier transform to analyze the fre-

quency domain signal. The accumulated data provide important indicators of the

machine health. These data have been used to perform preventive maintenance

for high-cost machinery in order to reduce downtime cost and repair cost.

Indoor-light energy harvesters have been used to supply power to the advanced

machine health monitoring network. Amorphous silicon solar cell Sanyo AM

series has been used as the main cell. The dimension of the cell is 58 mm × 48 mm.

A reference solar cell from the same amorphous silicon solar cell family is used

to detect the open-circuit voltage. The form factor of the secondary cell is only

20 mm × 9 mm. The MPPT circuit is a buck-converter-based fractional open-

circuit voltage tracker similar to the design shown in Figure 17.12. The energy

storage unit is a supercapacitor with 5F capacitance (62.5 J energy when fully

charged). The output voltage regulator circuit is based on a Texas Instruments

TPS61220 series boost converter. The complete system is shown in Figure 17.15.
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Figure 17.16 Indoor-light-powered wireless sensor node.

The size of the complete self-powered sensor node is 88 mm × 60 mm, which

is similar to the size of a credit card. The experimental results demonstrated

a 70% end-to-end conversion efficiency of the power management circuit. In

typical indoor conditions, the light intensity is between 300 and 500 lux. The

harvested power is between 0.3 and 0.5 mW. The harvested energy is sufficient

to continuously power the wireless sensor node. Once the supercapacitor is

fully charged, the stored energy can supply the mote for more than 100 h when

ambient light is not available (Figure 17.16).

17.4

Summary

In this chapter, we have described several types of solar cells based on p–n junc-

tion and organic molecules. We have started from crystalline silicon solar cells that

enable us to get familiar with p–n junction type solar cells. Based on this an other

p–n-junction-based solar cells, which include amorphous silicon cells, CIGS, cad-

mium telluride (CdTe) cells have been introduced. Organic-molecule-based solar

cells, DSSC and polymer solar cells, which are based on different working princi-

ples and can be fabricated by very low cost process, like printing, have also been

illustrated. Solar cell architecture, material optimization, fabrication process were

addressed. Although other types of solar cells, such as GaAs, nanowires, quan-

tum dot solar cells, have not been mentioned because of the space limitation,

one can understood them easily after reading this chapter. Monolithic integra-

tion of solar cells with functional devices/IC was briefly described by citing α-Si

and CIGS cells as examples. Power management circuitry was introduced with a

focus on ultra-low-power MPPT. Micro photovoltaic power management circuits

were illustrated showing the state-of-the art in this energy harvesting research

area.
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18

Power Conditioning for Energy Harvesting – Case Studies and

Commercial Products

Paul D. Mitcheson and Stephen G. Burrow

18.1

Introduction

Many of the ideas presented in Chapter 4 are inspired by similar techniques

already employed in larger-scale power electronics and the intention here

therefore is to apply them to miniature energy harvesting systems. Some of

the techniques are not utilized in more traditional power electronic systems,

however, and have emerged as a result of the specific requirements that harvester

systems bring. Irrespective of the background to each specific technique, all

types of harvester interface circuits have several common considerations when

designing a practical implementation:

• Real semiconductor switches are imperfect and at the low power output levels of

a harvester, the leakage currents, parasitic capacitances, and the need to supply

gate drive power can significantly reduce the efficiency of the power processing

circuits.

• Control overhead (i.e., switch timing, duty cycle control, regulation, etc.) can

typically be achieved using only a small fraction of the processed power in reg-

ular power electronics applications (e.g., a laptop power supply), but in the case

of harvesters, the power levels are so low that maintaining the control power

level to be a small fraction of the processed power can be very challenging.

• Components, both passive and active, may still need to handle relatively high

peak currents, even if the root mean square (RMS) values are low. This means

that semiconductor switches need a greater cross-sectional area than may orig-

inally be expected, and passives (particular inductors) may consume more vol-

ume than would be attractive in an energy harvesting system.

As we will see in this chapter, which discusses several case studies of proto-

type harvester systems which feature nontrivial power processing interfaces, the

techniques utilized and solutions presented must work to mitigate these effects.

Two examples of interface circuits for electromagnetic harvesters are presented,

one which performs real-time maximum power point tracking, rectification, and

voltage boost [1] and one which is able to frequency-tune the harvester, widening

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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the bandwidth [2]. An implementation of a single-supply pre-biasing circuit for

piezoelectric harvesters is described, with particular emphasis on the design of

the switches and low-power timing control [3]. A simple yet practical demon-

stration of an interface circuit for an electrostatic electret-based harvester is also

presented. Then, moving away from kinetic harvesters, a thermal harvester system

in which a low-power rectifier and interface circuit for use on an aircraft applica-

tion is presented. Finally, some commercial power electronic interface integrated

circuits are discussed.

18.2

Submilliwatt Electromagnetic Harvester Circuit Example

The authors of [4] describe a self-contained power conditioning system for elec-

tromagnetic vibration harvesters based upon a boost rectifier power stage, and

incorporating start-up and auxiliary circuitry. The system is designed for power

levels in the 0.1–1 mW range and the system, realized from micro-power discrete

components, achieves efficiencies of 65% at 0.9 mW and 51% at 200 μW, including

quiescent losses. The power circuit can extract 84% of the available power from

the harvester: the ability of the power conditioning circuits to extract power from

the harvester is quite distinct from efficiency, and is dependent upon the circuit

providing optimal load impedance to the harvester, that is, an impedance match

to the transducer and mechanical system.

The system is designed to power a wireless sensor node which consumes 40 mW

in active mode, with operation duty cycled so that the average load power matches

the average generated power. Matching the temporal power output is achieved by

a supercapacitor and under-voltage lock-out which only connects the load when

sufficient power is available for a cycle of operation.

The boost rectifier power stage topology, illustrated in Figure 18.1, has the

advantage that the inductor is on the AC input side of the converter, and thus the

parasitic inductance of the harvester can be used in place of a separate wound

component (however, it should be noted that this parasitic inductor may have

higher losses than could be achieved with a discrete component and so a careful

design trade-off is required). Similar power stage topologies for energy harvesting

have also been described by other authors, for example, by Dwari and Parsa [5].

In [4], the boost rectifier is operated as a resistance emulator with a fixed duty

cycle pulse width modulation (PWM), similar to the concept described in Ref. [6].

As with all low-power, power switching circuits, the choice of the active

devices is critical to achieving high performance. However, the optimum balance

of switching and conduction losses for a particular device tends to occur at a

particular power level and hence it is difficult to design the converter to operate

efficiently over a wide power range.

The main boost rectifier [4] is unable to “cold start” as it requires gate drive

signals from the control circuits and so a passive diode multiplier arrangement is

employed. This is illustrated along with the other auxiliary circuits in Figure 18.2.
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An advantage of the separated start-up and main power circuits is that the charge

pump can quickly establish a supply to support the modest requirements of the

auxiliary circuitry, enabling the boost rectifier to optimally load the harvester and

charge the supercapacitor. If the supercapacitor and auxiliary circuits shared a

common rail, the start-up time would drastically increase as the boost converter

would be unable to operate as a resistance emulator until the supercapacitor is

charged by the charge multiplier. The power extracted by the multiplier is affected

by the number of stages, capacitance, and the output rail voltage, all of which have

to be carefully chosen to produce the fastest possible start up. This is normally

achieved when the multiplier’s maximum power point occurs at an output voltage

slightly below the final desired level.

All auxiliary circuits of Figure 18.1 consume just 21 μW, and are realized from

various discrete and micro-power components. This illustrates the potential to

develop power conditioning circuits for low-power harvesters without the cost
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implications of dedicated integrated manufacture, and keeping alive the possibility

of small volume applications.

In a subsequent publication [1], the authors add an active control loop around

the boost rectifier which implements an MPTT (maximum power transfer track-

ing) algorithm. The MPTT algorithm attempts to locate the loading point of the

harvester (by altering the converter input resistance) which results in maximum

power being developed in the load, or in this case, energy stored in the superca-

pacitor. By considering the output power, MPTT takes into account losses and

thus the peak may occur at a differing point to peak input power (on which a stan-

dard MPPT scheme works). The MPTT algorithm was implemented on a Texas

Instruments (TI) MSP430 digital signal processor (DSP) for an additional quies-

cent overhead of just 23 μW; however, although this device has enough capability

to implement other control functions, it is not power efficient to do so. This is

especially true for the PWM generation where the high clock frequencies required

to synthesize even modest resolution variable duty cycles consume far too much

power for ultra-low-power applications.

When energy harvesting first emerged in the research literature in the late

1990s/early 2000s, this level of functionality for such a low power level was

unimaginable. However, rather ironically, the significant attention that has been

given to power consumption by component and integrated circuit (IC) designers

due to the ever increasing use of battery-operated mobile devices has drastically

reduced the power consumption of key circuit building blocks, such as embedded

microprocessors and comparators.

18.3

Single-Supply Pre-biasing for Piezoelectric Harvesters

Moving on to piezoelectric harvester interface circuits, the basic principle of

single-supply pre-biasing as a method to provide increased electrical damping

to a piezoelectric cantilever was described in Chapter 4. The method can be

thought of as a low-power method of performing power-factor correction on a

piezoelectric transducer (necessary because the piezoelectric element presents

capacitive, rather than resistive, output impedance). The main requirements for

implementation, therefore, are that the system is able to chop the otherwise

sinusoidal voltage waveform output of the piezoelectric transducer into the

characteristic shape that all the charge-modification circuits of this type perform,

as shown in Figure 18.3 [7]. In order for the circuit to be beneficial (i.e., to collect

more useful energy than a passive rectifier), the control and timing circuits must

be very low power and the timing of the switching must be accurately timed to

the peaks of the transducer displacement. In Chapter 4, the circuit operation

was discussed in terms of perfect switches; however, a real system must use

semiconductor switches and hence the limitations of Metal Oxide Semiconductor

Field Effect Transistor (MOSFET)s, including leakage, parasitic capacitance, and
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the ability only to block voltage in one direction can become significant barriers

to successful implementations of this circuit.

A practical implementation of the SSPB circuit is shown in shown in Figure 18.4.

The most obvious difference between the idealized circuit discussed in Chapter 4

and the embodiment presented here is that it is not possible to simply replace each

of the four switches with only one MOSFET, with two devices being used to form

S1p

S3p

S2p

Vcc

S4p

S4n

Cp

I0ω
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Figure 18.4 Practical embodiment of SSPB circuit. Redrawn from Ref. [8].
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each of the lower switches [8]. The low-side switches must each be constructed

of two series-connected MOSFETs so that as the voltage across the piezoelectric

element rises, the voltage is not constrained to have a magnitude the same value,

or less, than the supply rails. If only a single MOSFET is used as a switch, if the

voltage on the piezoelectric material exceeds the power supply, the drain-body

diodes of the MOSFETs come into conduction and short-circuit the piezoelectric

capacitance. Two series MOSFETs, however, are able to block voltage between

source and drain with either polarity and hence the double arrangement allows

SSPB operation.

As was mentioned in the discussion of the boost rectifier, the choice of MOS-

FETs is crucial so minimize the sum of the switching, conduction, leakage, and

gate-drive losses. In this circuit, as the piezoelectric capacitance is charged using

a resonant pulse of current through an inductor, the peak currents through the

MOSFETs can be relatively large and care must be taken to ensure that the peak

resonant current does not drive the MOSFETs into saturation, as this will signifi-

cantly degrade the Q-factor of the resonant path.

An additional practical aspect is realizing this circuit is biasing the gates of the

MOSFETs in such a way that the gate signals can be realized in a low-power way

and easily generated from low-power digital control circuit. In order to achieve

ultra-low-power operation of the gate drives, traditional gate drives, which include

level-shifting circuitry and in some cases a large isolation barrier, cannot be used.

However, simple level shifting of the gate control signals using capacitors, diodes,

and resistors allows the MOSFET gates to be easily interfaced to a digital con-

troller. These biasing circuits are also shown in Figure 18.4.

The final part of the SSPB system is the timing circuitry which determines when,

and for how long, the MOSFETs should be turned on for. Sensing the peaks of the

piezoelectric voltage waveform is complicated under the SSPB scheme because of

the modifications that are made to the waveform during circuit operation. As it is

easier to detect the peaks of a simple sinusoid than the SSPB-modified waveform,

a sense piezo, mechanically linked to the power generation piezo, is used to drive

the peak detect circuits. Figure 18.5 shows the low-power peak detect circuit that

was used. The capacitor on the DC side of the bridge rectifier stores a copy of

I0ω Cp Cstore

Npk

Ppk

V

+

–

+

–

supply

V
supply

Figure 18.5 Ultra-low-power peak detection circuit. Redrawn from Ref. [8].
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the peak value of the piezoelectric device voltage which is then used to level shift

the piezo voltage and the peaks and troughs of the level-shifted waveform pass

through zero, causing the comparators to change state. This peak detector design

consumes only 2.8 μW, using Microchip MCP6542 comparators.

The positive and negative peak detect signals are then passed to a low-power

field programmable gate array (FPGA) (commercial brand name (IGLOO)® nano

by Microsemi) which controls the order in which the switches are fired and,

through the use of a simple resistor capacitor (RC) time constant, the length for

which the switches are held on (which is half a cycle of the resonant period of the

series inductor and piezoelectric capacitance).

The power output from this implementation of SSPB has been measured and

compared to other piezoelectric interface schemes. This comparison is shown in

Figure 18.6. The x-axis shows the peak open circuit value of piezoelectric voltage

and the y-axis the output power. As can be seen, the SSPB circuit outperforms all

other known circuit interfaces across a wide range of power levels and achieves

effectiveness (i.e., power output divided by maximum possible power output) of

around 50%. As can be seen, for these tests, the lowest SSPB circuit overhead was

126 μW, although later versions of the control scheme have consumed less than

35 μW.

While SSPB, and other piezoelectric interfaces such as synchronised switch

harvesting on inductor (SSHI) are able to extract significantly more power

from a piezoelectric harvester than a simple bridge rectifier, challenges still

remain, especially in determining when to switch the system if the input
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motion is non-sinusoidal. However, this problem is more than just one of

a circuit implementation, because the switching strategy is not necessarily

straightforward.

18.4

Ultra-Low-Power Rectifier and MPPT for Thermoelectric Harvesters

Thermoelectric harvesters have been recently prototyped as power supplies for

strain gages on aircraft [9]. The strain gage and power supply are situated outside

the cabin and thus are subjected to large temperature variations during the course

of a flight cycle, from upward of 20 ∘C when the aircraft is on the ground in warm

weather to below−50 ∘C at altitude. As thermoelectric harvesters require a spatial

thermal gradient, and the outside airframe of the aircraft only exhibits temporal

thermal gradients, a mechanism must be found to convert temporal thermal gradi-

ents to spatial thermal gradients. This is accomplished via the use of a heat storage

unit, essentially a sealed container of water that will undergo a phase change when

passing through 0 ∘C when freezing (as the aircraft climbs) and when melting (as

the aircraft descends). This means that a spatial thermal gradient can be achieved

between the atmosphere (i.e., the part of the airframe to which the harvester is

fastened) and the heat storage unit.

In order for the system to convert as much of the latent heat energy of the phase

change material as possible into an electrical form, the thermoelectric generators

are connected to a switch-mode circuit capable of performing maximum power

point tracking [10]. In this case, a Texas Instruments bq25504 MPPT boost con-

verter is used. This circuit has a cold-start capability from around 300 mV, which

means that the thermo electric generator (TEG) must be designed so that under

normal operating conditions the transducer produces at least this voltage.

A critical aspect of this type of harvester is the reversal of polarity of the elec-

trical output of the TEG between the ascent and descent of the airplane (as the

hot side of the TEG changes) requires a rectifier to be used in the system. The rec-

tifier must be of the full-wave variety or half the possible converted energy from

the flight cycle will be lost. In addition, it cannot be a passive rectifier because the

voltage needed to effectively overcome the diode on-state voltage is not feasible

for the TEG under these thermal gradients. Therefore, the rectifier must be an

active one using MOSFETs. In addition, if the system is truly cold starting (i.e.,

no energy is present in a local capacitor or battery), the active rectifier must be

capable of self-starting, that is, the MOSFETs must be arranged in such a way that

two of them are in the on-state and two are in the off-state to allow energy to be

extracted from the TEG. The active rectifier arrangement is shown in Figure 18.7.

This is achieved by making devices M2 and M4 depletion-mode devices,

so that they are normally on, allowing cold start of the aircraft has been on

the ground for long periods. When the aircraft descends, these depletion

mode devices need to be turned off and the normally off enhancement devices

(M1 and M3) must be turned on. In order to turn off the depletion-mode devices,
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Figure 18.7 Ultra-low-power rectifier for thermoelectric harvester in aircraft applications.

Redrawn from Ref. [10].

a negative rail must be generated, and this is achieved with a MAX 1720 switch

mode device. The MAX 1720 consumes a quiescent current of 57 μA which

is a significant overhead on current draw over half of the aircraft flight cycle.

Therefore, when the negative voltage rail is needed, the MAX 1720 is duty cycled

and only turned on when the voltage on its output capacitor goes above −2.5 V.

The system has been shown to be capable of harvesting a total of 126 J from the

TEG during one flight cycle, of which 81 J was delivered to the battery.

18.5

Frequency Tuning of an Electromagnetic Harvester

As described in Chapter 4, the possibility of frequency tuning a mass-spring-

damper system is attractive because the bandwidth of a motion-driven harvester

can be maximized without compromising the peak available power – that is, the

system can exhibit both the properties of a high Q-factor and large bandwidth

at the same time. Mechanical tuning mechanisms add weight, volume, and

mechanical complexity, whereas a mechanism which allows tuning using the

power electronic interface adds little complexity other than a marginal increase
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in sophistication of the control overhead. The mechanism for tuning involves

providing a reactive load element which can tune out any residual reactance of

either the mass or spring (which is present when the mechanical system is not

operating at resonance), hence allowing a conjugate impedance match between

the mechanical system and the electrical load even when the system operates

away from the resonant frequency set by the mass and the spring.

Several circuits are capable of exchanging real and reactive power between a

battery and the mechanical system and the example of a half-bridge used for this

purpose was given in Chapter 4. A full bridge, or H-bridge, has the advantage of

being able to allow the transducer to produce open circuit voltages of twice those

that can be used with the half-bridge, while still operating correctly, for a given

voltage on the storage element. An H-bridge-based frequency tuning mechanism,

as deployed in conjunction with a large pendulum-based energy harvester [11], is

shown in Figure 18.8. The pendulum-based harvester was deployed in a kayak and

the objective was to modify the resonant frequency of the pendulum to equal the

frequency of waves striking the kayak.

As can be seen in Figure 18.8, the pendulum is mechanically connected to two

DC generators which are then electrically connected in series. The power interface

circuit and control are shown in Figure 18.9. As was mentioned previously with

the boost rectifier connected to an electromagnetic harvester, the transducer itself

provides the necessary input inductance for the converter.

The control scheme is relatively simple: the electro-magnetic force (emf) gener-

ated by the transducers cannot be directly sensed, because when current is drawn

from them their impedance causes the transducer terminal voltage to differ from

the generated emf [2]. Consequently, a separate tachometer is used to measure a

scaled copy of the transducer emf. The required current into the converter is then

calculated by dividing the emf by the required load impedance that provides the

Rack

Pendulum

Pendulum pivot

Tachogenerator
Generators

Figure 18.8 Pendulum energy harvester used in a system with electronic frequency tuning.

Redrawn from Ref. [2].
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conjugate match. A proportional integral (PI) controller then ensures the trans-

ducer current follows the demand current.

The performance of the system is shown in Figure 18.10. The resonant frequency

of the system clearly changes as reactive electrical loads are added, widening the

effective system bandwidth. In this example, the controller is implemented on a

Microchip PIC18F2431. The power consumption of the control scheme is sev-

eral milliwatts, which in many cases is greater than the power improvement that

the scheme can generate. Hence, a lower power control scheme should be imple-

mented in this system.
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18.6

Examples of Converters for Ultra-Low-Output Transducers

A key frontier in the development of energy harvesting systems is the reduction in

the operating power level. As greater attention has been paid to reducing quiescent

overheads and improving efficiency the power levels at which a usable supply can

be produced has reduced. Today, milliwatt level systems are common place and

several systems have been reported below 100 μW. At these very lowest powers,

the circuits are fabricated using integrated processes.

In Ref. [12], the authors describe a variation on the pre-charging or pre-biasing

techniques discussed in Chapter 4, describing it as “reinvestment” the circuit is

shown in Figure 18.11. This energy flow backward from the output store to the

harvesting device is achieved with a combination of timed switches and induc-

tors, and the reader will appreciate that this is equivalent to reactive energy flow.

The reinvestment approach is implemented in an integrated form for a piezoelec-

tric transducer, and working in the sub-100 μW region, achieves a doubling of the

harvestable power compared to a standard rectifier.

While the majority of work on interface electronics for harvester systems

has concentrated on motion-driven and thermal devices, harvesting from the

low light intensity of indoor environments can also be challenging for power

conditioning circuits, with output powers falling as low as just a few 10 μW cm−2.

Although the DC output of the photo voltaic (PV) cell alleviates the need for a

rectifier, typically a boost converter, and maximum power controller are needed

to maximize harvested power. In Ref. [13] a switched capacitor converter and

VP

20 MΩ

26.5 pF

CPPK
+

–

MN1 MN2

R
E

S
R

MPDN

VBAT

CBAT

8.7 μF

MN3

MN4

MOSFET W/L in μm

VSW

+SN

L
H

Off Chip

On Chip

– +

– +

VSW

MPDI

3000

3
2

0
μH

2

2000

3
.2

Ω

2

–

3600

2
3600

2

3600

2

3600
2

SI

VREINV
τREINV

Figure 18.11 Schematic of a power conditioning circuit for piezoelectric transducers.

Redrawn from Ref. [12].
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control is described which has a control overhead of just 850 nW and achieves

86% efficiency at 35 μW output.

18.7

Power Processing for Electrostatic Devices

In comparison to other forms of motion-driven harvesting transducer type, there

have been very few examples of successful power electronics for electrostatic

energy harvesters. This is largely because of the relative lack of popularity of

electrostatic harvesters as presented in the research literature (even though

some of the first work in the area was on electrostatic devices) and historical

lack of commercial products, as well as the genuine difficulty of demonstrating

the power output of these devices using off-the-shelf circuits or using readily

available processes for integrated circuits. However, Yuji Suzuki’s group has

demonstrated an electrostatic harvester system with a power processing interface

using an electret generator [14], as shown in Figure 18.12.

As can be seen, the system uses a conventional passive rectifier, which is possible

because the transducer itself contains an electret, meaning that as the transducer

capacitance changes, charge can be pumped back and forth through the rectifier,

producing a DC voltage on the output.

18.8

Commercial Products

In many energy harvesting-powered systems, the system integrator will likely wish

to use off-the-shelf silicon for the power processing interfaces instead of con-

structing their own from discrete components or designing an application specific

Integrated circuit (ASIC). Several off-the-shelf ASICs which provide harvesters

interfaces are now available and so it is worth comparing them briefly in order to

understand the potential constraints that these place on the system in terms of

input and output capability. The three most widely available are families by Lin-

ear Technologies, Texas Instruments, and Maxim IC. There devices are essentially

Generator LED

+

Figure 18.12 Electrostatic harvester and power processing output. Redrawn from Ref. [14].
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DC–DC converters which operate either directly from a DC harvester source, or

expect and external rectifier to be used allowing a battery to be charged. None

of these circuits provide domain-specific harvester functions. However, they are

all implemented to operate at low voltage with very low quiescent power con-

sumption and some of these devices include basic maximum power-point track-

ing capability. None of these devices include circuitry to optimize output power

from piezoelectric harvesters or any method of frequency tuning, and few of the

commercial products include any rectification capability, with the expectation

being that an external rectifier will be used when connecting these circuits to sys-

tems such as motion-driven harvesters. Consequently, these integrated circuits

are more suitable for connection to solar cells or thermoelectric generators. Some

of these circuits have the capability to charge secondary cells (including a suitable

charge controller). The most common families of commercially available harvester

interface are as follows:

• Linear – LTC3 series of products (currently around 20 available) [15]: Linear

Technologies have a wide range of solutions which different applications and

storage elements cater for. As an example, the LT3652 supports energy storage

element voltages of between 3.3 and 14.4 V, can be cold started from the harvest-

ing transducer output and therefore be used with both batteries and capacitors.

It includes a maximum power point tracking function.

• Texas Instruments – BQ25504 [16]: Designed to work with multiple different

battery chemistries (including Li-ion, NiCad, etc.) or supercapacitors. The lim-

its on the voltage of the storage elements are between 2.2 and 5.25 V and the

system includes a programmable MPPT function where the user sets the frac-

tion of the transducer open circuit voltage at the input terminals of the circuit

when current is being drawn (usually 50% means a perfect impedance match).

• Maxim – MAX17710 [17]: Designed to work with a Li-ion battery as the stor-

age element, with references in the datasheet to the Infinite Power Solutions

Thinergy® cells. The voltage limits on the energy storage element are therefore

relatively narrow, given the chemistry. The boost converter does not include

MPPT.

Thus, while these devices have functionalities which include MPPT and

low-input cold start, they lack the specific methods that have been discussed in

this chapter that have proven a success in the literature primarily with regard

to motion-driven harvesters. Therefore, while they are currently suitable for

most solar or thermoelectric applications, the community would benefit from

increased domain-specific circuits for kinetic-harvester applications.

18.9

Conclusions

As we have seen, many of the basic techniques described in Chapter 4 have been

implemented in harvester systems, with some success. Issues arise at these power
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levels in implementing these concepts, largely due to the low overhead power

that can be tolerated in the control of the converters, the need for ideal switches,

and the difficulties in obtaining passive components with large enough values and

small enough volumes. Commercially available solutions for harvester interface

integrated circuits are available, capable of cold start at a few hundred millivolts.

However, the functionality of these systems is somewhat limited because they

try to be generic and hence are not tailored for specific transducer types. Hence,

although it is possible to purchase a low-power interface on an integrated cir-

cuit with an MPPT feature, it is not possible to tune the resonant frequency or

maximize the power extracted from a piezoelectric clement. Future development

of these ICs must become more domain specific to improve power density and

practicality of harvester systems.
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19

Micro Energy Storage: Considerations

Dan Steingart

19.1

Introduction

Moore’s law does not apply to energy storage. While a transistor of equivalent

functionality has become cheaper and smaller by a factor of 2 roughly every

18 months, the energy density of secondary batteries has doubled roughly every

50 years. This is because transistors get better as they become smaller. Electro-

chemical energy storage devices, however, have been accessing the fundamental

limit of storage from their inception (i.e., the single bond and/or redox couple).

As electrochemical engineering and materials science improved in the two

centuries from the demonstration of the Volta pile, the accessibility, distribution,

and reliability of the bond forming and breaking process (i.e., charging and

discharging) has improved tremendously, but the dimension of the bond has not

changed.

In this chapter, we will examine the fundamental reasons of this challenge, and

determine the limit of energy that may be practically stored in small applications,

as well as the limits of power that may be transferred.

19.2

Boundary Conditions

“Batteries” refer to electrochemical devices that store and release energy through

forming and breaking chemical bonds. Two complementary bonds must be acted

upon, a bond that is oxidizing with respect to the reducing bond (referred to as

the positive or cathode) and a bond that is reducing with respect to the oxidizing

bond (referred to as the negative or anode). The relative tendency to oxidize or

reduce is quantified as the electrochemical potential.

The positive and negative electrodes are separated internally by a layer which

prohibits electron migration but enables ion migration. This is the electrolyte. The

anode and cathode are attached to the external circuit via current collectors that

prohibit ion migration but enable electron migration. Media in which ions can

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 19.1 Basic structure of an electrochemical energy storage device.

flow readily are the optimum choice for electrolytes; these tend to be liquid solvent

with a dissociated salt. The electrolyte can be a liquid, a semi-solid gel, a solid

polymer, or a solid crystalline material. As the electrolyte becomes “more solid,”

it tends to become less ionically conductive, but there are exceptions to this rule

that research is currently trying to exploit. Moreover, the stiffer an electrolyte is,

the thinner it needs to be to provide structure support for the battery (Figure 19.1).

The maximum energy which can be stored within a volume/mass is determined

by the number of active bonds within the anode and cathode multiplied by the

electrochemical potential, subtracting the material required for the current col-

lectors, electrolyte/separator, and packaging.

Let us examine the conditions for the ideal battery (one that would be excep-

tionally difficult to realize). The energy available is determined by

ΔG = −nFΔE (19.1)

where ΔE is the potential between the anode and the cathode, n is the number of

electrons to be transferred, and F is Faraday’s constant (96 487 F mol−1). An initial

guess would be to maximize the potential per mass, which means finding elements

with low atomic numbers with high potential differences. A cursory examination

of the periodic table would indicate that a battery containing a lithium anode and a

fluorine cathode would be a good candidate. Indeed, the electrochemical potential

between lithium and fluorine is

2Li(s) + F2(g) ↔ 2LiF(s) , ΔE = 5.91 V (19.2)

Assuming the battery was entirely lithium and fluorine, this would mean a

potential energy of
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5.91 V × 2 × (96 487 C mol−1)
(2 × (6.94 + 18.99)g mol−1)

= 21.9 kJ g−1 = 6.1 W h g−1 (19.3)

Assuming the electrolyte, packaging, and current collectors of the battery are

near zero mass, the maximum energy possible from electrochemical storage is

6.1 W h g−1. Of course, fluorine is a gas at most useful temperatures and lithium is

too reactive to handle in habitable atmosphere, so we must bind the oxidant and

reductant to make them safe. Thus, the dream of a 6.1 W h g−1 battery is tempered

by reality, and the best we can do now, practically at a cell level is on the order of

0.5 W h g−1. In such a cell, lithium is not present in bulk form but as a guest that

lives between a negative host (typically graphite, but silicon or titanate anodes are

becoming commercially relevant) and a positive host (typically a blend of nickel,

manganese, and cobalt oxide, but there are many commercially available options

including sulfur, manganese dioxide, cobalt dioxide, vanadium pentoxide, etc.). In

fact, significant research efforts are being applied to an “air breathing” cathode

that would enable a LiO2 battery (significant challenges remain [1]).

For the researcher interested in this book, the construction and packaging of

the battery will likely dominate her efforts: we must accept the best we can hope

for looks like ∼0.5 W h g−1, and it will likely be less. The reason: as batteries get

smaller, their surface to volume (S/V) ratio becomes larger: as their S/V ratio

becomes larger, a larger fraction of the battery must be dedicated to creating an

impermeable barrier between the inside of the battery and the rest of the cir-

cuit. As the battery approaches volumes under 1 cm3, this becomes a dominant

concern.

The same general design principle applies to supercapacitors, which are

(ideally) nonreactive devices that leverage the electrochemical double-layer

capacitor (EDLC) to store ionic charge on a surface. Supercapacitors can exploit

high-surface-area foams to store charge, but are limited in potential to the

dissociation potential of the electrolyte in question. As a result, supercapacitor

electrodes can approach ∼500 F g−1 capacitance values but are device limited to

operating potentials below 4 V (typically, below 3 V). Accounting for the mass

of all components, most supercapacitor capacitance values are on the order of

∼3 F g−1. Thus, assuming a 3-V supercapacitor,

Energy Density = 1

2
C(ΔV )2 = 13.5 J g−1 = 0.004 W h g−1

Supercapacitors, however, are not kinetically limited, and provide their full

capacity within seconds for millions of cycles. Batteries optimized for energy

density and utilizing chemical reactions have tightly coupled depth of discharge

to cycle life to discharge rate considerations, and a competitive commercial

lithium ion battery can provide 1000 cycles over 80% of its rated capacity on a 2 h

(or C/2) discharge basis in 2014. The reader is directed to [2, 3] for a thorough

analysis of the symbiosis of batteries and capacitors.

Finally, the reader is cautioned: many fundamental research efforts are under-

way to improve all aspects of batteries and capacitors listed above. With any luck,
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this data will be outdated sooner rather than later, but if history is a reference, the

above guidelines will be relevant for many years to come.

19.2.1

Microbatteries

Among the most mature attempts at “on-chip” micropower are the efforts of those

using thin-film approaches [4]. These batteries use microfabrication-compatible

processes such as chemical vapor deposition (CVD), physical vapor deposition,

and sputtering. Beyond the process compatibility, these systems are attractive

because per battery they can approach the highest active mass possible. Through

CVD and sputtering, complex oxides can be deposited in crystallographically and

compositionally optimized configurations directly on a device, without the need

for binding elements, and at high packing density. The same is true of solid-state

electrolytes: lithium phosphorus oxynitride (LIPON) and lithium zinc germanate

(LISICON), lithium lanthanum titanate (LLTO) and high-molecular-weight ethy-

lene oxide structures of various compositions and heterogeneity [5–8] can be

deposited conformably and with minimal thickness. Recently, such batteries have

been used to study fundaments of electrochemical interactions [9] (Figure 19.2).

These promising properties have led to a number of commercialization efforts

of this type of battery. Unforeseen challenges, largely unpublished, have limited

the realizable energy density of these batteries, as such, in 2014, the best off the

shelf structures can reach ∼0.2 W h g−1, and because of their small sizes and

package requirements, the best volumetric energy density being on the order of

800 μW h cm−3. Many efforts are underway to improve the packaged capacity of

solid-state batteries, as of this writing none have been demonstrated effective in

market.
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Figure 19.2 TEM micrograph and map from Meng et al. [9] of a full solid-state battery

reacting, imaged with TEM. (Adapted and reproduced with permission from Qian et al. [9].

Reproduced with permission of the American Chemical Society.)
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Table 19.1 A brief selection of microbatteries sorted by electrolyte.

Technology Purpose/notes Attributions

Lithium/lithium

inorganic solid-state

(LIPON/LISICON)

electrolytes

Thin film-based approaches based on microfabrication

technology. High rate capability (10 C) demonstrated

high cycle life. To date, thickness and process

limitations limit capacity to<1 mW h cm−2 and overall

device capacity to <5 mW h

[4, 5, 8, 10]

Lithium/lithium ion

organic polymer

electrolyte

Thin- and thick-film approaches, higher capacity, and

energy density >5 mW h cm−2 and packages realized

>1 W h. To date, lower power/longer duration systems,

typically C/10 to 2C. Polymer electrolytes may be

completely solid state (low rate, easier packaging) or

gel/polymer composite (high rate, package limited)

[6, 11–13]

Aqueous polymer

electrolyte batteries

Lower operating potential. Water stability allow simpler

packaging

[14, 15]

Nonaqeous

nonlithium

approaches

A newer class of materials operating at lower potential

than lithium ion but slightly higher than typical

aqueous batteries. Advantages include lower

evaporation losses (if ionic liquids are used) and less

prone to off gassing electrolysis by-products

(H2/O2)

[16–19]

Printed microbatteries are an engineering compromise. While they lack the

ideal properties of the aforementioned solid-state cells, they have been realized

in practical forms with energy density and power densities comparable to 18 650

type batteries. Table 19.1 indicates a few examples of such efforts: this is not a com-

plete list but a representation of the various approaches possible. These batteries

tend to require binders, liquid components that may leak, and are often volatile.

19.2.2

Supercapacitors

For applications where energy harvesting is feasible for the average power required

but not sufficient for peak power, EDLCs, or supercapacitors have been demon-

strated to be effective short-term storage devices with effectively infinite cycle

life. Table 19.2 lists references that indicate implementation and uses of capacitors

including supercapacitors.

19.3

Primary Energy Storage Approaches

There exist efforts that may indicate “infinite power” as for small devices. Beta-

voltaic sources [26, 27] or more generally, sources that leverage isotopic decay
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Table 19.2 Capacitor approaches.

Technology Purpose/notes Attributions

Solid-state dielectrics Comparatively high potential, low

capacitance, long cycle life, and highest

power density. Ubiquitous

[20, 21]

Electrolytic capacitors Used for millisecond to second energy

storage, higher capacitance than solid

state dielectric but lower operating

potential and limited lifetime due to

corrosion and/or evaporation of requisite

liquid components

[22]

Electrochemical double-layer

capacitors (EDLC)

Low potential (<5 V), high capacitance

(>5 F g−1), seconds to hours energy

storage

[23–25]

of radioactive materials can potentially provide over 100 years of power for a

sub-centimeter, square size sensor running at an average power of ∼50 μW. The

reader is reminded that challenges beyond thermodynamics exist when energy

density becomes this high. These approaches have existed for over 50 years and

face a number of external challenges, including public perception and regulatory

hurdles [28, 29]. This said, the overall energy required for many applications to

the reader of this book will be under 10 W h for the lifetime of their applications,

so the absolute energy requirement of a nuclear decay source is well worth

exploring if long life, environmentally isolated, touch free implementations are a

priority.

Inspired by living organisms, some efforts exploiting electrochemical fuel cells

which use atmospheric oxygen as an oxidant and hydrogen and/or hydrocarbons

as a reductant have been demonstrated [30, 31]. Some approaches leverage

bacterial digestion of fuels [32]: these are promising in the correct context (e.g.,

wastewater treatment, agricultural applications). Nature provides the complete

refueling process through generational replacement of processing organisms and

delivery of organic matter for the organisms to process. Although the power den-

sity of these approaches is thought to be limited to roughly 15 W m−2, if stationary

sensors or “free-riding” devices (e.g., tagged animals, secretly marked automo-

biles) can harvest local reducing agents, feed these living power plants, and only

need average power draws on the order of 1–10 μW, these approaches may be

worthwhile.

A counterpoint to the microbial fuel cell is the enzymatic fuel cells. Enzymatic

fuel cells effectively extract the functional conversion pathways from a microbial

fuel cell, without the overhead and sensitivity of a living cell [33]. Enzymatic fuel

cells can operate at much higher power density >(1 kW m−2) but suffer from

stability issues, and without the living cell, the enzymes cannot be replaced. At

this time, research is underway to study the possibility of microbial fuel cells
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which excrete/externalize enzymes, perhaps creating a system with the best of

both methods. Newer digestion-emulating fuel cells seek to disregard biology

and biological inspired pathways altogether. Sugar–air fuel cells utilizing various

electrolytes [30, 31] have been demonstrated. The rough goal of these systems is

to create a workable electrochemical storage solution from “a trip to the grocery

store,” and it is left to the reader to infer the utility of such approaches.

Primary batteries utilizing metal anodes (Li [34, 35], Zn [36–38], Mg [39], and

Al [40–42]) and high-energy-density cathodes of (e.g., MnO2 [43–45], ThNCl

[46–48], and S [49–51]) range from the ubiquitous to the specialized. In the

author’s experience, many times these cells are sufficient for applications on

the order of 5–10 years if the duty cycle and application parameters are well

specified. While the overall package size may increase in this case, there are

advantages in touch-free operation and installation and complete decoupling

from environment for power.

There are edge cases, however, where energy harvesting is the only possible solu-

tion, cases where electrochemical batteries (primary or secondary), would not

operate for a substantial duration. Any installation environment outside of the

batteries stability window would necessitate this. For example, when monitoring

the exhaust gas and current distribution of aluminum smelters [52, 53], the area of

installation would experience temperatures in excess of 100 ∘C for hours at a time.

Few batteries can withstand such temperatures at all, fewer still for prolonged

exposure over lifetime. But the exploitation of the thermal gradient associated

with the installation temperature led to the use of thermoelectric harvesting for

this application, and to date, the thermoelectric harvesters have been running for

over 5 years. In this particular application, the sensor was specified to be within

1 ft of the sense location and exposed wires were unacceptable.

Thus, when designing energy storage systems for volume-constrained applica-

tions, it is best to first ask, “Will a primary source be sufficient for my application?”

If after sufficient deliberation, energy harvesting has quantifiable benefits to appli-

cation reliability and return on investment, one should examine the previous array

of solutions (Table 19.3).

Table 19.3 A brief selection of primary approaches sorted by fuel source.

Technology Types/notes Attributions

Micro nuclear decay Energy source is a controlled low-power decay,

typically beta particles

[26–29, 54]

Micro fuel cells Typically organic feedstock, may or may not require

biological processing

[30, 32]

Metal–air cells High-energy plate metal, diffusion control

membrane to typically decorated carbon

cathode

[55–57]
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19.3.1

Volume-Constrained versus Conformally Demanding Approaches

Wearable electronics and folding devices [58–63] are substantial drivers of low-

power device research, and the power requirements for these systems is similar to

the constrained volume energy storage cases above, but not completely analogous.

The highest volumetric energy density microbatteries to date [64, 65] utilize thick,

dense structures of electrode material. In applications where absolute footprint

and volume must be minimized [66, 67], this is an optimized solution. Figure 19.3

indicates a stretchable battery design from Ref. [15].

However, thin films have far higher strain compliance than thick films and many

[58, 61, 68] wearable/conformal applications have large relatively high working

areas (e.g., garments, bandages) and reinforced mesh design can provide up to

10 mW cm−2 for primary devices and 3 mW cm−2 for secondary devices, per layer

[14, 15]. Novel designs in completely foldable and 1-D formats are also feasible,

albeit with lower energy density (Table 19.4).
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Figure 19.3 Image of a flexible battery in

conductive spandex from [15]. (a) Conductive

substrate, (b,c) representative strain states

of electrode, (d–g) examples of electrode

fabrication, and (h–k) battery architecture

(Adapted and reproduced with permission

from Gaikwad et al. [15]. Reproduced with

permission of Wiley-VCH.).
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Table 19.4 A brief selection of flexible battery approaches.

Technology Types/notes Attributions

Thin-film, flexible Sputter/CVD-friendly, limited areal capacity, can

have 10C or greater rate capability

[69]

Thick-film, flexible High areal capacity, lower power density (<2C).

Readily solution processed

[14, 15]

Wire/cable batteries Quasi 1D form factor, useful for semi-wired/short

wire run applications to overload structures (e.g.,

sensor lead to a node)

[70]

19.3.2

Caveat Emptor

As mentioned in the introduction, energy storage improvements have been far

outpaced by transistor-driven improvement (more computing capability with

lower energy costs per operation). The reader is reminded that any energy storage

solution is a compromise. The trend is thus: energy density, power density, and

cycle life – pick two out of three. For reasons of entropy driven restructuring of

well-defined spaces, we are currently limited to considering (i) high rates with

high cycle life but low energy density (capacitors), (ii) moderates rates with high

cycle life and moderate energy density (secondary chemistries), or (iii) high rates

with high energy density but low cycle life (primary chemistries/fuel cells).

Certain solutions seem eternally poised to break this trend, but upon inspection

limits become apparent. Air electrodes, for example, seem like a natural solution

to improving energy density as atmospheric oxygen replaces the structural stored

oxidant. But (i) surface needs to exist to facilitate the reaction, (ii) atmospheric

concentrations of oxygen, paired with the density of gas, indicates that there is

actually far more oxidant volumetrically in an oxide, and (iii) opening the battery

to atmosphere provides entry ways for poisons to the desired reactions.

Air electrodes are an exciting area and deserve attention: this note is intended

to remind the reader that all energy storage requires systematic interaction above

and beyond material improvement.

19.3.3

Future Work and First-Order Problems

We have briefly covered the boundary conditions which determine the maximum

energy that may be stored in a defined volume, and provided examples of the

systematic design and compromise. For volumetrically constrained systems, any

improvement to a standard battery can be generally applied to a smaller system.

One improvement is perhaps more important to smaller systems than larger, and

that is the continued development of a stable, low-cost, and high-conductivity

solid-state electrolyte.



410 19 Micro Energy Storage: Considerations

In volume-constrained systems, the volumetric packaging cost is significant

and most structure of the packaging is dedicated to encapsulating sensitive

electrolytes, aqueous, or aprotic. Over the past two decades, we have seen

significant advances in inorganic [5, 71] and organic [11–13, 72–75] solid

electrolytes, and it will be further improvements in the process cost and stability

of these systems that creates disruptions in energy density beyond those in “large”

energy storage materials development. In particular, a field ripe for research is the

development of solid-state electrolyte capable of coping with massive structural

reconfigurations required in next-generation electrodes such as silicon [76–80],

SnO2 [81–84], and sulfur [49, 85, 86].
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Thermoelectric Energy Harvesting in Aircraft

Thomas Becker, Alexandros Elefsiniotis, andMichail E. Kiziroglou

20.1

Introduction

Energy harvesting is an umbrella term used to describe methods to generate elec-

trical energy from ambient energy sources. These principles have been explained

in detail in the previous chapters; this chapter reviews thermoelectric energy har-

vesting for aeronautical applications. Decentralized electrical energy generation

from the environment is a key enabler for creating fully autonomous sensor sys-

tems or wireless systems in the aeronautic industry. It allows flexible system instal-

lation without extensive cabling effort and improves system modularity in order

to enable local system functionalities. Furthermore, it is a maintenance-free solu-

tion for the perpetual operation of the device to be powered. Last but not least,

it allows for rapid provision of new functionalities for retrofits in existing aircraft

programs.

With reference to the aviation industry, energy harvesting can potentially pro-

vide cost reduction not only for manufacturers but also for the airline companies

[1, 2]. On the one hand, it may decrease production costs by reducing cabling

and aircraft customization costs. On the other hand, it offers weight reduction

opportunities in the case of autonomous wireless sensor networks, compared to

entirely wired or wireless data transmission only solutions. In turn, such weight

reductions result in lower fuel consumption and operational costs.

The reason for integrating sensor networks in aircraft is to reduce maintenance

costs by shifting paradigm from scheduled maintenance to unscheduled or even

predictive maintenance. As stated in the previous paragraph, the advantage of

wireless and autonomous solutions in terms of weight has been established. There-

fore, the wireless sensor technology in general, and more specifically, energy har-

vesting technology, has been proved as the key enabler for aircraft wireless net-

works such as health monitoring systems.

This chapter begins with a review of aircraft standardization, describing the air-

craft environment, followed by an architectural introduction to autonomous wire-

less sensor nodes and their key features. Next, recently introduced analytical and

theoretical models for thermoelectric harvesting devices are presented in detail.

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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A review of the reported thermoelectric harvesting prototypes for aircraft appli-

cations is given in Section 20.5. Finally, an outlook of the future of thermoelectric

harvesting for aircraft applications is presented in Section 20.6.

20.2

Aircraft Standardization

The aviation industry has to comply with a lot of specifications and regulations

in order to introduce a new technology in aircraft. Additionally, rigorous testing

must be conducted, ensuring that any new technology is robust, reliable, and safe

for in-service use. What is more, aircrafts are divided into fixed-wing and rotary-

wing and, of course, in many other subcategories. Standardization can vary for

different aircraft types. However, this section shows the minimum requirements

that energy harvesting technologies should fulfill in fixed-wing aircraft in terms of

research and technology considerations. A list with the most important standards

is presented in Table 20.1.

A description of temperature and altitude conditions, temperature variations,

humidity, and mechanical vibrations are briefly outlined according to the stan-

dard DO-160G. In any case, airworthiness has to be proved by complying with

all relevant aspects.

An energy harvester might be installed in either a temperature-controlled or

a non-temperature-controlled, pressurized or nonpressured area, respectively.

Table 20.1 Radio Technical Commission of Aeronautics (RTCA) publishes the standardiza-

tions used in aircraft.

Standard Title

DO-160G Environmental Conditions and Test Procedures for Airborne Equipment

DO-167 Airborne Electronics and Electrical Equipment Reliability

DO-171 Recommendations on Policies and Procedures for Off-the-Shelf Electronic

Test Equipment Acquisition and Support

DO-178C Software Considerations in Airborne Systems and Equipment Certification

DO-227 Minimum Operational Performance Standards for Lithium Batteries

DO-254 Design Assurance Guidance for Airborne Electronic Hardware

DO-293A Minimum Operational Performance Standards for Nickel–Cadmium and

Lead Acid Batteries

DO-311 Minimum Operational Performance Standards for Rechargeable Lithium

Battery Systems

DO-313 Certification Guidance for Installation of Non-Essential, Non-Required

Aircraft Cabin Systems and Equipment

DO-347 Certification Test Guidance for Small and Medium Sized Rechargeable

Lithium Batteries and Battery Systems

This table summarizes the most important standards, which to be fulfilled when introducing a new

technology in aircraft.
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The temperature range for testing energy harvesting devices should be from −55

to 85 ∘C. Pressure tests should be performed from 16 973 kPa (corresponding to

−4572 m/−15 000 ft. altitude) to 4.44 kPa (corresponding to 21 336 m/70 000 ft.

altitude). Temperature variation is not always consistent, and therefore, specifica-

tions should allow for some flexibility. A minimum rate of 2 ∘C per min is defined

in the standardization (DO-160G).

Another important factor is humidity, which can impact energy harvesting

devices in different ways. It can cause corrosion and can influence the physical

(e.g., electrical and mechanical) and chemical properties of the device. The

energy harvester should be able to withstand harsh temperature and humidity

environments, ranging, for example, from a relative humidity (RH) of 85% at

40 ∘C to 95% at 65 ∘C.

Mechanical vibrations, on the one hand, might be an energy source for a har-

vester. In this case, the transducer has to be carefully investigated for the expected

number of cycles and the calculated lifetime. On the other hand, mechanical vibra-

tions might affect the operational lifetime of a device. Mechanical loads ranging

from shock to long-lasting vibrations may lead to fatigue in devices. Vibration tests

depend strongly on the aircraft type, installation area, and test scenario. Owing to

the large variety of the resulting test procedures, a simple strategy cannot be sug-

gested. As a consequence, an extensive study on standards should be done before

designing and introducing a new technology in aircraft.

20.3

Autonomous Wireless Sensor Systems

Each autonomous sensor or actuator system, wirelessly connected to a network,

requires a very application-specific powering solution. Application-specific

requirements have to be analyzed in detail for the design of an energy harvesting

device and for the layout of a wireless sensor node. An autonomous sensor or

actuator system or wireless sensor node consists typically, as shown in Figure 20.1,

of sensors acquiring measurement signals or actuators and a power supply; in

this case, the energy harvesting device consists of an energy storage unit, a power

management module with a processor (usually a microcontroller), a data storage

medium, and finally, a transceiver module for communication with a wireless

network.

Application scenarios can typically be subdivided into two classes: monitor-

ing tasks and powering small devices. Monitoring tasks are related to aircraft

health assessment so as to decrease maintenance costs. The structural health of an

aircraft can be assessed by detecting loads, strain, delamination, de-bonding, or

cracks. The status of systems and components can be measured with temperature,

pressure, humidity, or other chemical or physical sensors. The powering of small

devices may vary from temporary illumination tasks to small motor operation

or to small switches. For the synthesis of an autonomous sensor/actuator sys-

tem, the selection of the sensor or actuator, the related measurement procedure,
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Figure 20.1 A typical layout of an autonomous sensor (actuator) system or wireless sensor

node.

and the operation scheme need to be analyzed in detail. New sensing technolo-

gies and measurement strategies should be used to reduce the power and energy

needed.

The environmental conditions a harvesting module experiences determine

its energy output. A study on the possible environmental sources has been

conducted [3], and one of the most promising candidates is the different heat

fluxes in aircraft structures. These heat fluxes can be converted into electri-

cal energy using thermoelectric generators (TEGs), which make use of the

Seebeck effect in order to generate electrical power from the temperature

difference.

The selection of TEGs should be made very carefully, because their Seebeck

coefficient and their internal thermal and electrical resistance determine the

design of the power management unit. The Seebeck coefficient determines the

open circuit voltage (at a specific ΔT) and plays an important role against the

required startup voltage of the power management circuit. In order to maximize

the power output, the internal electrical resistance of the TEG should be matched

by the equivalent input resistance of the power management. Accordingly,

maximum power point tracking (MPPT) algorithms have been developed

recently [4]. The power management module is very important for the operation

of an autonomous wireless sensor network (WSN). It is tasked with bringing

the output voltages of the harvester to a specified input voltage threshold for

a particular load (e.g., sensors, microcontrollers). In addition, it is responsible
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for storing the surplus electrical energy in a medium (e.g., batteries and/or

supercapacitors).

Energy storage is a challenge in itself because batteries and supercapacitors

present both advantages and disadvantages. A typical trade-off is that batteries

have higher energy densities, whereas supercapacitors offer higher power densi-

ties [5]. Batteries, in contrast to supercapacitors, have typically a shorter lifetime,

a lower number of charging and discharging cycles, and a relatively limited opera-

tional temperature range. Although supercapacitors might be a possible solution,

extended periods of downtime of an aircraft are not always possible due to their

high self-discharge rate. Hybrid systems in which batteries and supercapacitors

are combined are under research, and the advantages are described in detail in

Refs. [5, 6].

Finally, the wireless sensor node includes the selection of a transceiver and a

communication protocol. This part is subject to regulation and certification issues,

and the selection of frequencies for communication is, for example, part of the

wireless avionics intracommunication project WAIC [7].

20.4

Thermoelectric Energy Harvesting in Aircraft

Thermoelectric energy harvesting refers to the conversion of environmental heat

flow to electrical energy. A TEG is typically used for energy transduction through

the Seebeck effect. The achievable electrical power depends strongly on the avail-

able temperature difference (ΔT) because it determines the heat flow power and

the TEG conversion efficiency. TEGs are solid-state devices (no moving parts),

which makes them reliable and hence, usable in any location where a temperature

difference is present [8]. In the aircraft environment, temperature differences can

be found in various locations such as near turbines and other engines or between

the interior and exterior during flights. More particularly, such devices can be

thermally connected to the inner part of the hull of the aircraft. The aircraft’s fuse-

lage serves as an “infinite” thermal energy source. From here on, two approaches

to harnessing this energy and creating a heat flux are investigated.

One approach relies on creating a “quasi-static” state, where only passive com-

ponents such as heat pipes and/or heat sinks are used in addition to the TEGs.

The heat pipes and heat sinks need to conduct and absorb energy from a higher

temperature source such as the space between the fuselage and the cabin lining,

and conduct it toward and through the TEGs to the fuselage.

The second approach relies on creating a “dynamic” state, where a thermal mass

(also referred to in the text as heat storage unit (HSU)) is used to temporarily create

an artificial temperature difference between the two sides of the TEGs, caused by

the significant temperature fluctuation during takeoff and landing. By using a ther-

mal mass with high heat capacity on the surface of the TEG not facing the fuselage,

the time needed to reach thermal equilibrium is increased, thus increasing elec-

trical energy production. In order to maximize the heat capacity of the thermal
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mass, a phase change material (PCM) is used. PCMs, while undergoing a phase

change, absorb or release energy called latent heat, which boosts the amount of

energy they can store. However, the phase change temperature is specific to each

PCM and slightly affects their operational temperature ranges, making it therefore

a crucial factor in device flexibility.

20.4.1

Efficiency of a Thermoelectric Energy Harvesting Device

The thermoelectric phenomena present in a TEG are the Seebeck, Peltier, Thom-

son, and Joule effects. The Thomson effect is neglected in this analysis, and the

Joule effect is assumed to be equally distributed between the cold and the hot

sides [9]. Apart from that, the TEGs are placed between a heat source, in this case

the fuselage, and a heat sink (either a heat spreader or an HSU), which introduce

a thermal resistance to the system.

The TEG efficiency is defined as electrical output power, Pel, over thermal input

power Qh(I2 ⋅ RLl∕Q̇h), with RL being the resistive load connected to the TEG.

Defining the resistance ratio as 𝜇 = RL∕Ri, where Ri is internal resistance of the

TEG, the general expression for 𝜂TEG can be written as follows [10]:

𝜂TEG = ΔT
Th

⋅
𝜇

(𝜇+1)2
ZTh

+ (𝜇 + 1) − ΔT
2Th

(20.1)

The maximum efficiency is obtained when 𝜇 =
√

1 + ZTh, yielding the usual

TEG efficiency expression as derived in Chapter 10:

𝜂TEG(ΔT) =
ΔT
Th

√
1 + ZT − 1√

1 + ZT + Tc

Th

(20.2)

This optimum point is different from the maximum power delivery point for a

TEG, which is obtained for 𝜇 = 1. Physically this means that at maximum power

delivery, the TEG allows more heat flow through and, overall, it operates less

efficiently. In direct (static) thermoelectric harvesting, this is not important as

an infinite heat flow source can be assumed, so the desirable operation point is

𝜇 = 1: maximum power delivery, and not maximum TEG conversion efficiency.

Nevertheless, in heat storage (dynamic) thermoelectric harvesting, the desirable

operation point is theoretically 𝜇 =
√

1 + ZTh: maximum TEG conversion effi-

ciency at the expense of a lower power delivery. In other words, RL slightly greater

than Ri is used, reducing the current and thereby partially saving thermal energy

for conversion at the maximum overall efficiency. In practice, the low ZT values

of state-of-the-art TEGs translate to smaller corresponding efficiency difference

(e.g., 6% for ZT = 1 at ΔT = 30∘C). In addition, a slow change in temperature

over the harvester results in more heat leakage through insulation. It is concluded

that at least in current TEG technologies, a matching load condition is advis-

able for characterization and operation of direct or heat storage harvesting. As

a result, a more suitable TEG efficiency expression for thermoelectric harvesting
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applications is that of a matched load condition, that is, Eq. (20.1) with 𝜇 = 1, as

derived in the thermoelectric maximum power analysis of Chapter 19:

𝜂TEG = ΔT
Th

1

2 + 4

ZTh

− ΔT
2Th

(20.3)

When ZTh values are small and high accuracy is not critical, matched load effi-

ciency can be written as follows:

𝜂TEG = ZΔT
4

= a2ΔT
4ReK

=

V 2
oc

4Re

ΔT
R

(20.4)

As expected, the last term of Eq. (20.4) is the ratio of load power to heat flow,

with the Ohm and Peltier effects still neglected.

20.4.2

Static Thermoelectric Energy Harvester

A static harvester consists of a TEG with one of its sides attached to a heat source,

usually the fuselage, and the other side attached to a heat spreader or to a heat

sink. The basic equations of an ideal thermoelectric harvester should then be mod-

ified such that they include the thermal resistances in contact with the TEG. This

includes the thermal resistances of the heat source or the fuselage and the heat

sink. A schematic of a static harvester with the equivalent thermal and electrical

circuits is illustrated in Figure 20.2.

For the equivalent (lumped) electrical circuit, the current flowing through the

load resistance is

I = U

R
=
𝛼(T)ΔTTEG

Ri + RL

(20.5)

where the Seebeck voltage is equal to U = 𝛼(T) ⋅ ΔTTEG. Consequently, the elec-

trical power output of the equivalent electrical circuit can be written as

Pel = U ⋅ I = I2RL =
𝛼2(T)ΔT2

TEG

(Ri + RL)2
RL (20.6)

TEG

Tc

Rc1 Ri

RLαΔT

I

Rc2

RJouleRTEG RPelt

Th

+

Heat
sink

Heat
source

QFlux

QJoule

QPelt

Thermal equivalence Electrical equivalence

Figure 20.2 A schematic of a static harvester with the equivalent thermal and electrical

circuits.
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where ΔTTEG = TTEG
h

− TTEG
c (as shown in Figure 20.2). On a static harvester, the

electrical power output depends on the thermal resistances, since the temperature

difference across the TEG is not equal to the temperature difference applied. Using

the Fourier heat equation, the heat flow on the cold and on the hot sides is equal

to [11, 12],

qh = 𝛼(Th)ThI −
1

2
I2Ri +

ΔTTEG

TEG

(20.7)

qc = 𝛼(Tc)TcI +
1

2
I2Ri +

ΔTTEG

TEG

(20.8)

where TEG is the thermal resistance of the TEG. The first term shows the Peltier,

the second the Joule, and the third the Seebeck effect. The temperature differ-

ence that is applied to the system, in comparison with the temperature difference

applied on the TEG can be written as

ΔT = ΔTTEG +cqc +hqh (20.9)

Taking into account only the first-order terms of the ΔTTEG and a constant

Seebeck coefficient for the given temperature range, the temperature difference

applied on the TEG, using the Fourier heat equation, can be written as [11]

ΔTTEG = ΔT
1 + c

TEG

+ h

TEG

+ 𝛼2(Th)Thh+𝛼2(Tc)Tcc

Ri+L

⇒ ΔTTEG ≈ ΔT

1 + (c +h)
(

1

TEG

+ 𝛼2Tc

Ri+RL

) (20.10)

The last term can be used to determine the power output of a static generator,

which by math simplification can be written as [11]

Pel = (𝛼ΔT)2

( TEG

c +h +TEG

)2 Rl

(RL + Reff
i
)2

(20.11)

where the effective internal resistance of the TEG is equal to [11]

Reff
i

= Ri + 𝛼2Tc(c +h)
TEG

c +h +TEG

(20.12)

The maximum power generation of a static harvester can be found by setting
d

dRl

Pel def 0, and the result is that the load resistance should match the effective

internal resistance.

RL = Reff
i

(20.13)

If the load resistance matches the effective internal resistance, by substituting

the figure of merit Z = 𝛼⋅TEG

Ri

for the power output, the power is maximized when

d

dTEG

Pel(RL = Reff
i
) def 0. This corresponds to a TEG thermal resistance of

TEG = (c +h)
√
ZTc + 1. (20.14)
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Assuming that the internal electrical resistance is almost equal to the electrical

load resistance, the above equation can identify the possible operating ranges. If

the internal thermal resistance of the TEG is much smaller than the sum of the

thermal resistances of the hot and cold sides, the Peltier effect is very big due to

the large heat flow. If the internal thermal resistance of the TEG is much greater

than the sum of thermal resistance of the hot and cold sides, then the Peltier effect

is almost not present due to small heat flow. Nonetheless, the system should be

designed in order for the thermal resistance of the TEG to match the sum of the

thermal resistance of hot and cold sides of the contacts, achieving the optimal

combination of heat flow and ΔT across the TEG.

20.4.3

Dynamic Thermoelectric Energy Harvester

The operating principle of dynamic thermoelectric harvesting is illustrated in

Figure 20.3. The HSU comprises a PCM inside a container, which provides

thermal contact to a TEG. The HSU is otherwise thermally insulated from the

environment. A uniform temperature distribution inside the HSU is desirable in

order to maximize the ΔT across the TEG. For this reason, an internal thermal

bridge structure is used, which improves the temperature uniformity within the

PCM. An insulation layer prevents heat leakage to the environment through the

rest of the HSU surface. The outside surface of the TEG is in thermal contact with

the aircraft structure through an appropriate thermally conducting interface.

When the temperature of the aircraft structure fluctuates, heat flows in and out of

the HSU through the TEGs, resulting in the generation of electrical energy. The

energy output of the harvesting device can be collected, stored, and distributed

by a power management system.

TEG

Aircraft interface

Tin

Tout

Thermal
Bridge

PCM

Insulation

Q

Figure 20.3 A schematic of the device structure.
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The theoretical model for heat storage thermoelectric harvesters is summarized,

as originally developed in Refs. [13, 14]. For simplicity, it is assumed that thermal

conductivities are independent of temperature. It is also assumed that the PCM

has a uniform temperature; temperature gradients in the HSU are negligible and

phase change occurs uniformly.

If ℜ is the thermal resistance between the environment and a HSU with heat

capacity C and latent heat L, then during non-phase change (NPC) operation, the

heat inside the HSU Q and the heat flow Q̇ will be

Q = C ⋅ Tin (20.15)

Q̇ = ΔT
ℜ

(20.16)

where ΔT = Tout − Tin is the difference between outside and inside temperatures.

Combining Eq. (20.15) with Eq. (20.16), one obtains a differential equation forΔT ,

for NPC operation:

ΔṪ + ΔT
ℜC

= Ṫout (20.17)

For the linear time variation ofTout, that is,Tout(t) = b ⋅ t + Tout(0), an analytical

equation for ΔT during NPC operation can be derived:

ΔT(t)NPC = ΔT(0) ⋅ e−
t

ℜC + b ⋅ℜC ⋅
(

1 − e−
t

ℜC

)
(20.18)

The first term on the right side of Eq. (20.18) corresponds to the exponen-

tially decaying ΔT that would stem from an initial temperature difference; the

second originates from the Tout change and approaches the limit b ⋅ℜC when

t ≫ ℜC Hence, the value b ⋅ℜC physically represents the constant temper-

ature difference that is established if Tout keeps changing linearly after time

t ≫ ℜC. As an example, a 1 cm2 TEG with ℜ = 33 K W−1and 1 cm3 of water with

C = 4.2 J−1 K−1 has an ℜC = 138 s. At a temperature sweep of b = 4K min−1,

this device will yield a constant ΔT = b ⋅ℜC = 9 K after around 10 min of NPC

operation.

During phase change operation, T in is constant, and therefore ΔT is the sum of

any initial condition ΔT(0) and the variations in Tout:

ΔT(t)PC = b ⋅ t + ΔT(0) (20.19)

From the above equations, analytical expressions for heat, heat flow, and HSU

temperature can be derived. To find the total electrical energy Eout produced by

the TEG, heat leakage must be taken into account. If 𝛿 ⋅ Q̇ is the portion of Q̇ that

flows through the TEG, then

Eout = ∫ 𝛿 ⋅ Q ⋅ 𝜂TEGdt =
𝛿

ℜ∫ ΔT(t) ⋅ 𝜂TEGdt (20.20)

A formulation for the maximum energy that can be harvested by a heat storage

thermoelectric harvester of heat capacity C and latent heat L, from an ambient

temperature cycle of changeΘ, has been shown in [13]. The resulting expression is
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Figure 20.4 Electrical energy per PCM mass versus ambient temperature variation, for TEGs

with various figures of merit ZT .

EMAX = 2 ⋅ (Θ ⋅ C + L) ⋅ 𝜂TEG

(Θ
2

)
(20.21)

where 𝜂TEG(Θ/2) is the TEG efficiency at the temperature difference ΔT = Θ∕2.

This means that the overall maximum efficiency is simply the TEG efficiency for

Θ/2. From Eqs. (20.20) and (20.21), one can calculate the maximum electrical

energy per unit mass of heat storage material available from a TEG. Indicative

simulation results are plotted in Figure 20.4 as a function of ambient temperature

variation, for different TEG figures of merit, usingL∕m = 334 kJ kg−1 and C∕m =
4.2 kJ K−1kg−1, where m is the PCM mass. Water was chosen as the PCM because

its heat storage properties are superior to other heat storage materials, which are

typically salt-based or organic solutions.

20.5

Design Considerations

In this section, the static and the dynamic thermoelectric harvesting design rules

as introduced in [13] are summarized.

For designing a static harvester, and using commercially available heat sinks,

an equation that relates the temperature difference obtained on the thermoelec-

tric module in comparison with the temperature applied on system with thermal

resistance and the figure of merit is written as [15]

ΔTTEG

ΔT
=

ℜTEG

2
(

1 + Z
(Th+Tc)

2

)
(ℜh +ℜc)

. (20.22)
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Table 20.2 Thermal resistance values for different convection types.

Convection type Thermal resistance (WK−1)

Complexity ↓ Natural 0.5 … 2.0 ↑ Thermal resistance

Forced 0.02 … 0.5

Liquid 0.005 … 0.02

These thermal resistances reflect the values that can be achieved by heat sinking structures and

should be taken into account when designing a static harvester [15].

The factor 2 in the equation above shows the limit of what can be achieved with

commercially available thermoelectric modules [12]. The thermal resistance val-

ues of commercially available heat exchangers depending on the convection type

are provided in Table 20.2.

In order to design a dynamic thermoelectric harvesting device for a particular

application, a number of key parameters must be considered. The nature of the

application will determine the characteristics of the temperature cycle, such as

the temperature range, rate of change, and cycle period.

To select a PCM, phase change within the available temperature range must be

ensured. Maximum heat capacity cp and latent heat with an abrupt phase change

are desirable. High thermal conductivity k is required to minimize temperature

gradients within the PCM. Additives to enhance k or thermal bridge structures

may be used for k enhancement.

The HSU structure must provide good thermal contact between the PCM

and the TEG while providing good thermal insulation at non-TEG heat paths.

Minimization of the HSU surface area that is not covered by TEGs and the

use of highly insulating materials such as polyurethane foam or polystyrene

are required. Depending on the temperature profile of a particular applica-

tion, control of supercooling and nonuniform phase changes may also be

desirable.

Lastly, a TEG with high thermal resistance is desirable in order to increase

the thermal time constant of the system and delay heat flow, such that the

maximum possible ΔT is achieved. This is also important for minimization

of ΔT loss in the PCM. As is explained in detail in Section 20.7, this is in

contrast to the static thermoelectric harvesting case where heat resistance

matching is required for maximum power harvesting. However, the thermal

resistance of the TEG should be substantially smaller than that of the insu-

lation used to minimize the heat leakage and also small enough to ensure a

complete phase change cycle within the application-given temperature cycle

period. These considerations are important for both the choice of materials

and the design of geometry of a dynamic thermoelectric harvester. The desir-

able characteristics of each constituent part of the device are summarized in

Table 20.3.
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Table 20.3 Desirable characteristics used to design a heat storage thermoelectric harvester.

Phase change

material

Heat storage

unit

Thermo-electric

generator

High heat capacity cp Low thermal resistance

of PCM–TEG interface

High efficiency at low

ΔT

D
es

ir
ab

le
ch

ar
ac

te
ri

st
ic

s

High latent heat EPC Low thermal resistance

insulation

kTEG≪ kPCM,

kHeat Contacts

Phase change within

temperature range

Low insulation area to

TEG area ratio

kTEG≫ kHSU insulation

High thermal

conductivity

Thermal bridge for

kPCM enhancement

kTEG small, to maximize

TPCM delay

Minimized

supercooling

kTEG high enough for

full phase change

In this table, k generally represents thermal conductivity.

20.6

Applications

Thermoelectric energy harvesting has shown great potential on different applica-

tion scenarios. Depending on the environmental conditions, heat dissipation, and

sensor requirements, the static or the dynamic energy harvesting approach can

be applied in order to build energy autonomous sensor systems. In this section,

three different implementations are discussed: a static thermoelectric harvester

for aircraft seat sensors, the first dynamic thermoelectric harvesting prototype,

and a recently reported dynamic device designed for powering aircraft structural

monitoring sensor nodes.

20.6.1

Static Thermoelectric Harvester for Aircraft Seat Sensors

In this application, wireless monitoring of aircraft seats is desirable, mostly for

acquisition of seat state information such as occupancy, tray position, and seat-

belt status [16]. The heat dissipation from the human body (around 100 W in total

[17]) is used as the power source. The equilibrium body-to-seat temperature dif-

ference achieved is around 6 K. By matching the heat sink thermal resistance to

that of the TEG, a steady-state temperature difference of 3 K across a 10× 10 mm

TEG with a thermal resistance of around 20 K W−1 was achieved. The TEG was a

Eureca TEG1-9.1-9.9-0.8/200. An electrical power output of 0.17 mW was demon-

strated, and six such devices were used to achieve the 1 mW goal of the sensor

application scenario. A custom power management unit was used for regulating

the output voltage at 2.7 or 3.3 V from an input voltage of 0.2–0.5 V, in order

to operate the microcontroller (MSP430), the radio frequency (RF) transceiver

(Texas Instruments CC2420), and the sensors (a belt sensor, a tray sensor, and
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(a) (b)

Figure 20.5 Infrared image (a) and installed demonstrator (b) of a static thermoelectric

harvester for aircraft seat sensors [16].

right up position of the passenger seat sensor). An infrared image and the installed

system are shown in Figure 20.5. Further information for this implementation may

be found in Ref. [16]. Different sensors can be powered by energy harvesting and

an overall profit on the aviation infrastructure could be established.

20.6.2

The Dynamic Thermoelectric Harvesting Prototype

A dynamic thermoelectric harvester prototype was developed by EADS Innova-

tion Works in 2009 [18]. This prototype consisted of a hemispherical stainless steel

HSU with an internal thermal bridge, water as the PCM, and four EURECA TEG1-

9.1-9.9-0.2_200 TEGs. A schematic and image of this implementation are shown

in Figure 20.6. A polyurethane layer was used for thermal insulation. A total out-

put energy of 35 J from an outside temperature sweep corresponding to a typical

flight, using 10 ml of PCM, was achieved. This device was tested under real flight

conditions and for various flight cases demonstrating energy outputs up to 24 J

[19]. More information regarding this implementation can be found in Refs. [18,

19]. This prototype was used to power up a wireless sensor node for more than

5 h, and different sensors ranging from temperature to strain gage can be adapted

and installed in harsh environments.

20.6.3

Heat Storage Thermoelectric Harvester for Aircraft Strain Sensors

The implementation presented in Refs. [13] was based on an aluminum HSU

with 23 g of water as PCM and a 2 mm thick polystyrene thermal insulation layer.
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Figure 20.6 A schematic of the EADS 2008 dynamic harvester implementation from con-

cept to prototype [9].

The outer dimensions of the metal container were 60 mm× 30 mm× 30 mm with

2 mm thick walls and the container included two internal thermal bridges. Its

mass was 65 g with an internal volume of 30 cm3. Two Marlow TG12-2-5 TEGs

were used, each measuring 30 mm× 34 mm× 4 mm, and the thermal resistance

was 3.6 K W−1. The figure of merit ZT and series resistance of each TEG were

0.72 and 5Ω (±10%), respectively. The main design benefit of this implemen-

tation is the quality of insulation as it does not have heat bridges between

the interior and the exterior other than TEGs, and the extruded polystyrene

has an extremely low thermal conductivity (0.03 W m−1 K−1). Photographs

of the container and the assembled device are shown in Figure 20.7. Output

energy of 105 J into a 10Ω matched resistive load was demonstrated from a

temperature sweep from +20 ∘C to −21 ∘C, and then to +25 ∘C. Indicative

output power results are shown in Figure 20.8. This corresponds to an energy-

to-PCM volume density of 4.6 J ml−1 and an energy-to-overall volume density

of 1.3 J ml−1. Flight tests have been scheduled by Airbus for a strain sensor

system powered by this implementation. A photograph of the device is shown in

Figure 20.7 [14].

TEGs

TEGsInsulation

Al container

Thermal

bridges

30 mm 

34 mm 

64 m
m

 60
 m

m
 

3
0
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m
 

(a)

Thermal

contact

Power

management

Energy

storage
Sensor and

wireless electronics

(b)

Heat

storage

unit

Figure 20.7 (a) Photographs of the Impe-

rial 2014 dynamic harvester implementation.

Left: metal container with lid removed, show-

ing two thermal bridges. Right: assembled

generator. The metal container is partially

raised for visibility. (b) Photograph of the

sensor node (unboxed) [14].
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Figure 20.8 Instantaneous electrical power output and energy of the Imperial 2014 device

shown in Figure 20.7.

20.6.4

Outlook

While the three application cases described in Section 20.5 are indicative, other

implementations have also been reported, such as the dynamic harvester imple-

mentation of Baily et al. [20] intended for aircraft strain sensors. The reported

prototype demonstrated an output energy of 34 J from a typical flight tempera-

ture cycle. A comparative summary of the reported dynamic energy harvesting

devices is presented in Table 20.4.

Overall, both static and dynamic thermoelectric harvesting appear to be

promising options for powering aircraft sensors. The choice between operation

Table 20.4 Overview of dynamic thermoelectric harvesting device implementations.

Organization/

year

Size (ml) TEG Energy

(J)

Energy density

(J ml−1) (PCM)

Energy density

(J ml−1) (device)

Comments

EADS/2008

[18]

24 plus

insulation

4× Eureca

TEG1-9.1-

9.9-0.8/200

35 3.5 1.5 (no

insulation)

Flight tested

LAAS-

CNRS/2008

[20]

— Micropelt

MPGD602

34 2.8 — —

Imperial/

2014 [21]

78 2× Marlow

TG12-2-5

105 4.6 1.3 Flight tests

scheduled
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Table 20.5 Physical properties of the most used phase change materials for thermoelectric

applications.

Material name Physical properties

Tm
(∘C)

C
p

(kJ kg−1

K−1)

k

(Wm−1

K−1)

𝝆

(kgm−13)

𝚫H
(kJ kg−1)

Water (solid) 0 4.2 2.18 917 334

Water (liquid) 2 0.58 1000

PCM inorganic E-11 (PCM products) −11.6 3.55 0.57 1090 301

E-15 (PCM products) −15 3.87 0.53 1060 303

E-19 (PCM products) −18.7 3.29 0.58 1125 282

H120 (PCM products) 120 1.51 0.506 2220 120

H355 (PCM products) 353 1.52 0.556 2060 230

PCM organic RT10-HCG (Rubitherm) +10 to +9 2 >0.2 770 152

RT10-HC (Rubitherm) +10 to +4 2 0.2 770 195

RT-9-HCG (Rubitherm) −9 to −10 2 >0.2 770 260

A118 (PCM products) 118 2.7 nd 1450 340

In brackets the manufacturer of each PCM is given. On the “normal” temperature range (−50 to

80 ∘C) water has one of the best thermal properties.

principles and among designs depends on the sensor location, size and instal-

lation restrictions, and power requirements. In parallel with the considerable

research on modern thermoelectric devices, such as super-lattice-based devices,

current research efforts focus on the identification of application scenarios and

associated locations. In addition, different PCM materials (salt-based, organic,

eutectic, etc.) are considered in order to expand the applicability of applications

[14]. Table 20.5 shows a selection of the commercially available PCMs and their

thermal properties.

Finally, the use of multiple PCMs to improve the operational continuity of

dynamic harvesting has been investigated [22]. Owing to a large variety of

advancement potentials of the devices reviewed here, the development of a

device – application combination assessment tool is desirable, to be used as a

compass tool toward future implementations. In this direction, a set of design

rules have been proposed in [13] and are outlined in the next section.

The performance of a thermoelectric energy harvesting device hinges, more

than on anything else, on the efficiency of the TEG used. Current state-of-the-art

TEGs only provide a very small efficiency margin (2–5%), which in turn lim-

its the overall efficiency of the device to ≈0.5%. Performance figures are even

worse for smaller device sizes or small ΔTs. It becomes obvious that more effi-

cient and scalable TEGs are crucial for challenging thermoelectric energy harvest-

ing applications, not only in aircraft but potentially in other application sectors

as well.



432 20 Thermoelectric Energy Harvesting in Aircraft

20.7

Conclusions

The development of reliable and adaptable energy harvesting solutions is critical

for the success of autonomous wireless senor nodes. A successful example can be

found in dynamic thermoelectric harvesting sensors, which have recently been

demonstrated in real flight environments, showing that harvesting can provide

enough energy to power sensors and wireless transceivers for an adequate period

of time [19].

In comparison with conventional, also referred to in this chapter as static, ther-

moelectric harvesters, optimization of performance has a critical difference. As

discussed in Section 20.4.2, in cases where a TEG is used to exploit a local tem-

perature difference directly, the energy source can typically be approximated as a

limitless supply of heat at constant temperature, with the input temperature to the

TEG affected only by the finite thermal conductance of the source structure, and

not by the loss of energy through the TEG. Consequently, maximization of energy

output requires maximization of the product of heat flow and TEG efficiency as

shown in Figure 20.9a. Taking into consideration the approximately linear vari-

ation of 𝜂TEG with ΔT , simple calculations show that the thermal resistance of

Structure

(b)

(a)

RCONTACTS

RTEG = RCONTACTS

RTEG

Lumped element model Features

ΔT: Constant
ΔT source

ΔT source

Thermal contact

Thermal contact

TEG
ΔT Q: Practically Infinite

Optimization: max Q •  η ~ Q •  ΔTTEG

Q

RCONTACTS

RTEG = max

RTEG

ΔT: VaryingThermal contact

Thermal contact

Heat storage unit

TEG

Environment

ΔT Q: Limited by HSU capacity

Optimization: max η ~ ΔTTEG

Q

Figure 20.9 (a) Direct thermoelectric harvesting. Heat availability is practically unlimited

and optimum operation requires thermal resistance matching. (b) Architecture of heat stor-

age thermoelectric harvesting. Maximum thermal resistance is required.
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the TEG should match that of the rest of the thermal path between the high-

temperature source and the ambient. This is why optimum operation in direct

thermoelectric harvesters occurs when the temperature difference across the TEG

is ΔT/2, in analogy with load matching in electrical power transfer.

On the contrary, in heat storage thermoelectric harvesting, the total available

heat energy is limited, and hence maximization of conversion efficiency, rather

than output power, is required. By virtue of that, a TEG with as large a thermal

resistance as possible is desirable. An electrical analogy of this effect can be found

in the discharge of a capacitor into a resistive load, through its own series resis-

tance, as shown in Figure 20.9b. As opposed to the case of power transfer from

a voltage source where resistance matching is required, in the case of a capacitor

discharge, maximization of the load resistance is required.

The theoretical background, design considerations, and implemented proto-

types illustrate the great potential of thermoelectric energy harvesting deployed

in aircraft wireless sensor networks. Harsh environments or difficult-to-access

areas can be monitored using thermoelectric harvesters as supply sources. These

sources may reduce maintenance costs, weight, and hence reduce fuel consump-

tion, and finally operational costs.
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21

Powering Pacemakers with Heartbeat Vibrations

M. Amin Karami and Daniel J. Inman

21.1

Introduction

One of the applications of energy harvesters is powering implantable biomedi-

cal devices. Romero et al. [1] performed a detailed survey on energy harvest-

ing devices designed for this purpose. The majority of vibrational energy har-

vesters that extract energy from human motion are attached to the limbs. Arms

and legs have a large range of motion and therefore provide abundant vibrational

energy. However, it is not feasible to connect a biomedical device inside the torso

to an energy harvester in arms or legs. If the biomedical device is intended to be

implanted in the torso, it is preferred to include the energy harvesting device in

the same package. The amount of vibrations inside the torso is limited. The human

motion gait is in a way that keeps the torso steady. Human locomotion, therefore,

does not induce significant vibrations inside the torso. There are three configu-

rations for in vivo energy harvesting devices that can be used inside the torso.

Microbial fuel cells use the oxidation of glucose for generating power [2–4]. For

more information on microbial fuel cells, refer to Chapter 7. The second method

is by harvesting energy from expansions of artery by wrapping a piezoelectric film

around them [5]. The third solution is by printing piezoelectric ribbons onto rub-

ber [6] and using the expansion of the lungs in respiration. We use the vibrations

inside the chest area to power pacemakers and implantable cardioverter defib-

rillators (ICDs). Because pacemakers are implanted inside the chest area (typi-

cally below the collar bone), energy harvesters should use the energy inside the

torso. The most significant vibrations inside the chest area are those caused by

heartbeats. We investigate recharging power-efficient pacemakers with heartbeat-

induced vibrations.

The power requirement of pacemakers has significantly reduced over the past

years and 1 μW is assumed a safe upper estimate of the required power of modern

pacemakers [7]. Currently, more than 60% of the volume of pacemakers is dedi-

cated to the battery. Still patients have to go through a surgical operation every

Micro Energy Harvesting, First Edition. Edited by Danick Briand, Eric Yeatman and Shad Roundy.
© 2015 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2015 by Wiley-VCH Verlag GmbH & Co. KGaA.
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5–12 years to replace the batteries of their pacemakers [8]. Here, we introduce

linear and nonlinear energy harvesters that can constantly recharge the battery of

a pacemaker and significantly extend its lifetime.

Piezoelectric transduction was tried in the past for development of power

sources for implantable medical devices [9–11]. The proposed devices were

significantly less efficient than modern energy harvesters. As a result, to provide

the required power, they suggested very intrusive approaches that were not

acceptable.

This chapter starts with specifying the power expectations from a heartbeat

harvester. The target maximum size of the harvester is also identified. Heartbeat-

induced oscillations in the chest area are extracted from ultrasonic measurements

in the literature and animal tests. The feasibility of using linear energy harvesting

technologies at regular and microscales is investigated next. To increase the

frequency bandwidth of the energy harvester and to reduce its sensitivity to heart

rate, nonlinear energy harvesting devices are investigated. Both monostable and

bistable energy harvesting technologies have been used. The performance of

bistable energy harvesters is compared against monostable and linear designs.

The modeling results have been verified with in vitro experiments. The device is

subjected to vibration waveforms measured during the animal tests. The relation

between the power generation and the location of the device and the relation

between power output and heart rate have been experimentally investigated.

21.2

Design Specifications

In this section, the acceptable size of the vibrational energy harvester and the

power output requirement of the pacemaker are identified. It is desirable to have

an energy harvester that is smaller than the battery of the current pacemakers. If

such a vibrational energy harvester is realized, we succeed in both reducing the

size of the pacemaker and significantly extending its lifetime. Currently, the size

of a typical pacemaker is about 42 mm by 51 mm by 6 mm [12]. Typically, the bat-

tery takes about two-thirds of the size of the pacemaker. We target at reducing the

power source area by 50% and therefore set the maximum size of the vibrational

energy harvester as 27 mm by 27 mm by 6 mm.

Ohm and Danilovic [7] performed an extensive survey on changes in power con-

sumption of pacemakers from 1965 to 1995. They stated that power requirement

for pacemakers in 1995 was already below 1 μW. Although the power demand

should have significantly reduced since 1995, we take a conservative estimate and

assume that the power consumption of pacemakers is still 1 μW.

The choice of biocompatible materials can be a major issue in designing biomed-

ical devices. The most commonly used piezoelectric materials (PZT) are com-

posed of lead, which is toxic. Fortunately, the packaging of conventional pace-

makers removes the need for using biocompatible materials for the energy har-

vesters. The batteries and circuits of pacemakers are encapsulated in a titanium
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case. Titanium is a biocompatible material. The sealed casing ensures that there

is no contact between the interior of the body and the pacemaker batteries or cir-

cuits. We plan to place the pacemaker inside the same titanium casing. It must be

mentioned that the batteries currently used for pacemakers are lithium ion bat-

teries [12]. Lithium is a toxic material, but it is incorporated due to the casing of

the pacemakers.

21.3

Estimation of Heartbeat Oscillations

An energy harvester must not impede the heart beat. Attaching the energy har-

vester unit to the exterior of the heart mass loads the heart and is therefore unac-

ceptable. The energy harvester should instead be placed in the vicinity of the heart.

To get an initial estimate of the heartbeat vibrations, we use the ultrasonic velocity

measurements performed by Kanai et al. [13]. They measure the velocity at two

points on the sides of the interventricular septum (the wall separating the left and

right ventricles of the heart). The interventricular septum is not the most movable

part of the heart. The bottom of the heart is supported by the diaphragm and is

almost fixed. Heartbeat therefore results in significant motion of the top of the

heart (the base) [14]. Since the measurement points in [13] are close to the bot-

tom of the heart, the velocity data is a good average of the motion of the heart

and consecutively the vibration of the part of the body close to the heart area. We

therefore design the energy harvester based on the sample acceleration profile in

[13] (Figure 21.1). In this chapter, the waveform in Ref. [13] is referred to as the

Kanai’s waveform.

To accurately interpret the data presented in Ref. [13], the following steps are

followed. In the first step, the period of the heartbeat is estimated. We consider

the heart velocity profile over approximately six periods. The Fourier transform of

the velocity profile is calculated. The Fourier transform of a periodic signal takes

the form of a Fourier series and has only nonzero values at multiples of the fun-

damental frequency of the signal. The spacing between the dominant peaks in the

Fourier transform of the velocity profile of the six beats accurately identifies the

period of beatings.

The velocity profile over one period is illustrated in Figure 21.1a. The sec-

ond step is to estimate the acceleration profile from the given velocity profile.

To this end, we fit a not-a-knot spline to the velocity data from Ref. [13]

and take the derivative of the resulting spline. This gives a smooth function

representing the acceleration profile of heartbeats (Figure 21.1b). The third

step is to extract the frequency spectrum of heartbeat vibrations. The Fourier

series of the velocity and acceleration profile of heartbeats are illustrated in

Figure 21.1c,d.
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Figure 21.1 Sample acceleration profiles of heart vibrations based on Ref. [13]: time

domain representation of (a) velocity, (b) acceleration profiles and frequency domain repre-

sentation of (c) velocity, and (d) acceleration profiles.

21.4

Linear Energy Harvesters

This section investigates if linear vibrational energy harvesters can be used for

powering pacemakers. Because the size of the energy harvester is relatively small,

we use the unimorph zigzag geometry (Figure 21.2), which was analyzed in Ref.

[15–17]. As illustrated in Figure 21.1d, heartbeat vibrations contain many fre-

quency components. Linear energy harvesters have a small bandwidth. We design

the linear energy harvester to generate energy mostly from the 39 Hz frequency

component of the heartbeat oscillation. This is because the amplitude of the 39 Hz

frequency component is relatively high. In addition, 39 Hz is a relatively high fre-

quency and results in better power production.

We optimize every aspect of the zigzag harvester for better power generation.

The length of the beams is specified by the size constraint. The width of each beam

is 1/10 of its length. The thickness of the piezoelectric layer is prescribed by the

fabrication method and is discussed shortly. For each value of the thickness of the
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Figure 21.2 The zigzag structure.

P1 Pn

Load
Figure 21.3 Electrical connections.

substrate, we optimize the tip mass, the polarity of connecting individual piezo-

electric members (Figure 21.3), and the shunt resistance for maximum power. We

then plot maximum power as a function of substrate thickness and identify the

optimal value for the thickness of the substrate.

For the first linear energy harvesting design, we use the maximum space and

consider zigzag energy harvesters with 27 mm long beams. Brass is chosen as the

substrate material due to its large density and relatively large Young’s modulus.

The piezoelectric layer is attached to the substrate using epoxy (polyepoxide). The

thickness of the commercial PZT-5A ceramics selected for the device is 0.01 inch

(254 μm). The optimization procedure, briefly described above, results in the rela-

tion between the power and the substrate thickness (Figure 21.4a). The maximum

power corresponds to 1700 μm substrate thickness. The power output from such

a structure is calculated to be 1.2 × 10−4(W∕(m2s−4)) × 0.32(m2s−4) = 10μW. The

linear mesoscale device can therefore generate 10 times the power requirement of

a pacemaker if excited at nominal heart rate.

The next step is to investigate whether we can meet the power require-

ment of pacemakers by microscale vibrational energy harvesters. To this end,

the device has to be fabricated using microfabrication techniques. Silicon is



440 21 Powering Pacemakers with Heartbeat Vibrations

500600
0

1

2
x 10−3

P
o

w
e

r 
T

F
 W

 (
m

2
 s

−4
)−1

0

5
x 10−7

P
o

w
e

r 
T

F
 W

 (
m

2
 s

−4
)−1

O
p

ti
m

a
l 
n

u
m

b
e

r 
o

f 
m

e
m

b
e

rs
800 1000 1200 1400 1600 1800 2000 1000 1500 2000 2500

20

30

40

50

60

70

80

90

00 50 100 150 200 250 100 200 300 400
0

100

200

300

400

500

600

700

800

Thickness (μm)(b)Thickness (μm)(a)

Thickness (μm)(d)Thickness (μm)(c)

T
ip

 m
a

s
s
 r

a
ti
o

T
ip

 m
a

s
s
 r

a
ti
o

2

4

6

O
p

ti
m

a
l 
n

u
m

b
e

r 
o

f 
m

e
m

b
e

rs

0

20

Figure 21.4 Optimal power transfer function, number of members, and tip mass/mass of a

single beam ratio for zigzag structures as a function of the thickness of the substrate: (a,b)

mesoscale and (c,d) microscale.

accordingly considered the substrate material. The fundamental difference

between millimeter-scale and micro-electro-mechanical-system (MEMS) energy

harvesters is the thickness of the piezoelectric layer. In MEMS harvesters, the

piezoelectric layer has to be deposited using chemical deposition methods. This

limits the thickness of the piezoelectric layer to only 3 μm [18]. As shown in

Figure 21.4c, the power generation of a 5 mm long MEMS structure is limited

to 4.3 × 10−7(W∕(m2s−4)) × 0.32(m2s−4) = 39 nW. The significant difference

between the power generation of the millimeter scale and MEMS devices is

mainly attributed to the pronounced difference between the thickness of the

piezoelectric layers of the two structures [19, 20]. The case study demonstrates

that deposition-based MEMS piezoelectric energy harvesters are not suitable for

powering pacemakers from heartbeats.
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The millimeter-scale linear energy harvester meets the power requirement of a

pacemaker, but it is very sensitive to the frequency of heart beating vibrations. This

implies that there is an optimal heart rate for power production. If the heart rate

deviates from the nominal value, power generation can drop by orders of magni-

tude. In reality, heart rate varies from moment to moment. In the next sections,

nonlinear energy harvesting designs are investigated. Nonlinear energy harvest-

ing devices are significantly less sensitive to heart rate compared to linear energy

scavengers.

21.5

Monostable Nonlinear Harvesters

The proposed configuration for monostable and bistable nonlinear energy har-

vesting is illustrated in Figure 21.5. The beam is a bimorph and has a brass sub-

strate. The repelling force between the tip magnet and the magnets attached to the

frame opposes the elastic restoring force of the composite beam. The designs are

performed based on analytical models and experimental investigations presented

in [21, 22].

In monostable configuration, the repelling magnetic force is always smaller

than the restoring elastic force of the beam. The study in the previous section

showed the significant advantage of millimeter-scale energy harvesters over the

microscale counterparts. We therefore take advantage of the entire 27 mm by

27 mm area targeted. We assume that the length and the width of the beam

are both 27 mm. We look into using off-the-shelf rare earth magnets for the

nonlinear harvesters. The dimensions of the base and tip magnets are 25.4 mm

Figure 21.5 Nonlinear energy harvesting configuration.
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𝜇b

𝜇a

X

S

Figure 21.6 Schematic of magnetic dipoles.

by 3.18 mm by 3.18 mm. The residual flux densities of the magnets are derived

during optimization.

Optimization of design variables has been performed using two different meth-

ods. The first optimization method uses the perturbation solution of the response

of bistable energy harvesting systems to harmonic base excitations. Although the

perturbation solution is fast, it lacks accuracy. This is because perturbation solu-

tions are specifically valid for harmonic base accelerations. In contrast, excitations

of heartbeat harvesters are not harmonic. The second optimization method is

based on numerical simulation of the response of a monostable harvester to heart-

beat waveforms.

To estimate the magnetic repulsive force between the two magnets, we fol-

low the approach outlined in Ref. [23]. Force calculations are based on magnetic

moment vectors. The magnetic moment vector of each magnet (𝜇) is related to the

residual flux density of the magnet (B), permeability of air (𝜇0), and the volume of

the magnet (V ) as (Figure 21.6)

𝜇 = B

𝜇0

V (21.1)

If r⃗ab denotes the position vector from magnet a to magnet b, the magnetic field

generated between the magnets is

B⃗ab = −
𝜇0

4𝜋
∇⃗(𝜇a.r⃗ab)||r⃗ab||3

(21.2)

where || || denotes the Euclidean norm, the dot is for the inner product, and ∇⃗
stands for the gradient. The magnetic potential energy between the two magnets

is

Um = −B⃗ab.𝜇b = −
𝜇0𝜇a𝜇b

4𝜋

(
x2 − 2s2

(s2 + x2)
5

2

)
(21.3)

The electromagnetic force is derived by differentiation of the magnetic energy

with respect to the x-coordinate:

fx =
∂Um

∂x
=

3𝜇0𝜇a𝜇b

4π

(
x3 − 4s2x

(s2 + x2)
7

2

)
(21.4)
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Since the lateral displacement is small, binomial expansion can be used to sim-

plify Eq. (21.4) to

fx =
𝜇0𝜇a𝜇b

4π

(
−12

s5
x + 45

s7
x3
)

(21.5)

Equation (21.5) gives the linear and nonlinear coefficients of the magnetic force.

In the first optimization approach, we change the design parameters of the

system, estimate the power production based on the perturbation solution in

Ref. [21], and choose the best design configuration that results in the maximum

amount of power. The broadband characteristics of the bistable energy harvester

are used in the following manner. The frequency spectrum of the acceleration

Figure 21.1d shows that the high-power frequency range is between 10 and 40 Hz.

By adjusting the distance between the magnets, the linear resonance frequency

of the structure is tuned to 10 Hz. The type of nonlinearity of the system is

hardening, so that the frequency response function (FRF) starts from linear

resonance frequency but peaks at a higher frequency. We make sure that the FRF

peak occurs above 40 Hz. This approach utilizes the most of the base excitations

energy from 10 to 40 Hz. The extent of nonlinearity of the system depends on the

stiffness of the beam and the strength of the residual magnetic field. For a certain

beam stiffness, if the magnetic field is weak, and we want the linear resonance at

10 Hz, we naturally have to set the magnet gap small to be able to get sufficient

magnetic force. A small magnetic gap corresponds to large nonlinear forces.

This indicates that the smaller the magnetic flux density, the more nonlinear the

system.

The results of the optimization of a monostable harvester with 0.001 inch. thick-

ness of the piezoelectric layer have been illustrated in Figure 21.7. The dynamic

safety factor is calculated from the mode shapes and amplitude of the FRF at 39 Hz.

It can be seen from Figure 21.7a that all of the structures can easily sustain the base

vibrations. The best structure is selected on the basis of the amount of power it

generates from 0.3 m s−2 base accelerations at 39 Hz. This is the best frequency

component of the heartbeat oscillations, which is also considered for the design

of linear systems.

The mechanical and power production FRF of the optimal harvester is illus-

trated in Figure 21.8. The power generation FRF (Figure 21.8b) suggests that the

monostable harvester should generate about 50 μW from heartbeats.

Perturbation solutions cannot be entirely relied on for this specific problem,

because they are based on an unrealistic assumption. In perturbation solutions,

excitations are assumed to be harmonic. Heartbeat vibrations are not harmonic

and have more than one frequency component (Figure 21.1b). Since the system

is nonlinear and the principle of superposition does not hold, we investigate the

response of the system to the actual heartbeat waveform. Exciting the optimal

monostable energy harvester (Figure 21.8) with Kanai’s waveform has a surpris-

ing outcome. The monostable system undergoes a chaotic vibration in response

to the periodic (but not harmonic) heartbeat waveform. The chaotic vibration of

monostable systems in response to harmonic input is possible but very uncom-

mon [24]. The strange attractor of the chaotic motion of the harvester is illustrated
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Figure 21.10 Optimization of a softly nonlinear energy harvesting system: (a) optimal sub-

strate thickness and (b) optimal piezoelectric thickness: circles represent periodic response

and the star represents a chaotic response.

in Figure 21.9a. As the systems perform chaotic vibrations, the power output of

the harvesters varies from cycle to cycle (Figure 21.9b).

Since the response to a heartbeat waveform is fundamentally different from the

response to harmonic excitation, we determine the optimal nonlinear monostable

harvester on the basis of its response to the former. For each value of the thickness

of the piezoelectric layer, we optimize the thickness of the substrate, the residual

magnetic flux density, and the magnetic gap. The relation between the thickness of

the substrate and the piezoelectric layers has been illustrated in Figure 21.10a. The

power output of the harvester is evaluated on the basis of the numerical integra-

tion of the governing equations (Figure 21.10b). If the response of the nonlinear

harvester is periodic, we use a circle to illustrate the power output level. If the

response is chaotic, a star is used in the power curve.
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The power output results (Figure 21.10b) indicate that the nonlinear harvester

can generate about 7 μW. The robustness of the nonlinear harvester to the varia-

tions of heart rate is illustrated in Figure 21.11. For this study, we consider the opti-

mal design determined from Figure 21.10b. The brass substrate is 25 μm thick, and

the thickness of each of its piezoelectric layers is 200 μm. Normalized heart rate is

defined as the ratio of the heart rate to the typical heart rate in Ref. [13]. A normal-

ized heart rate of 10 corresponds to a heart beating 10 times faster than average.

It is demonstrated that a softly nonlinear system maintains the level of output in

response to slow heart rates. If the heart rate gets more than two times faster than

normal, the power rating of the harvester becomes less than the requirement. In

the next section, we overcome this shortcoming by using a bistable energy har-

vester.

21.6

Bistable Harvesters

When the repulsive magnetic force between the tip and base magnets overcomes

the restoring elastic force, the zero deflection position becomes unstable. There

will be two equilibriums for the deflection of the beam on the two sides of the

center. The studies in Refs. [21, 22] revealed that the power generation of bistable

energy harvesters can be orders of magnitude larger than that of monostable

harvesters. In Ref. [21, 22], the inputs to the shaker were assumed harmonic.

Heartbeat oscillations are periodic but are not harmonic. We saw that this

difference fundamentally changed the response of the monostable system. This

section examines the nature of response of the bistable system to heartbeat

oscillations and also investigates if the bistable configuration has a larger power

output compared to the monostable arrangement.

The type of response of the nonlinear energy harvesting systems depends on

the form of base excitations. A case study is examined to reveal the qualitative
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differences between the response of the nonlinear bistable energy harvester to

harmonic excitations and its response to heartbeat waveforms. The substrate in

the case study is 25 μm thick, and the thickness of the piezoelectric layers is 50 μm

each. In this case study, we subject the nonlinear bistable energy harvester to dif-

ferent levels of base excitations. The trend observed in Refs. [21, 22] was that

low-intensity excitations induced small-amplitude periodic vibrations, medium-

level base oscillations gave rise to chaotic motion, and large excitations resulted

in large limit cycle oscillations of the nonlinear energy harvester. We subject the

nonlinear bistable energy harvester to base excitations of 1/10, 1, and 10 times the

intensity of typical heartbeat vibrations.

If the amplitude of the excitation is only 1/10 of the typical heartbeat vibrations,

the bistable system performs small-amplitude periodic motion (Figure 21.12a).

This is qualitatively similar to the response of the system to harmonic oscillations.

If the bistable harvester is excited by heartbeat waveforms, it displays intra-well

chaos (Figure 21.12b). The main distinction between intra-well chaos and ordinary

chaos in Duffing systems is that in the former the tip stays in the vicinity of one of

the equilibriums. Although this performance has been observed in the response

of bistable harvesters to harmonic inputs [23], its occurrence for harmonic base

excitations is a rare phenomenon. In contrast, when base excitations have the form

of heartbeat accelerations, intra-well chaos commonly occurs. Extreme heartbeats

(i.e., those 10 times more intense than normal beats) induce chaotic motion of the

energy harvester (Figure 21.12c,d). Poincaré maps show that in this situation the

tip of the energy harvester travels between the two equilibriums. The shape of the

strange attractor is different from the form of the strange attractor of the harvester

in response to harmonic motion. At the first glance, it appears that the Poincaré

map resembles many concentric quasi periodic orbits. However, as we plot fewer

number of points in the Poincaré map it becomes clear that the motion is in fact

chaotic. No matter how large the base excitations are, the response of the energy

harvesters never gets organized into limit cycle oscillations. This is qualitatively

distinct from the response of the system to periodic excitations.

The optimal design parameters are identified through numerical simulations.

The size of the piezoelectric beam is assumed to be the maximum targeted size

(27 mm× 27 mm). The piezoelectric beam is assumed to have a bimorph config-

uration. The substrate is selected out of brass to have a large density. PZT-5A is

selected as the piezoelectric material. The thickness of the substrate is assumed

to be 100 μm. The piezoelectric thickness is varied, and in the end the thickness

that corresponds to the most amount of power is selected as optimal. For each of

the piezoelectric thicknesses considered, the magnetic gap is adjusted. The energy

harvester is tuned to heart beat excitations by adjusting the distance between

the tip and the base magnets. The adjustment is done such that the fundamen-

tal frequency of the bistable harvester matches the heart rate. The fundamental

frequency, 𝜔0, equals
√
−k, where k is the negative linear restoring coefficient.

The shunt resistance matches with the capacitive impedance of the piezoelectric

layer.
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Figure 21.12 Poincaré maps of a bistable harvester in response to different levels of heart-

beat oscillations: (a) 1/10 of normal heartbeat intensity, (b) normal heartbeat intensity, (c) 10

times heartbeat intensity, and (d) 10 times heartbeat intensity scarce Poincaré map.

To evaluate the power, we run the system for numerous periods and allow it to

reach steady state. Steady state vibrations can be periodic or chaotic. The power

output is averaged over a few excitation periods to give the power metric. If the

oscillations of the energy harvesting system are periodic, we use a circle to illus-

trate the power in graphs. If the response of the system to heartbeat excitations is

chaotic, we represent the power output by a star in the power plots.

Figure 21.13a,b illustrates the variation of the power output with the thickness

of the piezoelectric layer. It also shows that a nonlinear hybrid energy harvester

with 80 μm piezoelectric thickness can generate about 8 μW from heartbeat oscil-

lations. This amount of power is about eight times the power requirement of pace-

makers. The frequency robustness of the harvester was examined in two different

ways. In the first method, we examine the response of different designs to the typi-

cal heartbeat. In addition to the optimal design, where the fundamental frequency

(𝜔0) matches the heart rate, we look into “undertuned” and “overtuned” devices.

The fundamental frequency of an undertuned design is tuned to half of the heart

rate, while the fundamental frequency of an overtuned device is set to 40 times
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Figure 21.13 Power output of a nonlinear bistable energy harvester: (a,b) system designed

for regular heartbeats, (c) system designed for half frequency, and (d) system designed for

40 times regular beating frequency.

the heart rate. Figure 21.13c,d illustrates that the power generation of mistuned

devices is close to that of the optimally tuned device. This suggests high robustness

of the proposed device to variations in heart rate.

The second method to investigate the frequency sensitivity of the bistable hybrid

device is to examine the relation between the power output of the optimal design

from Figure 21.13b and the heart rate. Figure 21.14 illustrates that although both

the type of vibrations and the output power change with the heart rate, the bistable

energy harvester always generates more than 3 μW of power. It must be mentioned

that the heart rate range considered is immense. It includes variations of heart rate

from 7 to 700 beats per min. The performance of the harvester is satisfactory over

the entire range of heart rate. In comparison with the monostable harvester, the

bistable energy harvester generates more power. This is in spite of the fact that

the thickness of the PZT layers in bistable harvesters is one half of that in monos-

table harvesters. Bistable harvesters are also more robust to variations of heart

rate.
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21.7

Experimental Investigations

To verify our predictions, we first measured heartbeat-induced vibrations through

animal studies. We then fabricated a prototype of the optimized energy harvester

and subjected the prototype to vibration waveforms from animal tests and mea-

sured the power output.

21.8

Heart Motion Characterization

Two pigs and one sheep were examined (Figure 21.15). Animal tests were done at

the Extracorporeal Life Support Research Laboratory at University of Michigan.

The animals were used for research on artificial organs and heart pressure sen-

sors, and they were to be sacrificed. Before each animal was sacrificed, we got the

opportunity to measure the vibrations inside the chest area of each animal. Dur-

ing the examination, the chest area was opened and the heart was exposed. To

measure the intrathoracic vibrations, we used a Polytec® laser Doppler vibrom-

eter (LDV). The LDV uses a visible low-power laser (similar to the beam in laser

pointers) to measure the velocity of a moving surface (Figure 21.16). The method

is a noncontact method, so it does not interfere with the motion of the organs. In

this chapter, we present the results from one of the pigs. The vibration samples

were taken from the apex of the heart, the base of the heart, the lung, and at one

point beneath the diaphragm on the liver.

Using the LDV during each motion sample, we measured and saved the

velocity and displacement of the heart surface over approximately 10 s. To

study the variations of heart motion with the heart rate, the pig’s heart rate was
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Figure 21.15 Animal tests.

Figure 21.16 Heartbeat vibration measurements.

changed by a single injection of epinephrine. As illustrated in Figure 21.17a, the

epinephrine injection occurs between motion samples 20 and 21. The heart rate

almost instantly rises from 112 to 142 bpm and then gradually drops over time.

Figure 21.17b illustrates that both root mean square (rms) heart apex velocity and

apex acceleration increase with the injection of epinephrine and then gradually

decay. The rms heart velocity and rms heart acceleration have been calculated

over the entire 10 s measurement period. Figure 21.17c shows that both apex

velocity and acceleration increase with heart rate, but the relation is not one to

one. At the same heart rate, the heart contractility is larger before injection of the

epinephrine compared to after the injection. The heart could have become “tired”

during the fast beating period, or the health of the animal could have deteriorated

due to bleeding and having its chest area open for the duration.

Besides the amplitude of the heart motion, the waveforms of the heart vibra-

tions are studied. To this end, the apex velocity waveforms are normalized to have

the same rms value as the Kanai’s waveform. The waveforms are compared to

the Kanai’s waveform because the Kanai measurement location is closest to the

apex. The figure depicts the velocity waveform before the injection of epinephrine
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Figure 21.17 Apex motions: (a) heart rate at each sample, (b) rms velocity and acceleration

of the apex, and (c) relation between velocity and acceleration and the heart rate.

(Figure 21.18a), immediately after the injection (Figure 21.18b), and long after the

injection when the effects of epinephrine have subsided (Figure 21.18c).

Our LDV measurements of the heart-induced vibrations at the base of the heart,

at liver closest to the diaphragm, and at the lung closest to the base of the heart

are summarized in Table 21.1. The best location in terms of the strength of the

vibrations is the base of the heart, followed by the lung. The vibrations at the liver

are very small because the diaphragm acts as a barrier and blocks the transmis-

sion of heart vibrations. The waveforms of the velocity of the tissue at the base of

the heart, the lung, and the liver are depicted in Figure 21.19. In all of the plots in

Figure 21.19, the waveforms have been scaled to have the same rms as the Kanai’s

waveform. It can be seen that sharp features are present more in the velocity wave-

form of the base of the heart than in the waveform at the lung and over the liver.

This is expected because the tissues act as low-pass vibration filters. This low-pass

filtering reduces the strength of the acceleration waveform the farther we get from

the heart.
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Figure 21.18 Apex motion waveforms: (a) sample 5, (b) sample 23, and (c) sample 36: the

dotted line is Kanai’s waveform and the solid blue line is the normalized velocity waveform.

Table 21.1 LDV measurements.

Location of the measurement rms velocity (m s) rms acceleration (m s−2) Heart rate (bpm)

Base of the heart 0.02 0.2 112

Lung adjacent to the heart 0.007 0.075 115

Liver 0.003 0.03 113

The energy harvester prototype is half the size of the batteries in ICDs and

is about the same size as the batteries of the pacemakers (Figure 21.20). To

examine how much power the piezoelectric energy harvester (PEH) generates,

we subjected the PEH to the vibration waveforms, measured through the animal

tests. An electromagnetic shaker was used to generate the heartbeat vibrations

(Figure 21.20). To measure the vibration of the beam in the energy harvester, we
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Figure 21.19 Tissue vibration waveforms: (a) base of the heart, (b) lung, and (c)

diaphragm: the dotted line is Kanai’s waveform and the solid blue line is the normalized

velocity waveform.
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Figure 21.20 Comparison of energy harvesting device with (a) an ICD and (b) a defibrilla-

tor.
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Figure 21.21 Shaker, velocity sensor, and power circuits.
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Figure 21.22 Experimentally measured power output of the harvester in response to

vibrations at different points: (a) point on the pig’s thorax and (b) corresponding points on

human chest.

used the LDV. The piezoelectric element was connected to a variable resistor box.

To accurately generate the vibration waveforms, measured in the animal tests,

we used a closed-loop controller for the shaker (Figure 21.21). The shaker accel-

eration is measured by an accelerometer. The closed-loop control assures that

there is almost no difference between the acceleration profile we measured in the

animal tests and the acceleration profiles the energy harvester was subjected to.

The power generated by the PEH in response to vibration waveforms from the

pig thorax has been illustrated in Figure 21.22 [25]. At the normal heart rate, the

device can generate 25 μW if mounted at the base of the heart; the power val-

ues corresponding to other locations are 5.5 μW at apex, 5.4 μW at the lung, and

1.4 μW below the diaphragm.

In the next step, the performance of the PEH was examined over a much larger

range of heart rate. By using the Kanai’s waveform, we simulated heartbeat vibra-

tions at heart rates ranging from 20 to 600 bpm. We used the simulated waveform
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Figure 21.23 Heart rate variation results

based on Kanai’s waveform.

in our experimental setup and measured the vibration output from the energy har-

vester. During the tests, the time axis of the acceleration waveform was scaled to

simulate different heart rates. This means that the rms acceleration is equal for all

heart rates. This is a conservative assumption at higher beats per minute. It was

shown in Figure 21.17 that the heart acceleration increases with the heart rate.

As illustrated in Figure 21.23, the PEH generates 18 μW at normal heart rate.

This is 18 times the estimate for the power requirement of pacemakers in [7]. Even

more impressive is the fact that over the entire range of heart rate considered the

PEH can generate at least twice the estimated power requirement of a pacemaker.

21.9

Conclusions

A feasibility study was conducted on using three different energy harvesting con-

figurations for powering pacemakers from heartbeat vibrations. An approximate

waveform of heartbeat vibrations was extracted based on ultrasonic measure-

ments in the literature. It was shown that millimeter-scale zigzag linear structures

can provide sufficient power to the pacemakers. The power from microscale zigzag

harvesters was not sufficient for the application. Nonlinear monostable harvesters

were designed so that they could meet the power demand. The best performance

was by bistable nonlinear harvesters, which produced large amounts of power and

was also functional over an extra wide range of heart rate.

It was shown that the special form of heartbeat excitations makes the nonlinear

problem distinct from harmonic input cases. The heartbeat waveform is periodic

but not harmonic. The response of nonlinear harvesters to the heartbeat waveform

can be fundamentally different from their response to harmonic oscillations of the

same level. For example, a monostable energy harvesting device became chaotic

when excited by the heartbeat waveform. Harmonic excitations can very rarely

result in the chaotic vibration of a monostable Duffing system.

The vibrations inside the chest area were measured through animal tests. The

chest of two pigs and a sheep were opened, and the motions of the heart and
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the surrounding tissues were measured by an LDV. The vibrations were repro-

duced in the laboratory by a closed-loop shaker. The energy harvester prototype

was mounted on the shaker, and its performance was characterized. At normal

heart rate, the device could generate 25 μW if mounted at the base of the heart;

the power values corresponding to other locations were 5.5 μW at apex, 5.4 μW at

the lung, and 1.4 μW below the diaphragm. In addition, the experiments showed

that the nonlinear piezoelectric energy harvester produces sufficient power if the

human heart rate is between 20 and 700 bpm.
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