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PREFACE

The first edition of this book was published in 1966 and the second in 1979.
Phaselock was an unimaginably exotic subject in 1966, with limited applications
and few practitioners. Now phaselock is a mature subject: myriads of phaselock
loops are ensconced in the world’s electronic devices; numerous applications
include phaselock loops; large numbers of practitioners deal with phaselock. No
other books on phaselock loops existed when the first edition was published, but
more than 20 exist today. Why is a third edition justified at this time?

In 1966, a simple, short introduction to the basics of the subject was needed for
an audience for whom phaselock was strange and new. Today, phaselock loops
are firmly established in the mainstream of electronics engineering. Much new
information on phaselock loops has accumulated over the years, and several topics
once thought important have proved to be ephemeral. Experience has taught me
that certain explanations would be better presented from revised viewpoints.

There is no need for another introductory text; that function is well served
by a number of the books listed in Section 1.3 and probably others as well.
Instead, this book reexamines the traditional phaselock topics in greater depth
than previously. In addition, much new material has been included, some of
it never before published. Examples of additions include revised and expanded
material on transfer functions, two chapters related to phase noise, two chapters
related to digital phaselock loops, a chapter on charge-pump phaselock loops,
expanded material on phase detectors, and a chapter on anomalous phaselocking.

As in the earlier editions, only minimal space has been devoted to circuits. The
book is concerned with underlying principles, which remain valid despite technol-
ogy advances, not with implementations, which change drastically as technology
changes. Several parts of the second edition have been omitted: the chapters on

xvii
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optimization and synchronization, and the mathematical appendix. Formal opti-
mization has not proved to be as important to design as was earlier anticipated;
instead, a designer is much more likely to perform a trade-off among the few
parameters available in a practical phaselock loop. The mathematical appendix
has been omitted on the premise that the level of mathematics presented here
should be comfortable for all electrical engineering graduates. Synchronization
(recovery of carrier and clock from data signals), a major discipline of its own,
was deemed to have grown too large to cover adequately in a book on phaselock
loops. See Section 17.1 for a brief guide to synchronization.

Simulation is another absent topic. Information presented in several chapters
is based on simulations, certain kinds of new data can be gathered only by simu-
lation, and simulation is crucial for design and verification of integrated circuits.
Nonetheless, the book does not tell how to conduct simulations of phaselock
loops. That topic deserves a separate book of its own; it is too extensive to
include here.

Many thousands of articles and books on phaselock have appeared worldwide
over the years, far too many to cite individually. Although many pertinent refer-
ences have been cited in the individual chapters of the book, it is not possible to
discover every valuable publication written on each topic. Nor, after many years
of work on the subject, is it possible always to remember who originated every
technique that is presented. I apologize in advance to anyone who may have been
slighted; the omission is not deliberate.

Several guidelines have been followed in selecting reference citations for each
chapter: The reference is to an original work; wherever possible, the reference
appeared in a public, archival publication; the reference treats lasting principles
rather than transitory details of implementation. A reader will observe a prepon-
derance of citations to IEEE publications and to books published in the United
States. This choice reflects the omnipresence of IEEE publications and also the
contents of my personal library.

I want to thank my many clients over the years who have afforded me the
opportunities to learn so much about such a fascinating subject.

FLOYD M. GARDNER

Palo Alto, California
October 2004



NOTATION

A Amplitude
Bi Bandwidth (Hz) of an input bandpass filter
BL Noise bandwidth (Hz) of a PLL
b Number of bits in a digital word
b Ratio of frequency of a pole to frequency of a zero
f Frequency (Hz)
f Transform variable of Fourier transforms
fc Comparison frequency (Hz) at a phase detector
fck Clock frequency (Hz)
fm Frequency (Hz) of modulation
fs Sampling frequency (Hz),= 1/ts
�f Peak frequency deviation (Hz)
�f Frequency offset (Hz) from a carrier
δf Frequency increment (Hz) in a quantized-tuning oscillator
D Delay (sample intervals)
E(f ) = E(s)|s=j2πf

E(s) Closed-loop error transfer function of a PLL
F(s) Transfer function of a loop filter
FP[x] Fractional part of x

G(s) Open-loop transfer function of a PLL
H(f ) = H(s)|s=j2πf

H(s) Closed-loop system transfer function of a PLL
Im[x] Imaginary part of x

IP[x] Integer part of x

i Subscript denoting “input”
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xx NOTATION

i An integer
Jn(x) Bessel function of the first kind, order n, and argument x

j
√−1

K Loop gain (rad/sec) of a PLL
K ′ Normalized (dimensionless) loop gain,= Kτ2

Kd Gain (V/rad or A/rad) of a phase detector
KDC DC gain (rad/sec) of a PLL
Ki Gain coefficient in analog PLL, i = 1, 2, . . .

Km Gain (V−1) of a multiplier
Ko Gain (rad/sec·V) of a VCO
Kp Gain (V/cycle) of a phase detector = 2πKd

Kv Gain (Hz/V) of a VCO, = Ko/2π

k An integer
L{x} Laplace transform of x

L(f ) Normalized one-sided RF spectrum of a signal
m, M An integer
m(t) Modulation waveshape
N0 One-sided spectrum (V2/Hz) of white noise
n, N An integer
n(t) Noise voltage (V)
nc(t), ns(t) Baseband quadrature components of bandpass noise (V)
o Subscript denoting “output” or “oscillator”
PRF(f ) Spectrum analyzer representation of the one-sided spectral

density of an RF signal
Ps Signal power (W)
p Normalized Laplace variable, = sτ2

Q Quality factor of a resonator
Q Number of quantization levels
Q Division ratio
Re[x] Real part of x

r(t) Received signal
s = σ + jω Transform complex variable of a Laplace transform
SNR Signal-to-noise ratio
SNRL Signal-to-noise ratio in PLL noise bandwidth 2BL

t Time (sec)
ts Sampling interval (sec), = 1/fs

uc[n] Sample-n control input (dimensionless) to an NCO
ud [n] Sample-n output (dimensionless) of a digital

phase detector
Vo Peak output voltage (V) of a VCO
Vs Peak voltage (V) of an input signal
vc(t), Vc(s) VCO control voltage (V)
vd(t), Vd(s) Phase detector output (V)
Wn′(f ) One-sided spectral density (rad2/Hz) of the equivalent noise

out of a phase detector
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Wθno(f ) One-sided spectral density of the VCO phase (rad2/Hz) due to
the noise input to a PLL

WRF(f ) Measured one-sided spectral density (V2/Hz) of an RF signal
Wvo(f ) Theoretical one-sided spectral density (V2/Hz) of an oscillator

output
Wφ(f ) One-sided baseband spectrum (rad2/Hz) of phase noise
z Transform variable of z-transforms

Greek Symbols

α Signal suppression factor (dimensionless) in a limiter
β Modulation index (rad) of angle modulation
γ Crest factor of a signal
ε[n] Sample n of phase (cycles)
ζ Damping factor of a second-order PLL
θ Phase angle (rad)
θa Steady-state phase error (rad) due to frequency-ramp input
θe Phase error (rad) between an input signal and a

VCO, = θi − θo

θi Phase angle (rad) of an input signal
θno Fluctuation of VCO phase (rad) caused by noise
θo VCO phase (rad)
θv Steady-state phase error (static phase error; loop stress) due to

frequency offset
�θ Phase deviation (rad)
�θ Amplitude (rad) of phase step
κ Loop gain (dimensionless) in a digital PLL
κd Gain (rad−1) of a digital phase detector
κi Gain coefficient in a digital PLL, i = 1, 2, . . .

κo Gain (rad) of a NCO
κp Gain (cycle−1) of a digital phase detector, = 2πκd

κv Gain (cycles) of an NCO,= κo/2π

� Rate of change (rad/sec2) of frequency, = dω/dt

ρ Signal-to-noise ratio
σx Standard deviation of x

τ Timing error (sec)
τ Delay (sec)
τi Time constant (sec), i = 1, 2, . . .

τ2 Time constant (sec) of stabilizing zero in a type 2 PLL
φ(t) Phase noise (rad)
ψ Angle (rad) around a unit circle
ψ Normalized frequency (dimensionless), = ωts
ψ(s) Phase (rad) of a transfer function
ψgc Normalized unity-gain crossover frequency ωgcts of open-loop

transfer function of sampled PLL, |G(ejψgc )| = 1
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ω Angular frequency (rad/sec), = 2πf

ωc Comparison frequency (rad/sec) at a phase detector, = 2πfc

ωgc Unity-gain crossover frequency (rad/sec) of open-loop transfer
function, |G(jωgc)| = 1

ωm Modulating frequency (rad/sec)
ωn Natural frequency (rad/sec) of a second-order PLL
ωπ Phase crossover frequency (rad/sec), Arg[G(jωπ)] = −π

�ω Frequency offset or frequency step (rad/sec)
�ωH Hold-in limit (rad/sec) of a PLL
�ωL Lock-in limit (rad/sec) of a PLL
�ωP Pull-in limit (rad/sec) of a PLL



CHAPTER 1

INTRODUCTION

A phaselock loop (PLL) contains three essential elements (Fig. 1.1): (1) a phase
detector (PD), (2) a loop filter (LF), and (3) a voltage-controlled oscillator (VCO).
A phase detector compares the phase of a periodic input signal against the phase
of the VCO signal; the output of the PD is a measure of the phase error between
its two inputs. The error voltage is then filtered by the loop filter, whose control
output is applied to the VCO. Control voltage changes the VCO frequency in a
direction that reduces the phase error between the input signal and the VCO.

When the loop is locked, the control voltage sets the average frequency of the
VCO exactly equal to the average frequency of the input signal. For each cycle
of input there is one and only one cycle of oscillator output. Phaselock does not

PD LF

Input
Signal

Phase
Detector

Loop
Filter

VCO

Alternate symbol
for phase detector

Figure 1.1 Basic phaselock loop.

Phaselock Techniques, Third Edition, by Floyd M. Gardner
Copyright  2005 John Wiley & Sons, Inc.
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2 1. INTRODUCTION

imply zero phase error; steady phase errors and fluctuating phase errors can both
be present. Excessive phase error causes loss of lock.

1.1 SALIENT PROPERTIES OF PLLs

Certain fundamental properties of phaselock loops are outlined here, properties
that arise repeatedly throughout the book.

1.1.1 Bandwidth

Bandwidth is one crucial property; PLLs with a narrow bandwidth are employed
quite differently from PLLs with a wide bandwidth.

Narrow Bandwidth Suppose that the input signal carries information in its
phase or frequency and that the signal is corrupted by additive noise. The task of
a phaselock receiver is to reproduce the original signal adequately while remov-
ing as much of the noise as possible. To reproduce the signal, the receiver makes
use of a local oscillator whose frequency is very close to that expected in the
signal. Waveforms of the local oscillator and incoming signal are compared with
one another in the phase detector. Error output from the PD indicates instan-
taneous phase difference. To suppress noise, the PLL averages the error over
some length of time, and the average is used to set the frequency and phase of
the oscillator.

If the original signal is well behaved (stable in frequency), the local oscillator
will need very little information to be able to track, and that information can
be obtained by averaging for a long period of time, thereby eliminating noise
that could be very large. The input to the PLL is a noisy signal, whereas the
output of the VCO is a cleaned-up version of the input. Therefore, the PLL can
be regarded as a kind of filter that passes signals and rejects noise.

Two important characteristics of the PLL as a filter are that (1) its bandwidth
can be very small and (2) it tracks the signal frequency automatically. These
features, automatic tracking and narrow bandwidth, are the primary reasons for
using phaselock in receivers. A narrow bandwidth is capable of rejecting large
amounts of noise; it is not at all unusual for a PLL to recover a signal that is
deeply embedded in the noise at the input to the PD.

Wide Bandwidth Consider an oscillator with desirable features such as power
output or high frequency but with poor stability of frequency. Its frequency
can be stabilized by phaselocking that oscillator to a reference oscillator of
lesser power, perhaps at a lower frequency but with superior frequency sta-
bility. The PLL acts as an electronic servomechanism to suppress unwanted
frequency or phase fluctuations in the locked oscillator. The PLL should have
fast response—wide bandwidth—to suppress the oscillator fluctuations to the
greatest extent possible.
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1.1.2 Linearity

Every PLL is nonlinear. Tools for analysis of nonlinear systems are exceedingly
cumbersome and provide meager benefits compared to the powerful analytical
tools available for linear systems. Fortunately, most (but not all) PLLs of interest
can be analyzed by linear techniques when in their locked condition. This book
argues throughout that linear methods are sufficient for the bulk of analysis
and initial design of most PLLs. Therefore, linear approximations are employed
wherever feasible.

Several important instances of inescapably nonlinear PLLs are examined in
later chapters. The relative simplicity of linear analysis is vividly emphasized by
the obstacles that are encountered when trying to understand nonlinear operations.

1.2 ORGANIZATION OF THE BOOK

The book is divided into several parts. The first part, consisting of Chapters 2
through 8, explains fundamental principles of PLLs. The second part covers
the elements within a PLL: oscillators (Chapter 9), phase detectors (Chapter 10),
loop filters (Chapter 11), and charge pumps (Chapter 12). Chapters 13 (on digital
PLLs) and 14 (on PLL misbehavior) each stand alone. The last part, Chapters 15
through 17, describes various applications of PLLs.

A word on the explanations that follow: The first introduction of a topic is
usually simplified, if not oversimplified, with little or no regard for rigor or any
warning about complicating factors. Where necessary, complexities are addressed
later, after a reader has had a chance to absorb the fundamentals. The essential
elements of PLLs are not particularly abstruse even though analysis of many
aspects can be formidable. A reader is more likely to be put off by the sheer
mass of detail rather than by finding any single topic impenetrable. A system
as illustrated in Fig. 1.1 initially appears so simple as to be trivial: How can its
treatment fill so many pages? Read the book and find out.

1.3 ANNOTATED BIBLIOGRAPHY

This section lists books, reprint volumes, and journal special issues devoted to
PLLs. Items within a heading are entered chronologically. The items listed cover
mainly the general topic of PLLs; no claim is made for completeness. More
specialized publications are cited in later chapters.

1.3.1 Books

A. J. Viterbi, Principles of Coherent Communications, McGraw-Hill, New York, 1966,
Chaps. 2–4. (An account of the contributions on PLLs by a noted pioneer in the
electronics community.)
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W. C. Lindsey, Synchronization Systems in Communications and Control, Prentice Hall,
Englewood Cliffs, NJ, 1972. (Massive exposition on PLLs in noise. Includes deep
theory of stochastic processes and nonlinear analysis.)

W. C. Lindsey and M. K. Simon, Telecommunication Systems Engineering, Prentice Hall,
Englewood Cliffs NJ, 1973. (High-level presentation of application of PLLs in deep-
space receivers.)

A. Blanchard, Phase-Locked Loops: Application to Coherent Receiver Design, Wiley, New
York, 1976. (Contains data not found elsewhere on the performance of PLL receivers.)

H. Meyr and G. Ascheid, Synchronization in Digital Systems: Phase-, Frequency-Locked
Loops, and Amplitude Control, Wiley, New York, 1990. (A wealth of material, invalu-
able to any serious worker on PLLs.)

D. H. Wolaver, Phase-Locked Loop Circuit Design, Prentice Hall, Englewood Cliffs, NJ,
1991. (A practical introduction to PLLs. Offers numerous shortcut approximations.)

J. Encinas, Phase Locked Loops, Kluwer Academic, Boston, MA, 1993.

P. V. Brennan, Phase-Locked Loops: Principles and Practice, McGraw-Hill, New York,
1996.

J. L. Stensby, Phase-Locked Loops: Theory and Applications, CRC Press, Cleveland, OH,
1997. (Includes coverage not found elsewhere on nonlinear operations.)

W. Egan, Phase-Lock Basics, Wiley, New York, 1998. (Outgrowth of university courses
on PLLs. Affords online access to simulations of PLLs.)

D. R. Stephens, Phase-Locked Loops for Wireless Communications, Kluwer Academic,
Boston, MA, 2001.

R. E. Best, Phase-Locked Loops, 5th ed., McGraw-Hill, New York, 2003. (A popular
introductory text, profusely illustrated, with accompanying software.)

V. F. Kroupa, Phase Lock Loops and Frequency Synthesis, Wiley, Chicester, West Sussex,
England, 2003. (Painstaking tour through the fundamentals.)

N. I. Margaris, Theory of the Non-linear Analog Phase Locked Loop, Springer-Verlag,
Berlin, 2004.

W. H. Tranter, Phase-Locked Loops and Synchronization Systems: A Matlab-Based Sim-
ulation Library, Prentice Hall, Englewood Cliffs, NJ, 2005.

1.3.2 Reprint Volumes

These volumes are collections of selected papers on the general subject of PLLs.
Many of the papers are classic expositions of their subjects. Additional reprint
volumes, covering more specialized areas, are cited in later chapters.

W. C. Lindsey and M. K. Simon, eds., Phase-Locked Loops and Their Applications, IEEE
Press, New York, 1978.

W. C. Lindsey and C. M. Chie, eds., Phase-Locked Loops, IEEE Press, New York, 1986.

B. Razavi, Monolithic Phase-Locked Loops and Clock Recovery Circuits, IEEE Press,
New York, 1996.

B. Razavi, Phase-Locking in High-Performance Systems, IEEE Press, New York, and
Wiley, Hoboken, NJ, 2003.



1.3. ANNOTATED BIBLIOGRAPHY 5

1.3.3 Journal Special Issues

Two entire issues of IEEE journals were devoted to phaselock loops.

W. C. Lindsey and C. M. Chie, guest eds., IEEE Transactions on Communications
COM-30, Oct. 1982.

M. H. Perrott and G.-Y. Wie, guest eds., IEEE Transactions on Circuits and Systems II
50, Nov. 2003.



CHAPTER 2

TRANSFER FUNCTIONS
OF ANALOG PLLs

Although PLLs are inherently and inescapably nonlinear circuits, the main oper-
ations of many can be approximated very well by linear models. A linear model
typically will be applicable if phase error is small, a condition normally attained
when the loop is locked. Most analysis and design of PLLs can be based on the
linear approximations; analysis becomes far more challenging when the linear
approximations fail.

Among the tools of linear analysis, the Laplace and Fourier transforms—and
various concepts derived therefrom—stand out as being particularly valuable.
The related concept of a transfer function, describing a transform-domain rela-
tion between the input and output of a linear circuit, is an extremely powerful tool
for dealing with PLLs. Analytical design of PLLs is carried out almost entirely
through transfer functions. Take heed that only linear circuits have transfer func-
tions; no such property exists for nonlinear circuits.

Transfer functions of analog PLLs are introduced in this chapter and the
next, and transfer functions of digital PLLs are treated in Chapter 4. Results
are employed throughout the rest of the book.

2.1 BASIC TRANSFER FUNCTIONS

In ordinary electrical circuits, a transfer function relates voltages or currents of
the input and output signals. But in a PLL, the input or output variables of
most interest are phases of the signals, not the voltages or currents. The transfer

Phaselock Techniques, Third Edition, by Floyd M. Gardner
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functions considered here relate phase modulation of a signal applied in one
location of the PLL to phase-modulation response in another location in the PLL.

2.1.1 Transfer Functions of Individual Elements

Consider an elementary loop consisting of a phase detector (PD), a loop filter
(LF), and a voltage-controlled oscillator (VCO), as in Fig. 2.1. The phase of the
input signal is denoted θi(t) and phase of the VCO output is denoted θo(t), both
in radians. Assume that the loop is locked and that the phase detector is linear,
so that the PD output voltage is

vd = Kd(θi − θo) (2.1)

where Kd is called the phase-detector gain factor and is measured in units of
volts (or amperes, as applicable) per radian. Define phase error as

θe = θi − θo (2.2)

Error voltage vd(t) is processed by the loop filter, whose purpose is to establish
the dynamic performance of the loop. In addition, noise and high-frequency signal
components often are suppressed by the filter, but that is a secondary function, to
be ignored for now. The transfer function of the filter is denoted by F(s). Filter
output is a control voltage denoted vc(t) that controls the frequency of the VCO.
In the Laplace transform domain, the action of the filter is described by

Vc(s) = F(s)Vd(s) (2.3)

[Notation: Vc(s) = L{vc(t)}, where L{·} indicates a Laplace transform. Similar
relations apply to the other quantities, except that the time- or transform-domain
symbol for a phase variable is indicated solely by its argument, t or s in paren-
theses; that is, θ(s) = L{θ(t)}.]

Phase
Detector

Loop
Filter

vd = Kd (qi − qo)
F(s)

= Kovc 

vc 

dqo

dt

qi

qo

VCO

Figure 2.1 Phaselock loop: basic block diagram.
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Deviation of the VCO from its center frequency is �ω = Kovc in rad/sec,
where Ko is the VCO gain factor and has units of rad/sec·V. Since frequency
is the derivative of phase, the VCO operation may be described as dθo/dt =
Kovc(t). Take Laplace transforms to obtain L{dθo(t)/dt} = sθo(s) = KoVc(s),
whereupon

θo(s) = KoVc(s)

s
(2.4)

where s = σ + jω is the Laplace independent variable. Inasmuch as 1/s is the
Laplace transform of an integration, the phase of the VCO is proportional to the
integral of the control voltage.

2.1.2 Combined Transfer Functions

Transfer functions of the individual elements can be combined to obtain the
overall loop transfer functions needed for analysis and design purposes. The
following combinations are employed in the sequel. The displayed equations
generally apply to all PLLs having the configuration of Fig. 2.1, irrespective of
the details of the loop filter.

ž Open-loop transfer function:

G(s) = θo(s)

θe(s)
= KdKoF (s)

s
(2.5)

ž System transfer function:

H(s) = θo(s)

θi(s)
= G(s)

1 + G(s)
= KdKoF (s)

s + KdKoF (s)
(2.6)

ž Error transfer function:

E(s) = θe(s)

θi(s)
= 1

1 + G(s)
= 1 − H(s) = s

s + KdKoF (s)
(2.7)

[Comments: (1) A PLL cannot run properly in an open-loop condition. The
open-loop transfer function G(s) is obtained as a formal cascade of the transfer
functions of the individual elements. There is no implication that the feedback
loop can be broken physically and the indicated response then measured by any
straightforward means. Nonetheless, the formal open-loop transfer function is a
valuable concept that is used repeatedly in later pages. (2) The system transfer
function also has been called the closed-loop transfer function (e.g., in earlier
editions of this book). But the loop error is also described by a closed-loop
transfer function, so the term closed loop can be ambiguous. The name system
is proposed as a means to avoid the ambiguity.]
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2.1.3 Characteristic Equation

The expression 1 + G(s) = 0 is known as the characteristic equation of the
PLL. The roots of the characteristic equation (those values of s that satisfy the
equation) are the poles of the closed-loop transfer functions. Pole locations are
important properties of a PLL. In most PLLs, the open-loop transfer function can
be put in the form

G(s) = A(s)

B(s)
(2.8)

where A(s) and B(s) are algebraic polynomials in s. Substitute (2.8) into (2.6)
and (2.7) to obtain

H(s) = A(s)

B(s) + A(s)
, E(s) = B(s)

B(s) + A(s)
(2.9)

The polynomial B(s) + A(s) will be called the characteristic polynomial because
it is derived from the characteristic equation and has the same roots. It turns up
repeatedly in the sequel.

2.1.4 Nomenclature, Coefficients, and Units

In the equations above, phase has been indicated by the symbol θ and is measured
in radians. The symbol φ will also be used. Frequency has been indicated by the
symbol ω and is measured in radians per second. But frequency is also commonly
indicated by the symbol f and measured in cycles per second (Hz). Correspond-
ingly, it is sometimes convenient to deal with phase measured in cycles instead
of radians; the symbol ε is used for this purpose. In the telecommunications
industry, units of ε are commonly known as unit intervals (UIs).

Rather than phase, it may be convenient to work with a time difference τ ,
measured in seconds. The relations among θ , ε, τ , and a signal frequency fs =
1/Ts are

ε = τ

Ts

, θ = 2πτfs (2.10)

The quantities Kd and Ko were introduced as the gain coefficients of the phase
detector and the VCO, measured in V/rad and rad/sec·V, respectively. Alternative
definitions are equally valid. For a phase detector, a coefficient Kp could be
employed, defined by the equation

vd = Kp(εi − εo) V (2.11)

where Kp has units of V/cycle. Observe that Kp = 2πKd . Similarly, a coefficient
Kv could be employed for a VCO, defined by the equation

�fo = Kvvc Hz (2.12)
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where Kv has units of Hz/V. Observe that Kv = Ko/2π , whereupon KdKo =
KpKv. Furthermore, observe that Kd and Ko always appear together as a product
in the transfer-function equations (2.5) to (2.7), so that KpKv can be substituted
freely instead, as may be convenient.

Devices may sometimes be specified in strange units, such as mV/degree
for a phase detector. Convert such oddities to one of the standard characteriza-
tions before trying to use the data. [Warning: Be very careful to use consistent
units when working with transfer functions. Mixed units are likely to introduce
mistaken factors of 2π , leading to seriously erroneous results.]

2.2 SECOND-ORDER PLLs

The phaselock literature contains innumerable articles on second-order PLLs.
The vast majority of practical PLLs either are second order (defined below)
or are designed approximately as a second-order loop by neglecting higher-order
effects, at least for initial design. Reasons for this predominance are given in later
chapters. This section introduces a second-order PLL and some of its properties.

2.2.1 Loop Filters

A particular loop-filter transfer function F(s) has to be specified at this juncture.
Figure 2.2 illustrates two loop-filter configurations that lead to a second-order
PLL. Figure 2.2a shows the circuit of an active filter employing a high-gain
DC amplifier. For now, assume that the DC gain is effectively infinite (an easily

R
1

R2 C

(a)

Vd (s) Vc(s)

τ1 = R1C
τ2 = R2C

K1

K2/s
Vc(s)Vd (s)

(b)

Proportional path

Integral path

Figure 2.2 Loop filter for a second-order type 2 PLL: (a) single-path circuit with oper-
ational amplifier; (b) two-path proportional-plus-integral configuration.



2.2. SECOND-ORDER PLLs 11

approximated condition with modern operational amplifiers) so that the equations
of that configuration are given by

τ1 = R1C sec

τ2 = R2C sec
(2.13)

F(s) ≈ − sτ2 + 1

sτ1
= −

(
τ2

τ1
+ 1

sτ1

)

[Comment: Observe the minus sign indicating phase inversion in the active
filter. The minus sign will be neglected in the sequel; just assume that it is
canceled by another minus sign at an unspecified place within the loop to achieve
overall negative feedback, as is essential for a stable feedback loop. Later chapters
show that some kinds of phase detectors allow the loop to find a negative-
feedback operating point automatically, irrespective of any phase inversions in
the individual elements. But you must make certain that the loop is poled correctly
when using other kinds of phase detectors.]

Figure 2.2b shows a proportional-plus-integral (P + I) loop filter. There are
two parallel paths through this filter, in contrast to the single path of the active
filter above. Its transfer-function equation is

F(s) = K1 + K2

s
(2.14)

where K1 is the gain coefficient of the proportional path through the filter and
K2 is the coefficient of the integral path through the filter. The coefficient K1 is
dimensionless but K2 must have dimensions of (time)−1 to make F(s) dimen-
sionless overall. The two configurations are electrically equivalent if K1 = τ2/τ1

and K2 = 1/τ1. Single-path configurations are most widely used in practice, but
two-path configurations can offer substantial implementation and analysis advan-
tages; examples are given in later chapters. Additional configurations for loop
filters are introduced in later pages; these two are by no means the only ones
that might be used.

[Comment: In hindsight, the name loop filter is unfortunate even though
earlier editions of this book disseminated that terminology. Take particular notice
that these examples are not lowpass filters, despite the mistaken designation as
such by some authors. A better name might have been loop controller, a term
used by our control system colleagues. The main purpose of these circuits is
to establish the dynamics of the feedback loop and to deliver a suitable control
signal to the VCO. Any filtering of unwanted signals is a secondary task to be
accomplished by additional components described later. But the name loop filter
has become prevalent and would be difficult to overturn, so the remainder of this
book retains that terminology.]
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2.2.2 Order and Type

Now substitute the loop-filter transfer functions of (2.13) and (2.14) into the basic
system transfer function of (2.6) to obtain

H(s) = KdKo(sτ2 + 1)/τ1

s2 + sKdKoτ2/τ1 + KdKo/τ1
= KdKo(K1s + K2)

s2 + sKdKoK1 + KdKoK2
(2.15)

The denominator polynomial (characteristic polynomial) of this transfer function
is of second degree, so that the PLL is said to be second order. The two roots
of the denominator are the poles of the transfer function, and the root of the
numerator is a zero located at s = −1/τ2 = −K2/K1. The zero is a necessary
feature of the P + I filter configuration; it is essential for loop stability, a topic
addressed in Section 2.3.1.

In past literature (including earlier editions of this book), attention has largely
concentrated on the order of the loop (the degree of the characteristic polynomial).
However, many of the important properties of a loop relate more correctly to
the loop type, not the order. Type —a term borrowed from the control system
community—refers to the number of integrators within the loop. Because the
particular loop considered in this section contains two integrators (one in the
loop filter and the other in the VCO), it is a type 2 PLL in addition to being
second order.

Each integrator contributes one pole to the transfer function, so that the order
can never be less than the type. But additional nonintegrator filtering is often
present, contributing additional poles and increasing the order, with no effect
on the type. Because of the inherent integration in the VCO, a PLL is always
at least type 1. For good reasons explained in Section 5.1.1, type 2 PLLs are
very common. Occasionally, a type 3 PLL will be employed (for further good
reasons), and I once saw a type 4 PLL.

Deliberate additional filtering and unwanted parasitic elements can add multi-
ple nonintegrator poles into the loop, causing the order to be larger than the type.
In sufficiently complicated circuits, you might find 10th- to 12th-order loops that
are only type 1 or type 2.

2.2.3 Loop Parameters

The second-order transfer function (2.15) contains numerous coefficients (gains
and time constants) even though only two poles and one zero are involved. The
transfer function is overdetermined as written; a modified notation makes the
expressions more compact. The transfer function for a second-order type 2 PLL
can be completely specified by just two appropriate loop parameters. Initially,
loop design and analysis are carried out most conveniently in terms of the loop
parameters and, subsequently, are broken down into gains and time constants after
satisfactory parameters have been determined. This section defines two different
sets of parameters that often appear in the PLL literature.
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Natural Frequency and Damping The best known set of parameters for a
second-order PLL consists of the undamped natural frequency ωn rad/sec (usually
just natural frequency) and the dimensionless damping factor ζ . In terms of
the coefficients and time constants of (2.15), these parameters are defined for a
second-order type 2 PLL as

ωn =
√

KdKo

τ1
= √

KdKoK2

ζ = τ2

2

√
KdKo

τ1
= τ2ωn

2
= K1

2

√
KdKo

K2

(2.16)

and the system transfer function reduces to

H(s) = 2ζωns + ω2
n

s2 + 2ζωns + ω2
n

(2.17)

Natural frequency and damping are a convenient description of the properties of
a pole pair and so are well suited for second-order loops. If ζ < 1, the poles
are a complex-conjugate pair; if ζ = 1, the poles are real and coincident; and if
ζ > 1, the poles are real and separate. For ζ < 1, the vector from the origin of
the s-plane to a pole location has length ωn, and the cosine of the angle from
the negative real axis to the vector is ζ , as shown in Fig. 2.3. For ζ ≥ 1, the
geometric mean of the pole locations is equal to ωn, and the ratio of the two pole
locations is given by

2ζ 2 + 2ζ
√

ζ 2 − 1 − 1

Values of ζ typically lie between 0.5 and 2, with 0.707 often a preferred value,
but much larger values—up to 20 or 30—are sometimes needed. Loops with
damping smaller than ∼0.5 have excessive overshoot in their transient responses
and so are dynamically unsatisfactory. Damping factors much larger than ∼1

Figure 2.3 Geometry of a complex pole, illustrating ωn and ζ .
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are ordinarily needed only in special circumstances, one example of which is
described in Section 2.2.4. Values of ωn can take on an extremely wide range of
values, from ∼10−5 to ∼108 rad/sec or more, as requirements may dictate.

Natural frequency and damping are an attractive set of parameters because of
their intuitive physical description and because of their widespread occurrence
in the PLL literature. Strictly speaking, though, they apply only to second-order
loops. An extended definition of ωn is feasible for type 2 loops of higher than
second order (as introduced in Chapter 3), but the concept becomes meaningless
for a first-order PLL or for a PLL of type 3 or larger. Moreover, ωn is often
used as a measure of loop bandwidth in a second-order loop. It is demonstrated
subsequently to be only a mediocre indicator of bandwidth; something better
is needed.

Loop Gain K For the second-order type 2 PLL under consideration, define a
loop gain

K = KdKoK1 = KdKoτ2

τ1
rad/sec (2.18)

which will be recognized as the open-loop gain through the proportional path,
exclusive of the 1/s factor caused by integration in the VCO. A broader definition
of K , applicable to PLLs of other orders and types, is provided in Section 2.3.1.
A second-order loop needs two parameters: K alone does not suffice. One might
choose ζ as the second parameter, or as employed extensively later, τ2 can be
very useful. Any two parameters of a second-order type 2 PLL can be defined
in terms of any other two. Some such relations include

K = 2ζωn, ωn =
√

K

τ2

Kτ2 = 4ζ 2, ζ = 1

2

√
Kτ2

(2.19)

Using K , the parameterized system transfer function of (2.15) becomes

H(s) = K(s + K/4ζ 2)

s2 + Ks + K2/4ζ 2
= K(s + 1/τ2)

s2 + Ks + K/τ2
(2.20)

The corresponding error response is

E(s) = s2

s2 + sK + K2/4ζ 2
= s2

s2 + sK + K/τ2
(2.21)

DC Gain KDC Define the DC gain of the PLL as

KDC =
∣∣∣∣lims→0

sG(s)

∣∣∣∣ = KdKo|F(0)| rad/sec (2.22)
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This definition applies to all orders and types of PLLs. For a type 1 loop, F (0) is
finite, whereas integrators in F(s) make it infinite for loops of type 2 or higher.
The significance of KDC is explained in Section 5.1.1.

2.2.4 Frequency Response

The amplitude responses |H(jω)| and |E(jω)| of second-order type 2 PLLs are
plotted in Figs. 2.4 to 2.7 (amplitude in dB vs. frequency on a log scale) for
several values of damping factor ζ . The frequency scales in Figs. 2.4 and 2.5 are
normalized to natural frequency ωn, whereas the frequency scales in Figs. 2.6
and 2.7 are normalized to loop gain K . Several notable properties of the transfer
functions are discernible from these graphs.

Phase-Filtering Properties Inspection of the amplitude responses reveals
that the system transfer function H(s) performs a lowpass filtering operation
on the phase modulation of the input signal, whereas the error-response transfer
function E(s) performs a highpass filtering operation. These broad categories
of phase-filtering operations hold true for all PLLs. Only specific details differ
among different orders and types. This behavior comes about because the PLL
necessarily has restricted bandwidth. The loop tracks input phase modulation
that is within the loop bandwidth and fails to track phase modulation that is
outside the bandwidth. Thus, input phase modulation within the loop bandwidth
is transferred to the VCO’s phase output, but input phase modulation outside the
loop bandwidth is attenuated. Error response is necessarily complementary: Input
phase modulation within the loop bandwidth is tracked with small error, whereas
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Figure 2.4 Response |H(jω)| for a second-order type 2 PLL. Frequency normalized to
natural frequency ωn.
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Figure 2.6 Response |H(jω)| for a second-order type 2 PLL. Frequency normalized to
loop gain K .

input modulation outside the loop bandwidth is hardly tracked at all, resulting in
almost 100% tracking error.

Asymptotic Response A look at the asymptotes of the frequency responses
|H(jω)| and |E(jω)| is instructive. From (2.20) and (2.21), the asymptotes of a
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Figure 2.7 Response |E(jω)| for a second-order type 2 PLL. Frequency normalized to
loop gain K .

second-order type 2 PLL are expressed as

|H(jω)| ≈



1, ω � K
K

ω
, ω � K

|E(jω)| ≈



ω2

ω2
n

, ω � ωn

1, ω � ωn

(2.23)

Therefore, the high-frequency asymptote of |H(jω)| rolls off at −6 dB/octave,
and the low-frequency asymptote of |E(jω)| rises at +12 dB/octave. These
asymptotes are independent of damping ζ . Different asymptotic slopes of |H(jω)|
are produced in PLLs of different orders, and different slopes of |E(jω)| are
produced in PLLs of different types.

Bandwidth How should bandwidth of a PLL be defined? In fact, there is no
single definition that suffices for all purposes. Some candidates are (1) natural
frequency ωn, (2) loop gain K , (3) noise bandwidth BL, and (4) 3-dB bandwidth
ω3 dB.

Natural frequency is widely used as an indication of bandwidth, but a quick
glance at the lowpass curves of Fig. 2.4 shows that it is not a satisfactory mea-
sure for H(s) because of strong dependence on damping ζ ; a better definition
is needed. However, natural frequency does provide a good indication of the
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corner frequency of the highpass filtering of E(s), illustrated in Fig. 2.5. This
applicability to the highpass response extends to type 2 PLLs of higher order,
but the term natural frequency is meaningless for any PLL that is neither second
order nor type 2.

Figure 2.6 reveals that K is a good indication of the lowpass corner fre-
quency of H(s). Furthermore, K is a good indicator of the lowpass corner for
just about any PLL of any order or type. Section 2.3.1 demonstrates additional
general properties of K that suit it well as a definition of bandwidth. Henceforth,
unless otherwise qualified, use of the term bandwidth, will mean K . Notice,
though, in Fig. 2.7 that K is a poor indicator of the highpass corner frequency
of E(s).

Noise bandwidth BL, defined in Section 6.1.3, is an appropriate measure of
PLL bandwidth if additive white noise is a significant disturbance, although it
is less applicable in low-noise situations, where K might be preferable. The
relations between BL and K are detailed in Chapter 6. This book always fully
describes BL as noise bandwidth.

Ordinary filters are commonly specified in terms of their 3-dB bandwidth.
Bandwidth of phaselock loops could also be so specified, but that is rarely useful.
One could extract 3-dB bandwidths from Figs. 2.4 to 2.7, but there is no apparent
significance to such values. The 3-dB bandwidth of the lowpass |H(jω)| of a
second-order type 2 PLL can be calculated as

ω3 dB = K

(
1

2
+ 1

4ζ 2
+ 1

2

√
1 + 1

ζ 2
+ 1

2ζ 4

)1/2

rad/sec (2.24)

which approaches K for large ζ , as is evident from Fig. 2.6.

Gain Peaking Figures 2.4 to 2.7 exhibit obvious peaking of the response
curves, especially for low values of damping. The highpass responses of |E(jω)|
have peaking only if ζ <

√
0.5 ≈ 0.707 and no peaking for larger ζ . Lowpass

response |H(jω)| has large peaking for small damping, but the peaking never
disappears entirely from a second-order type 2 PLL, no matter how large the
damping may be.

Why does peaking always occur for the lowpass curves? For small damping
(ζ < 0.707), the complex poles of the transfer function are near the imaginary
axis of the s-plane, so incipient resonance effects become prominent. But peaking
still occurs for larger damping and even for overdamped loops (ζ > 1): that is,
for loops with real poles, so that no resonance effects are present. Peaking in
the presence of large damping occurs because of the zero at s = −1/τ2 in the
numerator of H(s). The zero causes |H(jω)| to rise with frequency; the rise
is terminated by the rolloff of the poles. Spacing between the zero and the
closest pole decreases as K is increased (damping increases), but the pole never
coincides with the zero for any finite K . Therefore, a second-order type 2 PLL
always exhibits some gain peaking in |H(jω)|.
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If the zero causes gain peaking, why not remove the zero to avoid the peak-
ing? Section 2.3.3 shows that a zero is required for a type 2 PLL to be stable.
More broadly, n − 1 zeros are needed for a type n loop to be stable. Some
engineers have claimed that third-order loops can suppress the peaking, but firm
evidence has been lacking. For the PLL configuration of Fig. 2.1, gain peaking
appears to be an inevitable cost of the benefits obtained from integrators in the
loop filter.

Moderate peaking is immaterial in many applications, but not all. Consider a
situation in which a large number of PLLs are connected in cascade, such as in
a chain of repeaters of a telecommunications system. If each repeater has only
1 dB of peaking (corresponding to ζ ≈ 1, a damping not ordinarily considered to
be small), if the chain contains 100 repeaters (a not unreasonable number), and
if no protective measures are taken, the chain will have peaking of 100 dB—a
disaster. Common standards for repeaters in the telecommunications plant specify
maximum peaking of only 0.1 dB.

From analysis of the transfer function (2.20) for H(s), gain peaking of a
second-order type 2 PLL is found to be

gain peaking = 10 log
8ζ 4

8ζ 4 − 4ζ 2 − 1 + √
8ζ 2 + 1

dB (2.25)

Peaking vs. damping is plotted in Fig. 2.8. Peaking smaller than 0.1 dB requires
that ζ > 4.4.
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Figure 2.8 Gain peaking in |H(jω)| for a second-order type 2 PLL.
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Loop Stability Design of feedback loops is incomplete without assurance of
stability—phaselock loops are no exception. Literature on a basic second-order
type 2 PLL typically says little about loop stability since this kind of loop is
unconditionally stable for all values of gain K . Many other loop types and
orders are not so robust; they require close attention to stability, as pursued
in later pages.

2.3 OTHER LOOP TYPES AND ORDERS

Despite the emphasis in the foregoing sections, a reader should not assume that
all phaselock loops are second-order and type 2. Quite the contrary: A great many
practical PLLs vary from that base either slightly or substantially. Understanding
the variants is essential for skilled engineering of PLLs. Selected examples of
other kinds of PLLs are presented in this section, and additional examples arise
in later chapters.

2.3.1 General Definition of Loop Gain K

As a preliminary matter, the gain K is redefined to make it applicable to almost
any PLL that may be encountered. The previous definition (2.18) applies only to
a second-order type 2 PLL. To proceed with an extended definition, first divide
the transfer function of the loop filter into a cascade of two separate sections in
the form

F(s) = Fp+i(s)Fhf(s) (2.26)

where the subscript “p + i” represents proportional plus integral (P + I) and the
subscript “hf,” represents high frequency. That is, Fhf has its greatest effect at
“high” frequencies, typically mostly outside the bandwidth of the PLL. The only
constraint on Fhf(s) is that Fhf(0) be finite and nonzero.

In this general formulation, the P + I factor may have an arbitrary number of
integrators, not just one as in a type 2 PLL. The expression for the P + I factor
can be written as

Fp+i(s) = K1 + K2

s
+ K3

s2
+ · · · (2.27)

where Ki has dimensions of (time)−(i−1), thereby assuring that each term in the
sum is dimensionless. Most often, no more than one integrator will be employed,
but sometimes two integrators will be appropriate (see Section 2.3.4). Only very
rarely will more than two integrators be used.

[Comment: Frequently, the integrator(s) will be imperfect—a lowpass filter
with a low cutoff frequency is used instead of an ideal integrator. In that situ-
ation, it is often convenient to substitute a term 1/(s + si) where needed within
Fp+i(s) rather than in Fhf(s), thereby pretending that the lowpass filter serves
as an integrator after all. This expedient is especially necessary with analog
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circuits since it is almost impossible to realize a perfect analog integrator. As
a practical matter, imperfect integrators can be made to be sufficiently close
to ideal 1/s that the approximation is acceptable. An example is provided in
Section 2.3.2.]

Building on (2.5), the open-loop transfer function with the more general loop
filter becomes

G(s) = KdKoFp+i(s)Fhf(s)

s
= KdKo

s

(
K1 + K2

s
+ K3

s2
+ · · ·

)
Fhf(s)

= KdKoK1Fhf(0)

s

(
1 + K2

K1s
+ K3

K1s
2

+ · · ·
)

Fhf(s)

Fhf(0)

= K

s

(
1 + K2

K1s
+ K3

K1s2
+ · · ·

)
Fhf(s)

Fhf(0)
(2.28)

from which the general definition of K is

K = KdKoK1Fhf(0) rad/sec (2.29)

Of course, the same definition applies to a second-order type 2 PLL for which
Ki = 0 for i > 2 and Fhf(s) = 1. [Comment: Although a particular configuration
of the P + I section may seem to be implied by (2.28), the transfer function of
almost any realistic loop filter can be put into that format, no matter how its
circuit is configured. See Appendix 3B for examples.]

Observe that K is determined entirely in the proportional path; integrators and
high-frequency effects do not enter into the definition at all. Yet K has a dominant
influence on the speed of response and bandwidth of the PLL, an influence that
is reiterated in the sequel. This feature points up the following lesson:

Any actual filtering within the loop filter typically has only a secondary effect on
loop bandwidth and speed. For the primary influence, look to the loop gain K .

Gain Crossover Frequency Define a gain crossover frequency ωgc rad/sec
such that |G(jωgc)| = 1 (i.e., 0 dB). An exact expression for ωgc can be
extracted from (2.28) if all coefficients are known, but a simple approximation
is more informative. If K2/K1ωgc � 1 (ωgc � 1/τ2 in a type 2 PLL) and if
|Fhf(jωgc)|/|Fhf(0)| ≈ 1, then

ωgc ≈ K (2.30)

Thus, under rather loose conditions, open-loop gain crosses over 0 dB at a fre-
quency close to K rad/sec.

How good is the approximation? Consider a second-order type 2 PLL for
which the open-loop gain at s = jK is readily found to be |G(jK)|2 = 1 +
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1/(2ζ )4. Selected values follow:

ζ 20 log |G(jK)| (dB)

0.5 3.0
0.707 0.97
1.0 0.26
2 0.017
5 0.0004

For this example, the approximation is poor for small damping and good to
excellent for moderate to large damping. Similar results can be expected for
other loop types and orders.

[Comments: (1) Loop gain K is employed throughout this book as the most
important parameter of any PLL. (2) Emphasis (or recognition) of the importance
of K is not widespread in the PLL literature; many other authors rely on ωn

instead, a much less satisfactory choice. A notable exception is in the book by
Wolaver [2.1], who uses K in the same way as in this book. (3) Caution is
needed in reading other publications; the symbol K is often employed for gain
factors that are not the same as the K defined in (2.29). Alternative meanings of
K are not wrong, just different; be careful. (4) Some authors mistakenly specify
“loop gain” in dB—that is, as a dimensionless quantity. Loop gain of a PLL, no
matter how defined, has dimensions of frequency; a dimensionless specification
is meaningless.]

2.3.2 Examples of Type 1 PLLs

A type 1 PLL has only one integrator in the loop, that from the VCO. Several
varieties are of interest.

First-Order PLL The very simplest PLL contains no loop filter at all. It can be
described in the formal notation of Section 2.3.1 by Fp+i(s) = K1 and Fhf(s) = 1.
Its gains and transfer functions are given by

K = KdKoK1 = KDC rad/sec (2.31)

and

G(s) = K

s
, H(s) = K

s + K
, E(s) = s

s + K
(2.32)

so loop gain K (which is equal to the 3-dB bandwidth in this case) is the only
parameter available to a designer. If it is necessary to have large DC gain (often
needed to assure good tracking; see Section 5.1.1), the bandwidth also must be
large. Therefore, narrow bandwidth is incompatible with good tracking in the
first-order loop; for this reason it is not often used. Nonetheless, first-order loops
frequently appear in the literature, mainly because they are the easiest to treat
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analytically and also because selected behaviors of first-order loops often can
be extended approximately to more complicated PLLs that are more difficult
to analyze.

Second-Order PLL with Lag Filter A slightly more complicated PLL con-
tains a loop filter with Fp+i(s) = K1 and Fhf(s) = 1/(sτ + 1). This arrangement
has the same loop gain K and DC gain KDC as the simple first-order PLL, but
its system and error transfer functions are second order:

H(s) = K/τ

s2 + s/τ + K/τ
= ω2

n

s2 + 2ζωns + ω2
n

E(s) = s(s + 1/τ)

s2 + s/τ + K/τ
= s(s + 2ζωn)

s2 + 2ζωns + ω2
n

(2.33)

where the parameters are defined by

ωn =
√

K

τ
, ζ = 1

2
√

Kτ
(2.34)

With only two coefficients, K and τ , available, it is not possible to specify
three parameters, ωn, ζ , and KDC, independently. Large τ is required if it is
necessary to have large DC gain and small ωn, whereupon the loop will be badly
underdamped. [Caution: These definitions of ωn and ζ are substantially different
from those of a second-order type 2 PLL.]

Although this is strictly a second-order PLL, it might better be regarded as
a first-order PLL with extra filtering to suppress high frequencies in the system
response. Indeed, |H(jω)| asymptotically rolls off at −12 dB/octave instead of
the −6 dB/octave of a second-order type 2 PLL. Moreover, because H(s) has
no zero in its numerator, it has no gain peaking whatever for any ζ > 0.707.
These features combine to make this form of PLL useful where small bandwidth
is not needed. Large numbers of such PLLs are in service in telecommunica-
tions repeaters.

Second-Order PLL with Lag-Lead Filter Simultaneous requirements for
small bandwidth and large DC gain were recognized from the early days of
phaselock loops (i.e., the 1950s), but good DC amplifiers were not available
then, so satisfactory integrators were not practicable. Instead, much literature
of those earlier times and many PLLs employed a passive lag-lead filter with
transfer function

F(s) = sτ2 + 1

sτ1 + 1
= τ2

τ1

(
1 + 1/τ2 − 1/τ1

s + 1/τ1

)
(2.35)

where τ2 < τ1. The expression can also be interpreted as a proportional-plus-
imperfect integrator filter with K1 = τ2/τ1 and K2/K1 = 1/τ2 − 1/τ1. Loop gain
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is defined as K = KdKoK1, DC gain is KDC = KdKo, and the loop transfer
functions are

G(s) = K

s

(
1 + 1/τ2 − 1/τ1

s + 1/τ1

)

H(s) = K(s + 1/τ2)

s2 + s(K + 1/τ1) + K/τ2

E(s) = s(s + 1/τ1)

s2 + s(K + 1/τ1) + K/τ2

(2.36)

Sufficient degrees of freedom are available to permit independent specification
of DC gain, loop bandwidth, and damping, in contrast to the preceding type 1
examples. This freedom accounts for the prevalence of lag-lead filters in early
second-order PLLs.

2.3.3 Examples of Type 2 PLLs

Section 2.2 provided extensive descriptions of the important second-order type
2 PLL. This section examines some further variations on type 2 loops. Notice
that KDC = ∞ for all PLLs of type 2 or higher, thereby obviating the trade-off
between loop bandwidth and DC gain inherent to type 1 loops.

Integrator-Only Loop Filter Suppose that the transfer function of the loop fil-
ter is simply F(s) = K2/s; the proportional-path gain K1 = 0 in this formulation.
Loop transfer functions are found as

G(s) = KdKoK2

s2
, H(s) = KdKoK2

s2 + KdKoK2
, E(s) = s2

s2 + KdKoK2
(2.37)

Two features stand out:

1. H(s) has no zero in its numerator. [Compare (2.15), the transfer function
applicable for the usual second-order type 2 PLL.]

2. The poles of the denominator lie on the imaginary axis at s = ±j
√

KdKoK2.

The absence of numerator zeros in H(s) earlier was deemed to imply the
absence of gain peaking, but the pole configuration in (2.37) causes infinite gain
at the pole frequency. Without the zero, a type 2 PLL is at its stability boundary.
Any slight disturbance generates undamped sinusoidal oscillations at the pole
frequency. Any slightest additional phase lag within the loop causes full insta-
bility evidenced as oscillations of exponentially growing amplitude. The lesson
is clear:

The loop filter of a type 2 feedback loop must contain at least one zero in its
transfer function to attain stable closed-loop operation. More generally, the filter
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transfer function in a type n loop (n > 1 ) must contain at least n − 1 zeros or
else the loop will be unstable.

Third-Order Type 2 PLL The second-order type 2 PLL is a simplification
found widely in the PLL literature but not as often in practice. Most actual PLLs
contain additional poles at higher frequencies. Some of these poles might be
inserted deliberately to obtain steeper rolloff of the system frequency response
or to suppress higher-frequency disturbances emanating from the phase detec-
tor. Examples of needs for extra filtering are provided in subsequent chapters.
Other poles are parasitic, arising from inescapable frequency-response limita-
tions of practical elements within the feedback loop: stray capacitances, ampli-
fier bandwidth restrictions, or lowpass circuits in the control path of the VCO
circuit.

In many instances, the pole frequencies are sufficiently larger than the desired
loop bandwidth that these high-frequency poles can be ignored, at least in a first-
cut design analysis. In other instances, some or all of the high-frequency poles
must be taken into consideration from the outset. This section deals with the
simplest case—very important in practice—in which there is only one additional
pole of significance.

Transfer Functions The open-loop transfer function with just one additional
pole can be represented by

G(s) = KdKo

s

sτ2 + 1

sτ1(sτ3 + 1)
= K

s

(
1 + 1

sτ2

)
1

sτ3 + 1

= K

s

(
1 + 1

sτ2

)
1

1 + sτ2/b

(2.38)

where the third pole is located at s = −1/τ3, K = KdKoτ2/τ1, and b = τ2/τ3.
Since this is a third-order PLL, it has three parameters, chosen here as K , τ2,
and b. After some manipulation, the closed-loop transfer functions become

H(s) = Kτ2(sτ2 + 1)

s3τ 3
2 /b + s2τ 2

2 + Ksτ 2
2 + Kτ2

E(s) = s2τ 2
2 (sτ2/b + 1)

s3τ 3
2 /b + s2τ 2

2 + Ksτ 2
2 + Kτ2

(2.39)

Normalization One parameter can be hidden by normalization, thereby sim-
plifying the transfer-function expressions. My preference has been to normalize
on τ2, although other normalization choices are also valid. To that end, define
dimensionless normalized gain and normalized frequency as

K ′ = Kτ2, p = sτ2 (2.40)
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whereupon the normalized closed-loop transfer functions become

H(p) = K ′(p + 1)

p3/b + p2 + K ′p + K ′

E(p) = p2(p/b + 1)

p3/b + p2 + K ′p + K ′

(2.41)

[Comment: Observe that in a second-order type 2 PLL, the product Kτ2 = 4ζ 2.
That relationship does not carry over into the third-order loop, where the concept
of damping factor in the presence of three poles becomes ambiguous at best.
Possible alternative meanings of damping factor are pursued below.]

Frequency Response Let the rectangular components of the complex variable
p be defined by p = u + jv = στ2 + jωτ2. For any specified values of K ′ and
b it is a simple matter to evaluate |H(jv)| or |E(jv)| for a range of values of v,
as exemplified in Fig. 2.9, where the frequency scale is normalized to v/K ′ =
ω/K . However, specific values of K ′ and b give only single curves; an entire
family of curves would be much more useful. With two independent parameters
remaining after normalization, the frequency response cannot be presented as a
single two-dimensional family of curves as was done in Figs. 2.4 to 2.7. Instead,
the family would have to be drawn either as a three-dimensional chart of multiple
surfaces, or as multiple charts of families of two-dimensional curves. Each two-
dimensional chart would apply for a single value of one parameter (say, K ′) and
would have multiple curves for the other parameter (say, b). Neither alternative
provides a satisfactory display. The problem becomes even more intractable for
higher-order loops. Alternative graphical methods are treated in Chapter 3.

Large-K′ Approximation Usual values of K ′ will be in the range 1 to 10,
but occasional applications will demand much larger values, 50 to 100 or more.
Although such large values are not often encountered, it is instructive to examine
the approximate system transfer function for large K ′. To that end, consider an
approximation of the transfer function for low frequencies (i.e., for small |p|),
denoted HL(p), for which the cubic term in the denominator may be neglected,
and an approximation for high frequencies (i.e., for large |p|), denoted HH(p), for
which the zero-order terms in the numerator and denominator may be neglected.
As a further constraint, b should not be small either. The two approximate transfer
functions then become

HL(p) = K ′(p + 1)

p2 + K ′p + K ′ , HH (p) = K ′

p2/b + p + K ′ (2.42)

Poles of the expressions of (2.42) are readily determined. Making further approxi-
mations based on the expansion of a binomial, the lower-frequency pole of HL(p)

is found to be near pL ≈ −(1 + 1/K ′), just a small distance beyond the location
of the zero at p = −1. This zero–pole pair is responsible for gain peaking as
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Figure 2.9 Amplitude–frequency responses for a third-order type 2 PLL. Parameters:
b = 9; K ′ = Kτ2 = 3.

described in (2.25). As K ′ increases, the pole moves closer to the zero, thereby
reducing the gain peaking.

By similar means, the two poles of HH (p) are found close to

pH = −b

2

(
1 ± √

1 − 4K ′/b
)

(2.43)

These poles are real and separate if K ′ < b/4, but they are equal and coincident
at pH = −b/2 if K ′ = b/4 (approximately). For K ′ > b/4, the high-frequency
poles become complex, with real part −b/2. Such behavior would not be dis-
covered if the third pole were simply neglected.

Further inspection of (2.42) reveals that HL(p) has the same format as that
of the second-order type 2 PLL of (2.20), whereas HH (p) has the same format
as that of the second-order type 1 PLL of (2.33). Because the denominators are
second order, each of the approximations can be assigned meaningful values of
damping (ζL and ζH ) and of normalized natural frequency (ωLτ2 and ωH τ2),
defined by

ωLτ2 ≈ √
K ′, ζL ≈ 1

2

√
K ′ (2.44)

ωH τ2 ≈ √
bK ′, ζH ≈ 1

2

√
b

K ′

If K ′ is large (as required by the approximation), ζL will also be large.
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Example If K ′ ≈ 50, then ζL ≈ 3.5. Thus, HL(p) is always substantially over-
damped, within the constraints of the approximation. On the other hand, ζH

becomes unacceptably small if K ′ is allowed to be larger than b.

Stability Bounds If τ3 = τ2 (i.e., b = 1) is substituted into (2.38), the third
open-loop pole cancels the stabilizing zero, and the resulting transfer functions
are identical to those of (2.37), in which the loop filter is only a simple integrator.
Thus, b = 1 is a stability boundary; the loop is unstable if b < 1. On the other
hand, the approximate high-frequency poles revealed in (2.43) indicate that a
third-order type 2 PLL will be stable for all K ′ no matter how large, provided
only that b > 1. Of course, damping will be unacceptably small if K ′ is too large.

2.3.4 Higher-Type PLLs

Section 5.1.1 explains why a type 3 PLL is sometimes needed. Transfer functions
of a third-order type 3 PLL can be represented as

G(s) = K

s

(
1 + K2

K1s
+ K3

K1s2

)

H(s) =
K

(
s2 + K2

K1
s + K3

K1

)

s3 + K

(
s2 + K2

K1
s + K3

K1

) (2.45)

E(s) = s3

s3 + K

(
s2 + K2

K1
s + K3

K1

)

Three independent parameters are needed to characterize this PLL, so its prop-
erties are not grasped as readily as those of a second-order loop. Some of the
properties are explored further in Chapter 3.

Phaselock loops of type 4 or higher are extremely rare; they are not considered
in this book.
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CHAPTER 3

GRAPHICAL AIDS

Families of frequency-response curves based on transfer functions are just one
form of graphical aid for understanding PLL properties. Various additional graph-
ical representations of transfer functions have been devised over the years, includ-
ing root-locus plots [3.1], Bode plots [3.2], Nyquist diagrams [3.3], and Nichols
charts [3.4]. These are well-established methods that are explained in great detail
in numerous books on control systems; the references cited are those of the early
originators of each method.

Two of these methods have been used extensively for analysis of PLLs: root-
locus plots and Bode plots. Nyquist diagrams and Nichols charts employ the same
data as Bode plots, but they graph the data differently. Although root-locus and
Bode plots have predominated for analysis of PLLs, the PLL community might
benefit from Nichols charts as well. The following pages give accounts of the
application of root-locus plots and Bode plots to several PLL transfer functions
of interest, followed by a few words on Nyquist diagrams and then a description
of Nichols charts. A concluding section tells how closed-loop frequency response
graphs are readily produced from the same open-loop data used for Bode plots
or Nichols charts.

All material in this chapter applies to analog (i.e., time-continuous, amplitude-
continuous) PLLs. Furthermore, since all four techniques are intended for graph-
ical display of transfer functions, and since transfer functions apply only to linear
circuits, none of these methods can be applied to nonlinear PLLs.

Phaselock Techniques, Third Edition, by Floyd M. Gardner
Copyright  2005 John Wiley & Sons, Inc.
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3.1 ROOT-LOCUS PLOTS

Considerable insight into the behavior of a phaselock loop can be acquired from
the locations of the poles of the closed-loop responses [i.e., the roots of 1 +
G(s)]. Poles change their locations as the loop gain (or some other parameter)
is changed. The paths that the poles trace out in their migrations in the complex
s-plane are known as the root loci. Salient features of the plot (e.g., number of
paths, intersections with the axes) can be determined from the locations of the
known open-loop poles and zeros, utilizing a few simple rules (see Appendix 3A).

3.1.1 Description of Root-Locus Plots

A locus commonly is drawn for a range of gain, from near zero to very large.
The plot starts (zero gain) on the open-loop poles and terminates (infinite gain)
on the open-loop zeros, some of which may be located at infinity. The open-loop
transfer function for any PLL is given by G(s) = KoKdF (s)/s. Thus, at least
one pole is always located at s = 0, in addition to the poles of any integrators
within F(s). The open-loop zeros are the zeros of F(s).

Several methods can be used for constructing the plots:

1. The root loci for simple enough transfer functions (e.g., first- and second-
order PLLs) can be laid out by inspection. The loci are simple geometric
forms, as explained in the sequel. Examples are shown in Figs. 3.1 and 3.2.

2. Intersections of complex branches of the loci with the real or imaginary axis
of the s-plane can be determined by methods described in Appendix 3A.

3. Root locations of the characteristic equation are calculated for a range of
values of gain K and specified fixed values of other parameters, and the
locations then plotted. The locus is the set of all such locations for one
fixed set of parameters as K (typically) is varied. Figures 3.3 and 3.4 are

Figure 3.1 Root locus of a second-order type 1 PLL with lag filter F(s) = 1/(sτ + 1).
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Figure 3.2 Root locus of a second-order type 1 PLL with lag-lead filter F(s) = (sτ2 + 1)/

(sτ1 + 1).

Figure 3.3 Root loci of a third-order type 2 PLL with a zero at sτ2 = −1 and a third
pole at sτ2 = −b.
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Figure 3.4 Root loci of a third-order type 2 PLL with a third pole at sτ2 = −b.

examples for which the roots were found numerically with the aid of a
calculator and the graphs were plotted manually. Figures 3.6 and 3.7 are
newer examples for which the roots were found numerically with a root-
solver program on a computer (much quicker than manual iterations on a
calculator) and the plots were generated by computer after transferring
root locations into a spreadsheet. Calculations available in an ordinary
spreadsheet are not adequate for the root-finding task.

4. The processes grow excessively tedious as the number of poles increases,
especially in the near vicinity of coincident roots, where tiny changes in
K cause comparatively large changes in the root locations.

5. The MATLAB Control-System Toolbox contains a routine rlocus that
generates a root-locus plot automatically from a specified open-loop trans-
fer function. Similar capabilities may exist in other high-end computer-
mathematics programs.
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3.1.2 Stability Criterion

A feedback loop is stable if all poles lie within the left half of the s-plane and
is unstable if any pole lies within the right-half plane. The imaginary axis of the
s-plane is the dividing line between stability and instability; no closed-loop pole
should be on the imaginary axis. Moreover, as a matter of good engineering,
no pole should even be close to the imaginary axis because of consequent poor
stability margin, inadequate damping, and excessive gain peaking.

3.1.3 Root Loci of Type 1 PLLs

Example root loci of type 1 PLLs are shown to illustrate the simplest cases and
earlier design practice.

First-Order Loop As might be expected, the first-order loop [F(s) = 1] has
the simplest root locus. There is a single open-loop pole at the origin and a single
zero at infinity. The closed-loop pole migrates along the negative real axis from
zero to infinity as the gain increases.

Loop with Lag Filter A loop that uses only a lag filter F(s) = 1/(sτ + 1) has
two open-loop poles, one at zero and one at s = −1/τ , and two zeros at infinity.
The root locus is sketched in Fig. 3.1. As gain increases from zero, the poles
migrate toward each other on the negative real axis. After they meet at Kτ = 1/4,
they become a complex-conjugate pair and move toward infinity along a vertical
line at σ = −1/(2τ ) as gain increases further. Damping becomes very poor for
large values of gain.

Loop with Lag-Lead Filter A lag-lead filter has a transfer function F(s) =
(sτ2 + 1)/(sτ1 + 1). The benefit obtainable from the lead term may be seen in
Fig. 3.2. The poles initially migrate toward one another along the negative real
axis and become complex where they meet. Because of the finite zero, the com-
plex portion of the locus is now a circle centered at −1/τ2, not the straight vertical
line of Fig. 3.1. Damping is small for moderately small gains, but beyond a min-
imum gain the damping increases with increasing gain. With sufficiently high
gain, the locus eventually returns to the real axis and the loop becomes over-
damped. One branch of the locus terminates at the finite zero; the other terminates
at infinity on the negative real axis.

3.1.4 Root Loci of Type 2 PLLs

Type 2 PLLs predominate over all others in practice.

Second-Order Loops The plot of Fig. 3.2 is for a second-order type 1 loop.
If the loop filter contained a perfect integrator, both open-loop poles would be
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located at s = 0, the circle portion of the locus would originate at s = 0, the
center of the circle would lie at s = −1/τ2, and the radius of the circle would
be 1/τ2. Other than that, the plot would be little altered from Fig. 3.2.

Third-Order Loops Root loci of a third-order type 2, PLL are plotted on two
different scales in Figs. 3.3 and 3.4. For large values of b (third pole far beyond
the τ2-normalized location of the zero at p = sτ2 = −1), Fig. 3.3 shows that the
close-in root locus (i.e., for relatively small values of K ′ = Kτ2) is almost the
same as that of a second-order type 2 PLL. But Fig. 3.4 shows that the third
pole makes its influence strongly felt if K ′ becomes large enough; the outbound
pole (one of those originating from p = 0) meets the inbound third pole and
the pair become complex, approaching a vertical asymptote at p = −(b − 1)/2.
This behavior validates the “high gain” analysis in Section 2.3.3, which found
the vertical asymptote to lie at p = −b/2, approximately. Actually, the vertical
asymptote is found at p = −(b − 1)/2 for all values of b, not only large values.

Moreover, if b is small, the third pole has a major influence even for small gain
values. In fact, if b < 9, the two poles originating at p = 0 never return to the real
axis but remain complex for all values of gain. Small values of b mandate that the
third pole be taken into explicit account and not be ignored. The condition b ≈ 9
may have practical design interest. Situations arise in which you want as large
a bandwidth as possible (large K ′) and as much extra filtering as possible from
the third pole (large τ3), consistent with good damping. The condition b = 9
and K ′ = 3 puts all three closed-loop poles coincident at p = −3. A smaller
value of b impairs the damping, while a larger value of b does not provide
as much extra filtering. In a sense, the parameter choice of b = 9 and K ′ = 3
(or its close vicinity) is nearly optimum under some requirements. [Caution:
Practical tolerances on the parameter values are often too loose to permit this
quasioptimum choice of parameters to be employed.] If b < 1, the two poles
originating at p = 0 migrate directly into the right-half plane and the loop is
unstable for all values of K ′ > 0.

3.1.5 Root Loci of Type 3 PLLs

A third-order type 3 PLL has all three of its open-loop poles at s = 0. For illustra-
tive purposes, assume that the two zeros are coincident at s = −1/τ2. Figure 3.5
shows the root locus for this choice of zeros. The general characteristics of the
plot are fairly typical of any type 3 loop that would be considered useful. One
feature of the plot is striking: The locus enters the right-half plane for low values
of gain; the loop is unstable for low gain. Larger gain brings the poles into the
left-half plane and provides stable operation. The loop is said to be conditionally
stable. This behavior is in direct contrast to the preceding type 1 and type 2
loops, which were unconditionally stable for all values of gain. When a type 3
loop is used, the gain must be prevented from falling into the unstable region.

[Comments: (1) Coincident zeros have been found useful by several designers
of practical type 3 PLLs. That choice is recommended as optimal by Taus-
worthe [3.5] and Tausworthe and Crow [3.6]. (2) Countless publications cover
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Figure 3.5 Root locus of a third-order type 3 PLL with two zeros coincident at sτ2 = −1.
Intersection with the imaginary axis occurs for Kτ2 = 1

2 , and intersection with the real
axis occurs for Kτ2 = 27

4 .

the properties of type 1 and type 2 PLLs in exhaustive detail; the references
in Chapter 1 list many sources. By contrast, the literature on type 3 PLLs is
exceedingly sparse. Besides [3.5] and [3.6], the book by Meyr and Ascheid [3.7]
provides analysis methods, design guidance, and performance curves. Several
other references are cited in Chapter 5, where situations that warrant a type 3
PLL are described, and in Chapter 8.]

3.1.6 Root Loci of Higher-Order PLLs

Suppose that the PLL has order higher than third: What is the impact on the
root-locus plot? If the open-loop poles and zeros are all specified, a single root
locus can be calculated and plotted without extreme effort. But the labor increases
substantially if a family of root loci is needed for different values of parameters.
Consider one of the simpler, but fairly common higher-order cases: a fourth-order
type 2 PLL, with the extra poles at s = −1/τ3 and −1/τ4. Normalizing on τ2

as before and taking K ′ = Kτ2 as the independent variable, there are still two
parameters, b3 = τ2/τ3 and b4 = τ2/τ4, to take into account. The complete family
of root loci can no longer be plotted on one or two drawings, as in Figs. 3.3 and
3.4, but needs a whole sheaf of drawings to cover the b3b4 space reasonably.
The situation worsens further as more poles are included.

If the pole notation of a fourth-order type 2 PLL is defined such that τ3 ≥ τ4,
the fourth pole has its largest time constant and greatest effect if τ4 = τ3; example
plots for this extreme condition, τ3 = τ4 = τ2/b, are shown in Figs. 3.6 and 3.7
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Figure 3.6 Root loci of a fourth-order type 2 PLL with a zero at sτ2 = −1 and two
high-frequency poles coincident at sτ2 = −b.

for several values of b. To minimize clutter, the plots do not show the lower
complex pole of a conjugate pair nor more than a few of the real-pole locations.

Two open-loop poles originate at p = 0 and two originate at p = −b. Of the
two latter open-loop poles, one migrates leftward along the negative real axis
toward infinity and the other migrates rightward toward the open-loop zero at
p = −1. The two open-loop poles originating at p = 0 first migrate as a complex-
conjugate pair as K ′ is increased from zero. They always remain complex for all
K ′ > 0 if (8 − 4

√
3) ≈ 1.0718 < b < (8 + 4

√
3) ≈ 14.928. If b = (8 + 4

√
3),

three poles meet at p = −2(1 + 1/
√

3) ≈ −3.15470 for K ′ = 4(1 + 2/
√

3)/3 ≈
2.8729, but two poles for that choice of b will be complex for any other value
of K ′. For larger values of b, there is a range of K ′ such that all four poles are
real and distinct, but for any b there exist large enough values of K ′ such that
two poles will be a complex-conjugate pair.

For any value of b > 0, the complex poles eventually migrate into the right-
half plane for sufficiently large K ′ > 0, making the loop unstable. This behavior
is contrary to that of all the other examples examined so far in which the loop
remained stable (although perhaps severely underdamped) no matter how large
K ′ might be. As an extreme case, the fourth-order type 2 PLL of this example
is unstable for all K ′ > 0 if b < 2.

Figure 3.6 depicts close-in loci for relatively small values of b. Inspection
reveals that satisfactory damping (ζ > 0.707, corresponding to pole angles of
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Figure 3.7 Root loci of a fourth-order type 2 PLL with a zero at sτ2 = −1 and two
high-frequency poles coincident at sτ2 = −b.

±45◦ from the negative real axis) is unattainable for b < 10 and that achieving
dominant pole locations close to those of a second-order type 2 PLL (half-circle
labeled “b = ∞”) requires b = ∼30 or more. Examples of complex-pole migra-
tion into the right-half plane appear for two of the loci displayed, but the scale
is too small to exhibit the instability for all of the loci in this figure.

Take note of the locus for b = 15 in Fig. 3.6, particularly its two intersections
with the negative real axis at p = −3.0 and −3.333, occurring at K ′ = 2.88
(exactly) and 2.88066049. . . , respectively. A gain increase of 0.023% causes a
pole shift of 11% in this region of the locus. Regard such extreme sensitivity as
a warning to check PLL design parameters for effects of tolerances, especially in
the vicinity of multiple poles. It is also a warning to beware of small values of b.

Figure 3.7 plots root loci on a larger scale for larger values of b. This scale
is too large to show the close-in behavior in the near vicinity of the zero at
p = −1, but a good approximation to the close-in behavior of a second-order
type 2 PLL can be expected, as has been demonstrated in Fig. 3.6. More pertinent
is the large-gain behavior of the locus, which becomes complex and eventually



38 3. GRAPHICAL AIDS

crosses into the right-half plane for sufficiently large K ′. Asymptotically, complex
branches of the loci of a fourth-order type 2 PLL approach a straight line that is
inclined at ±60◦ to the real axis. Refer to Appendix 3A for methods to calculate
the locations and gain values of the locus intersections with the axes, as well as
other salient features.

3.1.7 Effect of Loop Delay on Root Locus

A delay circuit with delay τd has a transfer function of exp(−sτd ). Consider the
simplest first-order PLL with delay whose characteristic equation is

s + Ke−sτd = 0 (3.1)

The roots of (3.1) are those values of s that satisfy the equation. But unlike the
delay-free first-order PLL, which has only one pole, (3.1) has an infinite number
of roots because of the exponential term. Root-locus methods cannot be employed
for a PLL containing delay within the feedback loop.

3.2 BODE PLOTS

Another useful tool in the study of PLLs is the Bode plot: a pair of curves
that displays the polar components of the open-loop transfer function G(jω)

vs. the radian frequency ω. Customarily, frequency is displayed on a logarithmic
abscissa, amplitude |G(jω)| is displayed on a dB ordinate, and phase Arg[G(jω)]
is displayed in degrees on a linear ordinate. Also, since amplitude typically has
straight-line asymptotes on log-log scales, the amplitude plot is often drawn with
only the asymptotes as an adequate and convenient approximation to the actual
|G(jω)|.

Bode plots are valuable for several reasons: (1) They provide visual insight
to PLL properties that are not apparent from the algebraic transfer-function
equations; (2) several loop parameters appear as distinctive points on the graphs;
(3) they are well suited for experimental analysis of loop stability; and (4) they
can be generated with a tolerable expenditure of labor.

3.2.1 Presentation Options

Bode [3.2] plotted both phase and exact amplitude (not asymptotic approxima-
tion) on the same chart; this form is produced readily with a spreadsheet program.
Subsequent authors typically have displayed the information in two separated
charts with their frequency axes aligned with one another. Separation may be
conducive to clearer explanation. Moreover, asymptotic approximation of the
amplitude plot allowed quick hand sketching of the amplitude and clearly reveals
certain important parameters of the PLL. Pedagogic considerations aside, though,
the prevalence of spreadsheets today makes the single chart with phase and exact
amplitude the most convenient option for engineering purposes.
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Bode plots offer an engineer relief from the display complexity of higher-
order loops. Changes in the loop-gain parameter K trivially show up as vertical
displacement of the amplitude plot relative to the zero-dB level, without alteration
in the shapes of either of the plots or any change in the phase plot. It is not
necessary to construct multiple plots for different values of K . If the plot is
produced in a spreadsheet, changes in parameters can be entered and observed
very quickly without a need for families of curves.

3.2.2 Stability

The degree of stability is a crucial feature of any PLL; a Bode plot is a useful
tool for evaluating stability.

Stability Criterion The Bode criterion of stability is simple; a PLL will be
stable if its phase lag at the gain crossover frequency ωgc is less than 180◦.
This criterion is valid under the following restrictions: (1) The amplitude plot
crosses 0 dB at only one frequency, and (2) the open-loop transfer function G(s)

is stable (no poles in the right-half plane). Since the vast majority of PLLs meet
these conditions, the restrictions have imposed little practical constraint on the
use of Bode plots. Gain-crossover frequency ωgc was defined in Section 2.3.1
by |G(jωgc)| = 1 (i.e., 0 dB). The term phase lag implies a negative value for
Arg[G(jω)], so the PLL stability criterion is stated more correctly, in a strict
algebraic sense, as Arg[G(jωgc)] > −π radians.

Stability Margins Phase margin in radians is defined as Arg[G(jωgc)] + π .
A PLL is stable if its phase margin is positive and unstable if its phase margin
is negative. Phase margin not only tells whether a loop is stable but also gives a
qualitative indication of the loop damping. The following table shows the phase
margin for several values of damping of a second-order type 2 PLL.

Damping, ζ ωgc/K

Phase Margin
(deg)

0.5 1.27 51.8
0.707 1.10 65.6
1.0 1.03 76.4
2.0 1.002 86.4
5.0 1.00005 89.4

Some pertinent observations:

ž Since ζ = 0.5 is a rough lower bound on reasonable damping factor, a PLL
should have a phase margin of at least 45◦, and preferably 60◦ or more.

ž With large damping, the phase margin approaches 90◦, a limit imposed by
the presence of the pole at s = 0 inherent in the VCO.
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ž The table also shows ωgc ≈ K to be a good to excellent approximation for
any damping ζ ≥ 0.707.

Gain margin is defined as −20 log |G(jωπ)| dB, where phase-crossover fre-
quency ωπ is defined by Arg[G(jωπ)] = −π (excluding the frequency ω = 0).
The phase-crossover frequency does not exist for a second-order type 2 PLL since
the phase of G(jω) does not cross −π for any ω > 0. Moreover, this definition
of gain margin is applicable only to feedback loops with absolute stability (a loop
is stable for all K > 0 or for all sufficiently small K > 0) and does not apply
to conditionally stable loops as exemplified in Section 3.2.5. For these reasons,
phase margin tends to be a more useful tool than gain margin in many PLLs.
Margin concepts are depicted in Figs. 3.8 and 3.9, which show Bode plots for a
stable and an unstable loop, respectively. These two charts are representative of
feedback amplifiers rather than PLLs, but they illustrate gain and phase margins,
nonetheless.

3.2.3 Bode Plots of Type 1 PLLs

The next few sections provide Bode plots for examples of PLLs of various types
and orders, beginning with type 1 loops.

Figure 3.8 Example Bode plot of a stable loop, showing the phase and gain margins.
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Figure 3.9 Example Bode plot of an unstable loop.

First-Order Loop The Bode plot for a first-order loop is shown in Fig. 3.10.
The only frequency-selective term arises from the integration action of the VCO;
the magnitude plot is a straight line on the log-log scale, with a slope of
−6 dB/octave, and the phase is constant at −90◦. A straight-line magnitude curve
is exact in this example, not approximate. Since a VCO is present in every PLL,
the Bode plot of the VCO is embedded in the plot of every higher-order loop.
Gain crossover of the first-order loop occurs at ω = K . The straight line and its
crossover completely define the linear dynamics of the first-order loop.

Loop with Lag Filter Insertion of a simple lag filter F(s) = 1/(sτ + 1) into
the loop causes a break in the magnitude curve to an asymptotic −12 dB/octave
for frequencies above ω = 1/τ , as in Fig. 3.11. The break is usually placed at
a frequency well beyond gain crossover, so as to obtain a satisfactory value
of damping. If the break is at crossover, damping is ζ = 0.5. If the break is
at a frequency below crossover, damping will be less than 0.5—a condition to
be avoided. Gain crossover of the asymptotic −6 dB/octave straight-line seg-
ment (or its extension) occurs at ω = K . Phase is −90◦ at low frequencies but
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Figure 3.10 Bode plot of a first-order PLL.

approaches −180◦ at high frequencies. The additional phase lag is 45◦ at the
break frequency.

Loop with Lag-Lead Filter A Bode plot for type 1 loops with a lag-lead filter
F(s) = (sτ2 + 1)/(sτ1 + 1) is shown in Fig. 3.12. At very low frequencies, the
VCO integration is dominant, so the asymptotic amplitude slope is −6 dB/octave
and the phase is −90◦. The pole of the loop filter introduces another corner at ω =
1/τ1. Asymptotic slope becomes −12 dB/octave and phase approaches a value
of −180◦ at middle frequencies. The stabilizing zero at s = −1/τ2 introduces a
lead that causes the asymptotic slope to revert to −6 dB/octave and the phase to
approach −90◦ for high frequencies. The break in slope occurs at a frequency
ω = 1/τ2. Placing the lead break at the unity-gain point yields damping ζ = 0.5.
Since smaller damping is rarely wanted, the gain-crossover frequency is almost
invariably placed above the break induced by the zero. Crossover of the final
−6 dB/octave straight-line segment (or its extension if damping is less than
0.5) occurs at a frequency ω = K . Natural frequency ωn is the frequency at
which the extension of the −12-dB/octave straight-line segment crosses the unity-
gain ordinate.
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Figure 3.11 Bode plot of a second-order type 1 PLL with lag filter F(s) = 1/(sτ + 1).

3.2.4 Bode Plots of Type 2 PLLs

A large majority of existing PLLs are type 2 or good approximations thereto.
Bode plots for type 2 PLLs build on those shown above for type 1 PLLs.

Second-Order Loops The Bode plot of a second-order type 2 PLL differs
from the plot in Fig. 3.12 only at the lowest frequencies: the low-frequency
asymptotic magnitude slope remains at −12 dB/octave all the way down to
zero frequency—there is no corner at ω = 1/τ1 —and the low-frequency phase
approaches −180◦ toward zero frequency. Otherwise, mid- and high-frequency
behavior is the same as for a type 1 PLL with a lag-lead filter. The graphical
depiction of K and ωn remains unchanged from Fig. 3.12.

Figure 3.13 offers a different presentation for a Bode plot of a second-order
type 2 PLL. Instead of separate charts for magnitude and phase, Fig. 3.13 plots
both components on the same chart. Moreover, instead of the straight-line asymp-
totes of the magnitude, Fig. 3.13 plots the true dB-magnitude. The straight-line
approximate magnitude is easier to hand-plot, but since Fig. 3.13 was prepared
with a spreadsheet program, it was actually easier to plot the true magnitude.

The following comparisons of Figs. 3.12 and 3.13 are germane: (1) The gain-
crossover frequency is clearly evident in either figure; (2) as expected, the salient
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Figure 3.12 Bode plot of a second-order type 1 PLL with lag-lead filter F(s) = (sτ2 + 1)/

(sτ1 + 1).

frequencies at ω = 1/τ2 or ω = ωn are easier to make out from the straight-line
asymptotes of the magnitude; and (3) a spreadsheet has voluminous numerical
data behind the chart. You can refer to the tabular data to obtain any accessible
numerical datum, a facility not readily available from hand plotting or burden-
some to retrieve from a chart at a reasonable scale. For example, the spreadsheet
readily divulges that the normalized gain depicted in Fig. 3.13 is Kτ2 = 3 and
that the phase margin is 72◦.

Third-Order Loop Figure 3.14 is a Bode plot of a third-order type 2 PLL with
Kτ2 = 3 and b = 9 (the same normalized parameters as the third-order type 2
PLL whose frequency response is shown in Fig. 2.9 and the same normalized
gain as the second-order type 2 PLL whose Bode plot is shown in Fig. 3.13).
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Figure 3.13 Bode plot of a second-order type 2 PLL with a zero at sτ2 = −1, gain
Kτ2 = 3 (ζ = 0.866), and a phase margin of 72◦; the same parameters as in the Nichols
chart of Fig. 3.18 and the frequency-response graphs of Figs. 3C.1 and 3C.2.
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Figure 3.14 Bode plot of a third-order type 2 PLL with b = 9, Kτ2 = 3, and a phase
margin of 53◦; the same parameters as in the frequency-response graph of Fig. 2.9 and
the root-locus plots labeled “b = 9” in Figs. 3.3 and 3.4.
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Comparing Fig. 3.14 to Fig. 3.13, it can be seen that the magnitude curves are but
little changed for frequencies ωτ2 < 9 (the corner frequency of the third pole),
but the phase is affected for frequencies greater than ωτ2 ≈ 1.

In particular, the gain-crossover frequency is not altered noticeably by the
presence of the extra pole. This behavior is typical of feedback loops with com-
fortable stability margins; additional high-frequency elements impair the phase
margin but tend to have little effect on the location of the gain crossover. Under
these circumstances, you may find it convenient to approximate the effect of mul-
tiple high-frequency elements as a single delay term that has the correct phase
at the gain-crossover frequency. In Fig. 3.14 the phase margin is reduced to 53◦

from a more ample 72◦ of Fig. 3.13. Since phase lag never reaches −180◦ for
any finite ω > 0, gain margin is undefined for a third-order type 2 PLL (and also
for a second-order type 2, PLL).

Also observe that the additional pole has no influence on the 0-dB crossover
frequency of the extension of the −12 dB/octave portion of the amplitude
curve—the location of ω = ωn in the second-order type 2 PLL. Thus, although
the third-order PLL has three poles, so that the standard definition of “natural
frequency” for a pole pair (introduced in Section 2.2.3) cannot apply here, the
expanded definition remains valid.

Fourth-Order Loop Figure 3.15 is the Bode plot for a fourth-order type 2
PLL with Kτ2 = 3 and the two additional pole corners coincident at ωτ2 = 30.

100

80

60

Magnitude

Phase

40

20

−20

−40
0.01 0.1 1

Normalized Frequency, wt2

M
ag

ni
tu

de
 |G

(j
 w

)|
, d

B

P
ha

se
, d

e g
re

es

10 100
−200

−180

−160

−140

−120

−100

−80

−60

0

Figure 3.15 Bode plot of a fourth-order type 2 PLL with two high-frequency poles coin-
cident at sτ2 = −b, gain Kτ2 = 3, b = 30, phase margin = 60◦, and gain margin ≈ 25 dB;
the same parameters as in the root-locus plot labeled “b = 30” in Figs. 3.6 and 3.7.



3.2. BODE PLOTS 47

The root-locus plot for this PLL is the one labeled “b = 30” in Figs. 3.6 and
3.7. Once again, the filtering has little effect on magnitude at frequencies much
below the pole corners, but has an appreciable effect on phase, starting from
below the gain crossover and increasing beyond. The fourth pole causes the
phase to approach −270◦ at high frequencies, so phase crossover frequency is
now meaningful. Phase crossover occurs near ωτ2 = 30 and the gain margin is
found to be about 25 dB. The phase margin for this set of parameters is ∼60◦.
These are still respectable margins but not as ample as for the corresponding
second-order type 2 PLL illustrated in Fig. 3.13.

Effect of Delay on Bode Plots Figure 3.16 is the Bode plot for a second-
order type 2 PLL with Kτ2 = 3 and a transport delay τd = τ2/10. Earlier in this
chapter it was concluded that root-locus plots cannot cope with transport delay
in the loop. However, Bode plots (or Nyquist diagrams or Nichols charts) have
no such trouble; just add a phase of −ωτd radians to the phase of each plot
for all ω. Figure 3.16 demonstrates that delay has no influence whatever on the
magnitude [since | exp(jω)| ≡ 1 for all real ω] but can have a drastic effect
on phase. Phase margin is reduced to 54◦ and gain margin is about 14 dB at a
phase-crossover frequency ωτ2 ≈ 15. The presence of delay in the loop always
assures the existence of a phase-crossover frequency because the phase lag of a
delay term increases strictly monotonically with frequency.
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Figure 3.16 Bode plot of a second-order type 2 PLL with an in-loop delay of τd = τ2/10,
gain Kτ2 = 3, phase margin ≈ 54◦, gain crossover at ωτ2 ≈ 15, and gain margin ≈ 14 dB;
the same parameters as in the Nichols chart of Fig. 3.20 and the frequency-response graphs
of Figs. 3C.3 and 3C.4.
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3.2.5 Bode Plots of Type 3 PLLs

As a last Bode example, Fig. 3.17 shows a Bode plot for the third-order type 3
loop whose root locus was shown in Fig. 3.5. Because the loop filter now contains
two ideal integrators, the low-frequency asymptotic slope is −18 dB/octave and
the zero-frequency phase is −270◦. Two lead zeros are needed to break the
asymptotic slope to −6 dB/octave around the gain-crossover frequency; the zeros
are arbitrarily shown as coincident at ω = 1/τ2. Gain crossover occurs again at
ω = K on the asymptotic straight-line amplitude curve. Observe that this plot
offers no definition of ωn, contrary to the definition as the extended intercept of
a −12-dB/octave slope in plots of type 2 PLLs. Absence of a definition reflects
the fact that natural frequency, strictly speaking, is a property of a second-order
system; its absence is inherent in the type 3 character of the example PLL and
is not a deficiency of the Bode plot.

Figure 3.17 Bode plot of a third-order type 3 PLL with two zeros coincident at ω = 1/τ2;
the same parameters as in the root-locus plot of Fig. 3.5.
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The loop becomes unstable if gain is reduced so that gain crossover occurs
at a frequency of less than ωπ , the frequency at which phase = −180◦. (For
the example plot, ωπ happens to coincide with ω = 1/τ2 since the two zeros
each contribute exactly 45◦ of lead at that frequency.) Instability from reduced
gain is characteristic of the conditional stability encountered in all type 3 (or
higher-type) PLLs.

3.3 NYQUIST DIAGRAMS

A Nyquist diagram is a plot of G(jω) in the complex G(jω)-plane, with fre-
quency ω as the parametric variable. A Nyquist diagram is not limited by the
same constraints that apply to Bode plots (and to Nichols charts as well). Nyquist
plots can cope with multiple feedback loops and with open-loop poles in the right-
half plane. But since almost no PLLs possess these characteristics, the broader
applicability of Nyquist diagrams has not mattered. Loop stability is indicated
in a Nyquist diagram by encirclements of the −1 + j0 point in the complex
G(jω)-plane. The Nyquist stability criterion is less convenient to evaluate than
those for Bode plots or Nichols charts, even though it is more broadly applicable.
Because G(jω) is plotted on linear axes (not dB for magnitude as in Bode plots
or Nichols charts), the highest- and lowest-amplitude portions of the diagram are
either off-scale or too small to see. Thus, although Nyquist diagrams are powerful
tools, they have not seen much use for analysis and design of PLLs. They are
not considered further in this book.

3.4 NICHOLS CHARTS

A Nichols chart is a rectangular-coordinate plot of the polar components of
G(jω): that is, |G(jω)| in dB as ordinate vs. Arg[G(jω)] in degrees as abscissa.
Frequency ω is a parametric variable and does not appear explicitly in the plot.
The plot encompasses only a single curve, a feature that might facilitate quicker
visual interpretation than is achievable from the two curves of a correspond-
ing Bode plot, even though extracted from exactly the same data. Because of
the dB scale for |G|, the Nichols chart clearly displays the large and small |G|
regions that are obscured in a Nyquist diagram. Nichols charts can be enhanced
by M-contours (described in Section 3.4.2), which are used to evaluate the peak
gain of the closed-loop system response. A Nichols chart does not display fre-
quency information; a Bode plot is superior when visible frequency information
is required. Nichols charts have been widely employed by our control system
colleagues for many years to design feedback systems; you might do well to
look into their use for PLLs.

3.4.1 Stability Criterion

The stability criterion of Nichols charts is subject to the same restrictions as
those applicable to Bode plots: The open-loop transfer function must be stable
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and the Nichols curve must cross 0 dB at only a single point. A PLL is stable
if its gain crossing in the Nichols chart is at a phase that is more positive than
−180◦. Phase margin is the sum of 180◦ plus the phase at the gain crossing.
Gain margin is the negative of the dB gain at the −180◦ phase crossing (if
any). Margins are more readily visible on a Nichols chart than on Bode plots or
Nyquist diagrams.

3.4.2 M-Contours

Closed-loop system response H(jω) = G(jω)/[1 + G(jω)] can be calculated
from knowledge of open-loop response G(jω). Every point in a Nichols chart
corresponds to a distinct value of G and thus to H . Represent the closed-loop
response in polar format as H = Mejα . Then each point in the Nichols chart
corresponds to a distinct pair of values of M and α. Curves connecting equal
values of M are known as M-contours, and curves connecting equal values of α

are known as α-contours. Methods for calculating these contours are explained
in [3.4] and many later texts on control systems.

The contours are properties of the underlying Nichols chart itself and do not
depend on particular G(jω) transfer functions. Thus, the contours can be pro-
duced as part of an otherwise blank chart and used for evaluating any admissible
transfer function. The M-contours are particularly useful since they identify the
peak gain of |H | for any G that might be plotted. Gain peaking can be an
important issue in design of PLLs.

3.4.3 Examples of Nichols Charts

Several examples of Nichols charts for type 2 PLLs are shown in Figs. 3.18 to
3.20. These charts were produced with the same spreadsheet as that used for
the Bode plots of Figs. 3.13 to 3.16. Figure 3.18 depicts the chart for a second-
order type 2 PLL with Kτ2 = 3 (ζ = 0.866). Gain crossover occurs at a phase
of −107◦ to give a phase margin of 73◦. Gain margin is infinite since the curve
does not cross −180◦ at any nonzero frequency.

Gain peaking (of |H |) can be estimated from the M-contours; the plotted curve
passes about midway between the M-contours for +1 and +2 dB, so the peak
of |H | is approximately 1.5 dB. Exact calculation with (2.25) yields 1.55 dB.
Exact peaking formulas have not been derived for more complicated PLLs, but
the M-contour evaluation of peaking does not require a peaking formula.

A second example in Fig. 3.19 is the same as the first example except
that the gain has been increased to Kτ2 = 81 (ζ = 4.5). The shape of the
Nichols curve has not been altered; it has merely been shifted upward by
20 log(81/3) = 28.6 dB. Inspection of the curve reveals that it barely grazes
the +0.1-dB M-contour [so peaking of |H(jω)| does not exceed 0.1 dB] and
the 0-dB gain crossing is at a phase of approximately −91◦ (so the phase
margin is about 89◦).
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Figure 3.18 Nichols chart of a second-order type 2 PLL with Kτ2 = 3 (ζ = 0.866);
the same parameters as in the Bode plot of Fig. 3.13 and the frequency-response graphs
of Figs. 3C.1 and 3C.2. The heavy curve is |G(jω)| in dB plotted against Arg[G(jω)]
in degrees. Light oval curves are M-contours. Gaps at the ends of the ovals are due to
computational quantization of the abscissa.

Figure 3.19 Nichols chart of a second-order type 2 PLL with Kτ2 = 81 (ζ = 4.5) and
phase margin ≈ 89◦.
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Figure 3.20 Nichols chart of a second-order type 2 PLL with an in-loop delay of
τd = τ2/10, gain Kτ2 = 3, phase margin ≈ 54◦, and gain margin ≈ 14 dB; the same param-
eters as in the Bode plot of Fig. 3.16 and the frequency-response graphs of Figs. 3C.3
and 3C.4.

The third example, shown in Fig. 3.20, is the same as the example in Fig. 3.18,
with the addition of a delay of τd = τ2/10. It has the same conditions as in the
example for the Bode plot of Fig. 3.16. Inspection of the Nichols curve quickly
reveals gain peaking of slightly more than 2 dB, a phase margin of 54◦, and a
gain margin of about 14 dB.

3.5 CLOSED-LOOP FREQUENCY-RESPONSE CURVES

It turns out that the closed-loop frequency responses |H(jω)|, Arg[H(jω)],
|E(jω)|, and Arg[E(jω)] vs. frequency ω are easily calculated in a spread-
sheet that generates Bode plots or Nichols charts. All necessary data are present
already; only a few additional formulas and data columns are needed. Principles
and examples are provided in Appendix 3C.

APPENDIX 3A: SALIENT FEATURES OF ROOT LOCI

A root locus consists of all of the points in the s-plane that satisfy the character-
istic equation 1 + G(s) = 0, as the value of a coefficient in G(s) (most typically,
the gain K) is varied over an appropriate range (e.g., K = 0 to ∞). The zeros of
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1 + G(s) define the poles of the closed-loop transfer functions H(s) and E(s).
If, as is usual, the coefficients of G(s) are all real, then any complex roots of
1 + G(s) occur in conjugate pairs. This appendix tells how to calculate several
prominent features of a root locus.

3A.1 Branches of Root Loci

The number of distinct branches of a root locus is equal to the number of finite
roots of the characteristic equation: that is, the number of poles in the closed-loop
transfer functions. Some of the branches terminate on the finite zeros, while others
extend to |s| = ∞. If the magnitude of s is sufficiently large, the characteristic
equation is approximated by

G(s) = −1 ≈ aKsNz

sNp
= aK

sNp−Nz

where Np and Nz are the number of finite poles and zeros of 1 + G(s) and aK
is the ratio of coefficients of the highest powers of s in G(s). [Comment: The
zeros of 1 + G(s) are the poles of H(s) or E(s).]

For any point s on the locus, the angle of G(s) is an odd multiple of π

inasmuch as −1 = ej(2k−1)π . That is,

Arg[G(s)] = Arg

[
aK

sNp−Nz

]
= (2k − 1)π

for an integer k, where Arg[x] means the phase angle of the complex quantity
x. The product aK is real and positive, so the asymptotic angles of G(s) are
established by those values of k that satisfy

Arg

[
1

sNp−Nz

]
= (2k − 1)π

which reduces to

Arg[s] = (2k − 1)π

Np − Nz

For example, if Np − Nz = 3, then the asymptotic angles for k = 0, 1, and 2
are −60◦, +60◦, and 180◦, respectively. Any other value of k for Np − Nz = 3
yields an angle such as 300◦ ≡ −60◦ that reduces to one of the three angles
found for k = 0, 1, or 2. The asymptotes do not generally meet at s = 0 but at
some point on the negative real axis.

3A.2 Locus on the Real Axis

Any portion of the locus on the real axis is defined by G(σ + j0) = −1, where σ

is the real part of s. Equivalently, Arg[G(σ)] = (2k − 1)π . Complex-conjugate
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pairs of poles or zeros of G(s), irrespective of location, contribute 0◦ to the angle
of G(s) at s = σ + j0. Real poles or zeros to the left of σ also contribute 0◦ to
the angle of G(σ), but each real pole or zero to the right of σ contributes −180◦

or +180◦, respectively, to the angle of G(σ). Therefore, any portion of the root
locus that lies on the real axis has an odd number of real open-loop poles and
zeros lying to its right. If, as is true in just about every PLL arrangement, no
open-loop poles or zeros are on the positive real axis, any real portions of the
root locus can appear only on the negative real axis or at s = 0.

3A.3 Locus Intersections with Axes

The locations of the intersections of a root locus with the imaginary or real axis
is valuable information for a PLL engineer. An example from a particular PLL
configuration is shown here rather than a derivation of the general conditions for
intersections. The case selected is the fourth-order type 2 PLL of Section 3.1.6.
This PLL has two open-loop poles at the origin, one zero at s = −1/τ2, and two
coincident open-loop, high-frequency poles located at s = −b/τ2. Normalizing
on τ2 gives p = sτ2, so that the open-loop zero is at p = −1 and the two open-
loop, high-frequency poles are at p = −b. The characteristic polynomial of this
case is

p4

b2
+ 2p3

b
+ p2 + K ′p + K ′ = 0 (3A.1)

where K ′ = Kτ2 is the normalized gain.

Intersections with the Imaginary Axis The imaginary axis is the stability
boundary of the PLL; the loop is unstable if the locus crosses into the right half
of the s-plane. At a crossing, the imaginary poles will be a conjugate pair at
p = ±jp0, where p0 (defined as a real value) is to be determined. In addition,
there are two more poles at unknown locations −p1 and −p2. Now divide (3A.1)
by p2 + p2

0 to obtain a remainder of p(K ′ − 2p2
0/b) + K ′ − p2

0(1 − p2
0/b

2). The
remainder is zero for all p if

K ′ − 2p2
0

b
= 0 and K ′ − p2

0 + p4
0

b2
= 0 (3A.2)

Subtract the first condition from the second to obtain

p2
0

(
p2

0

b2
+ 2

b
− 1

)
= 0

which identifies pairs of poles on the imaginary axis at p0 = 0 (the open-loop
integrator poles of the type 2 PLL) and at

p0 = ±b

√
1 − 2

b
(3A.3)

Equation (3A.3) is the result that has been sought for p0.
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A real value exists for p0 only for b > 2; no nonzero intersection with the
imaginary axis exists for smaller values of b. That finding implies that the com-
plex branch of the locus is entirely in the right-half plane for b < 2 and any
K ′ > 0; the loop is unstable for b < 2. To find the value of K ′ that corresponds to
p0 (i.e., the stability-boundary value of K ′), solve the first equation of (3A.2) for
p0 in terms of b and K ′, substitute the result into the second equation of (3A.2),
and thereby find the roots K ′ = 0 (the two open-loop poles at p = 0) and

K ′ = 2(b − 2) (3A.4)

which is applicable only for b > 2.

Intersections with the Real Axis Refer to Fig. 3A.1, which shows the pre-
ceding example’s open-loop poles and zeros in the p-plane along with a point on
the root locus located at p = −d + j�. Consider � to be infinitesimally small,
so that p = −d is an intersection of a complex portion of the locus with the
real axis. Angles of the vectors from the open-loop poles and zeros to the point
p = −d + j� must add up to an odd multiple of 180◦. The magnitudes of con-
tributions from those poles and zeros to the right of −d are each slightly less
than 180◦, while the contributions from the two poles to the left of −d are each
slightly more than 0◦. Zeros contribute a lead (positive) phase to G(s) and poles
contribute a lag (negative) phase. That is,

(2k − 1)π = −2

(
π − tan−1 �

d

)
+

(
π − tan−1 �

d − 1

)
− 2 tan−1 �

b − d

= −π + 2 tan−1 �

d
− tan−1 �

d − 1
− 2 tan−1 �

b − d
(3A.5)

Set k = 0 so that the π terms cancel, which leaves

0 = +2 tan−1 �

d
− tan−1 �

d − 1
− 2 tan−1 �

b − d

0−1−b

d

∆

π − tan−1[∆/d]

π − tan−1[∆/(d-1)]tan−1[∆/(b-d)]

zero

pole

Figure 3A.1 Geometric construction for determining intersection with the negative real
axis of the root-locus plot of a fourth-order type 2 PLL.
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Since � is infinitesimal, these three angles are all small and can be approximated
by their tangents to obtain

−2�

d
+ �

d − 1
+ 2�

b − d
= 0

After combining all terms over a common denominator and factoring out �, the
resulting numerator is

3d2 − (4 + b)d + 2b = 0

Roots of this equation lie at

d = 4 + b ± √
b2 − 16b + 16

6
(3A.6)

The discriminant is nonnegative for b ≤ 4(2 − √
3) ≈ 1.072 or b ≥ 4(2 + √

3) ≈
14.928. Since b = 2 is a stability boundary, the smaller limit on b represents an
unstable condition and is of no practical use in a PLL design. The larger limit
at b = 4(2 + √

3) indicates the existence of three coincident real poles on the
negative real axis at p = −(4 + b)/6 = −2(1 + 1/

√
3) ≈ −3.15470.

APPENDIX 3B: FORMATS OF THE OPEN-LOOP TRANSFER
FUNCTION G(s)

Section 2.3.1 presented a broadly general formulation of the open-loop transfer
function G(s) in the form

G(s) = KdKoFp+i(s)Fhf(s)

s

wherein the loop filter is partitioned into two cascaded sections: Fp+i(s), a
proportional-plus-integral (P + I) section, and Fhf(s), a high-frequency filtering
section. This appendix examines several alternative configurations for Fp+i(s).
It also shows how each of these two transfer functions should be arranged for
calculations of Bode plots or Nichols charts.

3B.1 Proportional-Plus-Integral Section

Equation (2.27) defined the P + I section in the form

Fp+i(s) = K1 + K2

s
+ K3

s2
+ K4

s3
+ · · · (3B.1)

Although nearly any P + I arrangement can be expressed in this manner by appro-
priate algebraic manipulations, the literal format of (3B.1) implies a configuration
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K1

K2

K3

K4

1/s

1/s

1/s 1/s 1/s

1/s

Σ
Out

In

Figure 3B.1 Parallel configuration of the P + I portion of a loop filter for a high-type PLL.

with multiple parallel arms, as depicted in Fig. 3B.1. This fully parallel config-
uration is workable, but it clearly has more integrators than needed if the loop
type is higher than 2. If a PLL is type n, it can be implemented with exactly
n integrators. One integrator is always furnished by the VCO, so the loop fil-
ter need supply only n − 1. But the fully parallel configuration of Fig. 3B.1
requires

∑n
i=1(i − 1) = n(n − 1)/2 integrators, so a more economical configu-

ration would be better.
Various configurations can be devised in which the n − 1 integrators required

are connected in cascade and the n − 1 stabilizing zeros are produced by suitable
weighted combinations of the proportional input and the n − 1 outputs of the
integrators. One such configuration (many others are possible) is illustrated in
Fig. 3B.2. This configuration has a transfer function of

Fp+i(s) = K1 + K1a2

s
+ K1a2a3

s2
+ K1a2a3a4

s3
+ · · ·

Its coefficients can be related to those of (3B.1) by

K2 = K1a2

K3 = K1a2a3

K4 = K1a2a3a4

...



58 3. GRAPHICAL AIDS

K1 a2/s 
In

Out

Σ

a3/s a4/s 

Figure 3B.2 Cascade integrators, parallel adder configuration for the P + I portion of a
loop filter.

yet only n − 1 integrators are used. Observe that each ai has dimensions of
(time)−1.

For a type 2 PLL, the transfer function of the P + I filter is simply

Fp+i

K1
= 1 + a2

s
= s + a2

s

so 1/a2 is seen to be the same as τ2, the time constant of the stabilizing zero of
a type 2 PLL, as in Fig. 2.2.

For a type 3 PLL, the transfer function of the P + I filter is expressed as

Fp+i(s)

K1
= 1 + a2

s
+ a2a3

s2
= s2 + sa2 + a2a3

s2

Applying the quadratic formula, the two zeros of this expression are located at

s = −a2

2

(
1 ±

√
1 − 4a3

a2

)

The zeros are coincident (a desirable design goal) at s = −a2/2 if a3 = a2/4 but
will be conjugate complex (an undesirable condition) if a3 is any larger. You
could design for coincident zeros if the tolerance on a3/a2 were suitably tight,
but the risk of complex zeros might be too high if the tolerances were very loose
(as is common in practical analog PLLs).

Reasons for choosing coincident zeros and avoiding complex zeros are dis-
cussed in Section 8.3.1. Complex zeros are possible with the configurations of
Figs. 3B.1 and 3B.2—or any of the variations on them—for all PLLs of type 3
or higher. It is the multiple parallel connections that have the potential for gener-
ating complex zeros, even if the integrators themselves are strictly in cascade. A
configuration that avoids complex zeros because of its inherent structure would
be safer, especially if component tolerances are loose.

Figures 3B.3 and 3B.4 show two configurations that entirely prevent complex
zeros for any number of cascaded integrators. Prevention is accomplished by
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RA1

RA2 CA

RB1

RB2 CB

RC1

RC2 CC

RD1

RD2
CD

Out

Figure 3B.3 Cascaded active lag-lead configuration for the P + I portion of a loop filter.

K1A

K2A/s

+ K1B

K2B/s

+ K1C

K2C/s

+ K1D

K2D/s

+
Out

In

Figure 3B.4 Cascaded individual first-order P + I cells for the P + I portion of a loop filter.

associating each real zero with a single integrator rather than generating zeros by
parallel connections from two or more integrators. These two configurations are
simply cascades of the first-order P + I filters introduced in Fig. 2.2. [Caution:
An odd number of inverting operational amplifiers in the cascade will introduce
a net polarity inversion in the feedback loop. Be sure to take that into account
in the overall design.]

Neglecting polarity inversions, the transfer function of the P + I loop filter of
Fig. 3B.3 is

Fp+i(s) = (sCARA2 + 1)(sCBRB2 + 1) · · ·
sn−1CARA1CBRB1 · · ·

= RA2RB2 · · ·
RA1RB1 · · · · (s + 1/τA)(s + 1/τB) · · ·

sn−1

= K1
(s + 1/τA)(s + 1/τB) · · ·

sn−1
(3B.2)

where τi = CiRi2, K1 = (RA2RB2 · · ·)/(RA1RB1 · · ·), and n is the loop type. Sim-
ilarly, the transfer function of the configuration of Fig. 3B.4 is the same as the
last line of (3B.2) with the definitions K1 = K1AK1B · · · and τi = K1i/K2i . For
purposes of calculation (e.g., in a spreadsheet), the P + I transfer function would
be split into magnitude and phase according to

20 log

∣∣∣∣Fp+i(jω)

K1

∣∣∣∣ = −20(n − 1) log(ω) + 10
n−1∑
i=1

log

(
ω2 + 1

τ 2
i

)
dB (3B.3)

Arg[Fp+i(jω)] = 180

π

[
−

(π

2

)n−1 +
n−1∑
i=1

tan−1 ωτi

]
deg (3B.4)
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3B.2 High-Frequency Section

The transfer function of almost any high-frequency filter that might be found in
a PLL can be written as products of first- and second-order zeros and poles and
a delay factor, in the form

Fhf(s) = Fhf(0)

∏
m
(sτm + 1)

∏
q
(αqs

2 + βqs + 1)∏
k
(sτk + 1)

∏
r
(αrs

2 + βrs + 1)
e−sτd (3B.5)

where τd is a transport delay. The associated magnitude and phase representa-
tions are

20 log

∣∣∣∣Fhf(jω)

Fhf(0)

∣∣∣∣ = 10
∑
m

log(1 + ω2τ 2
m) + 10

∑
q

log[(1 − αqω
2)2 + ω2β2

q ]

− 10
∑

k

log(1 + ω2τ 2
k )

− 10
∑

r

log[(1 − αrω
2)2 + ω2β2

r ] dB (3B.6)

Arg[Fhf(jω)] = 180

π

(
−ωτd +

∑
m

tan−1 ωτm +
∑

q

tan−1 ωβq

1 − ω2αq

−
∑

k

tan−1 ωτk −
∑

r

tan−1 ωβr

1 − ω2αr

)
deg (3B.7)

Complex-conjugate zero or pole pairs in Fhf are unusual, but they do occur;
they require second-order factors if they are to be represented with real coeffi-
cients. Significant delay within an analog PLL is not usual either, but it too does
occur; the provisions in (3B.5) and (3B.7) accommodate delay when it must
be treated.

3B.3 Calculations

ž A spreadsheet can be set up with more poles and zeros in Fhf than needed
in any particular instance, simply by setting excess coefficients τ , α, and β

to zero, thereby reducing any affected factor to unity.
ž That same expedient is not available for Fp+i because any time constant set

to zero in (3B.2) will cause division by zero.
ž The rule for formatting Fp+i is lims→∞ Fp+i(s)/K1 = 1.
ž The rule for formatting Fhf is lims→0 Fhf(s)/Fhf(0) = 1.
ž Both K1 and Fhf(0) are to be incorporated as factors of K .
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APPENDIX 3C: CLOSED-LOOP FREQUENCY RESPONSES

Once a spreadsheet has been set up for Bode plots or Nichols charts, it is a
simple matter to add a few formulas to generate frequency responses of the
closed-loop transfer functions E(jω) and H(jω). Formulas are developed and
examples given in this appendix.

3C.1 Frequency-Response Formulas

Start with the closed-loop error transfer function E(jω), which is related to
open-loop transfer function G(jω) in polar components by

|E|ejArg[E] = 1

1 + |G|ejφ
= 1

1 + |G| cos φ + j |G| sin φ
(3C.1)

where the jω argument has been dropped for compactness and φ = Arg[G]. The
polar components of E are readily separated from (3C.1). First, the phase is

Arg[E] = − tan−1 sin φ

cos φ + 1/|G| rad (3C.2)

which typically would be plotted in degrees after multiplication by 180/π . Then
the magnitude is

|E|2 = 1

1 + 2|G| cos φ + |G|2

and the magnitude in dB is

10 log |E|2 = −10 log[1 + 2|G| cos φ + |G|2] dB (3C.3)

The closed-loop system transfer function written in polar components is

|H |ejArg[H ] = |G|ejφ

1 + |G|ejφ

which leads to the formulas

Arg[H ] = φ + Arg[E] rad (3C.4)

|H |2 = |G|2|E|2
10 log |H |2 = 10 log |G|2 + 10 log |E|2 dB (3C.5)

3C.2 Example Frequency-Response Graphs

Figures 3C.1 to 3C.4 show example plots of closed-loop frequency responses
of E and H . Figures 3C.1 and 3C.2 are for a second-order type 2 PLL with
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Figure 3C.1 Frequency response of E(jω) for a type 2 PLL with Kτ2 = 3; the same
parameters as for the Bode plot of Fig. 3.13 and the Nichols chart of Fig. 3.18.

10

0

−30

−20

−10

−40
0.01 0.1 1

Normalized Frequency, wt2

M
ag

ni
tu

de
, |

H
(j

 w
)|

, d
B

P
ha

se
, d

eg
re

es

10 100
−300

−200

−100

0

100

200

|H|

Arg[H]

Figure 3C.2 Frequency response of H(jω) for a type 2 PLL with Kτ2 = 3; the same
parameters as for the Bode plot of Fig. 3.13 and the Nichols chart of Fig. 3.18.
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Figure 3C.3 Frequency response of E(jω) for a type 2 PLL with Kτ2 = 3 and an
in-loop delay of τd = τ2/10; the same parameters as for the Bode plot of Fig. 3.16 and
the Nichols chart of Fig. 3.20.
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Figure 3C.4 Frequency response of H(jω) for a type 2 PLL with Kτ2 = 3 and an
in-loop delay of τd = τ2/10; the same parameters as for the Bode plot of Fig. 3.16 and
the Nichols chart of Fig. 3.20.
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Kτ2 = 3 (ζ = 0.866)—the same conditions as in the Bode plot of Fig. 3.13 and
the Nichols chart of Fig. 3.18. Figures 3C.3 and 3C.4 show the effect of an in-
loop delay of τd = τ2/10 on the frequency responses. The effect is minimal at
frequencies ωτ2 < 1, but an increasing effect is observed at higher frequencies.
Particularly affected is Arg[H ], a not surprising result since H(jω) → G(jω)

for high frequencies.
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CHAPTER 4

DIGITAL PLLs: TRANSFER FUNCTIONS
AND RELATED TOOLS

Like many other electronic devices, more and more phaselock loops are being
implemented in digital versions. The usual reasons for digital implementation also
apply to PLLs: lower cost, easier fabrication, drift-free components, and absence
of tolerance problems. It is easy to store digital signals but almost prohibitive
to store analog signals. A digital integrator has no offset or volatility problems.
Ordinary digital operations are feasible with a complexity that is unimaginable
through analog methods. All of these advantages notwithstanding, the need for
compatibility with other digital operations in a system is by far the strongest
motivation for digital implementation of PLLs.

4.1 DISTINCTIVE PROPERTIES OF DIGITAL PLLs

Digital PLLs (DPLLs) operate under several conditions that are generic to digital
signal processing:

ž Signals exist as sequences of discrete samples.
ž The information in each sample is a dimensionless digital number.
ž Digital numbers necessarily have finite precision; they are quantized.
ž Operations within the digital PLL are computed.

A computed PLL is sometimes called a software PLL, but the underlying
algorithms can be used equally well in either software or hardware, depending

Phaselock Techniques, Third Edition, by Floyd M. Gardner
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on the speed required and the hardware available. The term computed is used
throughout the book to refer to either hardware or software implementation.

All PLLs exhibit nonlinear behavior. In Chapters 2 and 3 it is assumed that
operations can be approximated by a linear model if the phase error is small
enough. This assumption is very good for many analog PLLs and yields the
enormous benefit of analysis and design through transfer functions.

More so than with analog PLLs, numerous useful digital PLLs have gross non-
linearities that cannot be approximated away, even for small phase errors. These
inherently nonlinear PLLs cannot be analyzed with transfer functions; examples
are considered in Chapter 13. But even in the absence of gross nonlinearities,
every digital PLL suffers from quantization effects; quantization is a nonlinear
operation whose consequences are most significant at small phase errors. To
avoid the severe complications of nonlinear analysis, common practice assumes
that quantization is fine enough to be ignored to first order and that the DPLL can
be analyzed by a linear approximation. Effects of quantization are treated as a
separate problem in Chapter 13. The present chapter develops transfer functions
of several digital PLLs by ignoring quantization and confining itself to digital
PLLs that do not include other significant nonlinearities for small phase errors.

4.2 DIGITAL TRANSFER FUNCTION

Just as an analog circuit is described in the time domain by a differential equation,
a digital circuit is described in the shift domain by a difference equation. (Shift
can be related to discrete time, but need not be.) Just as a linear, time-invariant dif-
ferential equation is converted to the transform domain by means of Laplace trans-
forms, a linear, shift-invariant difference equation is converted to the transform
domain by means of z-transforms. This section develops difference equations
and z-transforms for a representative configuration of a digital PLL. Transfer
functions are developed from the z-transforms of the digital PLL elements.

4.2.1 Configuration of a Digital PLL

The generic block diagram of a PLL in Fig. 1.1 also applies to a DPLL, with some
minor changes. A digital phase detector and a digital loop filter are present, but
a number-controlled oscillator (NCO) replaces the voltage-controlled oscillator
(VCO). Also, a delay of D sample intervals (D is a positive integer) is a crucial
element within the loop.

In Chapters 2 and 3, input and output signal phases were measured in radians
and given the symbol θ . Although the same nomenclature could be employed for
digital PLLs, the phases presented here will be measured in cycles [equivalently,
unit intervals (UIs)] instead and given the symbol ε. Resulting transfer functions
are exactly the same for either convention; the differing approach is taken solely
to provide an example of how to apply the alternative nomenclature.
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The input signal is a sequence of dimensionless digital numbers that includes a
periodic component characterized, in part, by its phase εi[n], where n is the sam-
ple index. The phase of the NCO output sequence is designated εo[n]. [Notation:
Brackets [·] enclose discrete-index arguments and parentheses (·) enclose contin-
uous arguments.]

4.2.2 Difference Equations

For small-enough phase errors, and neglecting quantization, the nth sample output
of the phase detector is the dimensionless number

ud [n] = κp{εi[n] − εo[n]} (4.1)

where κp is the phase detector gain; it determines the PD output ud [n] in response
to a phase error of εe[n] = {εi[n] − εo[n]} cycles. Although κp is dimensionless,
it should be associated with a notation—a pseudodimension—of (cycles)−1 to
distinguish it from its sibling κd , which expresses the PD output in response to a
phase error of θe radians. A pseudodimension of (radians)−1 should be associated
with κd . [Note: All coefficients, such as κp, are always considered to be positive
unless explicitly designated otherwise.]

Loop filters considered in this section comprise proportional elements, integral
elements, and delay elements. A generic proportional element has a gain κm, input
xmi[n], output xmo[n], and its difference equation is represented as

xmo[n] = κmxmi[n] (4.2)

The subscript m connotes multiplier ; modified notation will be substituted shortly.
The proportional element is modeled as delay-free and memoryless; that is, the
nth input and the scaling coefficient uniquely determine the nth output.

A digital integrator has a difference equation of

yIo[n] = κIxIi[n − 1] + yIo[n − 1] (4.3)

where the subscript I connotes an integrator, κI is a scaling coefficient, yIo[n] is
the nth sample output of the integrator, and xIi[n] is the nth sample input. The
integrator register for yIo in a loop filter must saturate at its two extreme values,
never recycle. Good design of the DPLL would avoid saturation under normal
operating conditions.

An NCO is a special kind of integrator with a difference equation

εo[n] = {κvuc[n − 1] + εo[n − 1]} mod-1 cycles (4.4)

where κv is the NCO scaling coefficient, εo[n] is the nth sample output, and uc[n]
is the nth sample of the control input. The notation mod-1 means that εo ∈ [0, 1);
the NCO integrator discards any integer part of εo. That is, the register in the NCO
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recycles, contrary to that of an integrator in the loop filter. This phase wrapping
is a nonlinearity that typically is counteracted by some means not addressed at
this juncture. For purposes of developing transfer functions, the nonlinearity is
treated as nonexistent. (Think of the NCO as a circular up-down counter in which
the apparent discontinuity is an artifact of trying to label position around a circle
with numbers taken from a straight line. No genuine discontinuity occurs in the
operation of the NCO.)

The product κvuc is a phase increment in fractional cycles, so the dimension-
less NCO gain coefficient κv has a pseudodimension of cycles. Common NCOs
have a gain coefficient κv = 1. If the NCO is clocked at a frequency fs , the
frequency of its output (the average rate of recycling of the phase register) is
κvucfs Hz. Take note that negative frequencies can be physically meaningful
if κvuc is negative. The output frequency of an NCO can pass through zero,
unlike an ordinary analog VCO. The magnitude |κvuc| of the phase increment
must be less than 0.5 to conform to the Nyquist sampling condition, to avoid
frequency aliasing.

The difference equations for the integrator and NCO include delays of one
sample interval; the (n − 1)th input does not appear in the output until the nth
sample of output. Also, an integrator has memory; the nth output is the sum of
all preceding scaled inputs up to the (n − 1)th.

The difference equation of a delay of D sample intervals is simply

xdo[n] = xdi[n − D] (4.5)

The choice of the delay models in the preceding difference equations has been a
compromise. On the one hand, delay-free operation (the nth input contributes to
the nth output) may be feasible in a simulation or in post-time processing of stored
signals. On the other hand, if the frequency of the system clock is comparable to
the sampling rate of the PLL (typical of high-speed hardware systems), the loop
will include pipelining delays, so that all elements, even the proportional scaling
elements, might require more than one sample interval to fully accomplish their
tasks. Delay D has been incorporated into the model to account for necessary
integer delays, but be aware that not all possible configurations allow delay to
be lumped in one location as in this model.

If the frequency of the clock is fast enough compared to the sampling rate of
the PLL (typical of software systems), the multiple operations in the PLL might
be performed within one sampling interval, but a real-time loop still includes
some processing delay that is less than one sample interval. An integer delay
D does not account for fractional delay. Only integer delays are considered in
this book. A feedback loop must have a delay of at least D = 1. Without delay,
the loop would not be computable; it would have to produce an output before it
had a chance to generate the phase error (difference between input and output
phases) that is needed for computing the output.

These difference equations have been written with the tacit assumption that
all elements run at the same sampling rate. All following material in this chapter
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is based on that single-rate assumption. Multirate operations are examined in
Chapter 13.

4.2.3 z-Transforms of the Loop Elements

The z-transform of the phase-detector difference equation is simply

Ud(z) = κp{εi(z) − εo(z)} (4.6)

and similarly, the z-transform of a delay-free proportional element is

Xmo(z) = κmXmi(z) (4.7)

where ε(z) and X(z) are the z-transforms of their respective sequences. The
z-transform for an integrator with unit delay is

YIo(z) = κI z
−1XIi(z)

1 − z−1
(4.8)

and ignoring the mod-1 nonlinearity, the NCO z-transform is

εo(z) = κvz
−1Uc(z)

1 − z−1
(4.9)

Finally, the z-transform of an integer delay is

Xdo(z) = z−DXdi(z) (4.10)

Notice that the z-transform representation of integer delay for a sampled feedback
loop is algebraic and thus easier to manipulate than the transcendental Laplace
transform representation of delay for a time-continuous feedback loop.

Figure 4.1 depicts a linear model of a digital PLL with z-transform transfer
functions indicated for each element. This model is the basis for most of the
material that follows in this chapter.

Figure 4.1 Block diagram of a type 3 DPLL.
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4.2.4 Loop Filter

Denote the z-transform transfer function of the loop filter as F(z). The loop
filter consists of a combination of proportional elements, integrators, and delays.
Additional high-frequency filter elements might also be included, but those are
not considered until later. A transfer-function expression F(z) is constructed by
combining the z-transforms of its constituents. Only the one loop filter shown
in Fig. 4.1 will be treated for now, a filter that produces a type 3 digital PLL.
No implication is intended that a type 3 PLL is commonplace (it is not) or
that digital PLLs are necessarily devoid of high-frequency filtering. A transfer
function containing the example filter can be reduced to type 2 or type 1 by
setting appropriate coefficients to zero.

Several variations on loop filter configurations were shown in Appendix 3B for
analog PLLs. The same configurations could be used for digital PLLs. Similarly,
the configuration of Fig. 4.1 could have been included in Appendix 3B as one
more possible variation for analog PLLs. An astute reader will observe that the
configuration of Fig. 4.1 employs the minimum number of integrators (because
the integrators are in cascade) but has the potential for undesirable complex zeros
in the transfer function (because of the parallel paths for combining signals).
In actuality, since digital implementations need have no tolerance problems on
coefficients, there is no risk of complex zeros; the zeros can be set exactly where
desired, as demonstrated further below.

Notice that not only the integrators are cascaded but so are the coefficients κ1,
κ2, and κ3. This arrangement is a tidy way of drawing the filter block diagram,
and it also has implementation benefits in that all coefficients almost always will
be less than 1, κ2 is almost always less than κ1, and κ3 is almost always less than
κ2. Thus, the attenuation needed for the input to the rightmost integrator is shared
among κ1, κ2, and κ3 and is not all placed in a single scaling element. Common
practice selects values for the scaling coefficients κ1, κ2, and κ3 as integer powers
of 0.5 so that scaling can be performed as shifts instead of multiplications, thereby
simplifying the computational effort.

For simplicity, excess delay D − 1 has been included within the loop filter
rather than separated out into the individual elements where it actually resides.
Configurations of realistic digital PLLs may not permit element delays to be
extracted to fit this model accurately; modified transfer functions must be derived
for those configurations.

Combining all of the scalers, integrators, and excess delay of Fig. 4.1 gives a
transfer function for the example loop filter of

F(z) = Uc(z)

Ud(z)
= z−(D−1)κ1

[
1 + κ2z

−1

1 − z−1

(
1 + κ3z

−1

1 − z−1

)]

= z−(D−1)κ1

(1 − z−1)2
[(1 − z−1)2 + κ2z

−1(1 − z−1) + κ2κ3z
−2] (4.11)

which has two finite poles at z = 1 (equivalent to s = 0 for time-continuous
systems), plus D − 1 poles at z = 0 (introduced by the excess delay) and two
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finite zeros at

z = 1 − κ2

2
± κ2

2

√
1 − 4κ3

κ2
(4.12)

The two zeros are coincident at z = 1 − κ2/2 if κ3 = κ2/4 (an easy condition to
assure exactly, with no tolerance problems whatever in a digital implementation)
and will be complex only if κ3 exceeds κ2/4.

4.2.5 Loop Transfer Functions

The loop transfer functions can now be written simply by combining F(z) with
the z-transforms for the phase detector and NCO and defining the dimensionless
loop gain

κ = κpκvκ1 (4.13)

leading to the transfer functions listed below. Subscripts on G, H , and E indicate
the loop type (the total number of integrators within the loop).

ž Open-loop transfer function:

G3(z) = εo(z)

εe(z)
= κz−D[(1 − z−1)2 + κ2z

−1(1 − z−1) + z−2κ2κ3]

(1 − z−1)3
(4.14)

ž System transfer function:

H3(z) = εo(z)

εi(z)
= G3(z)

1 + G3(z)

= κz−D[(1 − z−1)2 + κ2z
−1(1 − z−1) + κ2κ3z

−2]

(1 − z−1)3 + κz−D[(1 − z−1)2 + κ2z−1(1 − z−1) + κ2κ3z−2]
(4.15)

ž Error transfer function:

E3(z) = εe(z)

εi(z)
= 1

1 + G3(z)
= 1 − H3(z)

= (1 − z−1)3

(1 − z−1)3 + κz−D[(1 − z−1)2 + κ2z−1(1 − z−1) + κ2κ3z−2]
(4.16)

4.2.6 Poles and Zeros

The example transfer functions of (4.14) to (4.16) are type 3, as evidenced by the
(1 − z−1)3 term in G(z), which indicates three digital integrators in the loop. But
the denominators of the closed-loop transfer functions are of higher degree than
the type unless D = 1, its minimum possible value. The presence of excess delay
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increases the order of a digital PLL by an amount D − 1; the additional open-
loop poles are located at z = 0. This increased order has adverse implications
for stability, as explored later.

Setting κ3 = 0 and dividing through numerators and denominators of all trans-
fer functions by a common factor (1 − z−1) gives the transfer functions for a type
2 digital PLL of order D + 1. The system transfer function reduces to

H2(z) = κz−D(1 − z−1 + κ2z
−1)

(1 − z−1)2 + κz−D(1 − z−1 + κ2z−1)
(4.17)

which has a zero at z = 1 − κ2. If D = 1, H2(z) has a pair of poles at

z = 1 − κ

2
± κ

2

√
1 − 4κ2

κ
(4.18)

The two poles are real and separate if the discriminant in (4.18) is positive, real,
and coincident at z = 1 − κ/2 if the discriminant is zero, and complex if the
discriminant is negative.

[Comments: (1) The expression (4.18) for the poles of H2(z) has the same
formal structure as the expression (4.12) for the zeros of F3(z) and thus the
zeros of H3(z). But the easy ability to set the zeros of H3 accurately does not
necessarily carry over to the poles of H2 because κ in (4.18) includes a factor
of κp, the phase-detector gain. In many phase detectors (not all), κp depends on
the amplitude of the input signal or the input signal-to-noise ratio, properties that
are rarely established with great accuracy. Influences on phase-detector gain are
examined further in Chapter 10. (2) In Chapters 2 and 3, the transfer-function
expressions for the type 2 PLL were normalized to the location of the zero at
s = −1/τ2. That normalization is not necessary nor as useful for a digital PLL
since z is already a dimensionless (i.e., normalized) quantity.]

Now set κ2 = 0 in (4.17) and divide out the common factor 1 − z−1 from the
numerator and denominator to obtain the closed-loop system transfer function of
a type 1 digital PLL:

H1(z) = κz−D

1 − z−1 + κz−D
(4.19)

This transfer function has no zero. If D = 1, it has a single pole at z = 1 − κ .
If, additionally, κ = 1, the system transfer function reduces to H1(z) = z−1, a
pure delay of 1 unit interval. Several authors over the years have pointed out
that this choice of parameters gives a PLL that responds fully to its input with
just a one-sample-time delay—as nearly instantaneous as possible in a sampled
feedback system. The delayed output is exactly the same as the input, with no
filtering distortion. The equivalent PLL in continuous time would have infinite
bandwidth, a physical impossibility. Choosing κ = 1 and D = 1 defeats one
important purpose of a PLL: filtering of its input. Any noise or other disturbance
at the input appears without reduction at the output.
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Now suppose that D = 2; the poles of a second-order type 1 digital PLL will
be located at

z = 1
2 ± 1

2

√
1 − 4κ (4.20)

The two poles are real and separate if κ < 0.25, real and coincident at z = 0.5
if κ = 0.25, and a complex-conjugate pair if κ > 0.25.

4.3 LOOP STABILITY

A digital PLL is stable if all of its poles (the roots of its characteristic poly-
nomial) are inside the unit circle and unstable if any pole lies outside the unit
circle. Stability conditions for several examples of DPLLs are summarized in
this section; analytical details are relegated to Appendix 4A. Further examples
related to the effects of delay may be found in [4.1].

Always be aware that pole locations and resulting stability boundaries depend
on the particular arrangement of delays within the PLL. Different delay arrange-
ments give different results. The examples shown in this section should be
regarded as typical but do not necessarily apply to altered configurations except,
perhaps, approximately.

4.3.1 Type 1 DPLLs

Consider the first-order type 1 (D = 1) DPLL of (4.19). Its one pole lies on the
real axis, within the unit circle if κ < 2 and outside (therefore unstable) if κ > 2.
Contrast this behavior with that of a time-continuous first-order PLL, which is
stable for any positive value of loop gain, no matter how large. The essential
delay within a digital PLL introduces unavoidable instability at a finite gain.

Next, increase the delay to D = 2, whereupon the two poles are located as
in (4.20). To find the value of κ that places the conjugate poles on the unit circle,
set |z|2 = 1 and solve to get κ = 1 for the stability bound with the boundary poles
at z = (1 ± j

√
3)/2. In Appendix 4A it is shown that the stability limit on loop

gain for a type 1 DPLL with arbitrary integer delay D > 0 and without any other
filtering in the loop is

κ = 2 sin
π

2(2D − 1)
(4.21)

Excess delay impairs the stability of a DPLL quite drastically.

4.3.2 Type 2 DPLLs

Next, consider the pole locations of H2(z) for D = 1, as shown in (4.18). Pro-
vided that κ2 < 1, the instability boundary is defined by

κ = 4

2 − κ2
(4.22)
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which reduces to κ = 2 for κ2 = 0, as in a first-order DPLL. Equation (4.22) is
obtained simply by substituting z = −1 into (4.18) and rearranging the algebra.
The loop is unstable for all κ > 0 if κ2 > 1. Reasons for these results are clarified
in the subsequent discussion of root loci of digital PLLs in Section 4.4.

4.3.3 Type 3 DPLLs

For D = 1, a type 3 DPLL is unstable for all κ > 0 if

κ2 ≥ 4

4 − 3κ3
(4.23)

which reduces to κ2 > 1 if κ3 = 0 (thereby agreeing with the constraint on κ2

for a type 2 DPLL with D = 1) and reduces to κ2 > 4/3 if κ3 = κ2/4 (for the
desirable coincident zeros of a type 3 PLL).

Within the constraints of (4.23), a type 3 DPLL with D = 1 is stable if

κ3

(1 − κ3)(1 − κ2 + κ2κ3)
< κ <

8

4 − 2κ2 + κ2κ3
(4.24)

and is unstable outside these boundaries. The stability condition on κ reduces to
that of (4.22) for a type 2 DPLL if κ3 = 0 and to

κ2

(4 − κ2)(1 − κ2/2)2
< κ <

8

(2 − κ2/2)2
(4.25)

if κ3 = κ2/4. The nonzero lower bounds in (4.24) and (4.25) demonstrate that a
type 3 digital PLL is conditionally stable (i.e., unstable for small-enough gain)
in the same manner as a type 3 analog PLL.

4.4 ROOT-LOCUS PLOTS

An observant reader will have noticed that stability boundaries were not pur-
sued above for D > 1 except in type 1 DPLLs. As evidenced in Appendix 4A,
the mathematical labor needed for analytical determination of stability becomes
increasingly burdensome as the transfer function under consideration becomes
more complicated. Root-locus patterns can be helpful in reducing the burden.

Underlying principles of root-locus plots for z-domain transfer functions are the
same as those for s-domain transfer functions that were explored in Section 3.1
and Appendix 3A. Significant differences are:

ž Open-loop integrator poles originate at z = 1 instead of s = 0.
ž An additional D − 1 open-loop poles appear at z = 0.
ž The stability boundary is the unit circle (|z| = 1) in the z-plane instead of

the imaginary axis of the s-plane.
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ž Contours of constant damping are spirals in the z-plane rather than simple
straight-line rays in the s-plane. In consequence, a z-plane root-locus plot
does not reveal damping of complex poles in nearly so ready a fashion as
offered by an s-plane root-locus plot.

ž Since integer delays have an algebraic representation in a z-domain transfer
function, as opposed to a transcendental representation in the s-domain, a
z-domain root-locus plot readily accommodates integer delays.

4.4.1 Root Loci of Type 1 DPLLs

Type 1 DPLLs are frequently encountered in the literature and sometimes are
feasible in practice if the frequency of the input signal is known with suffi-
cient accuracy.

Type 1, D = 1 The root locus of a type 1 DPLL with D = 1 is a straight
line originating at z = 1 (the location of the NCO integrator pole) and migrating
toward the left along the real axis toward z = −∞ as κ increases. For any κ , the
single closed-loop pole lies at z = 1 − κ . This behavior closely resembles that
of a first-order type 1 analog PLL. However, the DPLL locus crosses the unit
circle at z = −1, so the DPLL becomes unstable for a gain κ = 2. By contrast,
the corresponding analog PLL is stable for all K > 0.

Type 1, D = 2 A type 1 DPLL with D = 2 closely resembles the type 1
analog PLL with a simple lag filter described in Sections 2.3.2 and 3.1.3. The
DPLL poles are at z = 0.5(1 ± √

1 − 4κ). The poles are real and separate for
κ < 0.25 and conjugate complex for κ > 0.25. The complex portion of the locus
lies on a vertical line at Re[z] = 0.5. [Notation: Re[z] means the real part of z.]
Intersection with the unit circle occurs at z = 0.5(1 ± j

√
3) = e±jπ/3 for κ = 1.

Type 1, D = 3 Figure 4.2 illustrates the root locus for a type 1 DPLL with
D = 3. One open-loop pole (due to the NCO integrator) lies at z = 1, and two
open-loop poles (due to the excess delay) lie at z = 0. As κ increases, one pole
originating at zero migrates to the left on the real axis and the other migrates
to the right. As the integrator pole migrates leftward, it meets the right-moving
delay pole at z = 2

3 for κ = 4
27 , whereupon the pair become complex for larger

gain values. The complex branch crosses the unit circle at Arg[z] = ±π/5 for
κ = 0.618, thereby establishing the stability boundary. The left-moving real pole
crosses z = −1 for κ = 2, which is larger than κ = 0.618 and thus is just an addi-
tional crossing of the unit circle by another pole, and is not the stability boundary.

4.4.2 Root Loci of Type 2 DPLLs

For the same reasons that apply to analog PLLs, most digital PLLs also will be
type 2.
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Figure 4.2 Root-locus plot of a type 1 DPLL with D = 3. The lower half plane is omitted.

Type 2, D = 1 A root locus for a type 2 DPLL with D = 1 has two open-
loop poles at z = 1 and a zero at z = 1 − κ2. As gain increases from zero, the
two poles initially migrate along a circle with its center at the location of the
zero and with a radius of κ2. The two poles rejoin the real axis for κ = 4κ2

at z = 1 − 2κ2. From that location, one pole migrates to the right, eventually
terminating on the zero (for κ = ∞), and the other migrates to the left toward
z = −∞. This behavior is closely similar to that for a second-order type 2 analog
PLL, as described in Chapter 3.

Parameters κ and κ2 both enter into the conditions of stability. Unless the
circle portion of the locus lies inside the unit circle, the PLL will be unstable
for all κ . A value of κ2 = 1 causes the locus circle to coincide with the unit
circle, so one stability criterion requires that κ2 < 1. If that criterion is met, the
left-migrating real pole crosses the unit circle at z = −1, for a gain value of

κ = 4

2 − κ2
(4.26)

Type 2, D = 2 Figure 4.3 shows a root-locus family for a type 2 DPLL with
D = 2. Excess delay generates an extra open-loop pole at z = 0 but has no effect
on the location of the zero. The pole originating at z = 0 migrates to the right
on the real axis while the two integrator poles are complex for small gain. (The
figure shows only the complex pole with positive imaginary part.) The loop is
unstable (complex poles are outside the unit circle) for all κ > 0 if κ2 > 1

2 .
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Figure 4.3 Root-locus plots of a type 2 DPLL with D = 2 and various κ2. Real poles
and the lower half plane are omitted.

If κ2 = 1
9 , three poles are coincident at z = 2

3 for κ = 1
3 , but two of them

form a complex pair for all other values of κ . If κ2 > 1
9 , the two poles origi-

nating at z = 1 remain complex for all κ > 0 and the right-migrating real pole
terminates on the zero for κ = ∞. If κ2 < 1

9 , the complex poles return to the
real axis for some range of κ . One of these poles migrates rightward along the
real axis toward the zero while the other migrates leftward, eventually meet-
ing the third pole, whereupon the two become a complex-conjugate pair on
vertical loci.

The root loci of a type 2 DPLL with D = 2 are similar to those of a third-order
type 2 analog PLL as described in Section 3.1.4, except for the finite stability
boundary of the DPLL. For another similarity, as κ2 is reduced toward zero, the
root locus for large κ approaches that of a type 1 DPLL with D = 2 with nearly
the same stability boundary.

Type 2, D = 3 The open-loop transfer function has a zero at z = 1 − κ2, a pair
of poles due to the integrators at z = 1, and a pair of poles due to the excess delay
at z = 0. The two poles originating at z = 1 initially migrate along complex loci,
whereas the poles originating at z = 0 initially migrate left and right along the
real axis (provided that κ2 < 1).

Appendix 4A shows that the loop will be unstable for all κ > 0 if κ2 > 1
3 . It is

noteworthy that the stability bound on κ2 for a type 2 DPLL has been found to be 1
for D = 1, 1

2 for D = 2, and 1
3 for D = 3. Following up on this suggestive result,
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further analysis (not included here) revealed that the apparent rule continues for
all integer D > 0; the stability bound on κ2 for a type 2 DPLL is

κ2 <
1

D
(4.27)

The root loci for a type 2 DPLL with D = 3 will be similar to those shown
in Fig. 3.6 for a fourth-order type 2 analog PLL: one pole locus terminates
at z = −∞, another terminates on the zero at z = 1 − κ2, and the poles of a
complex-conjugate pair asymptotically approach straight lines at angles of ±60◦

to the real axis. If κ2 = 1
2 − √

3/4 ≈ 0.067, three poles will coincide at z = 1
2 +√

3/6 ≈ 0.789 for κ = √
3/9 ≈ 0.1925. If κ2 is larger than ∼0.067, the two poles

originating at z = 1 never return to the real axis. If κ2 is smaller, those two poles
return to the real axis for some value of κ ; one then migrates rightward toward the
zero while the other migrates leftward. The left-migrating pole eventually meets
the right-migrating pole that originated at z = 0 and the two become complex.

The stability bound on κ is given by

κ = 2(1 − cos ψ)

2(1 − κ2) cos ψ − 1
(4.28)

with the further proviso that κ2 < 1
3 . Stability condition (4.28) corresponds to

complex poles migrating across z = exp(±jψ). Another crossing, by the real
pole at z = −1, occurs for larger values of κ , for which the loop is already
unstable. See Section 4A.2 for further details.

4.4.3 Root Loci of Type 3 DPLLs

Figure 4.4 illustrates example root loci of a type 3 DPLL with D = 1 and κ3 =
κ2/4. The latter condition causes the two zeros of the system transfer function
to be coincident at z = 1 − κ2/2. The plot for each value of κ2 shows only the
upper pole loci of complex pairs; all real loci and the lower complex loci have
been omitted. The open-loop transfer function has three poles at z = 1. One of
those poles migrates toward the left on the real axis, eventually terminating on
a zero. The other two poles depart z = 1 at angles of ±60◦ to the positive real
axis, thereby immediately passing out of the unit circle. Therefore, just like a
type 3 analog PLL, a type 3 DPLL is conditionally stable, at best (i.e., unstable
for low-enough gain).

Moreover, if κ2 ≥ 4
3 , the loop is unstable for all κ > 0, as demonstrated by the

outermost locus in Fig. 4.4. The loci of the two complex poles return to the real
axis at exactly z = −1 for κ2 = 4

3 and κ = 4.5; the complex poles are outside
the unit circle for all other values of κ . If κ2 < 4

3 , the type 3 DPLL is stable over
the range of κ given in (4.25). The lower limit is determined by the intersection
of the complex locus with the unit circle and the upper limit is reached where a
real pole crosses z = −1.
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Figure 4.4 Root-locus plots of a type 3 DPLL with D = 1, various κ2, and κ3 = κ2/4.
Zeros are coincident by the choice of κ3. Real poles and the lower half plane are omitted.

4.5 DPLL FREQUENCY RESPONSES: FORMULATION

For a transfer function Y (s) of a time-continuous PLL, the frequency response is
defined as Y (s)|s=jω = Y (jω). Equivalently, the frequency response for a transfer
function of a sampled PLL is defined as Y (z)|z=ejωts = Y (ejωts ), where Y = E,
F , G, or H as applicable and ts is the sampling interval. In the time-continuous
transfer function, ω has a range from −∞ to +∞ along the imaginary axis
of the s-plane, whereas the product ωts in the transfer function of a discrete-
time PLL has a range of −π to +π along the unit circle in the z-plane. In either
representation, the frequency ω has dimensions of rad/sec and the sample interval
ts has dimensions of seconds; the product ωts is dimensionless.

It is customary in the digital signal processing literature to represent the dimen-
sionless angle around the unit circle by the symbol ω and to suppress mention
of ts (equivalently, pretend that ts = 1). Inasmuch as most PLLs operate in real
time, however, and the sample interval often is an item of concern, this book uses
the dimensionless product ωts to represent the angle. For compactness of nota-
tion, the symbol ψ = ωts is used to represent the angle when sampling interval
is irrelevant.

Frequency responses are typically displayed graphically in polar components:
magnitude and phase, or often just magnitude alone. Frequency response of a
sampled system is periodic with normalized period 2π . A plot of normalized
frequency from −π to +π contains the totality of frequency-response informa-
tion, so the plots do not ordinarily extend beyond these bounds. Moreover, if the
coefficients of the DPLL transfer functions are real (as is usual), the frequency
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response in (−π , π] is conjugate symmetric about ψ = 0, so it is sufficient to
plot only for positive values of ψ . Finally, if frequency is plotted on a logarith-
mic scale (to be able to display response at very low frequencies), the minimum
frequency in the plot has to be slightly larger than zero.

4.6 BODE PLOTS AND NICHOLS CHARTS

Preceding sections of this chapter and Appendix 4A show how mathematical
analysis or root-locus methods can be excessively tedious if a transfer function
has more than a very few poles. By contrast, Bode plots and Nichols charts of
DPLLs are easily generated with the help of spreadsheets, even for complicated
transfer functions. This section is devoted mainly to Bode plots of significant
DPLLs, but keep in mind that Bode plots and Nichols charts are interchangeable.
They employ the same data and obey the same stability rules. The choice of
one or the other is a matter of individual taste in the appearance of the displays.
Although the following text concentrates on Bode plots, the same discussions
apply equally to Nichols charts.

4.6.1 Basis of Bode Plots

A Bode plot for a digital PLL is a graph of the polar components—magnitude
and phase—of the open-loop transfer function G(z) for z on the unit circle:
that is, for z = ejψ , where ψ = ωts is the radian frequency normalized to the
sampling rate 1/ts . Magnitude is plotted in decibels and phase is plotted on a
linear scale, typically in degrees. Except for (1) taking frequency along the unit
circle instead of the imaginary axis, and (2) truncation of the abscissa at ψ = π ,
the Bode plot of a digital PLL seems very much like that of an analog PLL as
laid out in Chapter 3. Indeed, that likeness is borne out by the examples that
follow; only minor differences will appear. A review of the Bode and Nichols
materials in Chapter 3 is a good foundation for Bode plots and Nichols charts of
digital PLLs as well.

But first it is necessary to recognize divergent approaches in control sys-
tem textbooks. Some authors simply apply Bode plots directly to the z-plane
transfer functions as if there were no question as to the validity of the applica-
tion. However, other authors point out—correctly—that Bode analysis originated
with continuous-time systems whose transfer functions are described in the s-
plane. Furthermore, mapping a z-plane transfer function into the s-plane via the
relation z = exp(sts) yields something very different from the usual s-plane trans-
fer function for which Bode relations were originally derived. From these valid
observations, some authors seem to imply that direct computation of Bode plots
of discrete-time systems in the z-plane is improper. Instead, they perform yet a
different mapping that transforms the z-plane transfer function into something
more closely resembling the transfer functions of a continuous-time system for
which the original Bode rules should apply.
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A nonexpert (including this author) is placed in a dilemma: Who is to be
followed? Is it wrong to directly apply Bode methods in the z-domain? Or have
unnecessary complications been introduced by those who employ an interme-
diate transformation? To ease my own misgivings, I explored several example
DPLLs by means of the direct approach. These examples were analyzed by other
methods: in Sections 4.3 and 4.4 by algebraic analysis and by root-locus plots
in Appendix 4A. For each example, interpretation of the z-domain Bode plot
agreed exactly with the alternative analyses. Concordance among examples does
not constitute a general proof, but it does prove that the z-domain Bode cri-
teria are correct in at least some conditions of practical importance and raises
confidence that the Bode criteria are valid for most DPLLs. The rest of this
chapter applies the Bode method directly and does not introduce an intermediate
transformation.

4.6.2 Bode Stability Criteria

Bode stability criteria for sampled systems do not differ in any important way
from those for time-continuous systems as described in Chapter 3. Central to the
Bode analysis are the gain-crossover frequency ψgc, where |G(ejψgc )| = 1 (0 dB)
and the phase-crossover frequency ψπ , where Arg[G(ejψπ )] = −π . It is possible
that phase crossovers could occur at more than one frequency: for example, in a
conditionally stable DPLL. It is also possible that no phase-crossover frequency
exists at all, either because phase is more positive than −180◦ for all frequencies
or phase is more negative than −180◦ for all frequencies. Whatever the number
of phase crossovers, strict Bode analysis is confined to transfer functions in which
there is one and only one gain crossover.

Phase margin is defined as Arg[G(ejψgc )] + π ; stability requires a positive
phase margin. A stability boundary has the property that the unique gain-crossover
frequency coincides with a phase-crossover frequency. A loop can have more than
one stability boundary, each corresponding to a specific phase crossover and each
with its own critical value of κ . Although gain margin is often a useful concept, it
does not necessarily have a clear definition in all instances. Examples of vagaries
or breakdowns of the concept of gain margin are pointed out in the sequel.

4.6.3 Bode Plots of Example DPLLs

This section provides Bode plots of several DPLLs of major practical interest.

Type 1 DPLL Figure 4.5 shows a Bode plot of the very simplest DPLL: type 1
with delay D = 1 and no other filter elements within the loop. Phase vs. frequency
has two constituents: a constant −90◦ caused by the integrator inherent in the
NCO and a linear −90ψ/π degrees caused by the delay. (The logarithmic scale
for frequency distorts the linear phase to induce curvature in the display.) Phase
crossover of −180◦ is reached at ωts = ψπ = π .

The magnitude curve is drawn for κ = 1; other values of κ are accommo-
dated by shifting the gain curve up or down by the requisite number of decibels.
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Figure 4.5 Bode plot of a type 1 DPLL with D = 1, κ = 1.

Gain is −6 dB at the phase-crossover frequency, so the gain margin is 6 dB. The
loop would be at its stability boundary if the gain were increased to κ = 2 and
would be unstable for larger values of κ . The slope of the curve is approximately
−6 dB/octave at low frequencies but gradually changes to flat at ψ = π . The flat-
tening is a feature of the periodicity of the transfer function and is encountered
in most DPLLs. A choice of κ = 1 is very large; typical choices are appreciably
smaller. In consequence, gain flattening often will be invisible, off the bottom of
the chart. Therefore, the Bode plot of a type 1 DPLL with D = 1 usually will be
nearly the same as that of an analog type 1 PLL with comparable delay in the loop.

Observe that if κ > 2, the Bode plot for this DPLL has no gain crossover;
magnitude would exceed 0 dB for all ψ . Strictly speaking, the Bode criterion
fails in the absence of a gain crossover. Rigorous confirmation of instability
in this particular case comes from analysis of the characteristic equation as in
Section 4.3.1 or Appendix 4A or from constructing root loci as in Section 4.4.1.

[Comment: A couple of graphic features are worthy of note. (1) The two
ordinates have been arranged so that 0 dB on the magnitude axis aligns with
−180◦ on the phase axis; a single horizontal line then defines the key levels of
the gain and the phase crossovers. (2) A gap is evident between the end of the
frequency axis and the bottom of the phase axis. The gap comes about because
the plotting routine in the spreadsheet program will only display full decades
of a logarithmic scale, whereas the abscissa of interest in a sampled system
ends at ψ = π . An invisible rectangle overlay hides the unwanted portion of the
rightmost decade of the abscissa.]
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Figure 4.6 Bode plot of a type 2 DPLL with delay D. κ = 1
8 , κ2 = 1

32 .

Type 2 DPLL Figure 4.6 shows Bode plots for a type 2 DPLL for several
values of delay D. Loop gain is κ = 1

8 (rather large) and the gain of the integrator
path is κ2 = 1

32 (a choice that produces coincident poles if D = 1). Slope of the
magnitude curve is close to −12 dB/octave at low frequencies and approximately
−6 dB/octave at high frequencies. Slope flattening is present at high frequencies
but is not apparent to the eye. A corner frequency, where the low-frequency
slope gives way to the high-frequency slope, can be seen at ψ ≈ κ2 = 0.03125.
(The approximation is good within 12% for κ2 = 0.2—a very large value—and
is progressively better as κ2 decreases.)

Taking numbers from the curves: Gain crossover occurs at ψgc ≈ 0.12 and
the phase margins are approximately 73◦, 62◦, and 58◦ for D = 1, 2, and 3,
respectively. Gain margin, as taken from the curves, is approximately 18 dB for
D = 2 and 13 dB for D = 3. The gain curve is off the bottom of the chart at the
phase-crossover frequency for D = 1; the corresponding gain margin was found
to be 24 dB from the spreadsheet that generated Fig. 4.6.

4.6.4 Nichols Chart Example

The open-loop transfer function of a type 3 DPLL, evaluated at z = ejψ , can be
written as

G3(e
jψ) = κe−j (D−1/2)ψ [(2 − κ2 + κ2κ3) cos ψ − 2 + κ2 + jκ2(1 − κ3) sin ψ]

8j 3 sin3(ψ/2)
(4.29)
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whereupon the polar components are

20 log |G3(e
jψ)| = 20 log

κ

8
− 60 log

(
sin

ψ

2

)

+ 10 log{[(2 − κ2 + κ2κ3) cos ψ − 2 + κ2]2

+ [κ2(1 − κ3) sin ψ]2} dB (4.30)

Arg[G3(e
jψ)] = 180

π

[
−3π

2
−

(
D − 1

2

)
ψ

+ tan−1 κ2(1 − κ3) sin ψ

(2 − κ2 + κ2κ3) cos ψ − 2 + κ2

]
deg (4.31)

These equations are plotted in a Nichols chart in Fig. 4.7 for three different values
of D. Gain coefficients for the chart are κ = 1

8 , κ2 = 1
32 , and κ3 = κ2/4 = 1

128 .
The choice for κ3 causes the two zeros to be coincident at z = 1 − κ2/2. The
choices for κ2 and κ are the same as those for the preceding type 2 DPLL, thereby
permitting some interesting comparisons.

Gain and phase crossings, along with the associated margins, are readily seen
in a Nichols chart. Margin values can be extracted even more easily than from a
Bode plot (compare Fig. 4.6), especially from a Nichols chart drawn in the format
of Fig. 4.7. Despite the multitude of crossings, stability is evident immediately
from a glance at Fig. 4.7. As a penalty, a Nichols display loses the frequency
information contained in a Bode plot.

−360 −330 −300 −270 −240 −210 −180

−30

−20

−10

10

20

30

40

50

60

0
−150 −120 −90 −60 −30 0

D = 1
D = 2

D = 3

Phase, degrees

M
ag

n
it

u
d

e,
 d

B

Figure 4.7 Nichols chart for a type 3 DPLL. κ = 1
8 , κ2 = 1

32 , κ3 = 1
128 .
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Phase margins are approximately 71◦, 64◦, and 58◦ for D = 1, 2, and 3,
respectively. Each curve has two phase crossings (this example, like all type
3 PLLs, is conditionally stable): one at a large gain and comparatively low
frequency and another at a small gain and high frequency. The high-frequency
phase crossings of the example have gain margins of approximately 24, 18,
and 13 dB for D = 1, 2, and 3, respectively. These gain and phase margins
are negligibly different from those found for the type 2 DPLL of the preceding
example, which had the same values of κ and κ2. Close similarity is to be
expected since the high-frequency phase crossings and the gain crossings are
all band-edge features in a PLL, features that are little influenced by such a
low-frequency parameter as κ3 or even κ2.

Each curve shows a low-frequency phase crossing with a gain margin of about
23 dB, nearly the same for all three curves. Since these curves differ only in
their values of D, which has its strongest influence at high frequencies, it is to
be expected that the low-frequency phase crossovers should nearly coincide. The
gain margin at high frequencies is the amount of gain increase that will cause the
loop to become unstable. But on the contrary, observe that the low-frequency gain
margin is the amount of gain reduction that will cause the loop to become unstable.
A definition of gain margin would have to include both cases to be generally
applicable; the most common definition includes only the high-frequency case.

4.7 TIME-CONTINUOUS APPROXIMATION FOR A DPLL

Bode plots of example DPLLs have been found to be similar to those of analog
PLLs, at least for small-enough gain coefficients. Engineering folklore holds that
behavior of a time-discrete system is close to that of a time-continuous system
if the bandwidth (however “bandwidth” may be defined) of the time-discrete
system is small compared to the sampling rate. Intuition would suggest that the
properties of a DPLL should be close to those of an analog PLL if the poles and
zeros of a stable digital PLL are close to z = 1. This section provides a first-order
quantification of these vague qualitative concepts. Meanings of “small-enough”
and “close” have to be defined in the context of each particular project.

Consider the time-discrete system transfer function H2(z) of (4.17). The com-
plex variable z used in z-transforms is defined in terms of the complex variable s

of Laplace transforms as z = exp(sts). The following first-order approximations
are valid if |Dsts | � 1 is applicable:

z−1 ≈ 1, z−D ≈ 1, 1 − z−1 ≈ sts (4.32)

Applying these approximations to (4.17) yields

H2(e
sts ) ≈ sκ/ts + κκ2/t2

s

s2 + κs/ts + κκ2/t2
s

(4.33)

Comparison of (4.33) to (2.16) yields

ωn ↔ 1

ts

√
κκ2, ζ ↔ 1

2

√
κ

κ2
(4.34)
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and comparison to (2.19) yields

K ↔ κ

ts
, τ2 ↔ ts

κ2
(4.35)

where the arrows ↔ indicate equivalence when the approximations (4.32) are
valid.

Thus, the choice of κ/κ2 = 4 as in Fig. 4.6 is equivalent to a damping ζ = 1
(the two poles are coincident) in an analog PLL. In fact, (4.18) reveals that the
two poles will be coincident in a type 2 DPLL with D = 1 if κ/κ2 = 4, irrespec-
tive of κ . Such coincidence at κ/κ2 = 4 is not to be expected with larger D.

4.8 FREQUENCY-RESPONSE EXAMPLES

Appendix 3C for analog PLLs showed how easy it is to extend a Bode–Nichols
spreadsheet to plot closed-loop frequency responses as well. Those techniques
also apply, without modification, to digital PLLs. This section depicts several
examples of magnitude responses of type 2 DPLLs with assorted properties.

4.8.1 Effect of Delay

Figure 4.8 depicts the magnitude response |H2(e
jψ)| of a type 2 DPLL with

κ = 4κ2 for several values of delay D. From (4.18), a type 2 DPLL with D = 1
and these gain coefficients has coincident poles, as does an second-order type
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Figure 4.8 Magnitude response |H2[exp(jωts)]| of a type 2 DPLL. κ = 1
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2 analog PLL with ζ = 1. Delay affects gain peaking, but not greatly in this
example. Gain peaks are 1.34, 1.50, and 1.72 dB for D = 1, 2, and 3, respectively.
Compare these values to gain peaking of 1.25 dB from (2.25) for a second-order
type 2 analog PLL with ζ = 1. Delay also affects high-frequency rolloff, but not
by much if the delay is moderate. Since a gain κ = 1

8 is usually regarded as fairly
large, these results bear out the approximations of Section 4.7 rather well.

4.8.2 Effect of Bandwidth

The frequency scale for a DPLL runs from 0 to π/ts ; in consequence, band-
width is wide or narrow relative to π/ts . Alteration of relative bandwidth of a
DPLL causes changes in the shapes of frequency responses, unlike the simple
dilation that accompanies bandwidth changes in an analog PLL (provided that the
bandwidth of the analog PLL is small compared to the PD comparison frequency
fc). These shape changes mean that relative bandwidth is a design parameter of a
DPLL, a parameter that typically is ignored in the usual concept of a narrowband
analog PLL (but see Chapter 12 for a counterexample).

Figure 4.9 illustrates the effect of relative bandwidth on the magnitude of the
system closed-loop frequency response |H(ejωts )|. The DPLL is type 2 and has
delay D = 1. Loop gain κ is taken as a measure of relative bandwidth. In the
figure, κ is assigned the value 4κ2 and the curves are labeled by κ2. The curve
with the smallest κ2 is the same as one of the curves in Fig. 4.8. This curve is not
drastically different from that of an analog PLL with the same nominal damping
per (4.34), at least up to around ωts ≈ 1.
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For larger values of κ2, and therefore κ as well, the gain peaking increases
and the attenuation at the highest frequencies decreases. The magnitude response
loses its lowpass character completely (i.e., |H | ≥ 1 for all frequencies) for κ2 >

1 − √
0.5 ≈ 0.292. All of the example DPLLs in Fig. 4.9 are stable, even though

stability margins are meager for the largest relative bandwidths.

4.9 LOWPASS FILTERS IN THE LOOP

Chapters 2 and 3 indicated that lowpass filters might be included within the
feedback loop of an analog PLL, either deliberately to filter unwanted high-
frequency signals or noise, or unavoidably because of the limited frequency
responses of loop components. No lowpass filters have yet been introduced in
this chapter on digital PLLs. The only explicit high-frequency effects consid-
ered for DPLLs are those due to unavoidable excess delay, and excess delay
does not constitute a lowpass filter. Situations arise in which high-frequency
response needs to be rolled off more steeply than is possible with the DPLLs
examined so far. Steeper rolloff is attained by incorporating lowpass filters
into the feedback loop. This section describes two simple lowpass filters for
DPLLs.

4.9.1 Infinite Impulse Response Lowpass Filter

The simplest lowpass filter for use within analog PLLs has a single pole. Mul-
tipole lowpass filters within a loop often are cascades of single-pole filters. A
filter with poles has infinite impulse response (IIR). Equivalently, the simplest
IIR lowpass filter for use within a digital PLL also has a single pole. Its difference
equation is

y[n] = ax[n − 1] + (1 − a)y[n − 1] (4.36)

where x and y are input and output, respectively, and a delay of one sample
interval has been included to allow for high-speed clocking. Need for multipli-
cation is avoided by choosing the gain parameter a as an integer power of 0.5.
The z-transform of the difference equation yields the filter transfer function

Fiir(z) = az−1

1 − (1 − a)z−1
= a

z − 1 + a
(4.37)

Salient Properties of a One-Pole IIR Lowpass Filter
ž Pole location: z = 1 − a

ž Stability bound: a = 2
ž DC gain: Fiir(+1) = 1

ž Maximum attenuation: Fiir(−1) = a

a − 2
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ž Frequency response:

Fiir(e
jψ) = a

ejψ − 1 + a
= a

cos ψ − 1 + a + j sin ψ

Arg[Fiir(e
jψ)] = − tan−1 sin ψ

cos ψ − 1 + a
(4.38)

20 log |Fiir(e
jψ)| = 20 log(a) − 10 log[(cos ψ − 1 + a)2 + sin2 ψ]

ž 3-dB frequency:

ψ3 dB = cos−1

[
1 − a2

2(1 − a)

]
(4.39)

If a � 1, then ψ3 dB ≈ a/
√

2. Magnitude response is monotonic in ψ .
Response decreases with ψ if a < 1 but increases if a > 1. In fact, the lowpass
character of the filter is lost entirely if a > 1.

Example It is evident from the maximum-attenuation formula above that a
small value of a must be used to achieve substantial attenuation. In Chapters 2
and 3 it was shown that the corner frequency of a lowpass pole had to exceed
the gain-crossover frequency to achieve acceptable phase margin and acceptable
damping. Similar constraints apply in a DPLL; the 3-dB frequency ψ3 dB of the
lowpass filter should exceed κ by a substantial margin.

Figure 4.10 shows Bode plots of a type 2 DPLL with loop parameters of
D = 1, κ = 1

8 , and κ2 = 1
32 . Curves are drawn for the filter in the loop and for
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the filter out. The filter parameter in the example is a = 4κ = 1
2 , which provides

9.5 dB of attenuation at ψ = π : not very much. Phase margin in the example
is ∼60◦, so a somewhat smaller a could be used, but not much smaller without
unduly damaging the phase margin. To achieve appreciably greater attenuation
at high frequencies while preserving phase margin requires not only a smaller
value of a but smaller values of κ and κ2 as well.

4.9.2 Finite Impulse Response Lowpass Filter

All lowpass filters that are practical for use within an analog PLL have infinite
impulse response. Such filters are also applicable to digital PLLs, but DPLLs
can also employ lowpass filters with finite impulse response (FIR). This option
is one minor way in which digital implementation is more versatile than analog.
The simplest FIR lowpass filter has a two-term difference equation

y[n] = 0.5(x[n] + x[n − 1]) (4.40)

and a transfer function

Ffir(z) = Y (z)

X(z)
= 1

2
(1 + z−1) (4.41)

[Comment: The factor of 0.5 is inserted to make the DC gain equal to 1. In prac-
tice, the filter would be implemented without the factor of 0.5 and the resulting
DC gain of 2 would be incorporated into the value for κ .]

Salient Properties of a Two-Tap FIR Lowpass Filter
ž Zero location: z = −1
ž Stability bound: unconditionally stable
ž DC gain: Ffir(+1) = 1
ž Maximum attenuation: Ffir(−1) = 0 (−∞ dB)
ž Frequency response:

F(ejψ) = e−jψ/2 cos
ψ

2

Arg[F(ejψ)] = −ψ

2

|F(ejψ)| = cos
ψ

2
(4.42)

ž 3-dB frequency: ψ3 dB = π/2

Example Figure 4.11 shows the effect of the FIR lowpass filter on Bode plots
of a type 2 DPLL. All parameters of the DPLL are the same as that of Fig. 4.10,
except for the FIR filter and delay. Because the difference equation (4.40) is
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Figure 4.11 Bode plot of a type 2 DPLL with a two-tap FIR lowpass filter in the loop.
The filter zero is at z = −1. D = 2, κ = 1

8 , κ2 = 1
32 .

delay-free, and since delay-free operation would not be feasible if the signal-
sampling frequency were equal to the fastest clock frequency, an extra delay has
been inserted to make the model more nearly realistic. Therefore, the example
uses D = 2.

Filtering action clearly is confined to the highest frequencies. That is a useful
property if a disturbance is also confined to the highest frequencies but not if
filtering is needed at lower frequencies as well. This simplest FIR filter cannot
be adjusted to provide attenuation at lower frequencies. Other FIR filters can
be designed to have almost any desired attenuation characteristic; the literature
on digital signal processing has abundant examples. Be careful, though, with
large FIR filters; they introduce extra delay into the loop, thereby impairing
stability.

APPENDIX 4A: STABILITY OF DIGITAL PHASELOCK LOOPS

Since a DPLL is stable if all poles lie inside the unit circle, a stability boundary
is defined by the intersection of a root locus with the unit circle at z = exp(jψ).
If ψ can be determined, the gain κ associated with the crossing of the circle
can be calculated from the characteristic equation. Determination of ψ involves
straightforward algebra and trigonometry for simple DPLLs but the labor grows
more burdensome as the complexity increases. Calculations are worked out for
several examples in this appendix.
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Be aware that every locus crossing of the unit circle does not necessarily
identify a stability boundary. A crossing might be from outside to inside, with
other poles remaining outside. Or other poles of the DPLL might cross out of
the unit circle for lower values of gain, so that the loop is already unstable at
another crossing. Each crossing in a multiple-pole system has to be checked to
verify whether it is a true stability boundary.

4A.1 Type 1 DPLL

The characteristic equation of a type 1 DPLL of (4.19) with delay D is

1 − z−1 + κz−D = 0 (4A.1)

Multiply through by zD and substitute z = exp(jψ) to obtain the characteristic
equation for a crossing of the unit circle as

ejDψ − ej(D−1)ψ + κ = 0 (4A.2)

whose real and imaginary parts are

cos Dψ − cos[(D − 1)ψ] + κ = 0

sin Dψ − sin[(D − 1)ψ] = 0
(4A.3)

Using standard trigonometric identities, the imaginary part can be rewritten as

sin Dψ − sin[(D − 1)ψ] = 2 sin
ψ

2
cos

ψ(2D − 1)

2
= 0 (4A.4)

Either sin(ψ/2) = 0 (a trivial case) or cos[ψ(2D − 1)/2] = 0, which is the useful
solution. The cosine vanishes for angles of (2k − 1)π/2, k = integer. The angle
sought is

ψ = π(2k − 1)

2D − 1
(4A.5)

Substituting this result into the real part of (4A.3) and applying trigonometric
identities yields values of κ at the unit circle as

κ = 2 sin
ψ

2
(4A.6)

This type 1 DPLL has D poles and no zeros in its open-loop transfer func-
tion. Each pole locus crosses the unit circle for some value of κ ; the smallest
such κ has to be determined. Confine attention to the upper half circle (because
complex poles occur in conjugate pairs) and recognize that sin(ψ /2) is monoton-
ically increasing over that range of ψ so that the smallest value of ψ obtained
from (4A.5) is the one corresponding to the smallest gain at a stability boundary.
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The smallest angle on the upper half circle corresponds to k = 1, so the stability
boundary of this type 1 DPLL is

κ = 2 sin
π

2(2D − 1)
(4A.7)

displayed previously as (4.21).

4A.2 Type 2 DPLL

The denominator of (4.17) is the characteristic polynomial of a type 2 DPLL.
Substituting z = exp(jψ) and solving for κ yields

κ = −(1 − e−jψ)2

e−jDψ(1 − e−jψ + κ2e−jψ)
(4A.8)

After substituting exp(−jψ) = cos ψ − j sin ψ and applying several trigonomet-
ric identities, the expression for κ becomes

κ = 4 sin2 ψ/2

Re[denom] + j Im[denom]
(4A.9)

where the real and imaginary parts of the denominator are given by

Re[denom]

= κ2 cos

[(
D − 1

2

)
ψ

]
cos

ψ

2
+ (2 − κ2) sin

[(
D − 1

2

)
ψ

]
sin

ψ

2
(4A.10)

Im[denom]

= (2 − κ2) cos

[(
D − 1

2

)
ψ

]
sin

ψ

2
− κ2 sin

[(
D − 1

2

)
ψ

]
cos

ψ

2
(4A.11)

The gain κ has to be real and positive. The numerator of (4A.9) is real and
positive, so (4A.11), the imaginary part of the denominator, has to be zero at
z = exp(jψ). The condition for vanishing of the imaginary part is found to be

(1 − κ2) sin Dψ − sin(D − 1)ψ = 0 (4A.12)

Provided that the imaginary part of the denominator is zero, the real part reduces to

Re[denom] = cos(D − 1)ψ − (1 − κ2) cos Dψ (4A.13)

Although expressions (4A.9), (4A.12), and (4A.13) appear simple enough, they
were sufficiently complicated to block attempts at a general solution for the
stability boundaries for arbitrary D. Instead, solutions for specific D = 1, 2, and
3 are outlined below.
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Type 2, D = 1 For D = 1, (4A.12) yields sin ψ = 0, so ψ = 0 or π . The zero
solution identifies the open-loop poles and occurs for κ = 0, so ψ = π is the
critical angle that is sought. For ψ = π , (4A.13) becomes 2 − κ2, so the stability
boundary is

κ = 4

2 − κ2
(4A.14)

the same as (4.22). An additional constraint is imposed by the condition κ2 < 1. If
κ2 > 1, the circle centered on 1 − κ2 described by the complex portion of the root
locus is everywhere outside the unit circle, and the crossing found from (4A.12)
is directed outside to inside.

Type 2, D = 2 If D = 2, (4A.12) becomes 2(1 − κ2) sin ψ cos ψ − sin ψ = 0,
so that either sin ψ = 0 or 2(1 − κ2) cos ψ − 1 = 0. From the root-locus plots
in Fig. 4.3, it is evident that sin ψ = 0 is not a feasible solution, leaving only
2(1 − κ2) cos ψ − 1 = 0, from which the cosine of the angle of the crossing is
determined to be

cos ψ = 1

2(1 − κ2)
(4A.15)

Inserting this result into (4A.13) and simplifying yields the stability boundary as

κ = 1 − 2κ2

(1 − κ2)2
(4A.16)

Any κ2 > 0.5 gives an impermissible negative value for κ , so κ2 = 0.5 is also a
stability boundary irrespective of κ . For small-enough κ2, the stability boundary
approaches κ = 1 and ψ = ±60◦.

Type 2, D = 3 For D = 3, (4A.12) becomes

(1 − κ2) sin 3ψ − sin 2ψ

= (1 − κ2) sin ψ(3 − 4 sin2 ψ) − 2 sin ψ cos ψ = 0 (4A.17)

from which one concludes that either sin ψ = 0 (i.e., ψ = π) or

(1 − κ2)(3 − 4 sin2 ψ) − 2 cos ψ

= 4(1 − κ2) cos2 ψ − 2 cos ψ − (1 − κ2) = 0 (4A.18)

Both alternatives have to be pursued since both identify crossings of the unit circle.
If ψ = π is the correct crossing, (4A.13) reduces to 2 − κ2 and the gain at the circle
crossing is identified as

κ = 4

2 − κ2
(4A.19)

which is formally the same as (4A.14) for D = 1.
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Before accepting (4A.19), the constraints imposed by (4A.18) have to be
investigated. To that end, (4A.18) was solved for κ2, which was then plotted
vs. ψ as shown in Fig. 4A.1. Regions of negative κ2 are inadmissible and can
immediately be excluded from further consideration. If (4A.18) is true, (4A.9)
becomes

κ = 2(1 − cos ψ)

2(1 − κ2) cos ψ − 1
(4A.20)

That expression is negative if cos ψ is negative and κ2 < 1, a condition that
occurs for the region of ψ between 0.5π and 0.6π . Similarly, (4A.20) is negative
in the region ψ = π /3 to π /2. Angles in these regions are inadmissible.

In the region from ψ = 0 to π /5 [i.e., cos ψ = 1 to (1 + √
5)/4], the resulting

κ2 varies from 1
3 to 0. From (4A.20), the stability boundary is κ = 0 if ψ = 0;

this angle of crossing is attained for κ2 = 1
3 . That is, the two poles originating at

z = 1 will be outside the unit circle for all κ > 0 if κ2 > 1
3 . Thus, κ2 < 1

3 is a
stability constraint for a type 2 DPLL with D = 3. Admissible values of κ2 are
1
3 > κ2 > 0. This constraint applies in (4A.19) as well as (4A.20).

At the other end of this range, where ψ = π /5 and κ2 = 0, (4A.20) yields κ =
0.618, the same boundary that was found for a type 1 DPLL with D = 3, which
is to be expected when κ2 = 0. Since the result from (4A.20) is smaller than the
gain yielded by (4A.19), one concludes that (4A.20) discloses the true stability
boundary of a type 2 DPLL with D = 3, whereas (4A.19) simply discloses a
crossing of the unit circle at a gain that already exceeds the stability limit.

The region from ψ = 2π /3 to π remains to be considered. It is a region of
instability since κ2 is too large, but what does it reveal about the poles? The key
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Figure 4A.1 Integral path gain κ2 vs. angle ψ at the intersection of a root locus with a
unit circle. Type 2 DPLL with D = 3.
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feature is that κ2 > 1 in this region, so that the zero of the transfer function at
1 − κ2 is on the negative real axis. Therefore, the two poles due to excess delay
cannot depart z = 0 along the real axis; their loci must be complex initially,
circling around the location of the zero, and eventually returning to the real axis
for large enough κ . Then one pole migrates toward z = −∞ and the other toward
the zero. Equation (4A.20) discloses the κ value at which the complex portion
of these loci crosses out of the unit circle, and (4A.19) discloses the larger κ

value at which the right-moving real pole reenters the unit circle. But since the
excessive κ2 makes the loop unstable in this region for all κ > 0, this behavior
is only of academic interest.
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CHAPTER 5

TRACKING

A locked PLL is said to track its input signal. Tracking is studied through the
phase errors θe that result from various input phases θi . A small phase error is
usually desired and is considered to be the criterion of good tracking perfor-
mance. If the error should become so large that the VCO slips cycles, tracking
is considered to have failed (the loop has lost lock), even if only momentarily.

This chapter deals first with phase error small enough that a linear approxi-
mation is valid. Linearity allows the powerful tools of transfer-function analysis
to be applied for the determination of PLL responses to inputs of engineer-
ing importance. One pivotal analysis explains why a type 2 PLL is found so
overwhelmingly in practice. Next, nonlinear behavior is explored, especially the
limits on phaselocking. That is, what input conditions will cause the PLL to slip
cycles or otherwise lose lock? Cycle slipping is a crucial topic reappearing in
later chapters.

5.1 LINEAR TRACKING

Transfer functions are helpful for defining phase errors in the steady state, in
response to transients, and in response to sinusoidal angle modulation of the
input. The phase error transfer function E(s) for a time-continuous PLL is given
by (2.7) as

E(s) = θe(s)

θi(s)
= 1

1 + G(s)
= s

s + KdKoF (s)
(5.1)

Phaselock Techniques, Third Edition, by Floyd M. Gardner
Copyright  2005 John Wiley & Sons, Inc.
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Suitable modifications yield E(z) for a time-discrete PLL. Although this chapter
concentrates on time-continuous PLLs, similar results can be expected for many
time-discrete PLLs.

5.1.1 Steady-State Phase Errors

The simplest phase errors to analyze are the steady-state errors remaining after
any transients have died away. These errors are readily evaluated by means of
the final-value theorem of Laplace transforms, which states that

lim
t→∞ y(t) = lim

s→0
sY (s) (5.2)

or for z-transforms,
lim

n→∞ y[n] = lim
z→1

(1 − z−1)Y (z) (5.3)

That is, the steady-state value of a function in the time domain is readily deter-
mined from inspection of its transform in the transform domain. Application of
the final-value theorem to the phase-error equation (5.1) yields

lim
t→∞ θe(t) = lim

s→0

s2θi(s)

s + KdKoF (s)
(5.4)

Phase Offset As a first example, consider the steady-state error resulting
from a step change �θ of input phase. The Laplace transform of the input is
θi(s) = �θ/s, which may be substituted into (5.4) to give

lim
t→∞ θe(t) = lim

s→0

s �θ

s + KdKoF (s)
= 0 (5.5)

[provided that F(0) > 0]. In other words, the loop eventually will track out any
change of input phase; there is no steady-state phase error resulting from a step
change of input phase in any PLL.

Frequency Offset For another example, consider the steady-state error result-
ing from a step change (or initial offset) �ω of input frequency. The input phase is
a ramp θi(t) = �ωt , so θi(s) = �ω/s2. Substitution of this value of θi into (5.4)
results in

θv = lim
t→∞ θe(t) = lim

s→0

�ω

s + KoKdF (s)
= �ω

KoKdF (0)
(5.6)

The product KoKdF (0), introduced in Section 2.2.3 as the DC gain, is also
called the velocity constant and is denoted by the symbol KDC. Those familiar
with servo terminology will recognize it as the velocity-error coefficient. Note
that KDC has the dimensions of frequency. A similarly defined but dimensionless
DC gain also exists in digital PLLs.
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The frequency of an incoming signal almost never agrees exactly with the zero-
control-voltage frequency of the VCO. As a rule, there is a frequency difference
�ω between the two. The difference may be due to an actual difference between
the transmitter and receiver frequencies or it may be due to a Doppler shift. In
either case, the resulting phase error is often called the velocity error, loop stress,
or static phase error and is given by

θv = �ω

KDC
rad (5.7)

A heuristic derivation of (5.7) provides better physical insight. The control volt-
age increment vc needed to retune the VCO by an amount �ω is �ω/Ko. In
the steady state, the control voltage vc = vdF (0), where vd is the DC output
of the phase detector. But phase-detector output is produced by a phase error
θe = vd/Kd . Therefore, to produce the necessary control voltage requires the
phase error θe = �ω/KoKdF (0), as in (5.6).

Now the reason for the popularity of type 2 PLLs becomes evident. In a type
1 PLL, the DC gain is finite, so static phase error is unavoidable. Static phase
error impairs the performance of the PLL. In contrast, in a type 2 PLL the DC
gain is infinite because of the integrator in the loop filter [whereby F(0) = ∞],
so static phase error is zero. You might object, rightly, that no physical analog
integrator has infinite DC gain, but the DC gain in most practical PLLs can easily
be made large enough to reduce the static phase error to insignificance.

Frequency Ramp Next, suppose that the input frequency is changing linearly
with time at a rate of � rad/sec2; that is, θi(t) = �t2/2. Such input behav-
ior might arise from accelerated motion between transmitter and receiver, from
changing Doppler frequency during an overhead pass of a satellite, or from
sweep-frequency modulation. Laplace-transformed phase is θi(s) = �/s3, and it
can be shown that phase error will grow without bound if KDC is finite.

However, suppose that the PLL is type 2 and second order. Then from (2.7),
(2.14), and (2.16), the phase error in the Laplace transform domain may be
written as

θe(s) = s2θi(s)

s2 + 2ζωns + ω2
n

(5.8)

Applying the final-value theorem and the Laplace transform for a frequency
ramp leads to the acceleration error (sometimes called dynamic tracking error
or dynamic lag)

θa = lim
t→∞ θe(t) = lim

s→0

�

s2 + 2ζωns + ω2
n

= �

ω2
n

(5.9)

Equation (5.9) can be deduced from physical considerations. Apply a DC voltage
vd to the integrator of the loop filter. Integrator output is vc(t) = vc(0) + vdt/τ1,
so the rate of change of VCO frequency is � = Kovd/τ1. The DC voltage vd
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must be generated by a phase error θe = vd/Kd , which when substituted into the
expression for frequency rate gives � = KoKdθe/τ1. From (2.16), KoKd/τ1 =
ω2

n, whereupon (5.9) follows.
Sometimes it is necessary to track a frequency ramp without incurring steady-

state tracking error. What form of F(s) is needed to reduce θa to zero? The
expression for the final-value acceleration error is

θa = lim
s→0

�

s[s + KoKdF (s)]
(5.10)

For θa to be zero it is necessary that F(s) have the form Y (s)/s2, where Y (0) �= 0.
The factor l/s2 implies that the loop filter must contain two cascaded integra-
tors. Along with the integrator of the VCO, the loop contains three integrators
and so is type 3. Because of this property of eliminating the steady-state accel-
eration error, a type 3 PLL can be useful in tracking signals from satellites or
missiles [5.1–5.3]. A type 2 PLL requires a large natural frequency and there-
fore a large bandwidth to handle a rapidly changing input frequency. By using
a type 3 PLL instead, the frequency rate can be accommodated in a loop with
small bandwidth.

DC Offset Ever present in analog PLLs is another steady-state error, one
caused by unwanted DC offsets in the active filter and in the phase detector.
The loop acts to produce a DC balance that includes the effect of offset. The
resulting phase error needed to counteract the offset is simply the offset voltage
divided by Kd , the PD gain factor. Offsets are discussed further in Chapters 10
and 11. Drift and DC offset are shortcomings of analog circuits that are absent
from all-digital PLLs.

5.1.2 Transient Response

Besides steady-state behavior, it is often necessary to determine the transient
phase error caused by particular inputs. The signal phases considered in Sec-
tion 5.1.1 are:

ž A step of phase, �θ rad.
ž A step of frequency (phase ramp), �ω rad/sec.
ž A step of acceleration (frequency ramp), � rad/sec2.

For these inputs, the L-transformed input phases are �θ/s, �ω/s2, and �/s3

respectively. To compute transient phase errors, each input is substituted into (5.8)
and inverse L-transforms are then computed or looked up in tables to deter-
mine time response. The analyses in this section are all predicated on a linear
approximation and all fail if the loop is driven into a nonlinear region.
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Type 1 PLL In a first-order loop, the resulting transient phase errors are simple
exponentials:

�θe−Kt phase step

�ω

K
(1 − e−Kt) frequency step

�

K2
(Kt + e−Kt − 1) frequency ramp

A couple of features are worthy of note. For one, observe that the initial slope
of the phase-error response to a frequency step is �ω rad/sec, independent of
K . Further analysis (not shown here) reveals that an initial slope of �ω rad/sec
occurs similarly for any PLL, irrespective of type, order, or any parameters of the
loop. This phenomenon arises because the input phase begins to change abruptly
at a rate of �ω rad/sec at the instant of the frequency step, but corrective feedback
is necessarily delayed within the loop filter and VCO. Observe also that the error
response of a first-order PLL to a frequency ramp increases with time and that
linear bounds are eventually passed; a first-order PLL is not suitable for tracking
a long-lasting frequency ramp.

Type 2 PLL Analytic expressions for transient phase error of the important
second-order type 2 loop are given in Table 5.1, normalized to natural frequency
ωn, and are plotted in Figs. 5.1 to 5.3. These curves have appeared widely in
the PLL literature and have contributed to the popularity of ωn as a descriptive
parameter of PLLs. Additional plots of the same transient response are shown in
Figs. 5.4 to 5.6 normalized to loop gain K and in Figs. 5.7 to 5.9 normalized
to noise bandwidth 2BL (see Chapter 6 for a definition of noise bandwidth).
These six charts are obtained from the same equations listed in Table 5.1 after
substitutions of

K = 2ζωn, BL = ωn

2

(
ζ + 1

4ζ

)
(5.11)

Why bother with multiple plots of the same underlying equations, plots that
differ only in the normalization parameter? For one reason, natural frequency
ωn, although traditionally popular in the literature, is much less advantageous
to a design engineer; loop gain K is a much more useful parameter for wide-
band PLLs, and noise bandwidth BL is often much more useful for narrow-
band PLLs. Refer to Section 2.2.3 for further discussion of parameters. For
another reason, unexpected properties emerge from a study of plots with differing
normalizations, as brought out in the following examples. But before inspect-
ing the examples, notice that all the charts exhibit large over- or undershoots
for a small damping factor ζ . Large oscillatory transients are ordinarily unac-
ceptable, so small damping values are to be avoided except in highly unusual
circumstances.
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Figure 5.1 Transient response to a phase step of a second-order type 2 PLL.
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Figure 5.2 Transient response to a frequency step of a second-order type 2 PLL.
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Figure 5.3 Transient response to a frequency ramp of a second-order type 2 PLL.
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Figure 5.9 Transient response to a frequency ramp of a second-order type 2 PLL.

Phase-Step Transients Figure 5.1 (normalized to ωn) appears to show the
fastest initial rate of descent of the error response occurring for the largest damp-
ing factor, but Fig. 5.4 (normalized to K) shows the initial rate to be slowest for
the largest damping factor, and Fig. 5.7 (normalized to 2BL) shows the initial
rates to be about equal for all ζ > 0.5. Figure 5.1 is misleading because a larger
damping factor with fixed ωn implies a larger bandwidth through the relation
K = 2ζωn and a more lively response is to be expected with larger bandwidth.

Frequency-Step Transients The same reversal of effects can be seen more
clearly when comparing Fig. 5.2 (normalized to ωn) to Fig. 5.5 (normalized to
K); the apparent advantage of high damping in Fig. 5.2 arises solely because of
the consequent larger bandwidth noted above. Consider the following argument
for an advantage of small damping for quick recovery from frequency steps. (But
small damping has other disadvantages; you should rarely choose damping—or
any other parameter—based solely on a single criterion.) In each of Figs. 5.2,
5.5, and 5.8, initially the phase error rises approximately as a straight line with
slope independent of damping factor. After some time interval (depending on
damping), the slope levels off and reverses. Think of the initial portion of the
transient as phase error accumulating gradually at the rate �ω rad/sec, due to the
changed frequency, while the leveling off and reversal of slope is due to feedback
through the combined proportional and integral paths of the loop. In Fig. 5.5, the
gain in the proportional path is the same for all curves, whereas the gain in
the integral path is an inverse function of the damping. Small damping (large
integral-path gain) leads to quick reversal of the transient, whereas large damping
(small integral-path gain) leads to very slow reversal. For very large damping,
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the peak error approaches �ω/K , which is the steady-state error of a type 1
PLL. Figure 5.2 is misleading because proportional path gain K increases with ζ

for fixed ωn. Figure 5.8 (normalized to 2BL) shows an unexpected phenomenon:
The peak phase error is �ω/BL radians ± 10% for all ζ > 0.5, independent of
ζ , a property to be remembered when designing narrowband PLLs.

Frequency-Ramp Transients Figure 5.3 (normalized to ωn) shows all error
curves converging to the same steady-state value �/ω2

n, in agreement with (5.9).
Normalization to ωn is most informative in this one instance, where the steady-
state phase error depends exclusively on ωn and not so directly on one of the
other bandwidth parameters.

Higher-Order Type 2 PLLs The transient responses in Figs. 5.1 to 5.9 each
take place over a time span that is long compared to either 1/ωn, 1/K , or 1/BL.
Accordingly, one would not expect additional high-frequency poles to have a
strong effect on the transient response, especially if the high-frequency poles are
well above the gain-crossover frequency.

An extreme example, the response of a particular third-order type 2 PLL, has
been included in Fig. 5.5 along with the responses of second-order type 2 PLLs
with the same loop gain K . The third-order example has b = 9 and Kτ2 = 3.
(See Section 2.3.3 for further details on this kind of PLL.) Analysis yields its
Laplace transform response to a frequency step �ω as

θe(s) = �ω(s + 3K)

(s + K)3
(5.12)

from which the time-domain transient

θe(t) = �ω

K
[Kte−Kt(Kt + 1)] (5.13)

is plotted as the curve labeled “third-order PLL” in Fig. 5.5. Compare the curve
for the third-order loop to that of the second-order loop with ζ = 1. The two
PLLs are similar in that each has all its poles coincident on the negative real
axis: at s = −K for the third-order PLL and at s = −K/2 for the second-order
PLL. Because the poles are real, both transient responses are unipolar; there is
no backswing over zero error as the transient settles.

A condition Kτ2 = 3 would cause a damping factor ζ = 0.866 in a second-
order type 2 PLL but clearly not in the example third-order PLL. Nonetheless,
the settling curve for the third-order PLL lies between ζ = 0.707 and ζ = 1, as
would that for a second-order PLL with ζ = 0.866. Thus, the settling behavior
for the third-order PLL is roughly the same as that of a second-order PLL with
the same value of Kτ2, despite the third pole being extremely close in. The major
discrepancy in transient behavior occurs in the rise to the peak error, which is
higher and steeper for the third-order PLL than it would be for a second-order
PLL with the same Kτ2. Why is the peak higher? The extra lowpass filtering
causes the filtered phase error indication from the phase detector to reach the
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VCO later than it would in the absence of the third pole, so more phase error
accumulates before significant corrective feedback can take effect.

Type 3 PLL A type 3 PLL can be treated in the same manner as a type 2
PLL, but published results [5.1–5.7] are few and widely scattered. The reason
lies partly in the far greater popularity of the type 2 loop, but also in the extra
complexity of type 3. There are (at least) three loop parameters in a type 3 loop,
so many pages of figures would be needed to present the same kind of data, as
in, for example, Fig. 5.1. As a rule of thumb, one can assume that the transient
error of a type 3 loop in response to a phase step or frequency step would
be roughly the same as that of a type 2 loop with the same loop gain K and
similar positions of the dominant poles. Examples are provided in [5.4]. The main
difference between the two loop types arises in the response to a frequency ramp.
Whereas the response of a type 2 PLL has a steady-state error of �/ω2

n radians,
a type 3 PLL with the same input has zero steady-state error. Nonetheless, type 3
and type 2 PLLs of comparable bandwidths will exhibit approximately the same
peak phase error in response to the sudden onset of a frequency ramp, a crucial
fact to remember when dealing with dynamically varying signals.

More Complicated Inputs A phase step, a frequency step, or a frequency
ramp are useful simplifications of signal properties encountered in practice.
Knowledge of the response to a simplified input is a valuable guide to the behav-
ior of a PLL under more general circumstances. Nonetheless, if properties of the
input signal depart significantly from the simplifications, the methods and results
presented here may not be adequate; an engineer may have to resort to numer-
ical calculations of the signals and responses. Some examples appear in [5.3].
Computer programs for calculations of time-domain responses of linear circuits
are well suited to this task.

Digital PLLs The foregoing material on transient response was developed for
analog PLLs. From Section 4.7 one can anticipate that similar behavior should
be expected from digital PLLs whose bandwidths are small compared to the
sampling rate. What is meant by “small”? Perhaps loop gain κ ≈ 0.1 is a plausible
dividing line. Time-discrete analysis will be required for determination of the
actual transient behavior if larger values of loop gain are employed.

5.1.3 Response to Sinusoidal Angle Modulation

Next, let’s investigate loop behavior in the presence of an angle-modulated input
signal. For sinusoidal phase modulation

θi(t) = �θ sin ωmt (5.14)

and for sinusoidal frequency modulation

θi(t) = �ω

ωm

cos ωmt (5.15)
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where �θ is the peak phase deviation, �ω is the peak frequency deviation, and
ωm is the modulating frequency. Phase error is sinusoidal (in the linear approx-
imation) and may be calculated simply as the steady-state frequency response
of the closed-loop error response E(s). Examples are shown in Figs. 5.10 to
5.12. Error response to phase modulation is a highpass function of modulating
frequency, as shown in Figs. 2.5 and 5.10. At low frequencies, the response
amplitude rises at 6n dB/octave for a type n loop. At high modulating frequen-
cies, the loop is unable to follow the modulation, so the full modulation phase
appears as error at the phase detector. Accordingly, the high-frequency asymptote
in Fig. 5.10 is constant at 0 dB.

The curves of Fig. 5.10 are sketches; the examples are loops of different types
that have the same corner frequencies in the error response E(s). It is apparent
that for any frequency within the loop bandwidth, a higher-type loop tracks the
modulation better than does a lower-type loop. Expect that any additional high-
frequency filtering within the loop would have its main effect in the vicinity of
the corner frequency of Fig. 5.10 and little effect on the asymptotes.

Error response to sinusoidal FM is shown in Fig. 5.11 for three different kinds
of loops. Note that the high-frequency asymptote is the same for all loops; the
response differences lie at low frequencies within the loop bandwidth. The 6-
dB/octave rolloff at high frequencies occurs solely because input phase deviation
�θ = �ω/ωm is inversely proportional to the modulating frequency. The curves
of Fig. 5.11 have all been drawn for loops with equal loop gain K . The first-order
loop has a lowpass response in accordance with its one-pole transfer function,
whereas the type 2 loop is more effective at tracking out the lower frequencies.

Figure 5.12 shows phase error in response to FM of a second-order type 2
PLL, plotted against natural frequency with damping as a plot parameter. Phase

Type 2

Type 3

Figure 5.10 Peak steady-state phase error due to sinusoidal PM with peak deviation �θ

and modulation frequency ωm.
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Figure 5.11 Peak steady-state phase error due to sinusoidal FM with peak deviation �ω

and modulation frequency ωm.
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error is maximum at a modulating frequency equal to natural frequency ωn,
irrespective of damping. Peak amplitude is �ω/K and the phase shift between
the phase error and the input frequency modulation passes through zero at the
amplitude peak at ωm = ωn. These properties are sometimes used as the basis
for experimental measurement of ωn.

5.2 NONLINEAR TRACKING: LOCK LIMITS

All the preceding material on tracking and phase error is based on the assumption
that the phase error is small enough for the loop to be considered linear in its
operation. This assumption becomes progressively less accurate as error increases,
until finally the loop drops out of lock and the assumption becomes totally worth-
less. In this section the linear assumption is discarded and the limiting conditions
for loop lock are investigated.

5.2.1 Phase-Detector Nonlinearity

As explained further in Chapter 10, phase detector s-curves (output vs. phase
error) are periodic and necessarily nonlinear. An s-curve is a function of the
phase error, customarily denoted g(θe); the slope dg/dθe evaluated at θe = 0 is
the phase detector gain Kd . An s-curve is a bounded function; a phase detector
can deliver no more than some maximum amount of output. One very common
and important s-curve is sinusoidal:

g(θe) = Kd sin θe (5.16)

Lock limits imposed by sinusoidal phase detectors have received prominent atten-
tion in the literature and also in the next sections of this chapter. Other s-curves
will be introduced presently. Despite the emphasis on phase-detector nonlinearity,
be aware that tracking limits are likely to be imposed instead by other elements
within the loop, as described in the sequel.

5.2.2 Steady-State Limits

The first topic considered is the input frequency range over which the loop will
hold lock. In (5.7) the linear approximation of steady-state phase error due to a
frequency offset is shown to be θv = �ω/KDC. However, for a phase detector
with a sinusoidal s-curve, the true expression should be sin θv = �ω/KDC. The
sine function cannot exceed unit magnitude; therefore, there is no solution to this
equation if �ω > KDC. Instead, the loop falls out of lock and the phase-detector
voltage becomes a beat note rather than a DC level. The hold-in range of a PLL
with sinusoidal phase detector may therefore be defined as

�ωH = ±KDC rad/sec (5.17)
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Equation (5.17) states that the hold-in range can be made arbitrarily large simply
by using very high DC gain. Of course, unlimited increase of gain is not a panacea
since another component in the loop will then overload before the phase detector
does. Consider this reasoning: Some definite control voltage is needed to achieve
any given frequency deviation of the VCO. However, the loop amplifier (if one is
used) has some maximum voltage excursion that it can deliver and the VCO has
some maximum control voltage excursion that it can accept. The loop will unlock
if either of these limits is exceeded. In practice, it is common to find PLLs with
such high DC gain that the amplifier or VCO saturates when static phase error is
only a very few degrees. If the PLL is truly type 2 (as is usual in digital PLLs),
static phase error due to frequency offset is exactly zero and the hold-in range is
determined entirely by bounds on some element other than the phase detector.

Dynamic error in a type 2 PLL was approximated previously (5.9) as θa =
�/ω2

n. The correct expression for a phase detector with a sinusoidal s-curve
should be sin θa = �/ω2

n, from which it may be deduced that the maximum
permissible rate of change of input frequency is

� = ω2
n (5.18)

The loop falls out of lock if the input rate exceeds this amount.
Many phase detectors have greater linear spans and larger maximum outputs

than afforded by the sinusoidal s-curve of (5.16). Several examples are shown
in Fig. 5.13. All curves of Fig. 5.13 are shown with the same slope at θe = 0,

Figure 5.13 Phase detector s-curves.
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which means that the various PDs all have the same gain factor Kd . Circuits that
provide these and other extended s-curves are described in Chapter 10.

Increased PD output capability provides a larger tracking range (i.e., a larger
lock limit) than is obtainable from a sinusoidal PD. (Of course, the extended range
of the PD is helpful only if the limit is set by the PD and not by some other
nonlinearity, such as clipping in the operational amplifier.) Lock-limit extension
of each of the kinds of PDs shown in Fig. 5.13 is given in the following table.
Hold-in (5.17) and rate limits (5.18) are both extended by the same factor.

PD Type Extension Factor

Sinusoidal 1
Triangular π/2
Sawtooth π

Sequential phase/frequency 2π

5.2.3 Transient Limits

Figures 5.1 to 5.9 demonstrate that transient phase error can be much larger than
steady-state phase error, implying that a loop can be pulled out of lock on a
transient basis by an input change that could be tracked easily in the steady state.
This section examines a number of such excessive transient conditions.

Most phase detectors are periodic and so cannot distinguish a phase step
of �θ + 2πn from one of �θ . Therefore, in the absence of other stress, an
ordinary PLL should never lose lock when subjected to a phase step, irrespective
of magnitude or loop order. (This ability applies only if the phase detector’s
s-curve has a nonzero output of the correct polarity for all phase errors within
one period; see Fig. 14.3 for a counterexample.) A frequency step can break the
lock. A first-order loop loses lock if and only if the frequency step exceeds the
hold-in limit as given by (5.17) for a sinusoidal PD and extended as above for
other shapes of s-curves. Limits for a type 2 PLL are treated after introducing a
tool for nonlinear analysis.

Phase-Plane Principles Phase-plane portraits are useful for the study of
transient nonlinear behavior of second-order PLLs. Descriptions of phase planes
are found in numerous control system texts. Viterbi [5.8, 5.9] has adapted phase-
plane analysis to PLLs with sinusoidal s-curves. The dynamics of a second-order
loop may be described by a pair of first-order nonlinear differential equations
using time as the independent variable and using phase error θe and frequency
error dθe/dt = ωe as the dependent variables. Eliminating the time variable
between the equations produces a single second-order nonlinear differential
equation that relates phase and frequency errors.

Solutions of the second-order equation are in terms of dθe/dt = ωe vs. θe;
these can be plotted in the phase plane, which has ωe and θe as its coordinates.
Solutions cannot be obtained analytically; computer assistance is needed. A plot



5.2. NONLINEAR TRACKING: LOCK LIMITS 115

of a single solution in the phase plane is known as a phase-plane trajectory. A
family of trajectories is known as a phase-plane portrait. A trajectory shows the
dynamic behavior of a loop as it settles (or fails to settle) toward equilibrium.

Figure 5.14 is a sketch of one particular phase-plane portrait for a type 2 PLL
with sinusoidal phase detector and critical damping ζ = 1. Different portraits
are obtained for different choices of loop damping, phase-detector s-curve, loop
stress, or signal modulation. The best source of portraits may be found in Viterbi’s
original report [5.8] if accessible. His book [5.9] contains the same portraits but
at an inconveniently reduced scale. Blanchard’s book [5.10] has a few of the
portraits on a larger scale. Many of the results that follow in this section and in
Chapter 8 were obtained by use of the portraits in [5.8]. Phase-plane analysis is
central to an understanding of nonlinear dynamics of second-order loops.

The phase-plane portrait of a PLL with a periodic phase detector is itself
periodic with period 2π in the variable θe and aperiodic in ωe. The pattern
repeats indefinitely along the phase axis; two complete periods are shown in
Fig. 5.14. Trajectories proceed clockwise only, as shown by the flow arrows.
Intersection of trajectories can occur only at singular points, which can be either
stable or unstable. Equilibrium occurs (the trajectory reaches a rest point) at a
stable singularity, which is called a stable node if the loop is overdamped or a
stable focus if it is underdamped. Equilibrium is a steady-state tracking condition
that may be reached after an infinite time. (Conditions can be imposed such that
no equilibrium exists; see Viterbi [5.8] or [5.9] for examples.)

Figure 5.14 Phase-plane portrait for a second-order type 2 PLL with ζ = 1 and a sinu-
soidal phase detector.
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An unstable singularity is called a saddle point; the loop state cannot remain
at a saddle point indefinitely because any slight disturbance sets it on an
active trajectory. A trajectory that terminates on a saddle point is called a
separatrix. The separatrices of Fig. 5.14 are indicated by heavy curves. (The
designation “separatrix” applies only in the 2π interval in which the trajectory
terminates on a saddle point and not all the way back into the infinite past.)

If a trajectory lies between two separatrices, it will terminate at the equilibrium
point of that particular 2π interval. If a trajectory lies outside the separatrices,
the loop slips one or more complete cycles before arriving at equilibrium (if,
indeed, it ever reaches equilibrium; unending slippage is also possible). A cycle
slip is an excursion of phase error by 2π radians.

Application of a Phase Plane Now consider transients in a second-order type
2 PLL, a loop with infinite DC gain. In principle, this kind of loop can never
lose lock permanently. If a large frequency step is applied, the loop unlocks,
slips cycles for awhile and then locks up once again. The phase error is a ringing
oscillation for a number of cycles corresponding to the number of cycles slipped.
There is some frequency-step limit below which the loop does not slip cycles
but remains in lock; denote this limit as the pullout frequency and give it the
label �ωPO. If the loop is at equilibrium of θe = 0 and ωe = 0 at the instant
the frequency step is applied, the pullout limit is simply the intercept of the
separatrix with the θe = 0 axis. Using the portraits of [5.8], the pullout limit for
a sinusoidal PD was found to have the values indicated in Fig. 5.15. These data

Figure 5.15 Pullout frequency of a second-order type 2 PLL with a sinusoidal phase
detector.



5.2. NONLINEAR TRACKING: LOCK LIMITS 117

points fit the empirical relation

�ωPO = 1.8ωn(ζ + 1) (5.19)

for ζ between 0.5 and 1.4.
The phase portrait can also be used to determine peak phase error for large

steps of frequency. Peak phase error is 180◦ for �ω = �ωPO. However, the
error increases rapidly as soon as it exceeds 90◦, and therefore the frequency
step causing 90◦ peak error is only slightly less than �ωPO. Figure 5.16 shows
the situation for the special case of ζ = 0.707.

A phase plane is applicable only to a second-order loop (or a degenerate phase
plane to a first-order loop). A third-order loop has three state variables—phase,
frequency, and frequency rate—so it must have a three-dimensional phase space
to represent it completely. Presentation of such a space is very difficult to achieve
in two dimensions. As a result, much less is known about the nonlinear transient
response of higher-order loops than of second-order loops.

Figure 5.16 Peak transient phase error in response to a frequency step in a second-order
type 2 PLL with ζ = 0.707 and a sinusoidal phase detector.
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5.2.4 Modulation Limits

An engineer must also be concerned with unlock problems when the input signal
is angle modulated; a PLL is unable to remain locked to the signal if the mod-
ulation index is excessive. Distinguish between carrier tracking loops in which
the modulation spectrum is entirely outside the loop bandwidth and modulation
tracking loops in which the modulation spectrum is inside the loop bandwidth.
The first kind is used primarily for demodulation of small-index PM signals,
whereas the second accommodates large-index FM or PM signals.

Carrier-Tracking PLLs Modulation applied to a carrier-tracking loop must be
restricted so that a trackable carrier actually exists. If sinusoidal phase modulation
of peak deviation θ is applied, the carrier strength is proportional to the zero-order
Bessel function J0(θ ). This function passes through its first zero for θ = 2.4 rad
(137◦). Experiments have demonstrated that lock is lost for modulation index very
close to that first null. As deviation is increased somewhat beyond 2.4 rad, lock
is regained and is held until deviation reaches the next null of J0 at θ = 5.5 rad.
In principle, a carrier-tracking loop loses lock on a sinusoidally modulated signal
only in the immediate vicinity of the carrier nulls and holds lock for all other
modulation indices.

Modulation-Tracking PLLs: Sinusoidal Modulation The behavior of a
modulation-tracking loop cannot be explained nearly as easily. To introduce the
problem, imagine a laboratory experiment in which a sinusoidally modulated
signal (PM or FM) is applied to a PLL with sinusoidal phase detector. The loop
gain K is required to be very much larger than the modulation frequency ωm so
that the PLL can track the modulation. Otherwise, the ensuing explanation no
longer applies.

Phase-detector output voltage is observed on an oscilloscope and the modula-
tion index is adjusted appropriately. At small deviations the observed waveshape
is sinusoidal, as would be expected. Amplitude of the PD output increases with
increasing deviation. If the deviation is made too large, the loop begins slipping
cycles and severe distortion appears on the scope face (slip details are given later).

Absence of Distortion However, PD output appears to remain nearly sinu-
soidal (i.e., nearly undistorted) from small index all the way up to the break-lock
condition. This behavior is rather surprising since a PD operates well into its
nonlinear region before break lock is reached. How can there be low-distortion
operation in a nonlinear device? The answer, of course, is that negative feedback
cancels out most of the distortion at the PD output, provided that feedback gain is
large at the modulation frequency. Reduction of distortion is a familiar property
of feedback loops in general, a property that is shared by the PLL in particular.

If the PD output is almost undistorted, the peak phase error must increase as
the inverse sine of the input deviation, to a good approximation. In other words,
the distortion expected because of the PD nonlinearity appears in the phase error
θe but not in the PD output vd = Kd sin θe. This relation is used in the next
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paragraphs to determine the waveshape of the phase error as a function of the
peak PD output.

If the PD output is sinusoidal, it must be of the form vd(t) = aKd sin θmt ,
where a is a factor between 0 and 1. Maximum possible output voltage from a
sinusoidal phase detector is Kd volts, so a is the ratio of peak output to maximum
possible output. Furthermore, vd(t) = Kd sin θe(t), which leads to (valid in the
first quadrant)

θe(t) = sin−1(a sin ωmt) (5.20)

Examples for several values of a are plotted in Fig. 5.17. Considerable distortion
of θe is evident for large values of a, but the curves for vd are all sinusoidal.

Modulation Limits Once it is recognized that vd is substantially undistorted, it
becomes a simple matter to establish the modulation limits. Knowing the input
modulation, the amplitude of vd is found from the frequency response

Vd(jωm) = KdE(jωm)θi(jωm) (5.21)

Phase error

PD output

Figure 5.17 Phase error θe(ωmt) (solid curves) and PD output vd(ωmt)/Kd (dashed
curves) in a PLL with a sinusoidal phase detector in response to sinusoidal angle modu-
lation with frequency ωm, based on vd(t)/Kd = a sin ωmt = sin θe(t).
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where θi represents the phase modulation on the input signal. The magnitude
of Vd in (5.21) yields the peak value vdp of the sinusoidal PD output at radian
frequency ωm. The loop remains in lock if the calculated value of vdp < Kd and
slips cycles if the calculated value of vdp > Kd . (This criterion is applicable to a
sinusoidal PD and must be modified for other PD characteristics.) If modulation
is sinusoidal with modulating frequency ωm and peak frequency deviation �ω,
the deviation limit is found to be [5.11]

�ω =



K type 1 PLL; ωm � K

ω2
n

ωm

type 2 PLL; ωm � ωn

(5.22)

Unlock Behavior Detailed behavior [5.12] of the loop at the unlock threshold
is rather curious. If modulation is sinusoidal, the PD output remains nearly sinu-
soidal for any deviation up to the lock limit. An infinitesimal increase beyond the
limit causes a drastic change in the PD output. For a first-order loop (Fig. 5.18)
large spikes suddenly appear upon unlock. Each spike represents the slip of one
cycle. Slip spikes occur only while the instantaneous deviation is beyond the
lock limit, and the first-order loop relocks immediately when the instantaneous
input deviation returns within the lock bounds. A single spike appears for each
modulation peak if the overmodulation is slight, and additional spikes appear in
bursts as the overmodulation is increased.

The unlock behavior of a type 2 PLL is quite different. Phase-detector output
is sinusoidal right up to the lock limit, but an infinitesimal increase of deviation

Figure 5.18 Waveforms at the phase detector output of a first-order PLL subjected to
sinusoidal angle modulation: (a) modulation peak deviation within the lock limits; (b)
modulation peak deviation slightly beyond the lock limits.
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causes the loop to go completely out of lock and stay out; only a beat note appears
at the PD output. The loop does not relock until peak deviation is reduced below
the lock limit. It is impossible to adjust the deviation to obtain the single spikes
of Fig. 5.18.

Why should a type 2 loop behave so differently from a first-order loop? Insight
is gained upon recognizing that the peak phase error does not occur at the peak
of the frequency-modulation cycle (as in a first-order loop). Instead, peak phase
error coincides with maximum rate of change of frequency, which corresponds
to zero instantaneous-frequency deviation for sinusoidal modulation. In fact, the
sinusoidal unlock criterion (5.22) can be shown to be the same as � = ω2

n, which
is the sweep-rate limit (5.18) for a type 2 PLL.

Why does the loop not relock as soon as the modulation cycle has passed
through the region of excessive frequency rate? After all, the first-order loop
relocks as soon as the region of excessive frequency deviation has been passed.
Consider that the signal and the VCO are in frequency agreement only at the
instant of maximum rate of change of frequency modulation (occurring at zero
deviation of the frequency modulation) and the loop cannot lock there if the rate
is excessive. At other points in the cycle, the rate is lockable, but the frequency
difference between signal and VCO prevents quick relocking.

Modulation-Tracking PLLs: Gaussian Modulation Modulation limits have
also been worked out for frequency modulation by a Gaussian message [5.11]
with a baseband spectrum flat from DC to a cutoff frequency Bm Hz and rms
frequency deviation σf Hz. Gaussian signals have unbounded peaks so there is
some small probability that the loop will occasionally slip a cycle no matter
how small the rms deviation may be. As an engineering tool, invoke the concept
of crest factor and give it the symbol γ . Choose γ such that the magnitude
of the instantaneous deviation is less than γ σf almost all the time. A value
of γ = 3.5 has been found as a good empirical fit to laboratory observations of
modulation unlock. Using these concepts, the lock limits for Gaussian modulation
are found to be [5.11]

σf =




K

2πγ
type 1 PLL; Bm � K/2π

√
3 ω2

n

4π2γBm

type 2 PLL; Bm � ωn/2π

(5.23)
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CHAPTER 6

EFFECTS OF ADDITIVE NOISE

Its ability to cope with high levels of noise is a major strength of a phaselock
loop. This chapter scrutinizes the effects of additive stationary Gaussian noise.
Although white noise is the most important example of additive noise and accord-
ingly given the most attention, techniques for analyzing the effects of colored
noise are also included. Additive noise causes tracking errors; small amounts of
noise cause small errors and large amounts of noise cause large errors. Perfor-
mance in small noise is amenable to linear analysis via transfer functions, but
large noise drives a PLL into nonlinear operation for which transfer functions
do not apply; more onerous nonlinear methods are required instead. Both noise
regimes are reported in the following pages.

6.1 LINEAR OPERATION

There are two parts to the linear analysis: First, a noise model of the phase
detector is developed, and then that model is placed into the PLL feedback
loop. The analysis leads to the invaluable concepts of noise bandwidth and of
signal-to-noise ratio in the loop.

6.1.1 Noise Model of a Phase Detector

Consider the phase detector to be a perfect multiplier to which is applied two
inputs, denoted vi(t) and vo(t), each with dimensions of volts. Its output is the
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124 6. EFFECTS OF ADDITIVE NOISE

product Kmvivo, where Km is a constant with dimensions of (volts)−1. [Com-
ment: Phase detectors are frequently modeled as multipliers, partly for analytical
convenience and partly because many practical phase detectors are good approx-
imations to multipliers. Moreover, multiplier-type phase detectors are the best
choice in the presence of large additive noise. See Chapter 10.]

Inputs to PD One input to the multiplier vi(t) consists of the sum of a
sinusoidal signal plus additive noise n(t) that is real (as opposed to complex),
stationary, Gaussian, bandpass, and zero mean:

vi(t) = Vs sin(ωit + θi) + n(t) (6.1)

The other input to the multiplier comes from the VCO and has the form

vo(t) = Vo cos(ωit + θo) (6.2)

[Comments: (1) Note that vi and vo are really 90◦ out of phase with one another;
the input signal has been written as a sine and the VCO voltage has been written
as a cosine. The two phases θi and θo are based on these quadrature references.
It is typical of multiplier-type phase detectors that the VCO locks in quadra-
ture to the incoming signal, so the notation is arranged in anticipation of that
fact. (2) Observe that equation (6.2) describing the VCO output has the same
frequency ωi as the input signal in (6.1). Equality of frequencies implies that the
loop is phaselocked, a necessary condition for applying linear analysis.]

For purposes of this chapter the input phase θi is assumed to be time invari-
ant. Treatment of θo is less straightforward. Temporarily, assume θo to be time
invariant, but that condition clearly does not occur in reality. Noise accompany-
ing the signal causes the VCO phase to fluctuate; determining the statistics of
those fluctuations is the objective of the linear analysis. To proceed, assume a
fictitious open-loop condition such that noise does not reach the VCO. In essence,
attention is restricted to the phase detector alone for the first part of the analysis.
Later, the loop is closed and time-dependent θo is admitted.

Phase-Detector Products Bandpass input noise n(t) can be decomposed
into two quadrature, independent components [6.1, Sec. 8-5] in the form

n(t) = nc(t) cos ωit − ns(t) sin ωit (6.3)

whereupon the output of the multiplier is found to be

vd(t) = Kmvi(t)vo(t)

= 1
2KmVsVo sin(θi − θo) + 1

2KmncVo cos θo + 1
2KmnsVo sin θo

+ 1
2KmVsVo sin(2ωit + θi + θo) + 1

2KmncVo cos(2ωit + θo)

− 1
2KmnsVo sin(2ωit + θo) (6.4)
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The multiplier product consists of three low-frequency terms and three terms at
2ωi , twice the input frequency. Our interest is in the difference-frequency terms,
so the double-frequency ripple terms are discarded for this analysis. In practice,
filtering or other expedients must be applied to suppress the double-frequency
ripple. Otherwise ignored in this chapter, ripple is a serious disturbance in many
applications and substantial effort is often needed for its suppression. Chapter 10
contains further information on phase-detector ripple.

Now define phase-detector gain,

Kd = KmVsVo

2
(6.5)

so the multiplier output, after the ripple has been discarded, becomes

vd = Kd sin(θi − θo) + ncKd

Vs

cos θo + nsKd

Vs

sin θo (6.6)

Equivalent Noise Next define n′(t) as

n′(t) = nc

Vs

cos θo + ns

Vs

sin θo (6.7)

which is a dimensionless quantity, as opposed to n(t), which has dimensions of
volts. The output of the phase detector is thereby simplified to

vd = Kd[sin(θi − θo) + n′(t)] (6.8)

An exact nonlinear equivalent circuit of the phase detector is shown in Fig. 6.1.
No linearizing approximation has yet been applied. The phase-detector output
consists of the linear superposition of a signal term Kd sin(θi − θo) and a noise
term Kdn

′(t).
Note from (6.5) that Kd is proportional to the input-signal level. Therefore, if

the input-signal amplitude varies, Kd and all loop parameters that depend on loop
gain also vary. (Phase-detector gain Kd is also proportional to the VCO amplitude

Figure 6.1 Nonlinear noise equivalent circuit of a phase detector.
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Vo in the ideal-multiplier model. Dependence on VCO amplitude is less critical
than dependence on signal amplitude, partly because VCO amplitude tends to
be much more constant than that of the signal and also because many practical
phase detectors effectively clip the VCO input, thereby removing variability of
VCO amplitude.)

Properties of n′(t) Let’s develop some of the statistical properties of n′(t).
From the bandpass zero-mean definition of n(t), it can be concluded that n′ also
has zero mean. (Explicit dependence on time is dropped for notational conve-
nience.) If θo is assumed to be time invariant, although arbitrary, the variance of
n′ is

σ 2
n′ = 1

V 2
s

{E[n2
c] cos2 θo + E[n2

s ] sin2 θo + 2E[ncns] sin θo cos θo} (6.9)

where E[·] indicates statistical expectation. As is well known [6.1, Sec. 8-5],
bandpass Gaussian noise has the properties that E[n2

c] = E[n2
s ] = E[n2] = σ 2

n

and E[ncns] = 0. Moreover, cos2 θo + sin2 θo = 1, so

σ 2
n′ = σ 2

n

V 2
s

(6.10)

The intensity of the equivalent noise is rotationally invariant; it does not depend
on the value of θo.

Now revise the model for θo; consider it to be a random variable, uniformly
distributed over [0, 2π) and independent of the noise. The spectrum of n′ is
obtained by finding its autocorrelation function and taking the Fourier transform.
From (6.7), the autocorrelation of n′ is

E[n′(t1)n′(t2)] = 1

V 2
s

{E[nc(t1)nc(t2)]E[cos2 θo] + E[ns(t1)ns(t2)]E[sin2 θo]

+ (E[nc(t1)ns(t2)] + E[ns(t1)nc(t2)])E[sin θo cos θo]} (6.11)

Expectations of the trigonometric factors are E[cos2 θo] = 0.5 = E[sin2 θo] and
E[sin θo cos θo] = 0. Since the noises are stationary, the noise autocorrelations
depend only on the time difference τ = t1 − t2. Denoting autocorrelation by R(τ),
the autocorrelation of n′ is found to be

Rn′(τ ) = 1

2V 2
s

[Rnc(τ ) + Rns(τ )]

= 1

V 2
s

Rnc(τ ) (6.12)

since Rnc = Rns [6.1, p. 162].
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Noise Spectrum The two-sided spectrum of n′ is

Sn′(f ) = Snc(f )

V 2
s

= Sns(f )

V 2
s

(6.13)

where Sx(f ) is the Fourier transform of Rx(τ). To obtain the two-sided baseband
spectra Snc or Sns from the passband spectrum Sn(f ), slide the negative-frequency
portion of Sn(f ) to the right by an amount fi = ωi/2π , slide the positive-
frequency portion to the left by the same amount fi = ωi/2π and add the
translated portions. In equation form,

Snc(f ) = Sns(f ) = u(f + fi)Sn(f + fi) + u(fi − f )Sn(f − fi) (6.14)

The frequency-domain unit step u(f ) selects the positive-frequency portion of
the spectrum Sn(f ); it is defined as u(f ) = 0 if f < 0 and u(f ) = 1 if f ≥ 0.
The negative-frequency portion of the spectrum is selected by u(−f ).

One- and Two-Sided Spectra The formal definition of spectral density
as the Fourier transform of the autocorrelation function R(τ) produces a two-
sided spectrum S(f ) that is defined for both positive and negative frequencies.
Theoreticians prefer a two-sided spectrum because of its orderly mathematical
properties. But over many years, electronic engineering practice in general and
the PLL literature in particular have used one-sided spectra instead. Provided that
the time-domain signal or noise underlying the spectrum is real, the one-sided
spectrum is related to the two-sided spectrum by

W(f ) = 2S(f ), f ≥ 0 (6.15)

Negative frequencies are deemed nonexistent in one-sided spectra.
A one-sided definition of spectrum can be employed if the underlying signal

or noise is real, because then the two-sided spectrum is real and even-symmetric.
A one-sided spectrum cannot be used for complex signals and it is awkward in
the presence of spectral folding or aliasing, even with real signals. Nonetheless,
since most signals in the past have been real, much of the existing PLL literature
has traditionally used one-sided spectra; this book follows that tradition.

[Notation: Most textbooks on noise and stochastic processes, such as [6.1],
use S(f ) as the symbol for a two-sided spectrum. No similar consensus exists
for notation for one-sided spectra. This book uses W(f ).]

[Dimensions: If the underlying signal or noise is measured in volts, the dimen-
sions of R(τ) are (volts)2 and the dimensions of S(f ) or W(f ) are V2/Hz. If
the underlying signal or noise, such as n′(t), is dimensionless, Rn′(τ ) is also
dimensionless and the dimensions of Sn′(f ) or Wn′(f ) are Hz−1.]

The one-sided baseband spectra Wnc(f ) = Wns(f ) are obtained from the one-
sided passband spectrum Wn(f ) by the relation

Wnc(f ) = Wns(f ) = [Wn(fi + f ) + Wn(fi − f )], f ≥ 0 (6.16)
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For the special case of white noise, in which Wn(f ) = N0 V2/Hz, the spectrum
of n′ is

Wn′(f ) = 2N0

V 2
s

(6.17)

Equivalent Phase Jitter Noise output (6.8) of the phase detector is Kdn
′(t).

Such an output could be caused by the additive noise, as described, or it could
be caused by an input phase disturbance θni(t) such that sin θni(t) = n′(t). If θni

is small enough, the sinusoidal nonlinearity can be neglected and the variance of
the fictitious input phase disturbance is E[θ2

ni] = σ 2
θni = σ 2

n′ = σ 2
n /V 2

s . The input
signal-to-noise ratio is SNRi = V 2

s /2σ 2
n , so the input phase variance is approx-

imated by σ 2
θni = 1/(2SNRi ) rad2. This is the phase jitter to be expected from

measurement of the phase difference between a clean signal and one corrupted by
noise under conditions of a large signal-to-noise ratio. This relation is used later
in establishing a definition for the signal-to-noise ratio of the phaselock loop. In
light of the duality between n′ and θni , it is sometimes useful to consider n′ to
be an angle disturbance with units of radians, a dimensionless quantity. Then the
spectral density Wn′ can be considered to have units of rad2/Hz.

Linearization Except for the definition of θni as a phase modulation equivalent
to the additive input noise (a side issue in the overall development), no linearizing
approximation has been made in the results obtained so far. The assumption of
time-invariant θo has implied an open loop; if the loop were closed, the noise
would angle-modulate the VCO, causing θo to fluctuate in random fashion. The
phase detector is nonlinear, so the fed-back fluctuations intermodulate with the
incoming signal plus noise. Any simple analysis is blocked by this nonlinearity;
to apply transfer-function analysis requires simplifying approximations.

The most common simplification assumes that noise is small enough that
phase error (θi − θo) remains small and that the PD can be regarded as linear.
Under these conditions, the intermodulation may be neglected and a linearized
phaselock loop with simple, additive noise n′(t), may be considered, as shown
in Fig. 6.2. Transfer-function analysis is applicable to this linearized loop.

Figure 6.2 Block diagram of a linearized PLL.
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6.1.2 Noise Transfer Function

Figure 6.2 shows that n′(t) in a linearized loop is directly additive to the input-
signal phase θi . The system closed-loop transfer function H(s) relating θo to θi

was derived in Chapter 2. Because n′ is additive to θi , the same transfer function
relates θo to n′(t) by the principle of superposition. Spectral density Wθno of the
fluctuations of VCO phase is related to the spectrum of n′ by

Wθno(f ) = Wn′(f )|H(f )|2

= 1

V 2
s

[Wn(fi − f ) + Wn(fi + f )]|H(f )|2, f ≥ 0 (6.18)

[Notation: The symbol H(f ) is a shorthand version of H(s)|s=j2πf . Purists
object, rightly, that this expedient constitutes abuse of notation and should be
condemned. Nonetheless, the abbreviation is well accepted by engineers, it is
convenient, and it is employed throughout this book.]

The variance of the VCO phase is the integral of (6.18):

σ 2
θno =

∫ ∞

0
Wn′(f )|H(f )|2 df rad2 (6.19)

6.1.3 Noise Bandwidth

In general, the integral (6.19) is cumbersome to evaluate. However, it simplifies
radically in the important special case of white input noise. If Wn(f ) = N0 V2/Hz
for all frequencies of interest, then (6.19) reduces to

σ 2
θno = 2N0

V 2
s

∫ ∞

0
|H(f )|2 df rad2 (6.20)

The integral in (6.20) defines the noise bandwidth BL of the loop as

BL =
∫ ∞

0
|H(f )|2 df Hz (6.21)

A similar integral is applicable to time-discrete (digital) PLLs:

2BLts = 1

2πj

∫
|z|=1

H(z)H(1/z)
dz

z
= 1

2π

∫ π

−π

H(ejωts )H(e−jωts ) dωts (6.22)

Noise bandwidth is a meaningful concept only if the loop is stable.
The integrals of (6.21) and (6.22) have been evaluated explicitly for several

PLLs of importance, and the resulting expressions for noise bandwidth are shown
in Table 6.1 (refer to Chapters 2 and 4 for definitions of notation). Notice that BL

has dimensions of hertz, despite the fact that the other parameters with dimensions
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TABLE 6.1 Noise Bandwidths of Common PLLs

PLL Description Equationsa Noise Bandwidth, BL (Hz)

Type 1, order 1 (2.32) K/4

Type 1, order 2 (Lag filter) (2.33) K/4

Type 2, order 2 (2.16)
ωn

2

(
ζ + 1

4ζ

)

Type 2, order 2 (2.19)
K

4

(
1 + 1

Kτ2

)
= K

4

(
1 + 1

4ζ 2

)

Type 2, order 2 (2.14), (2.17)
K

4

(
1 + K2

KK1

)

Type 2, order 3 (2.39)
K

4

1 + 1/Kτ2

1 − 1/b

Type 3, order 3 (2.45)
K

4

1 + K2

KK1
+ K1K3

KK2
2

1 − K1K3

KK2
2

Type 3, order 3 (3B.2)
K

4

1 + 1

K

(
1

τA

+ 1

τB

− 1

τA + τB

)

1 − 1

K(τA + τB)

DPLL, type 2, D = 1 (4.17)
κ

4ts

1 + κ2

κ
− κ2

2
(3 − κ2)

1 − κ2 − κ

4
(2 − κ2 + κ2

2 )

a Equation numbers for transfer functions of each PLL.

of frequency, such as K and ωn, are given in radians per second. The table
exposes several notable features:

ž Loop gain K (analog PLLs) or κ (digital PLLs) plays a central role in
establishing noise bandwidth.

ž Adding a simple lag filter to a first-order PLL does not affect the noise
bandwidth.

ž Adding a third pole to a second-order type 2 PLL has little effect for practical
values of the third-pole parameter b (e.g., b ≥ 9).

ž The noise bandwidth formula for a type 2 digital PLL approaches κ(1 +
κ2/κ)/4ts if κ2 < κ � 1. This form agrees with the time-continuous approx-
imation of Section 4.7. Figure 6.3 shows an example of the ratio of the
noise bandwidth given by the formula in the table to the approximation as
a function of the loop gain κ . Actual noise bandwidth always exceeds the
approximation and exceeds it greatly for large κ , but the approximation is
quite reasonable for κ as large as 0.2.
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Figure 6.3 Comparison of the noise bandwidth of the type 2 digital PLL of Table 6.1
to the time-continuous approximation of Section 4.7 (D = 1, κ2 = κ/2, equivalent to
ζ = 0.707).

6.1.4 Signal-to-Noise Ratio in a PLL

Signal-to-noise ratio (SNR) is a useful engineering concept and it is often helpful
to define one for the phaselock loop. Definition of the input signal-to-noise ratio
SNRi is straightforward; it is merely the ratio of input signal power to input
noise power as delivered to the phase detector. By contrast, there is no “signal”
internal to the PLL; for example, normal tracking is about a null output of the
phase detector. Also, loop “noise” is a function of the location in the loop at
which the measurements are performed—there is no unique definition. As a
result, the loop signal-to-noise ratio SNRL must be defined arbitrarily and is a
fictitious quantity without firm physical meaning.

In this book SNRL is defined for white-noise input by analogy between phase
jitters. If the input noise applied to the loop is white so that (6.20) is applicable,
the phase variance of the VCO is given by the simple formula

σ 2
θno = 2N0BL

V 2
s

= W0BL

Ps

rad2 (6.23)

where Ps is the input signal power in watts and W0 is the input noise power
spectral density in W/Hz.

The input phase jitter for large SNRi was determined above to be

σ 2
θni = 1

2SNRi

rad2 (6.24)
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By analogy, define SNRL as

σ 2
θno = 1

2SNRL

rad2 (6.25)

Using (6.23) as the definition of VCO phase jitter caused by input additive white
noise produces

SNRL = Ps

2BLW0
= V 2

s /2

2BLN0
(6.26)

Equation (6.26) is taken as the arbitrary definition of the loop signal-to-noise ratio
for all values of SNRL, large or small. However, (6.23) and (6.24), which were
used in generating (6.26), are valid only for large SNRL. Nonlinear operation (at
small SNRL) is considered later in the chapter. [Note: Another common definition
of loop signal-to-noise ratio is Ps/W0BL; it and (6.26) are equally valid and
equally arbitrary. Care must be taken in reading phaselock literature to ascertain
which definition is used by the author.]

Despite its arbitrary definition, SNRL can be endowed with a useful conceptual
meaning. Consider that the PLL acts as a bandpass filter on the received signal.
The filter is centered at the frequency of the signal and has a noise bandwidth
of BL on each side of center for a total equivalent input bandwidth of 2BL.
Thus, for white noise of spectral density W0, the total noise power that enters
the loop is 2BLW0 watts. The ratio of signal power to this value of noise power
is definition (6.26) of SNRL.

Like all bandwidths in this book, BL is a one-sided bandwidth. One might
reasonably and properly call 2BL the double sideband noise bandwidth of the
loop, but 2BL is one-sided. The distressing, though common practice of describ-
ing 2BL as the two-sided noise bandwidth is wrong, especially in conjunction
with one-sided noise spectra.

6.1.5 Optimality

Equation (6.23) for the phase variance in a PLL caused by additive white noise
can be shown to be equal to the Cramér–Rao lower bound (CRB). That is, no
unbiased phase estimator with the same signal, noise, and bandwidth can deliver
a smaller variance. For further information on the CRB, see [6.22]. The variance
of a linear-operating PLL meets the CRB but the PLL performance deteriorates
when it is driven into nonlinear operation.

6.2 NONLINEAR OPERATION

A linear approximation led to a handful of simple equations, (6.19) to (6.26), that
are sufficient for analysis of PLLs at reasonably large SNRL. The approximation
is satisfactory for the vast majority of present-day applications of PLLs. However,
there remain several applications (such as narrowband phaselocked receivers for
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deep-space missions) in which performance at low SNRL is critical. The linear
approximation is inadequate at low SNRL; nonlinear methods are needed.

Analysis of a nonlinear PLL at low SNRL is far from simple. The problem
has been attacked by some of the brightest minds in our profession (see the
references) with imposing displays of mathematical virtuosity. Unfortunately,
only the simplest of PLL circuits and signal formats have been amenable to
the nonlinear analysis; in many practical situations, engineers still must rely
upon time-consuming simulations or unproven empirical extrapolations of known
results. This section provides a brief summary of the nonlinear problem; the
literature is far more extensive.

6.2.1 Observed Behavior

When operation of a PLL is monitored in the laboratory, the phase jitter of the
VCO is observed to be more than is predicted by (6.23) and (6.25) as SNRL

is reduced below about 4 dB (see curve a in Fig. 6.4). The discrepancy should
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Figure 6.4 Phase-error variance. (a) Experimental data [6.4] for a second-order type 2
PLL with ζ = 0.707. (b) Exact nonlinear analysis [6.2] for a first-order PLL. (c) Approxi-
mate nonlinear analysis [6.3, 6.8] for a type 2 PLL, ζ = 0.707. (d) Linear approximation,
eq. (6.25).
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cause no surprise, since the linear analysis was based on an assumption of small
phase error in the loop, but the actual error at low SNRL is not small. The linear
analysis fails when its underlying assumption is violated.

Another phenomenon appears at low SNRL; the oscillator phase occasionally
slips one or more cycles with respect to the signal. A large noise event, in effect,
knocks the loop temporarily out of lock and tracking returns to equilibrium n

cycles away from its original condition (n = ±1, ±2, etc.). Frequency of slipping
is a very steep function of SNRL, as shown in Fig. 6.5. Cycle slips are particularly
destructive to operations in which every cycle matters, such as Doppler velocity

Figure 6.5 Mean time to first slip. (a) Experimental data [6.4] for a second-order type
2 PLL with ζ = 0.707, x-marker. (b) Exact result for a first-order PLL, eq. (6.30). (c)
Simulation results [6.10] for a second-order type 2 PLL with ζ = 0.707, circle-marker.
(d) Simulation results [6.9] for a second-order type 2 PLL with ζ = 1.4, triangle-marker.
(e) Simulation results [6.9] for a second-order type 2 PLL with ζ = 0.35, square-marker.
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measurements or recovery of digital clock timing. Slips are also important to an
understanding of phaselock FM demodulators (Chapter 16).

A third phenomenon emerges if SNRL is reduced sufficiently; the loop drops
out of lock and stays out. Control of the VCO is lost; its frequency wanders off
from the signal frequency. Although both phenomena have often been lumped
together under the same name, drop lock is qualitatively distinct from repeated
cycle slips. The drop-lock SNRL typically is in the vicinity of 0 dB, although
extreme care with loop components may extend the dropout point 1 to 2 dB
lower. An observer gets the impression that the loop at low SNRL is staggering
(because of repeated cycle slips), and eventually everything seems to collapse as
lock is lost completely. Reacquisition of lock is nearly impossible after dropout
unless SNRL is raised substantially (to about 3 to 6 dB).

Experience of the drop-lock phenomenon led to the concept of a noise thresh-
old of the PLL; that is, the loop falls out of lock if SNRL is below the “threshold”
level. Later, it gradually became apparent that well-built loops could hold lock
below the analytical threshold, whereupon it was realized that the predicted
threshold was a feature of the approximations in the analysis and not of a phys-
ical PLL.

Presently accepted nonlinear analyses do not reveal a noise threshold (see the
next section). Current opinion holds that drop lock arises from a complicated non-
linear interaction between the noise-caused phase jitter and small biases, drifts,
and DC offsets arising from imperfections of the loop components, especially the
phase detector (see Chapter 10). The imperfections are circuit specific and are
usually unpredictable, even after the circuit is built. In general, drop lock would
be very difficult to analyze and any analysis would be difficult to apply.

Analytical difficulties aside, this viewpoint sees drop lock as a technological
problem and not inherent to the PLL as such. If the viewpoint is correct, drop lock
can, in principle, be pushed to lower signal-to-noise ratios by improvements in
the loop components. Nonetheless, measurement of the drop-lock SNRL provides
a valuable indication of the quality of implementation of a PLL, even though the
information can be evaluated only in comparison to other PLL implementations;
there is no theoretical bound for comparison. By contrast, analyses described in
the sequel predict cycle-slipping characteristics very well, at least for the simpler
PLLs to which the analyses apply. Moreover, the cycle-slip predictions are for
ideal loops, so no relief can be obtained from improvements in loop components.

6.2.2 Nonlinear Analysis of Phase Error

In a linear system, a Gaussian input gives rise to a Gaussian output. Therefore,
earlier assumptions of linear operation of the loop and of Gaussian input noise
imply that the VCO phase jitter would be Gaussian. A Gaussian process is defined
completely by its autocorrelation function or, equivalently, its spectral density
as derived in (6.18). Variance is readily found from either one. Response of
a nonlinear system to a Gaussian stimulus is generally non-Gaussian and the
second-order statistics do not define the process completely. Nonlinear analysis
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of a PLL has been concerned with deriving the non-Gaussian probability density
function (pdf) of the phase error, computing the phase variance from the pdf,
and investigating the statistics of cycle slipping.

The analytical simplicity of transfer functions is lost in a nonlinear system.
Analysis of a nonlinear system is much more difficult and demands a higher level
of mathematical sophistication than linear analysis. The treatment here presents a
summary of the results of the various nonlinear analyses, a treatment that is more
than sufficient for most engineering purposes. (In fact, linear analysis will suffice
for the great bulk of engineering design problems.) References are provided for
those who are interested in the detailed mathematics.

6.2.3 Probability Density and Variance

Viterbi’s groundbreaking exact analysis [6.2, 6.21] of the first-order loop has pro-
vided much insight and many useful tools for understanding nonlinear operation.
First, one must recognize that cycle slips cause the phase error θe = (θi − θo)

to be a growing quantity and ultimately unbounded; that is, phase error is non-
stationary in the presence of cycle slips, so the well-honed tools of stationary
analysis are not applicable directly. To avoid this problem, Viterbi defined a new
phase variable,

φ = (θi − θo) mod-2π rad (6.27)

so that although (θi − θo) can take on any value from −∞ to +∞, the value
of φ is bounded since the mod-2π notation in (6.27) means θi − θo = φ + 2nπ ,
where n is chosen to cause φ to lie in the interval [−π , π).

This definition of φ implies that all cycles of a sine wave look alike and
cannot readily be distinguished from one another. Cycle slips are neglected by
this definition and they must be treated separately. Most laboratory instruments
operate modulo 2π and therefore yield φ rather than (θi − θo); the concept agrees
well with normal practice, despite any initial impressions of peculiarity.

It turns out that φ is stationary (in the steady state, after any transients have
died out), which allows application of stationary statistics. Denote the probability
density function of φ as p(φ); this is found as the steady-state solution of a
nonlinear, stochastic partial differential equation known as the Fokker–Planck
equation. Bypassing details [6.2], the pdf turns out to be the Tikhonov density,

p(φ) = exp(ρ cos φ)

2πI0(ρ)
, |φ| ≤ π (6.28)

where ρ = 2SNRL and I0(ρ) is the modified Bessel function of the first kind
and zero order. [Comment: Equation (6.28) is valid only if E[φ], the static
phase error, is zero. See Chapter 5 for an explanation of static phase error. See
[6.3, Chap. 9] if static phase error (loop stress) is not zero.] The density (6.28)
approaches Gaussian for large SNRL, thereby agreeing with the linear analysis.
At very small SNRL, p(φ) approaches a uniform density over (−π , π], which
is characteristic of the phase of random noise.
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The variance of the phase error can be found by numerical evaluation of

σ 2
φ =

∫ π

−π

φ2p(φ) dφ rad2 (6.29)

The result, phase variance reduced modulo-2π , is plotted in curve b of Fig. 6.4.
The exact variance agrees with the linear analysis for large SNRL and approaches
π2/3 rad2 for very small SNRL. [The variance of a random variable uniformly
distributed over (−π , π) is π2/3.]

6.2.4 Cycle Slips

Knowledge of variance is useful but is insufficient by itself because cycle slipping
is ignored in its computation. Statistics of cycle slips are an important attribute
of PLL operation at low SNRL, even more important than the phase variance. By
means of manipulations on the Fokker–Planck equations, Viterbi [6.2] derived
an expression for the average time TAV between cycle slips. From an initial
condition of zero phase error, TAV is the average time required for the loop
phase error to reach ±2π for the first time. If slips occur primarily as single,
isolated events, the frequency of cycle slips is l/TAV. If slips occur in clus-
ters, as may happen in a type 2 or higher loop, TAV and the slip rate are not
related simply.

For a first-order loop with zero static phase error,

TAV = π2ρI 2
0 (ρ)

2BL

sec (6.30)

which is approximated for large ρ by

TAV ≈ π

4BL

exp(2ρ) sec (6.31)

A plot of TAV from (6.30) is shown as curve b in Fig. 6.5; the straightness
shows that (6.31) is acceptable for all practical SNRL. In addition, time between
slips is exponentially distributed; the probability that the loop has not slipped T

seconds after starting from zero error is

P(T ) = exp(−T /TAV) (6.32)

This distribution is well confirmed by computer simulations and laboratory mea-
surements on both first- and second-order loops.

Viterbi’s results apply exactly in a first-order loop with sinusoidal phase detec-
tor, zero static phase error, and additive white Gaussian noise. The first-order pdf
(6.28) and variance also apply without modification if a simple lag filter of the
form F(s) = (sτ + 1)−1 is inserted into the loop [6.4, 6.5], provided that static
phase error is zero.
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6.2.5 Experimental and Simulation Results

Fokker–Planck equations can be written for a type 2 PLL, but exact closed-form
solutions have been unattainable. The second-order type 2 PLL is technologically
the most important configuration, so there is a strong motivation to determine
its statistics for low SNRL. Experimental measurements of p(φ), σ 2

φ , and slip
statistics were reported by Charles and Lindsey in [6.4]. Their measured variance
is shown as experimental points (curve a) of Fig. 6.4 and cycle-slip results are
shown in curve a of Fig. 6.5. Three significant conclusions can be drawn:

1. Phase variance found by exact nonlinear analysis of the first-order loop is
in close agreement with measured variance of the type 2 loop of the same
noise bandwidth for SNRL in excess of 0 dB, that is, for any useful value
of SNRL.

2. Approximate linear analysis yields good accuracy of variance if SNRL

exceeds 5 to 6 dB.
3. Average time to first slip is shorter in a type 2 PLL than in a first-order

PLL, especially for smaller values of damping factor.

Meyr and Ascheid [6.6, Chap. 6], [6.7] performed an intensive simulation
study of cycle slips in second-order type 2 PLLs. They found that slips are likely
to occur in extended bursts if the damping factor is less than ζ ≈ 0.9 and are
likely to be isolated if damping exceeds 0.9. Their findings corroborate those
of previous authors [6.3, 6.8–6.13], but Ascheid and Meyr provide a physical
explanation for the observed behavior, an explanation that was previously lacking.
In brief: Occurrence of a slip causes a disturbance of the stored voltage in the
integrator of the loop filter. That stored voltage controls the average frequency
of the VCO. An error in stored frequency worsens the slip behavior of the
PLL, so slips tend to repeat until feedback corrects the integrator-stored voltage.
Smaller damping implies larger gain in the integral path of the loop filter and
consequently, greater susceptibility of the integrator to noise disturbances. The
lesson for designers faced with the prospect of cycle slips is to employ somewhat
larger damping (e.g., ζ = 1 or greater) rather than the widely touted ζ = 0.707
that had so much attention in the earlier literature.

6.2.6 Approximate Analyses

Because of the practical importance of a type 2 PLL, numerous approximate
analyses have been devised [6.3–6.5, 6.8, 6.14–6.16]. These analyses gener-
ally involve clever assumptions and heroic mathematics. Among the several
methods, [6.3] and [6.8] start with the Fokker–Planck equation and so yield
approximations to the pdf and slip statistics as well as phase variance. They
provide substantial detail in the form of charts and formulas. Their prediction of
variance is shown as curve c of Fig. 6.4. The approximation is clearly very close
to the measured results, albeit slightly pessimistic. Similar agreement is found in
comparing the measured pdf against the predicted value.
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The analyses of [6.3] and [6.8] predict that the phase variance will have a
weak inverse dependence on damping factor ζ ; that is, jitter is slightly worse
for small damping given the same loop bandwidth BL and same SNRL. The
prediction is borne out by simulation results [6.17]. However, if SNRL exceeds
unity—as it must in a useful loop—the variance spread between light damping
(ζ = 0.35) and a first-order loop (ζ = ∞) is small and may be neglected for
most purposes.

Several investigators have studied cycle slips in a second-order type 2 PLL
by means of computer simulation and by measurements on physical loops in
the laboratory. A summary of their published results is given in Fig. 6.5. It is
evident that slipping worsens if damping is small. The first-order loop has infinite
damping, so its time to first slip TAV is greater than that of any type 2 loop
of the same noise bandwidth. (The experimental curves suffer from statistical
fluctuations due to a finite number of samples in the measurements and from ad
hoc redefinitions of the meaning of “slip” [6.9]. Some caution must be exercised
in applying the data.)

Predictions of TAV for a second-order type 2 PLL are given by formulas
developed (at great effort) by Lindsey [6.3], Lindsey and Simon [6.8], and
Tausworthe [6.10, 6.11], predictions in fairly close agreement with the
experiments. Since the formulas are cumbersome and since their derivation
necessarily involved approximations, the practicing engineer will usually find
the curves of Fig. 6.5 to be a more convenient guide to slip behavior.

Inspection of the data points of Fig. 6.5 shows a reasonably good fit to a
straight line when they are plotted on a logarithmic ordinate. This means that
TAV is approximately exponentially dependent on SNRL. Curves b and c of the
figure represent boundary limits that encompass all the configurations that have
been explored. Curve b is the exact result for a first-order loop and is described
by (6.30) and (6.31). Curve c is from simulation of a type 2 PLL with damping
0.707; its level is thought to be somewhat pessimistic. The points of c are well
fitted by an empirical relation (valid only for zero static-phase error)

BLTAV = exp(π · SNRL) (6.33)

It appears to be reasonable to use (6.31) and (6.33) as upper and lower bounds
on TAV. Some numbers are of interest. Let BL = 20 Hz at SNRL = 1 (0 dB),
from which (6.33) predicts TAV = 1.16 sec: very poor performance indeed. Use
of (6.31) predicts TAV = 2.1 sec, which is also very poor. Now consider SNRL =
10 for which the lower bound on TAV is predicted to be 2.2 × 1012 sec or about
70,000 years (assuming, without experimental verification, that the exponential
relation can be extrapolated to large SNR). A notable later nonlinear analysis by
Meyr and Ascheid [6.6, Pt. 4] is suggested for advanced students.

6.2.7 Miscellaneous Features

Effect of Loop Stress The preceding results have been presented for a loop
that is unstressed by any other phase error, such as may be caused by steady
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phase error or angle modulation. Chapter 5 discusses the origins of such phase
errors and how they may be reduced. The presence of a static phase error (i.e.,
E[φ] �= 0) causes the phase variance to increase, and the presence of noise
causes any static phase error to increase from its no-noise level. An appealing
physical insight is provided by the approximate analysis of Blanchard [6.18].
Other analyses are given in [6.3] and [6.8]. As might well be imagined, presence
of a phase error increases the propensity to cycle slipping. The effect of a static
phase error on slips is expounded in [6.3], [6.8–6.13], and [6.23].

Effect of PD s-Curves All results given above are applicable only for phase
detector s-curves that are continuous sinusoids with period 2π . Phase detec-
tors with other s-curve shapes are often implemented; some examples appear
in Fig. 5.13 and others in Chapter 10. Chie [6.19] has analyzed the influence
of the s-curve shape on slip statistics. He found that the integrated area under
the s-curve from the tracking point (i.e., the s-curve zero crossing if loop stress
is absent) to the cycle-slip boundary is a key property; TAV is an increasing
function of that area. His paper provides convenient summary equations for sev-
eral common s-curves. Also included is the effect of loop stress. Chie cautions
that nonsinusoidal s-curves deteriorate toward sinusoidal when input SNR at the
phase detector becomes small. Deterioration of s-curve shape is pursued further
in Chapter 10.

Narrowband Noise All of the foregoing nonlinear analysis, simulation, and
measurement applies only to white noise. In practice, “white” means that the
bandwidth of the input noise is large compared to the noise bandwidth 2BL of the
PLL. The Fokker–Planck approach is not applicable to analysis with narrowband
noise. In consequence, it has not been generally feasible to predict cycle slipping
for narrowband noise inputs. Hess [6.20] has devised an approximate analysis of
cycle slipping in a first-order loop exposed to bandlimited noise. His formulas
are confirmed by measurements of cycle slipping in laboratory PLLs.

Noise pdf All of the foregoing has assumed that Gaussian noise was applied
to the PLL; different noise statistics require modified analysis. A limiter is often
used in front of a phase detector, making the noise statistics decidedly non-
Gaussian. Discussion of the effect of a limiter in the nonlinear region of loop
operation may be found in [6.8] and [6.20]. The effect of a limiter in the linear
regime is examined in Chapter 10.

Higher-Order PLLs Finally, the known information on nonlinear operation is
confined to first- and second-order loops; there is almost nothing published on
higher-order loops. Since third-order and type 3 loops have practical importance,
this lack of data is a barrier to fully understood design. The only present expedient
is to assume that a third-order loop behaves much the same as a second-order
loop of the same noise bandwidth.
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CHAPTER 7

EFFECTS OF PHASE NOISE

Chapter 6 treated the effects of additive stationary Gaussian noise, concentrating
mainly on noise with a constant (white) spectrum. Additive noise is a dominant
concern in high-sensitivity phaselock receivers such as those employed in deep-
space communication links. The behavior of a PLL in additive noise has a firm
theoretical basis, even if the mathematical particulars become overwhelming for
high noise levels in other than the simplest PLL configurations.

Phase noise has emerged as the paramount concern in phaselock frequency
synthesizers and in local oscillators of transmitters and receivers. This chapter
treats some of the effects of phase noise; further coverage is provided in
Chapters 9 and 15. Unlike the additive noise of Chapter 6, phase noise is
multiplicative, nonstationary, and its spectrum is not white. The probability
distribution of phase noise seems to be an open question; numerous publications
assume a Gaussian distribution, but hard evidence is lacking for some components
of phase noise. Most strikingly, mathematical analysis of phase noise does not rest
on a firm theoretical foundation; one goal of this chapter is to identify anomalous
areas and to offer a guide around them. Phase noise is still an open subject for
theoretical research. Earlier background articles and extensive references on the
subject may be found in [7.1].

In Chapter 6 it was shown that the effects of additive noise in a PLL are
reduced by using a small noise bandwidth. Analysis in this chapter demonstrates
that ill effects of phase noise in a PLL are reduced by using a large bandwidth.
A designer trades off between the two kinds of noise to find a compromise
bandwidth that minimizes the total phase jitter.

Phaselock Techniques, Third Edition, by Floyd M. Gardner
Copyright  2005 John Wiley & Sons, Inc.
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7.1 PROPERTIES OF PHASE NOISE

This section introduces elementary properties of phase noise.

7.1.1 Oscillator Model

The dominant source of phase noise in a well-designed system should be from
the system oscillators. That is not to say that other hardware elements make no
significant contributions to phase noise but that oscillators have characteristics
that make them special. Consider a generic oscillator whose output voltage vo(t)

has a sinusoidal waveshape and a nominal oscillation frequency fo hertz:

vo(t) = [A + a(t)] cos[2πfot + φ(t)] (7.1)

where A is the mean amplitude of the oscillator output, a(t) is the zero-mean
amplitude noise, and φ(t) contains all phase and frequency departures from the
nominal oscillation frequency fo and phase 2πfot . Phase disturbance φ(t) (in
radians) includes random zero-mean phase noise, initial phase, and integrated
effects of frequency offset and drift.

7.1.2 Neglect of Amplitude Noise

Standard analyses of phase noise neglect amplitude noise a(t). Oscillators con-
tain an amplitude-control mechanism that largely suppresses amplitude fluctua-
tions. They also contain an inherent mechanism that accumulates phase fluctua-
tions [7.2, 7.3]. As a result, the effects of phase noise far overshadow the effects
of amplitude noise in most situations. Amplitude noise is neglected in this book.

7.1.3 Variance

In the absence of amplitude noise, the variance of oscillator output vo(t) is simply
A2/2, irrespective of any conceivable fluctuations or other disturbances in φ(t).
That is, the variance is bounded, stationary, and well behaved. Docility of its
nature is pointed out now to contrast it to the unruly properties of φ(t) to be
revealed subsequently.

7.1.4 Nonstationarity

Consider the autocorrelation function of vo(t). Or rather, to avoid irrelevant
mathematical clutter, work with the complex envelope zo(t) instead of vo(t):

zo(t) = A exp[j (2πfot + φ(t))] (7.2)

whose autocorrelation function is

E[zo(t1)z
∗
o(t2)] = A2 exp[j2πfo(t1 − t2)]E{exp[j (φ(t1) − φ(t2))]} (7.3)
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This expectation is wide-sense stationary only if the first increment φ(t1) − φ(t2)

of the phase process φ(t) is stationary; otherwise, it is nonstationary. [A process
is wide-sense stationary if its autocorrelation function depends only on the time
difference (t1 − t2) and on no other function of time.] For example, consider an
oscillator frequency that drifts at a rate � rad/sec2 so that φ(t) = �t2/2. Regard
� as a random variable of unknown and irrelevant probability distribution. Also
assume that phase disturbances are otherwise absent. Then the autocorrelation
function of (7.3) becomes

E[zo(t1)z
∗
o(t2)] = A2 exp[j2πfo(t1 − t2)]E{exp[j�(t1 − t2)(t1 + t2)]} (7.4)

which depends on t1 + t2 as well as t1 − t2. Therefore, the autocorrelation function
of an oscillator with frequency drift is nonstationary.

Why is stationarity important enough to warrant attention? The spectrum of
a signal is of high practical importance as a vital tool for understanding the
properties of the signal. Since spectral density is defined formally as the Fourier
transform of the autocorrelation function, and since a one-dimensional Fourier
transform is defined only for a stationary autocorrelation function, the standard
definition of spectral density is meaningful only if the autocorrelation function
is stationary.

Hold on, you will say, all oscillators drift. Yet oscillator spectra are displayed
in laboratories every day on spectrum analyzers. How can that be if the spectra
do not exist? As a practical matter, a spectrum analyzer displays an approxima-
tion of a spectrum that is reasonable for engineering purposes if the frequency
drift �Tm/2π accumulated during a measurement interval Tm is much smaller
than the resolution bandwidth of the analyzer. In a swept-frequency spectrum
analyzer, Tm is the time interval during which the signal is within the resolution
bandwidth.

Frequency drift is not ordinarily regarded as a constituent of phase noise, nor
is it usually a critical problem in PLLs. (See Section 5.1 for PLL response to
a frequency ramp.) Moreover, other mathematical tools (outside the scope of
this book) are available for analysis of signals with changing frequency. Fre-
quency drift has been introduced for three purposes: (1) to serve as an easily
understood example of a nonstationary process, (2) to show that nonstationarity
undermines the standard formulation of spectrum (a grave matter inasmuch as
spectral analysis is such a valuable tool), and (3) to demonstrate that engineering
approximations can circumvent the breakdown of the standard formulation, even
in the absence of rigorous theoretical support.

Most components of phase noise are nonstationary, so the exercise with fre-
quency drift gives warning that theoretical contradictions are to be anticipated
in spectral representations of phase noise. Fortunately, engineering approxima-
tions that are consistent with widely observed actual behavior of PLLs allow
sensible design procedures to be successful in most instances despite the shaky
theoretical basis.
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7.2 SPECTRA OF PHASE NOISE

A number of different spectral density functions are commonly used to charac-
terize phase noise [7.4, 7.5]:

ž Wvo(f ): theoretical passband spectrum of the oscillator signal vo(t)

ž L(�f ): normalized version of Wvo(f )

ž WRF(f ), PRF(f ): approximate spectra of the oscillator signal vo(t) as
observed on an RF spectrum analyzer

ž Wφ(f ): baseband spectrum of the phase noise φ(t)

ž Wω(f ): spectrum of the frequency noise ω(t) = dφ(t)/dt

[Comments: (1) These are all one-sided spectra, as defined in Section 6.1.1.
(2) Questions of existence of these spectra, as raised by nonstationarity of phase
noise, are deferred until later.]

7.2.1 Theoretical Spectrum Wvo(f)

This bandpass spectrum is the Fourier transform of the autocorrelation function of
the random process vo(t) of (7.1). The definition requires that the autocorrelation
function be stationary. From (7.3), the autocorrelation of vo(t) is stationary if the
first increment of φ(t) is stationary. Unfortunately, one component always present
in φ(t) has a nonstationary first increment, so the standard definition of spectrum
is not applicable. For now, just ignore the true nature of the autocorrelation and
pretend that the standard spectrum does exist.

Figure 7.1 provides a qualitative view of the character of the theoretical spec-
trum of vo(t). In the absence of phase noise, the spectrum is a single line—a
delta function—at f = fo. The presence of phase noise spreads the spectrum:
Small amounts of noise cause small spreading; larger amounts of noise cause
greater spreading. Irrespective of the amount or other character of phase noise,
the variance of vo(t)—the integral of Wvo(f ) over all frequencies f = 0 to
∞—is equal to A2/2 volts2, a defined and bounded number. Moreover, except
for the unattainable condition of φ(t) ≡ 0, the theoretical spectrum Wvo(f ) is
everywhere finite. The units of Wvo(f ) are V2/Hz.

Figure 7.1 Theoretical spectrum Wvo(f ) of oscillator output vo(t).
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7.2.2 Normalized Spectrum L(�f)

Another one-sided spectral description [7.5] is L(�f ), a normalized version of
the theoretical spectrum Wvo(f ). It is defined as

L(�f ) = Wvo(fo + �f )

A2/2
(7.5)

In words: L(�f ) is the noise power, relative to the total power in the signal, in
a bandwidth of 1 Hz in a single sideband at a frequency offset of �f from the
carrier frequency fo. Numerically, the value of L(�f ) is commonly expressed in
decibel format as 10 log[L(�f )] dBc/Hz. [Notation: dBc means “dB relative to
carrier,” where the term carrier actually means total power in the signal; “per Hz”
refers to a bandwidth of 1 Hz.] As defined here, Wvo(f ) and L(�f ) are entirely
legitimate spectral representations of the narrowband RF random process vo(t),
stationarity questions aside. Unfortunately, the idea of L(�f ) and its notation
are extensively misused in ways described later.

7.2.3 RF Spectra WRF(f) and PRF(f)

A theoretical spectrum is an ensemble property of a random process and can
never be observed. Only sample functions of the random process are available.
A spectrum analyzer is a laboratory instrument that measures a signal and dis-
plays an approximation to its theoretical spectrum. Figure 7.2 is a simplified
block diagram of one kind of spectrum analyzer. The signal frequency fo is
mixed against the frequency fLO of a swept local oscillator. The difference fre-
quency fo − fLO is applied to a bandpass filter that has center frequency fIF

and resolution bandwidth RBW. The output of the bandpass filter is applied to a
square-law detector whose output is applied to a lowpass smoothing filter with
video bandwidth VBW. Smoothing-filter output either goes directly to a display
that shows power or else, through a logarithmic converter, to a display that shows
power on a dB scale. Examples measured on an actual oscillator are shown in
Figs. 7.3 and 7.4.

dB
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Signal In, vo(t ) 
Mixer

Bandpass
Filter
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Log( )
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Figure 7.2 Simplified block diagram of a spectrum analyzer.
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Figure 7.3 Measured RF power spectral density PRF(f ) of a 10-MHz crystal oscillator
(ordinate shows power in mW in a bandwidth of RBW hertz).
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Fig. 7.3; the ordinate shows power in a bandwidth RBW in dB relative to 1 mW).
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Raw measurements do not display spectral density WRF(f ), at least not without
appreciable processing of the measured data. The vertical axis of a spectral dis-
play represents signal power lying within the resolution bandwidth RBW (actual
power in watts, rather than variance in volts2, because the analyzer input connec-
tor has an accurate resistance termination, typically 50 ohms). Spectral density
is the power in a 1-Hz bandwidth. Since RBW is usually substantially larger
than 1 Hz in most RF spectrum analyzers, the display is not the true spectral
density. For that reason, the vertical axes in Figs. 7.3 and 7.4 have been labeled
“PRF(f ),” not “WRF(f ).” To convert from P to W in Fig. 7.3, divide the P

scale by RBW; to convert on the logarithmic ordinate in Fig. 7.4, subtract 10
log(RBW) dB. (Some analyzers might have built-in capability for adjusting the
axis scales.) Of course, adjusting the vertical scale does not give the 1-Hz resolu-
tion implied in WRF(f ); the resolution is still RBW. Finer resolution is possible
only by reducing RBW and reducing the scan speed correspondingly.

Suppose that the signal source and the spectrum analyzer itself are both free of
phase noise so that the spectrum of the signal applied to the analyzer is a single
line. In that case, the display traces out the frequency response of the bandpass
filter in the analyzer; the display is not a single line. For realistic signals, the
analyzer displays a frequency-domain convolution between the signal spectrum
and the frequency response of the bandpass filter. Unless RBW is very narrow
compared to the signal spectrum, the analyzer will smear the displayed spectrum.
Desmearing (deconvolution) is a nontrivial operation, one not likely to be built
into the analyzer.

Attempts are often made to estimate the normalized L(�f ) from PRF(f ).
That is a plausible action if the correct normalizing power is employed in the
estimation procedure. In terms of the display of the spectrum analyzer, the proper
normalizing power is the integral of the power spectrum as shown in Fig. 7.3—an
integral that is rarely calculated. More commonly, the peak of a spectrum like
that in Fig. 7.4 is taken as the normalizing power. The peak can only be an
approximation to the correct power and the approximation can approach good
accuracy only if substantially all of the signal power falls within the resolution
bandwidth. In that case, the apparent sidebands close in are determined more by
the shape of the analyzer’s passband than by the signal being analyzed. Cautious
interpretation of an RF spectrum is always advisable.

An RF spectrum is a good tool to use in searching for spurious outputs of a
signal source or for exposing potential noise-sideband interference to adjacent-
channel signals. The latter condition is illustrated in Fig. 7.5. Keep in mind that
an RF spectrum analyzer does not distinguish between phase noise and amplitude
noise but shows the total power entering the filter passband from all sources.

7.2.4 Phase-Noise Spectrum Wφ(f)

The quantities Wvo(f ), L(�f ), WRF(f ), and PRF(f ) are all spectra of the phys-
ical RF signal vo(t). Their peaks are at the carrier frequency fo, and they have
sidebands to either side of the peaks. Since resolution of the display is the same
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Figure 7.5 Interference from the sidebands of an adjacent-channel signal.

for all frequency offsets, details close in to fo are sacrificed if more distant side-
bands are to be included. Moreover, any practical RF analyzer has dynamic-range
requirements; it must accommodate the total power of the signal without over-
load and yet be able to display weak sidebands, a difficult prescription to fill.
Most significantly, there is no easy analytical relationship between recognizable
noise sources within a PLL and the ultimate RF spectrum that is produced.

These shortcomings of RF spectra have led to the widespread use of
Wφ(f )—the lowpass, one-sided spectrum of the phase-noise modulation
φ(t)—as a better tool for dealing with PLLs. A conceptual block diagram for
the measurement of Wφ(f ) is shown in Fig. 7.6. The measurement instrument
consists of a phase demodulator which reproduces a magnitude-scaled version of
φ(t), a low-frequency spectrum analyzer to produce Wφ(f ), and a logarithmic
converter for display purposes. Display is typically 10 log Wφ(f ) vs. frequency
on a logarithmic scale. Units of Wφ(f ) are rad2/Hz and the dB format should be
interpreted as dB re 1 rad2/Hz.

In practice, although the actual measurement is of Wφ(f ), the ordinate regret-
tably is almost always displayed as 10 log L(�f ), which is supposed to be
the relative noise in a 1-Hz bandwidth in a single sideband at frequency off-
set �f . If the phase-noise amplitude is small enough, it can be shown that
L(�f ) ≈ Wφ(f )/2, so the supposed L(�f ) display is really Wφ(f )/2. But the
phase noise amplitude is never small enough at frequencies close in to the carrier
frequency, so Wφ(f ) is never a good representation of the close-in L(�f ), the
close-in RF sidebands. It is the label L(�f ) applied to the baseband spectrum of
phase-noise modulation φ(t) that is at fault, not the measurements themselves.
Just add 3 dB to any lowpass spectrum that purports to be 10 log[L(�f )] to
obtain the proper 10 log[Wφ(f )].

Figure 7.6 Block diagram of a generic phase-noise analyzer.
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Figure 7.7 Block diagram of a phase-noise analyzer based on a PLL.

The heart of a phase-noise analyzer is the phase demodulator. One prominent
realization is shown, greatly simplified, in Fig. 7.7. A PLL is employed as the
phase demodulator; see Chapter 16 for further explanation of PLLs as modulators
and demodulators. The oscillator to be tested is connected as the VCO in a PLL
and its phase is compared against that of a suitable reference source. Phase-
error fluctuations θe(t), scaled by the phase-detector gain Kd , are applied to a
spectrum analyzer that produces a spectrum Wθe(f ) which is an approximation
to the desired spectrum Wφ(f ).

Raw output of the spectrum analyzer usually is not a good-enough approxi-
mation to Wφ(f ); various elaborate calibrations and compensations have to be
applied, such as:

ž The scale factor Kd has to be calibrated.
ž The closed-loop error response E(f ) of the PLL (see Chapter 2) has to

be determined and the measured spectrum compensated accordingly. Error
response E(f ) serves as a highpass filter between oscillator noise φ(t) and
PLL phase error θe(t).

ž Native resolution of the spectrum analyzer is not usually 1 Hz; the measured
spectrum has to be scaled to represent a 1-Hz resolution.

Other tedious operations are also necessary. Fortunately, since phase-noise
modulation is a low-frequency (as compared to a carrier frequency) matter, the
spectrum analysis and calibration/compensation operations can be carried out
digitally. The spectrum analyzer typically would be a filter bank implemented by
a fast Fourier transform algorithm instead of the single swept-frequency analysis
filter typical of many RF spectrum analyzers. Digital operations of immense
complexity and flexibility are employed to impart great power to instruments of
this kind.

Additional sources of noise besides the phase noise in the oscillator under test
exist in the instrument of Fig. 7.7. One obvious source is the phase noise of the
reference oscillator itself. A common expedient, if the reference oscillator cannot
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be made far quieter than the oscillator being tested, is to employ a reference
oscillator that is nearly identical to the tested oscillator and to ascribe half of the
measured noise spectrum to each oscillator.

All the various noise sources within the measuring instrument combine to
establish a noise floor, below which measurements on the tested oscillator are
impractical. Phase-noise spectra typically are large at low frequencies and fall
off toward higher frequencies. In consequence, the phase-noise spectrum of the
tested oscillator usually is well above the noise floor at low frequencies but may
fall below the floor at higher frequencies.

7.2.5 Frequency-Noise Spectrum Wω(f)

Instantaneous radian frequency ω(t) is the time derivative of phase φ(t). If phase
φ(t) has a Fourier transform �(f ), the Fourier transform of its derivative is
�(f ) = j2πf �(f ). The Fourier transform of an infinite-energy random process
does not exist, but the derivative transformation nonetheless can be applied to
the spectral densities to give the relation

Wω(f ) = 4π2f 2Wφ(f ) (rad/sec)2/Hz (7.6)

Equation (7.6) is the basis of another arrangement for measuring the phase-noise
spectrum of φ(t). The signal vo(t) is applied to a frequency discriminator whose
output is a scaled version of the frequency modulation ω(t) = dφ(t)/dt . That
recovered frequency modulation is delivered to a spectrum analyzer whose output
is Wω(f ). The frequency spectrum is then weighted by 1/4π2f 2 to give the
desired Wφ(f ).

Calibration and compensation are also needed for a phase-noise analyzer based
on a frequency discriminator, much like that described above for a PLL-based
analyzer. The spectrum of frequency noise will be weighted more strongly toward
higher frequencies, so the lower-frequency portions of Wω(f ) might fall below
the instrument’s noise floor, but the higher-frequency portions are emphasized.
Thus, the two kinds of phase-noise analyzers are complementary; some instru-
ments might contain both kinds to span a larger range of Fourier frequencies.

7.2.6 Example Phase-Noise Spectrum

Figure 7.8 shows the phase-noise spectrum of the same oscillator whose RF
spectrum was shown in Figs. 7.3 and 7.4. The vertical axis is labeled “10
log[L(f )] (dBc/Hz),” the format reported by the analyzer. If you want to show
10 log[Wφ(f )] instead, just add 3 dB and change the units to “re 1 rad2/Hz.”

Several features of the chart are worthy of note:

ž A number of large spikes are prominent. These are located at harmonics of
60 Hz, an indication of interference from the power supply. Greater care
in hardware implementation and possibly the test setup should reduce the
spikes substantially.
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Figure 7.8 Measured phase-noise spectral density Wφ(f )/2 on log-log scales (the same
oscillator as in Figs. 7.3 and 7.4).

ž Considerable hash is visible on the plot. Hash comes about because the
noise waveform in the test is a sample function from an infinite ensemble,
and as such has random discrepancies from the ensemble spectrum. Longer
observation times along with appropriate smoothing of the spectrum analyzer
output would reduce the hash.

ž Character of the hash changes abruptly at several frequency-decade bound-
aries. These changes suggest that internal parameters of the analyzer are
altered automatically for different frequency ranges.

ž Notice the two straight lines that indicate the log-log slopes of portions
of the phase-noise graph. These slope values appear in the spectra of most
oscillators; they arise from different spectral components of the phase noise,
as explained later in this chapter and in Chapter 9.

7.3 PROPERTIES OF PHASE-NOISE SPECTRA

The phase-noise spectrum consists of a continuous part due to the random
phase noise plus discrete spectral lines that arise from periodic interference
from such sources as AC-power residues in the supply voltages, incompletely
suppressed ripple from the phase detector in a PLL, or other ingress from
the environment. Continuous parts and discrete parts are considered separately
below.
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7.3.1 Typical Continuous Spectra

Numerous measurements have shown consistently that the continuous phase-noise
spectra of oscillators tend to be well approximated by [7.6]

Wφ(f ) ≈ h4

f 4
+ h3

f 3
+ h2

f 2
+ h1

f
+ h0 rad2/Hz (7.7)

where the hν are coefficients that are particular to each individual device. Dimen-
sions of hν are rad2·Hzν−1. On log-log scales, (7.7) will plot approximately as
connected straight-line segments, as sketched in Fig. 7.9. Each segment is labeled
with its hν/f

ν term plus the log-log slope in dB/decade. The resemblance to the
example of Fig. 7.8 is evident.

The h4/f
4 term appears mainly in the spectra of precision frequency standards

(e.g., cesium clocks) at frequencies well below 1 Hz and normally is not an issue
for oscillators in PLLs. It is not considered further in this book; accordingly, its
line segment is shown dashed. The other terms are all significant. Each term
arises from a different source of phase noise, as explained further in Chapter 9.
The phase-noise terms h3/f

3 and h2/f
2 arise out of flicker (1/f ) and white

noises within the oscillator that cause flicker and white fluctuations of frequency,
as discussed in Chapter 9. Those frequency fluctuations are integrated to phase

Figure 7.9 Typical spectral components of oscillator phase noise.
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in the oscillator to produce the 1/f 3 and 1/f 2 spectral components. Ordinary
nonintegrating circuit elements do not exhibit 1/f 3 or 1/f 2 noise spectra, but
these terms are prevalent in oscillators.

7.3.2 Meaning of Wφ(f)

Observe that each term in (7.7) is infinite at f = 0 if ν > 0. These singularities
cause the integral of Wφ(f ) from f = 0 to any nonzero upper frequency to fail
to converge, implying that the variance of φ(t) is infinite. You might speculate
that the spectrum has to level out at some extremely low frequency, but mea-
surements [7.7] have not revealed such leveling nor does any theoretical basis
exist for spectral leveling. Infinite variance of phase noise appears to be a fact
of nature.

An infinite variance is intuitively disturbing at first but appears more rea-
sonable after the accumulative nature of phase noise is recognized. There is
no restoring force or fading memory for the phase deviations of an oscillator;
any incremental deviation persists forever. Instantaneous phase noise φ(t) is the
accumulation of all of the phase deviation that has occurred since the oscillator
first started operation. But infinite deviation accumulates only after an infinite
time and so is never observed. More subtly, spectral density of a random pro-
cess is defined formally as the Fourier transform of the autocorrelation function
of the process, provided that the autocorrelation function is stationary. But the
autocorrelation function of an h2/f

2 process is nonstationary and the autocorre-
lation of an h3/f

3 process is worse than nonstationary—it does not even exist.
Strictly speaking, then, the standard definition of spectral density is inapplicable
to phase noise.

So, exactly what is meant by the spectrum of phase noise? First, let it be
said that a spectrum may not be a sound representation for phase noise and
that perhaps some other representation ought to be used instead. (Examples:
Wornell [7.8, 7.9] argues in favor of a wavelet representation; Flandrin [7.10]
explores Wigner–Ville spectra as well as wavelets.) The future may bring an
improved representation but “spectrum” is what is used today.

Despite the shaky theoretical foundation, laboratory phase-noise analyzers
deliver data purported to describe a spectrum and PLLs are designed and evalu-
ated successfully on the basis of those data. Bandpass analysis filters in phase-
noise analyzers have transmission zeros at f = 0 and f = ∞, zeros that help
suppress the effects of singularities associated with the extreme frequencies. Also,
any physical measurements necessarily extend over only a finite time interval,
whereas the infinite variance implied in the spectral model requires an infi-
nite time interval to accumulate. A physical time-limited, amplitude-bounded
waveform, therefore a finite-energy waveform such as is delivered by the phase
demodulator in a phase-noise analyzer, has a well-defined Fourier transform that
also has finite energy and is free of other peculiarities. An analyzer presum-
ably constructs something related to the squared magnitude of that well-behaved
Fourier transform and places a label “spectrum” on that something. With the
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help of transmission zeros in the filters and the necessarily finite time interval for
measurement, a phase-noise analyzer never confronts the infinities in the spectral
model of (7.7). In light of that success in spectrum analyzers, a practitioner’s
answer to the question above is: The spectrum of phase noise consists of the data
delivered by a phase-noise spectrum analyzer.

7.3.3 Interpretation of Spectral Displays

Figure 7.8 shows a mixture of a continuous spectrum and individual lines of
a discrete spectrum. These have to be interpreted differently: first the continu-
ous spectrum. Denote by Wφ(f ) the underlying continuous phase-noise spectrum
of the random process φ(t) and assume that this spectrum has a meaningful exis-
tence, even in the absence of a rigorous definition. Assume a phase-noise analyzer
as in Fig. 7.6. Let the analysis filter for the analysis frequency fm have a band-
pass shape that is centered on fm, and denote the frequency response of the
filter as Y (f ; fm). Assume that the filter’s frequency response is concentrated in
the vicinity of fm and has adequate selectivity to suppress the zero-frequency
singularities from its output. Each analysis frequency fm has its own analysis
filter, either because of frequency sweeping or because of a filter bank in the
spectrum analyzer.

The spectral density of the filter output is Wφ(f )|Y (f ; fm)|2. The operations
of squaring and smoothing are represented by

Pc(fm) =
∫ ∞

0
Wφ(f )|Y (f ; fm)|2 df rad2 (7.8)

where Pc(fm) is the intensity of the fm filter output and the subscript c indicates
a continuous spectrum. If Wφ(f ) is nearly flat within the effective bandwidth of
the analysis filter, (7.8) can be approximated as

Pc(fm) ≈ Wφ(fm)

∫ ∞

0
|Y (f ; fm)|2 df (7.9)

The integral in (7.9) is simply |Y (fm; fm)|2BN(fm), where |Y (fm; fm)| is the
magnitude of the analysis filter’s frequency response at frequency fm and BN(fm)

is the noise bandwidth of that filter. The analyzer’s estimate of the spectral density
at frequency fm therefore is

Wφ(fm) ≈ Pc(fm)

|Y (fm; fm)|2BN(fm)
(7.10)

where the numerator of (7.10) is a measured number and the denominator is a
hardware parameter known to the designer of the analyzer. The division opera-
tion is part of the calibration and compensation needed and can be trivial in a
digital system.
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[Comments: (1) The operations shown above, especially the integration, are
simplified and idealized. Nonetheless, they indicate the approximate nature of the
operations that have to be conducted in the analyzer. (2) Actual calibration may
involve a characteristic bandwidth of the filter other than the noise bandwidth
without changing the principles of the calibration. (3) A more sophisticated ana-
lyzer may be able to take the nonflat shape of Wφ(f ) into account and thereby
obtain a more accurate estimate of Wφ(fm). Calibration then is somewhat more
complicated, but the underlying principle is the same.]

Now consider the treatment of discrete spectral components. Let φd(t) =
β cos(2πfmt) where the subscript d indicates discrete and β is the peak phase
deviation in radians. The one-sided power spectral density of this component is
(β2/2)δ(f − fm): that is, a discrete line of infinite height, zero width, and area
β2/2 located at f = fm. The combination of passing φd(t) through the filter,
squaring the filter output, and smoothing the squared output is approximated by

Pd(fm) =
∫ ∞

0

β2

2
δ(f − fm)|Y (f, fm)|2 df = β2

2
|Y (fm, fm)|2 (7.11)

The power β2/2 in the discrete component is estimated by dividing the measure-
ment Pd(fm) by the squared magnitude of the filter response at the frequency
fm. Observe that this measurement is independent of the bandwidth of the anal-
ysis filter, unlike the measurement of a continuous-spectrum phase noise. It
would be seriously wrong to apply the calibration of (7.10) to a discrete spec-
tral component.

If an analyzer can reliably distinguish a discrete-spectrum component auto-
matically from a continuous-spectrum component and if the analyzer applies
the correct calibration, there is no problem for the user. But if the analyzer
does not distinguish between discrete and continuous spectral components (the
instruction manual presumably tells if it has the capability) and applies the same
calibration to both classes, the results for one of the classes is seriously wrong.
A user can often distinguish between discrete- and continuous-spectrum com-
ponents from inspection of the display. Then the user can rescale the spectral
component that has been wrongly calibrated if the analyzer bandwidth and the
calibration principle are known.

In summary: Be aware that one or the other class of spectral components could
be displayed at an incorrect scale. You will not be able to correct the display
unless you know the calibration principles of the analyzer and the bandwidth of
the analysis filter.

7.3.4 Relationship Between Wφ(f) and L(�f)

Because the spectrum Wφ(f ) of the baseband phase noise φ(t) and the normal-
ized spectrum L(�f ) of the passband signal vo(t) are just different aspects of the
same signal, it follows that there must be a relationship between the two spectra.
An engineer would like, for example, to take a measured Wφ(f ) and calculate
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the corresponding L(�f ) therefrom. No broadly applicable calculation methods
are known. This section briefly surveys some piecemeal approaches.

Sinusoidal Modulation As is well known, if a carrier is phase-modulated
by a single sinusoid, the spectrum of the modulated signal contains a resid-
ual carrier component plus an infinity of sidebands, spaced from one another
by the modulating frequency. Amplitudes of the residual carrier and of the ith
sideband are proportional to the Bessel function Ji(�θ), where �θ is the peak
phase deviation of the modulation. Inherent nonlinearity of phase modulation
generates the plethora of sidebands. If �θ is small enough, only the first-order
sidebands, proportional to J1(�θ) ≈ �θ/2, have significant amplitude, while the
other sidebands can be neglected.

If the baseband modulating signal contains more than one sine wave, the
modulated spectrum contains an infinity of sidebands corresponding to each of the
baseband sine waves plus multiple infinities of intermodulation products between
the baseband components, all with amplitudes based on Bessel functions. The
intermodulation arises from the inherent nonlinearity of phase modulation. If
the total phase deviation is small enough, only the first-order sidebands of each
baseband signal will be significant.

Discrete Approximation of Wφ(f) One approach to analysis of a continuous
spectrum such as Wφ(f ) is to divide it up into a large number of equal contiguous
frequency increments and to substitute a discrete spectral line of the same variance
for each such increment. This is more or less equivalent to performing a Fourier
series analysis of a finite segment of the time-domain process such as φ(t), a
procedure described in texts on stochastic processes, for example [7.11].

The idea of spectral discretization applied to phase noise is to employ the
known Bessel function relationship for sinusoidal phase modulation. In particular,
if each discrete spectral line has a small-enough phase deviation, its contribution
to the modulated spectrum is supposed to be significant only at the corresponding
pair of first-order sidebands. When Wφ(f ) is discretized in this manner, the
result is L(�f ) ≈ Wφ(f )/2 for offset frequencies sufficiently removed from the
carrier. That is, the far-out sidebands of the RF signal can be approximated from
knowledge of the spectrum Wφ(f ) of the baseband phase noise φ(t).

But Wφ(f ) always includes components of the form hν/f
ν as in (7.7). These

components grow without bound as f approaches zero. The small-deviation
approximation is never valid for small-enough frequency offset. The simple rela-
tionship between Wφ(f ) and L(�f ) always breaks down for sideband frequen-
cies close enough to the carrier. The relationship has to break down since L(�f )

is always finite for all f , whereas Wφ(f ) is unbounded for small-enough f .

Special Cases The h2/f
2 term in Wφ arises from white noise in the oscillator

circuit (see Chapter 9) and its relation to L(�f ) has been well studied [7.3,
7.12–7.14]. It is a special case in which a simple formula for L(�f ) is known
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and can be related to Wφ(f ). Following the development in [7.14], if Wφ(f ) =
h2/f

2, the expression for L(�f ) is the Lorentzian shape

L(�f ) = h2/2

(πh2/2)2 + �f 2
(7.12)

a shape long known in optical spectroscopy. Equation (7.12) has the follow-
ing properties:

ž L(0) = 2/h2π
2, a finite value in contrast to the infinite value of Wφ(0).

ž
∫ ∞
−∞ L(�f ) d�f = 1.

ž The half-power bandwidth (full width, half maximum: FWHM) is πh2 hertz.
ž If �f 2 � (πh2/2)2, then L(�f ) ≈ h2/2�f 2 = Wφ(f )/2.

For other spectral shapes: An expression for L(�f ) corresponding to the
h3/f

3 term of Wφ(f ) has been derived in [7.2]. Propagation of h2/f
2 phase

noise through a PLL is analyzed in [7.15] to determine L(�f ) at the PLL
output. Be aware that although the hν/f

ν terms are additive in Wφ(f ), they
combine nonlinearly in L(�f ) in a fashion that has so far withstood a more
general analysis.

7.4 PROPAGATION OF PHASE NOISE

This section tells how phase noise propagates through various devices that are
commonly found in electronic circuits. Propagation is summarized first for certain
auxiliary devices and then for PLLs. Except as noted explicitly for the PLL, only
propagation of phase noise is considered here, not noise generated internally to
the devices.

7.4.1 Phase-Noise Propagation in Auxiliary Devices

The auxiliary devices of interest are frequency multipliers, frequency dividers,
mixers, and hard limiters. These are all nonlinear devices. Their approximate
effects on phase noise are summarized in Fig. 7.10. A times-N frequency multi-
plier magnifies input phase noise by a factor of N , that is, 20 log(N ) in decibels.
Similarly, a divide-by-M frequency divider reduces phase noise by a factor of
M , that is, −20 log(M) in decibels. Frequency multipliers and dividers preserve
the time jitter of their inputs.

Phase noise is carried on each of the two inputs to a mixer. Output phase noise
is the sum or difference of the input phase noises, depending on which mixer
product is selected for the output. If the input noises are uncorrelated, the output
noise spectrum is the sum of the two input noise spectra, translated to the output
carrier frequency. If the input noises are correlated, a condition that can arise in
some systems, a difference–frequency output product might cancel some of the
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Figure 7.10 Phase-noise propagation through elements often included in PLLs.

phase noise. A limiter preserves the phase noise of its input and suppresses the
amplitude noise.

These rules are all first order. Implicit in them is a narrowband assumption
that harmonics of the device outputs can be neglected and that there is no spec-
tral folding of significance. Frequency dividers might very well cause substantial
spectral folding (examined further in Chapter 15), and limiters will have appre-
ciable output harmonics unless those are suppressed by filters. In the absence of
spectral folding and if unwanted harmonics can be neglected, the simple rules all
imply that these devices do not alter the spectral shape of the input phase noise;
they only scale the overall magnitude.

Although a limiter does not change the input phase noise, it converts an
additive disturbance—such as additive noise or a narrowband interferer—into
output phase noise. If the desired signal input to the limiter has amplitude A and
the interferer has amplitude B � A, the limiter output will have unwanted phase
modulation of approximate amplitude B/A radians. If the interferer frequency is
offset by �f from that of the desired signal, the spectrum of the limiter output
will contain a pair of interference sidebands at ±�f from the desired signal, with
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Figure 7.11 Interference-to-phase conversion in a limiter.

amplitudes B/2A relative to the desired signal output. Figure 7.11 illustrates the
effect for an isolated interferer, and Appendix 7A contains an analysis. A limiter
is of interest by itself (see Chapter 10) and also because one is implicitly included
within a digital frequency divider, a device widely used in PLL-based frequency
synthesizers (see Chapter 15).

7.4.2 Phase-Noise Propagation in PLLs

Let the input signal to the PLL have phase-noise spectral density Wφi(f ) rad2/Hz.
The tracked phase-noise spectrum appearing on the VCO output in response to
the input phase noise is

Wθoφi(f ) = Wφi
(f )|H(f )|2 (7.13)

where H(f ) is the system frequency response of the closed-loop PLL (see
Section 2.1.2). Tracked phase noise is simply the input phase noise as transmit-
ted through the lowpass filter with response H(f ). The untracked phase-noise
spectrum—the phase-error spectrum—caused by input phase noise is

Wθeφi(f ) = Wφi(f )|E(f )|2 (7.14)

where E(f ) is the error response of the PLL. [Notation: Wθeφi(f ) means the
phase-noise spectral density in the phase error θe due to input phase noise φi .]

Another important source of PLL phase noise originates within the VCO as
illustrated in Fig. 7.12. The dashed box in the figure encloses the physical VCO,
which consists of a fictitious noise-free VCO delivering output phase θv , plus
an internal phase noise source φo of spectral density Wφo(f ) rad2/Hz. From
circuit analysis, the transfer function from φo to θo is found to be the error
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Figure 7.12 Model of oscillator phase noise in a PLL.

response E(f ), so the phase-noise spectral density at the output of the physical
phase-locked VCO caused by the internal phase noise of the VCO is

Wθoφo(f ) = Wφo(f )|E(f )|2 (7.15)

This is the spectrum of untracked phase jitter from φo. Observe that the phase
error θe due to φo is −θo, so (7.15) also specifies the spectral density Wθeφo.

Equations (7.14) and (7.15) for untracked jitter have the same format, so they
can be combined into a single expression for untracked jitter:

Wuφ(f ) = Wφ(f )|E(f )|2 (7.16)

where Wφ(f ) = Wφi(f ) + Wφo(f ) and the subscript u indicates untracked phase
noise.

7.5 INTEGRATED PHASE NOISE IN PLLs

Knowledge of the shape of phase-noise spectra, as described in Section 7.4, is
useful for understanding the nature of the phase noise, for identifying its sources,
and for design guidance. Another key datum is the integrated phase noise: the
phase-noise spectral density integrated over all frequencies. Several features of
integrated phase noise are covered in this section.

7.5.1 Basic Formulas

The integral of tracked phase noise does not converge if the spectrum of the
phase-noise source is like that of (7.7); the integrated tracked phase noise is
always infinite. In practical terms, a locked PLL tracks slow enough accumula-
tion of phase deviation, no matter how large it grows. Infinite phase deviation
accumulates only after infinite time. Because of the infinity, integrated tracked
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phase noise is not a useful concept. Integrated untracked phase noise θu is a
much more useful concept:

σ 2
θu =

∫ ∞

0
Wuφ(f ) df =

∫ ∞

0
Wφ(f )|E(f )|2 df rad2 (7.17)

Equation (7.17) describes the mean-squared tracking error caused by phase noise
on the input signal and on the VCO with a combined spectrum Wφ(f ).

7.5.2 Excessive Phase Noise

Untracked phase noise causes a stress upon PLL tracking. Excessive untracked
phase noise will cause cycle slips or even complete loss of lock. Not much
information exists about permissible bounds on untracked phase noise. A very
rough idea of the boundaries of excessive stress may be inferred from the better
known results for additive white noise as laid out in Chapter 6. Equation (6.25),
derived on the basis of linear operations, related phase variance to the signal-to-
noise ratio SNRL by σ 2

θno = 1/(2SNRL) rad2. Then Section 6.2 stated that the
phase variance is noticeably larger than predicted by this formula if SNRL < 2.5
(i.e., 4 dB) and a PLL typically loses lock for SNRL ≈ 1 (0 dB). Formula (6.25)
gives phase variances of 0.2 rad2 (26◦ rms) for an SNRL value of 4 dB and
0.5 rad2 (40◦ rms) at an SNRL value of 0 dB. Similar values from (7.17) for
untracked phase jitter due to phase noise should be taken as warnings of highly
unacceptable operation.

7.5.3 Effect on Coherent Demodulation

Phase noise is a serious problem in numerous communications systems. The
problem worsens as ever-higher carrier frequencies are employed in an effort
to find an unoccupied radio spectrum. Stress on the PLL is not the only ill
effect of untracked phase noise or even the most important effect. Amounts
of untracked phase noise that are tolerable from the standpoint of loop stress
might induce unacceptably high rates of decision errors in a receiver with a
coherent demodulator. Effects of phase noise are especially damaging in larger
closely packed signal constellations. Phase noise needs an allowance in a system’s
performance budget and has to be evaluated to assure that it is within the budget.

7.5.4 Bandwidth Trade-off

Observe that E(f ) has a highpass frequency response. An increase in PLL
bandwidth K shifts the highpass corner to a higher frequency and reduces the
integrated untracked phase jitter. This is opposite to the effect of bandwidth on
phase jitter caused by additive noise as given by (6.19), wherein additive noise
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is suppressed by the lowpass filter action of H(f ). The total phase jitter caused
by additive noise and phase noise together takes the form

σ 2
θo =

∫ ∞

0
Wn′(f )|H(f )|2 df +

∫ ∞

0
Wφ(f )|E(f )|2 df (7.18)

There is a choice of loop parameters that minimizes the total phase jitter of (7.18).
For a specialized example, consider a narrowband second-order type 2 PLL sub-
jected to white additive noise and predominantly h3/f

3 phase noise. Under these
restricted (but realistic in some applications) conditions, analysis [7.16, 7.17]
shows that the contribution of phase noise to the integrated phase jitter is min-
imized for any noise bandwidth BL if ζ is set at 1.14. Since the contribution
due to the additive white noise depends solely on BL [see (6.23)] and not on
ζ , selection of ζ = 1.14 is the optimum damping for the stated conditions.
To find the optimum BL, substitute the following into (7.18): The phase-jitter
contribution due to additive white noise in terms of SNR and BL as defined
in (6.23); the square-root approximation to (7B.4) in Appendix 7B, defining
the contribution of h3/f

3 phase noise to integrated phase jitter; the expression
from Table 6.1 relating BL to K and ζ ; and ζ = 1.14. Differentiate on BL,
set the derivative to zero, and solve to obtain the optimum noise bandwidth as
BL ≈ (15h3Ps/W0)

1/3 Hz.
The phase-noise spectrum is rarely as simple in most other applications. Ana-

lytical optimization is usually infeasible, so numerical integration and search
for the minimum are normally required. A spreadsheet is a convenient tool
for assembling the requisite data and finding the optimum parameters by trial
and error.

7.5.5 Integration

Integrated untracked phase noise can be determined formally by inserting the
terms of (7.7) and an expression for |E(f )|2 into (7.17) and evaluating the inte-
gral. Appendix 7B provides an example for a second-order type 2 PLL for each
individual term of (7.7). The results, although not necessarily directly applicable
to real-world situations in which the phase-noise spectrum is more complicated,
provide useful insight into the tracking capabilities of PLLs and the dependence
of integrated untracked phase noise on PLL parameters. Approximate integration
of phase noise as specified in actual hardware can be carried out with the aid of
spreadsheets, using equations described in Appendixes 7C and 7D.

Adjacent-channel interference caused by combined phase- and amplitude-noise
sidebands is best evaluated from the RF spectrum of the interferer WI(f ) and
the RF-referred frequency response X(f ) of the victim receiver. The interfering
power in the passband of the receiver is

PI =
∫ ∞

0
WI(f )|X(f )|2 df watts (7.19)
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where the subscript I refers to the interferer. If the carrier frequencies of the
interferer and victim are sufficiently far apart, amplitude noise might be compa-
rable to phase noise in the interfering sidebands so that evaluation of phase noise
alone would be overly optimistic.

In addition, phase noise originating in the local oscillators of a receiver will
spread the spectrum of an adjacent-channel signal, thereby causing interference to
a desired signal, even if the transmitted adjacent-channel signal has a spectrum
entirely confined outside the receiver’s passband. If the normalized passband
spectrum of receiver phase noise is LR(�f ), the resulting interfering power in
the receiver’s passband is

PI =
∫ ∞

0
[WI(f ) ⊗ LR(f − fI )]|X(f )|2 df watts (7.20)

where ⊗ denotes convolution, fI is the carrier frequency of the interferer, and
the subscript R refers to the receiver.

7.5.6 A Paradox

Provided that a high-frequency cutoff is applied for the h1 and h0 spectral terms
(see Appendix 7B), the integral of (7.17) converges for all terms of (7.7) for any
type 2 or higher PLL. However, the integral diverges on the h3 and h4 terms for
any type 1 PLL; the formal procedure predicts that type 1 PLLs will have infinite
untracked phase jitter and so will lose lock. Since a perfect integrator cannot be
built in analog circuits, all analog PLLs are type 1. Experience of many years and
innumerable successful PLLs has confirmed that analog PLLs phaselock very well
and do not lose lock except under seriously adverse conditions, despite the theory.
What is one to think when theory and observed behavior diverge so drastically?

Caveats regarding nonstationarity of phase noise and the meaning of phase-
noise spectra were brought out in previous sections. [All components of phase
noise in (7.7), except that for h0, are nonstationary. In addition, the first incre-
ments of h4/f

4 and h3/f
3 are nonstationary.] Therefore, one possibility is that

the theory developed by ignoring these caveats may be wrong and the pre-
dicted inability to lock of a type 1 PLL may be solely a consequence of a
deficient theory.

Another possibility is that the theory is correct but its interpretation is wrong.
Since phase noise is accumulative, the theory may merely be saying that the
mean-squared integrated phase error in a type 1 PLL is not stationary but grows
over time. The growth rate in practical PLLs may be so slow that the time to
unlock is too long to be observed. This explanation was suggested by Gray and
Tausworthe [7.16] and expanded on by Egan [7.18].

Neither of the explanations advanced above give much comfort to a practic-
ing engineer who has to design a working PLL. Several expedients have been
employed to circumvent the paradox:

ž If the PLL has an imperfect integrator in its loop filter, just pretend that it
is perfect. The integrals then converge and all is well. This expedient has
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served rather well since so many practical PLLs contain an approximate
integrator in their loop filters.

ž Ignore the h3 and h4 constituents of phase noise; the integrals converge for
the remaining constituents (provided that a high-frequency cutoff is applied
for the h1 and h0 terms). It is reasonable to ignore the h4 term for most
PLLs, but it is hazardous to ignore the h3 term, particularly in PLLs with
small bandwidths.

ž Apply a low-frequency cutoff to the problem; that is, set the lower limit
of integration at some low frequency greater than zero. This is a com-
mon, though hazardous expedient, especially tempting when specifications
or experimental data have a lower-frequency limit. It is particularly haz-
ardous for PLLs with small bandwidths. This issue is addressed further as
part of Appendix 7C. Recognize that there is no theoretical or experimental
evidence for existence of a low-frequency easing of the 1/f 3 shape in the
spectra of most oscillators [7.7].

7.5.7 Integration of Spectral Lines

The integration formulas above for phase-noise modulation were developed on the
basis of a continuous phase-noise spectral density Wφ(f ). Section 7.3.3 warned
that a phase-noise analyzer may not be able to distinguish a discrete spectral
line from the continuous spectrum and so may report a wrong value for the
power in the discrete line because of improper calibration. Remarkably enough,
if the analyzer fails to distinguish the discrete line from the continuous spectrum,
integration of the reported spectral density, including the mischaracterized cali-
bration, might yield the correct value for integrated phase noise. See Appendix 7D
for details.

Power in discrete lines in an RF spectrum generally are reported correctly,
provided that resolution bandwidth is broad enough to contain substantially all
of the power in a line. (To check whether the bandwidth is large enough, double
RBW and see if the power ascribed to the line increases significantly.) It is the
continuous RF spectrum that usually has to be scaled by the user, as explained
in Section 7.2.3. To determine integrated sideband power (which includes both
phase noise and amplitude noise), first separate out all of the discrete lines and
just add their powers. (Add mW, not dBmW.) Then integrate the remaining
continuous spectrum, taking proper calibration into account. For either kind of
spectrum, RF or demodulated phase noise, the integral has to include a weighting
function, such as |E(f )|2 as in (7.17) or |X(f )|2 as in (7.19) or (7.20), to confine
the integration to the frequencies of interest.

7.5.8 Phase-Noise Specifications

Constraints on phase noise often have to be incorporated into a formal spec-
ification. One common approach is to specify 10 log[Wφ(f )] in dBc/Hz for
a single value of frequency offset f . (Actually, the specification is usually
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stated in terms of 10 log[L(�f )] but that ordinarily should be interpreted as
10 log[Wφ(f )] − 3 dB.) This scheme of specification is risky. Equipment could
meet this specification but still not provide satisfactory performance. The scheme
places no restrictions on the shape of the phase-noise spectrum and makes no
allowance whatever for discrete spectral components. It is an underspecification
and generally should be avoided, despite its widespread use.

Another approach is to specify a phase-noise mask on Wφ(f ), a format appro-
priate for catalog data on oscillators and synthesizers. That is much safer than
the single-point specification, but it too has a couple of deficiencies for specifi-
cations of systems: (1) a mask is often an overspecification in that it may place
unnecessarily stringent constraints on a supplier, thereby increasing costs, and
(2) it does not readily accommodate discrete spectral components.

A specification of integrated phase noise avoids these perils of under- and
overspecification. All pertinent phase noise is taken into account, not just the
spectral density at only one offset frequency. Details of the spectral shape are
immaterial and so are omitted from the specification. Discrete spectral lines are
included automatically. The specification consists of a limit on integrated phase
noise variance plus the characteristics of a weighting filter in which the phase
noise is measured. In the case of adjacent-channel interference, the frequency
spacing between the desired signal and the interferer is also specified. Phase-
noise contributions from different blocks of a system usually combine as the
sums of the individual variances; the integrated phase noise of each block can be
specified individually when that condition holds. For example, specification for
a communications system might call out the allowed mean-squared phase noise
plus the type, noise bandwidth, and damping factor of a PLL as well as an upper
frequency limit for the integration. Characteristics of the PLL along with the
upper frequency limit establish the properties of the integration-weighting filter.
Specifications of this kind have been employed over many years for phaselock
receivers in space communications systems.

7.6 TIMING JITTER

Rather than phase fluctuations, one often needs to characterize timing fluctuations,
commonly called timing jitter. Phase and timing fluctuations are closely related,
as explained in Appendix 7E, but description of timing exhibits subtleties that
have not appeared thus far in description of phase fluctuations. These subtleties,
plus the many sources of timing jitter and a diversity of applications, have led
to a certain amount of confusion in the literature on the subject. The account
in Appendix 7E is restricted to timing jitter arising in oscillators and processed
in PLLs. The definitions and results in that appendix closely follow Lee [7.19],
with notation altered to conform to that established elsewhere in this book and
with simplifications and abridgements. See references in Lee’s paper for earlier
publications on the subject.

Do not conclude that oscillators are the main sources of timing jitter. Other
sources rarely include the h2/f

2, h3/f
3, and h4/f

4 spectral terms arising from
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phase accumulation in an oscillator, but there are numerous sources that introduce
far greater jitter than any decent oscillator. Some are:

ž Jitter in digital telecommunications land lines, caused by multiplexers and
demultiplexers that stuff pulses or adjust pointers [7.20–7.25]

ž Jitter caused by additive noise (Chapter 6)
ž Self-noise, a form of intersymbol interference [7.26, 7.27]
ž Buildup of jitter in a chain of data repeaters [7.28–7.33]
ž Additive interference (co-channel or adjacent channel); crosstalk
ž Internal pickup from other nearby circuits in the same system, especially

switching of digital circuits

APPENDIX 7A: ANALYSIS OF INTERFERENCE IN A HARD LIMITER

Input signal plus interference:

x(t) = A cos 2πfot + B cos 2π(fo + �f )t

= A cos 2πfot + B[cos 2πfot cos 2π�f t − sin 2πfot sin 2π�f t]

= (A + B cos 2π�f t) cos 2πfot − B sin 2π�f t sin 2πfot

which will be recognized as combining amplitude and phase modulations. A hard
limiter wipes out amplitude modulation and leaves only phase modulation:

φ(t) = tan−1 B sin 2π�f t

A + B cos 2π�f t

≈ B

A
sin 2π�f t ifB � A

Denote limiter output by y(t):

y(t) = cos[2πfot + φ(t)] ≈ cos

(
2πfot + B

A
sin 2π�f t

)

= cos 2πfot cos

(
B

A
sin 2π�f t

)
− sin 2πfot sin

(
B

A
sin 2π�f t

)

≈ cos 2πfot − sin 2πfot

[
2

∞∑
n=1

J2n−1

(
B

A

)
sin 2π(2n − 1)�f t

]

≈ cos 2πfot − B

A
sin 2πfot sin 2π�f t

= cos 2πfot + B

2A
cos 2π(fo + �f )t − B

2A
cos 2π(fo − �f )t
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APPENDIX 7B: INTEGRALS OF UNTRACKED PHASE NOISE

A continuous spectrum of phase noise is often well approximated by a sum of
terms of the form hν/f

ν , as in (7.7), where ν = 0, 1, 2, 3, or 4. The contribution
from the νth term to integrated untracked phase noise is given by

σ 2
ν = hν

∫ ∞

0

1

f ν
|E(f )|2 df rad2 (7B.1)

This appendix lists those integrals for a second-order type 2 PLL for ν = 0 to 4.
All integrals converge for a type 2 PLL, provided that a high-frequency cutoff
is applied for ν = 1 and 0. [Comment: The term for ν = 4 is not often an issue
for PLLs; it is listed here for information.]

7B.1 Integration Procedures

An error transfer function with parameters K and ζ was used, as in (2.21).
Manipulation of (2.21) yielded

|E(f )|2 = (4πf ζ)4

(8πf ζ 2)2(K2 + 4π2f 2) − 2(4πKf ζ)2 + K4
(7B.2)

This expression was multiplied by hν/f
ν and integrated for each ν by a computer-

algebra program. The expressions for ν = 1 and 0 require a high-frequency cutoff
to force convergence at the upper limit of integration. Two different cutoffs were
applied for these terms: an abrupt cutoff at f = B Hz or a single-pole rolloff with
magnitude-squared frequency response 1/(1 + f 2/B2). Results of both are listed.

7B.2 Results of Integrations

Details of the integrations were hidden within the program, so only the results
are listed below.

ž h4/f
4 term:

σ 2
4 = h4

16π4ζ 2

K3
(7B.3)

ž h3/f
3 term:

σ 2
3 =




h3

K2

2π2ζ [π − 2 sin−1(2ζ 2 − 1)]√
1 − ζ 2

, ζ < 1

h3

K2
8π2, ζ = 1

h3

K2

2π2ζ ln[(2ζ
√

ζ 2 − 1 + 2ζ 2 − 1)2]√
ζ 2 − 1

, ζ > 1

(7B.4)
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Two simple approximations have been found for σ3
2; they can be used in numer-

ical calculations in place of the complicated (7B.4).

ž Square-root approximation:

σ 2
3 ≈ 8π2h3

K2

√
ζ rad2

ž Quadratic approximation:

σ 2
3 ≈ 4πh3

K2
(1 + 2πζ − ζ 2) rad2

Both approximations are exact at ζ = 1; the quadratic approximation is also
exact at ζ ≈ 0.75 and 2. The error in the square-root approximation does not
exceed ±7.5% (0.3 dB) for any ζ ≥ 0.7, whereas the quadratic approximation is
within ±1% for 0.6 < ζ < 2.25 and within ±10% for 0.32 < ζ < 3.2. Accuracy
of the quadratic approximation deteriorates sharply for ζ > 3.2, whereas accuracy
of the square-root approximation gradually improves for larger ζ .

ž h2/f
2 term:

σ 2
2 = h2π

2

K
independent of ζ (7B.5)

ž h1/f term (ζ = 1, abrupt cutoff):

σ 2
1 = h1

2

(16π2B2 + K2) ln

(
16π2B2 + K2

K2

)
− 16π2B2

16π2B2 + K2

= h1

2

{
2 ln

(
4πB

K

)
+ ln

[
1 +

(
K

4πB

)2
]

− 1

1 + (K/4πB)2

}

≈ h1

[
ln

(
4πB

K

)
− 1/2

]
, K � 4πB (7B.6)

ž h1/f term (ζ = 1, one-pole rolloff):

σ 2
1 = h1

8π2B2

[
32π2B2 ln

(
4πB

K

)
− 16π2B2 + K2

]
(16π2B2 − K2)2

= h1

[
1

1 − (K/4πB)2

] [
1

1 − (K/4πB)2
ln

(
4πB

K

)
− 1/2

]

≈ h1

[
ln

(
4πB

K

)
− 1/2

]
, K � 4πB (7B.7)
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ž h0 term (ζ = 1, abrupt cutoff):

σ 2
0 = h0

4πB

[
2 + 3

(
K

4πB

)2
]

− 3K

[
1 +

(
K

4πB

)2
]

tan−1

(
4πB

K

)

8π

[
1 +

(
K

4πB

)2
]

≈ h0
8πB − 3Kπ/2

8π
= h0

(
B − 3K

16

)
, K � 4πB

≈ h0B, K � 16B/3 (7B.8)

ž h0 term (one-pole rolloff):

σ 2
0 = h0

π2B2(8πBζ 2 + K)

8πBζ 2(2πB + K) + K2
(7B.9)

If ζ = 1:

σ 2
0 = h0πB

1 + K

8πB

2 + K

πB
+ 1

8

(
K

πB

)2

≈ h0πB

2
, K � πB

(7B.10)

7B.3 Discussion

Results in (7B.6) to (7B.8) are shown only for ζ = 1 because the results for arbi-
trary ζ are much too elaborate and tangled for display or for ready understanding.
Since a damping of ζ ≈ 1 is often employed, the expressions for ζ = 1 should
be good approximations for many PLLs. The inequalities specified for justifica-
tion of the approximate results in (7B.6) to (7B.10) will be applicable in most
practical situations. In regard to the approximate results in (7B.8) and (7B.10),
observe that B is the noise bandwidth (BN ) of an abrupt cutoff lowpass filter and
πB/2 is the noise bandwidth of a one-pole lowpass filter. Moreover, the abrupt
cutoff and the one-pole rolloff are extreme instances of lowpass filters; almost
any other practical lowpass filter will have properties in between the extremes.
Those observations suggest that the integrated untracked phase noise variance
due to white phase noise might be well approximated by h0BN without concern
for the other characteristics of the lowpass filter.

APPENDIX 7C: NUMERICAL INTEGRATION OF PLL PHASE NOISE

This appendix shows how to calculate the integrated untracked phase noise of
a PLL from numerical data obtained from measurements or specifications of
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baseband phase-noise spectra. The model is of a PLL with specified transfer
function that is beset by phase noise either on the incoming signal or in its own
VCO; the calculations are the same for either source of phase noise.

7C.1 Definition and Application of Integrated Phase Noise

Integrated untracked phase noise was defined in (7.17) as

σ 2
θu =

∫ ∞

0
Wφ(f )|E(f )|2 df rad2 (7C.1)

where Wφ(f ) is the one-sided spectral density of the phase-noise source and
E(f ) is the error response of the PLL. Equation (7C.1) is the integral that is
to be approximated numerically. The method described here assumes that error
response is described by an algebraic formula and that the phase-noise spectral
density is provided as tabular data.

A physical system is likely to have multiple sources of phase noise. The con-
tribution from each source can be calculated individually, to the extent that the
system performs only linear operations on the phase modulation (such as linear
filtering or such as multiplication or division by a scalar) and to the extent that all
sources are uncorrelated. Total integrated phase variance is readily calculated as
the sum of variances of the individual contributions. Accordingly, the treatment
here deals with a single source. Furthermore, the phase variance caused by addi-
tive noise, evaluated separately by formulas (6.19), (6.21) to (6.23), or (6.26),
can also be included in the sum. These simple calculations for additive noise
are not described further at this point. The minimum-attainable total phase vari-
ance (under the constraint of specified phase-noise sources, input signal-to-noise
density ratio, and PLL transfer function) can be found from a search over the
parameters of the PLL. All calculations are well suited for spreadsheets.

7C.2 Data Formats

Baseband spectral data can represent either the correct phase noise spectrum
Wφ(f ) or the mislabeled L(�f ) = Wφ(f )/2. In actuality, phase-noise data
almost always are delivered in dB format as 10 log[Wφ(f )] or 10 log[L(�f )] =
10 log[Wφ(f )] − 3 dB. The processing method makes provision for both. Input
data are provided as a finite number of entries at discrete frequencies designated
fi and spectral-density data designated D(fi) = Di , where i is a symbolic index
on frequency. Datum Di is either 10 log[Wφ(fi)] or 10 log[L(fi)] as dictated by
the nomenclature of the origin of the data.

The lowest frequency in the data set is designated fa and the highest frequency
in the set is designated fb. A data set from a manufacturer’s specification might
contain only a handful of points, whereas a data set from a phase-noise analyzer
might contain thousands of points. There is no implication that frequency points
are equally spaced; to the contrary, spacing almost always is nonuniform. Error
response of the PLL is most conveniently provided as Edi = 10 log |E(fi)|2 dB



APPENDIX 7C: NUMERICAL INTEGRATION OF PLL PHASE NOISE 173

(d is short for dB ), a quantity to be evaluated for each frequency fi involved in
the calculations.

7C.3 Data Adjustments

Calculations often require adjustments of spectral data at each data point or of
the number of points in the data set.

Spectrum Adjustments Denote an adjusted spectral datum as Wdi = Di +
A, where A in dB is an adjustment to be applied to the spectral data; it is the
same at all data points. There are several possible constituents of A:

ž A = 0 if no adjustment is needed.
ž Add 3 dB to A if Di as furnished is designated L(f ) instead of W(f ).
ž Add (subtract) 20 log(N ) dB to A if the phase-noise source comes from the

N th harmonic (subharmonic) of an oscillator whose phase noise is specified
at its fundamental frequency.

ž Add 3 dB to A if the system has two uncorrelated phase-noise sources with
the same spectra. This situation often arises in communications systems that
employ similar local oscillators in both the transmitter and receiver.

Data Set Adjustments Several other adjustments are laid out in the next few
paragraphs. The integral (7C.1) has limits of zero and infinity, but the data set
does not extend to either limit. A feasible lower limit f3 and upper limit fh have
to be established for numerical integration. The number of points in the data set
may need enhancement or pruning.

Choose an Upper Limit In digital-data communications systems, fh is com-
monly chosen as half of the symbol rate. If fh < fb, simply truncate the data set
appropriately. If fh > fb, the data set has to be extended. A pessimistic exten-
sion simply adds one additional data point at frequency fh with spectral datum
D(fh) = D(fb), that is, a flat extension. Alternatively, an extension that is usu-
ally more optimistic evaluates the dB-spectral slope at fb and extends that to fh.
Extensions of upper-frequency limits are likely to be accompanied by consider-
able uncertainty regarding the true spectral data in the extension. It is prudent to
try to establish best and worst cases to estimate the gravity of the uncertainty.

Treatment of the Lower Limit The lowest frequency fa in the data set always
exceeds zero, but there is no justification for a lower limit of integration other
than zero. Moreover, all oscillators exhibit a phase-noise spectrum of h3/f

3 that
predominates over all other spectral components at low-enough frequencies. A
reasonable treatment of low frequencies is to set the lower limit of numerical
integration at a frequency f3, the corner frequency below which h3/f

3 noise
predominates. Then the contribution of h3/f

3 is evaluated analytically according
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to the methods of Appendix 7B and simply added to the phase variance resulting
from the numerical integration for frequencies starting at f3.

If the corner frequency f3 is in the data set, the frequencies below f3 are
truncated from the numerical integration. If no h3/f

3 slope is evident in the
low-frequency region of the data set, the most conservative action is to assign
f3 = fa . If Wd(f3) is the adjusted spectral datum for the f3 point, the value of
the h3 coefficient for the analytical integration is calculated as

h3 = f 3
3 · 10Wd(f3)/10 (7C.2)

The lower limit of analytical integration is f = 0. For simplicity, the analytical
integration might as well be carried to an upper limit of infinity since the integral
converges at f = ∞ and since the other spectral components predominate at
frequencies above f3. For these reasons, extension of analytical integration above
f3 will not have much effect on the total of analytical and numerical calculations.

[Comment: A spectrum might contain more than one region of 1/f 3 behavior.
Only the 1/f 3 region from f = 0 to f3 is to be integrated analytically. Any
separate 1/f 3 region beyond f3 is to be integrated numerically along with the
other spectral components.]

Interpolated Points Spacing of data frequencies is sometimes much too sparse,
particularly in data sets extracted from brief specifications. It may be necessary
to interpolate additional points into the data set to obtain acceptable results from
the numerical integration. Density for interpolation is a matter of judgment for
which no firm rules can be laid down. Keep in mind the following considerations:
(1) The numerical integration is most accurate in spectral regions that display
as straight lines on a log-log graph. Regions of appreciable curvature or sharp
changes of slope should be filled in with extra data points. (2) Spectral regions
close to the highpass corner frequency of E(f ) make an inordinate contribution
to the integrated phase noise. (The spectrum of highpass-filtered phase noise
commonly has a peak near that corner.) You would do well to provide ample
density of data points in the vicinity of the corner frequency.

7C.4 Data Filtering

The effect of filtering is readily calculated by adding Edi to the adjusted dB-
spectral data at each frequency fi . Symbolically:

Ui = Wdi + Edi = Di + A + Edi (7C.3)

7C.5 Numerical Integration

If data points are provided in sufficient density, the graphs of the data on log-log
scales will appear as nearly straight lines from one point to the next, as illustrated
in Fig. 7C.1. That is, a plot of U(fi) = Ui will closely approximate

U(f ) ≈ 10[ri log(f ) + qi] dB (7C.4)
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Ui

log f 
fbf i+1fifa

10 ri log f + 10 qi

Figure 7C.1 Nomenclature of adjusted data.

where ri is the log-log slope and qi is the log-log intercept of the approximation
at f = fi .

Integration has to be on linear scales, not logarithmic. To that end, define

V(f ) = 10U(f )/10 ≈ f ri · 10qi (7C.5)

Thus, V(f )—the quantity to be integrated—follows a power law in f . The
integral in the ith interval is

Ii =
∫ fi+1

fi

V(f ) df

≈ 10qi

1 + ri

(f
ri+1
i+1 − f

ri+1
i ), ri �= −1

≈ 10qi ln(10) log
fi+1

fi

, ri = −1 (7C.6)

Slope for the ith interval is approximated as the forward-divided difference

ri ≈ 1

10

U(fi+1) − U(fi)

log(fi+1/fi)
(7C.7)

and the associated intercept is

10qi ≈ 10U(fi )/10

f
ri

i

(7C.8)

The total integral IN from f3 to fh is the sum of Ii from fi = f3 to fh−1. To that
must be added the analytically evaluated I3 for the h3/f

3 noise plus contributions
from additive noise and from integrals of other sources of phase noise.

APPENDIX 7D: INTEGRATION OF DISCRETE LINES
IN THE PHASE-NOISE SPECTRUM

Represent one-sided single-frequency phase modulation as the cisoid

φd(t) = β√
2
ej2πfd t rad (7D.1)
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The Fourier transform of this complex waveform is a delta function at f = fd

with area β/
√

2. Intensity of the modulation is |φd(t)|2 = β2/2 rad2, the same
intensity as that of a real cosine wave (which has a two-sided Fourier transform).
Regard (7D.1) as the output of a phase demodulator in a phase-noise analyzer.
That output is applied to a one-sided complex analysis filter whose measurement
frequency fm is swept over −∞ to ∞. Denote the frequency response of the
filter as Y (f − fm). Filter response has its single peak at f = fm and the filter
skirts have properties desirable in a spectrum analyzer. Sweep is assumed to be
slow enough that it can be deemed quasistationary; that is, measured filter output
is the steady-state value, uncontaminated by transients. Filter response can be
expressed in polar format as

Y (f − fm) = |Y (f − fm)|ejψ(f −fm) (7D.2)

where ψ is the phase shift of the filter. The bandwidth and shape of the analysis
filter is assumed to be the same for all fm; only its location in frequency changes
as fm is swept. In particular, its peak response |Y (0)| and its noise bandwidth
BN are assumed to be independent of fm.

If φd(t) is applied as input to the filter, the output is

x(t) = β√
2
|Y (fd − fm)|ej [2πfd t+ψ(fd−fm)] (7D.3)

The final output of the analyzer, following subsequent square-law detection and
smoothing, is

Pd(fm) = |x(t)|2 = β2

2
|Y (fd − fm)|2 (7D.4)

Integrate Pd(fm) over all fm to obtain a measure of the integrated phase noise
due to φd(t):∫ ∞

−∞
Pd(fd − fm) dfm = β2

2

∫ ∞

−∞
|Y (fd − fm)|2 dfm

= β2

2
|Y (0)|2BN = σ 2

d |Y (0)|2BN (7D.5)

where σ 2
d = β2/2 rad2 is the contribution of the line spectrum to the integrated

phase noise and |Y (0)|2BN is the calibration factor of the analyzer.
The indication in a phase-noise analyzer resulting from a continuous spectrum

Wφ(fm) was found in (7.9) to be (with slight adjustment of notation to fit the
model of this appendix)

Pc(fm) ≈ Wφ(fm)|Y (0)|2BN (7D.6)

and its integral over all frequencies is∫ ∞

−∞
Pc(fm) dfm = |Y (0)|2BN

∫ ∞

0
Wφ(fm) dfm = σ 2

c |Y (0)|2BN (7D.7)
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where σ 2
c rad2 is the contribution of the continuous phase-noise spectrum to the

integrated phase noise.
Observe that (7D.5) and (7D.7) have the same format—the same calibration

factor |Y (0)|2BN . Therefore, although the indications for continuous and discrete
components in the spectrum display of the analyzer have different calibration
factors, integrals of those indications will have the same calibration factors. A
user need not be concerned about calibration factor when integrating measured
phase noise; the analyzer has taken care of that already if, as is likely, the analyzer
does not distinguish between discrete and continuous spectral components.

[Comments: (1) A phase-noise analyzer reports its results at a set of dis-
crete frequencies, not a continuum as derived above. The data set has to be
dense enough in the vicinity of fd to provide good definition of |Y (fd − fm)|.
(2) Integration of untracked phase noise in a PLL has to be weighted by |E(f )|2,
a factor omitted from the equations above.]

APPENDIX 7E: TIMING JITTER

7E.1 Jitter Definitions

Consider an oscillator with nominal period To = 1/fo whose nth cycle should
end at time t = nTo but the cycle end is actually displaced by jitter to time
t = tn. (Think of a cycle end as, for example, a positive-going zero crossing of
the oscillator voltage.)

Absolute Jitter Lee [7.19] defines absolute jitter by the sequence

{tn − nTo} (7E.1)

Absolute phase jitter is the sequence {φn = 2πfo(tn − nTo)}, a sampled version
of the phase fluctuation φ(t) considered heretofore. The variance of the absolute
timing jitter is

σ 2
A ≈ 1

(2πfo)2

∫ ∞

0
Wφ(f ) df sec2 (7E.2)

[Comments: (1) Lee shows fo/2 as the upper limit of integration since φn,
strictly speaking, is a sequence of discrete values sampled at a rate fo. The
infinite upper limit in (7E.2) is a convenient approximation. (2) Integration of
the h1/f and h0 spectral components of Wφ(f ) yield an infinite variance if the
upper limit of integration is infinite. A finite upper limit is required for these two
components; fo/2 is plausible in the absence of any other candidate. Besides,
measurements of phase-noise spectrum rarely extend to frequencies higher than
a small fraction of fo/2, so the actual spectrum tends to be unknown at higher
frequencies. (3) Contributions to the integral of the h1/f , h2/f

2, h3/f
3, and

h4/f
4 spectral components are infinite; the variance of absolute timing jitter of

a free-running oscillator is infinite.]
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Period Jitter Lee defines period jitter by the sequence

{Jn = tn+1 − tn − To} (7E.3)

which is the first increment of the absolute jitter. Other names appearing in the
literature are cycle jitter, cycle-to-cycle jitter, and edge-to-edge jitter. No name
has yet been standardized at this writing (October 2003). Period jitter is of great
concern in high-speed digital circuits, such as computers, where timing margins
are critical. Jitter over multiple periods is defined by the sequence

{Jn(kTo) = tn+k − tn − kTo} (7E.4)

Variance of the period jitter is

σ 2
J (kTo) ≈ 1

(πfo)2

∫ ∞

0
sin2(πf kTo)Wφ(f ) df sec2 (7E.5)

where the difference tn+k − tn has inserted the sin2 factor into the integrand,
thereby providing convergence at f = 0 for the h2/f

2 spectral component of
Wφ(f ). The zero-frequency singularities of the h3/f

3 and h4/f
4 components

still make an infinite contribution to the variance of the period jitter of a free-
running oscillator; the sin2 factor is not sufficient to cancel their singularities.
The h1/f and h0 components still require a finite upper limit of integration for
a finite contribution.

Equation (7E.5) was evaluated for the spectral components whose integrals
converge, with the following results:

ž For white phase noise; upper integration limit = fo/2:

σ 2
J0 = h0To

4π2
sec2 (7E.6)

ž For 1/f 2 phase noise; upper integration limit = ∞:

σ 2
J2 = h2

2f 2
o

|kTo| sec2 (7E.7)

This last result is often invoked but it applies only to the 1/f 2 phase-noise
component. No simple closed-form result could be found for the period jitter
caused by the 1/f phase-noise component.

Another Paradox Manufacturers’ brochures on crystal oscillators often specify
jitter as some number of picoseconds rms. Presumably, this specification is a mea-
surement of period jitter over one period (i.e., k = 1). Typically, the measurement
is performed with a sampling digital oscilloscope that extracts the statistics of the
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first positive zero crossings following the positive zero crossings that trigger the
horizontal sweeps. Various measurement setups and results are presented in [7.34].

Measured jitter invariably is very small for a properly functioning high-quality
oscillator, but the integral (7E.5) yields infinity for the omnipresent h3/f

3 spec-
tral component. Why is theory so far from practice? One explanation is the same
as that for the purported failure of a type 1 PLL to track the h3/f

3 spectral compo-
nent of phase noise as advanced in Section 7.5.6. In short: the h3/f

3 component
is slowly varying in the time domain, so that it contributes very little to the jitter
measured over any small time interval. Conversely, the jitter measured should
increase if measurements are conducted over long intervals, but the simple theory
(based on fictitious stationarity) does not cope with nonstationary behavior.

7E.2 Jitter in PLLs

Integrated timing jitter in a PLL is found in the same manner as in (7.17) for
integrated phase noise. That is, insert |E(f )|2 as a factor into the integrand
of (7E.2) for absolute jitter:

σ 2
A ≈ 1

(2πfo)
2

∫ ∞

0
|E(f )2|Wφ(f ) df sec2 (7E.8)

or into (7E.5) for period jitter of a locked PLL:

σ 2
J (kTo) ≈ 1

(πfo)
2

∫ ∞

0
|E(f )|2 sin2(πf kTo)Wφ(f ) df sec2 (7E.9)

Observe that (7E.8) for absolute timing jitter is the same as expression (7.17)
for untracked phase jitter, except that it is divided by (2πfo)

2 to convert to time
variance from phase variance. Appendix 7B has evaluations of (7.17) for the
hν/f

ν spectral components of phase noise in a second-order type 2 PLL; divide
these results by (2πfo)

2 to find absolute timing jitter and substitute B = fo/2
in the expressions for h0 and h1/f noise components. Absolute jitter in seconds
squared for a first-order PLL with loop gain K rad/sec is as follows:

ž h0 term, upper limit = fo/2:

σ 2
A0 = h0To

8π2

(
1 − K

πfo

tan−1 πfo

K

)
≈ h0To

8π2

(
1 − K

2fo

)

≈ h0To

8π2
(7E.10)

ž h1/f term, upper limit = fo/2:

σ 2
A1 = h1

8π2f 2
o

ln

[
1 +

(
πfo

K

)2
]

(7E.11)
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ž h2/f
2 term, upper limit = ∞:

σ 2
A2 = h2

4f 2
o K

(7E.12)

ž h3/f
3 term:

σ 2
A3 = ∞ (7E.13)

Result (7E.13) comes about because |E(f )|2 of a first-order PLL does not ade-
quately cancel the zero-frequency singularity of h3/f

3. This finding is exactly
equivalent to the previous finding of infinite integrated untracked phase jitter
in a first-order PLL exposed to h3/f

3 phase noise and is subject to the same
skepticism as that expressed in Section 7.5.6.

Substitution of expressions for |E(f )|2 for first-order or for second-order type
2 PLLs leads to integral forms that could not be evaluated readily. Lee [7.19]
reports that the period jitter in a first-order PLL subjected to h2/f

2 phase noise is

σ 2
J2 = 2σ 2

A2(1 − e−K |kTo|)

≈ 2σ 2
A2K|kTo|, |kTo| � 1/K

≈ 2σ 2
A2, |kTo| � 1/K (7E.14)

He found similar, although somewhat more complicated behavior for period jitter
in a second-order type 2 PLL subjected to h2/f

2 phase noise.
Notice that the sin2 factor in (7E.9) inserts two zeros at f = 0, and the |E(f )|2

factor inserts at least another two, even for a type 1 PLL. That minimum of four
zeros in the weighting functions is sufficient to cancel all of the singularities
in h3/f

3 or h4/f
4 phase noise, so that the integral in (7E.9) should converge

at f = 0 for all PLLs and all spectral components of phase noise. So here is
a corollary of the paradoxes identified earlier; existing theory predicts infinite
absolute timing jitter for a type 1 PLL, but finite period jitter.
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CHAPTER 8

ACQUISITION OF PHASELOCK

In all the preceding chapters, it was assumed that the loop was already in lock.
But a loop starts out in an unlocked condition and must be brought into lock,
either by its own natural actions or with the help of auxiliary circuits. The process
of bringing a loop into lock, called acquisition , is the subject of this chapter.

8.1 CHARACTERIZATION

If the loop acquires lock by itself, the process is called self-acquisition and if
it is assisted by auxiliary circuits, the process is called aided acquisition. Self-
acquisition can be a slow and unreliable process. Although a PLL is an excellent
tracking device, it tends to be rather clumsy in acquisition. Therefore, acquisition-
aid circuits are commonly used and it is not unusual to find them constituting
half of the total circuitry in representative PLLs.

A type n PLL contains n integrators. Each integrator is either perfect, as in
the VCO or a digital integrator, or imperfect, as in an analog integrator. With
each integrator there is associated a state variable of the loop: phase, frequency,
frequency rate, and so on. To bring the loop into lock, it is necessary to set each
of the state variables (i.e., each of the integrators) into close agreement with the
corresponding conditions of the input signal. Therefore, a designer must plan for
phase acquisition, frequency acquisition, and so on, up to n forms of acquisition
for a type n loop. Frequency acquisition has received the most attention, but
the other state variables are also important, sometimes critically so. Acquisition
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is inherently a nonlinear phenomenon; nonlinear analysis is needed generally,
without easy help from linear approximations.

8.2 PHASE ACQUISITION

Phase ordinarily is self-acquired. Study of phase acquisition leads to better under-
standing of the overall acquisition problem and provides guidance if aided phase
acquisition is needed.

8.2.1 First-Order Loop

It is instructive to begin with analysis of a first-order loop. To show perfor-
mance, the nonlinear differential equation of the loop is derived and its mean-
ing examined. Let ωi be the input frequency (assumed constant) to the PLL and
let ωo be the free-running frequency of the VCO so that the instantaneous fre-
quency of the VCO is ωo + Kovd . Voltage vd = Kd sin θe is the error voltage out
of the phase detector, applied directly to the VCO without intervening filtering. A
phase detector with a sinusoidal s-curve is assumed; somewhat different results
obtain with other shapes of s-curve.

The input phase is ωit and the oscillator phase is

θo(t) = ωot +
∫ t

0
Kovd(τ ) dτ + θo(0)

= ωot +
∫ t

0
KoKd sin θe(τ ) dτ + θo(0) (8.1)

where the loop gain in rad/sec is KoKd = K and the phase error θe is

θe = θi − θo = (ωi − ωo)t −
∫ t

0
K sin θe(τ ) dτ − θo(0) (8.2)

Let �ω = ωi − ωo and differentiate (8.2) to obtain

dθe(t)

dt
= �ω − K sin θe(t) (8.3)

This is the nonlinear differential equation of the first-order phaselock loop. By
definition, dθe/dt will be zero if the loop is in phaselock equilibrium. However,
is the converse true? That is, is the loop necessarily phaselocked correctly if
dθe/dt = 0? That question is pursued in the next few paragraphs.

Before proceeding, note that the hold-in limit (see Section 5.2.2) is obtained
directly from (8.3); if dθe/dt = 0; then sin θe = �ω/K . Because sin θe cannot
exceed unity, the loop can lock only if |�ω| < K .

To continue on the question of correct phaselocking, it is useful to divide (8.3)
by K and then plot the normalized (8.3) as in Fig. 8.1. (This analysis follows a
similar one by Viterbi [8.1, 8.2]. Figure 8.1 is a degenerate phase-plane portrait.)



8.2. PHASE ACQUISITION 185

Figure 8.1 Phase-plane plot of a first-order PLL (�ω/K = 0.5).

From the figure it may be seen that if |�ω| < K , there are two points (nulls)
in each interval of 2π for which dθe/dt goes to zero. The frequency difference
between input and VCO is zero at a null.

Adjacent nulls are of opposite slope. To analyze the behavior of the loop,
consider the operating point as slightly displaced from one of the nulls. For
a null of negative slope the sign of dθe/dt drives θe toward the null. (As an
example, if phase displacement is slightly to the left of a negative-slope null,
the sign of dθe/dt is positive and θe must necessarily increase, that is, move
toward the null.) Conversely, a displacement from one of the positive-slope nulls
will drive the state of the loop away from the null. Thus, negative-slope nulls are
stable and positive-slope nulls are unstable. Arrows in Fig. 8.1 show the direction
of phase change.

Prior to lock dθe/dt is nonzero, which means that θe must change (increase
or decrease) monotonically. For this reason, θe must eventually take on the value
of one of the stable nulls (provided, of course, that |�ω| < K). When θe reaches
a stable null, the loop is locked and θe remains fixed at the static error. Because
every cycle has a stable null, θe cannot change by more than one cycle before
locking. Thus, there is no cycle skipping in the lock-up process. The time required
to approach a null depends on the initial values of phase and frequency, but as
a rough rule of thumb, it will be on the order of 3/K sec.

The exact settling time can be found [8.3] by integration of the differential
equation (8.3). (Exact closed-form integration is possible for a first-order loop
but not for second or higher orders.) Some example phase transients are shown in
Fig. 8.2 for �ω = 0 and several values of θe(0). If θe is small, the loop operation
is almost linear and the phase-error waveforms are nearly exponentials with time
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Figure 8.2 Transient phase errors in a first-order PLL, illustrating hang-up.

constant 1/K . If θe is large, the waveforms diverge substantially from a simple
exponential, and settling times increase from those attained by an exponential of
the same initial phase error.

8.2.2 Hang-up

If the initial phase error is very close to an unstable null, the phase can dwell near
the null for an extended time, as illustrated by the two upper curves of Fig. 8.2.
This dwell phenomenon, dubbed the hang-up effect [8.4], can be extremely trou-
blesome in applications where rapid acquisition is needed with high reliability.
Hang-up is illustrated in Fig. 8.2 for a noise-free first-order loop with sinusoidal
phase detector and zero frequency error. Despite intuitive notions to the contrary,
changing any or all of these conditions does not eliminate hang-up. Specifically,
hang-up is aggravated by noise or other disturbances; second- or higher-order
loops are equally subject to hang-up; using an extended phase-detector charac-
teristic (e.g., sawtooth) can alleviate hang-up but not necessarily eliminate it; and
offsetting the frequency merely shifts the location of the unstable null, as shown in
Fig. 8.1. One hang-up-free phase detector is known: the phase-frequency detec-
tor (PFD) of Chapter 10. The full causes of hang-up, its statistics, and some
anti-hang-up proposals are presented in [8.4], [8.5], [8.6, Chap. 4], and [8.7].

8.2.3 Lock-in

If signal frequency is close enough to VCO frequency, a PLL locks up with
just a phase transient; there is no cycle slipping prior to lock. The frequency
range over which the loop acquires phase without slips is called the lock-in
range of the PLL. In a first-order loop, the lock-in range is equal to the hold-in
range; the loop self-acquires any signal that it can hold. The same is not true
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of type 2 or higher loops; the lock-in range is invariably less than the hold-in
range. Moreover, there is a frequency interval, smaller than the hold-in interval
and larger than the lock-in interval, over which the loop will acquire lock after
slipping cycles for awhile. This intermediate interval, called the pull-in range, is
discussed in Section 8.3.

Lock-in, self-acquisition of phase by a PLL, is the subject of this section. The
proportional-plus-integral loop filter for the familiar second-order type 2 PLL has
one pole (at s = 0) and one zero (at s = −1/τ2). The filter’s amplitude response
is asymptotically flat at high frequencies, as sketched in Fig. 8.3. Denote the
high-frequency asymptotic response of the filter by F(∞). At high frequencies
the loop is indistinguishable from a first-order loop with gain K = KdKo|F(∞)|.
As a fair approximation, the type 2 loop has the same lock-in range as a first-order
loop with the same gain K .

The lock-in limit of a first-order loop is equal to K . The argument here is that
the same limit,

|�ωL| = K (8.4)

is a useful, though crude engineering approximation for the lock-in range for
a PLL of higher order and type. The lock-in limit (8.4) is obtained under the
assumption of a sinusoidal phase-detector characteristic. An extended PD char-
acteristic (as in Fig. 5.13) would extend the lock limit.

The argument leading to the approximate lock-in range is a simplification of
the real behavior of a PLL. In a higher-order or higher-type PLL, it is not possible
to determine whether the loop will or will not slip cycles, before locking, on the
basis of initial frequency error alone; all initial state variables must be examined.
In a second-order type 2 loop, the variables are frequency and phase; they are
studied with the aid of a phase-plane portrait.

Figure 8.3 Amplitude response of a proportional-plus-integral loop filter.
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When inspecting the phase plane (e.g., Fig. 5.14), it is immediately apparent
that the entire concept of lock-in is oversimplified. A second-order loop locks
without slips if the initial state falls between the separatrices. Since a separa-
trix is a sinuous boundary, there is no natural way to define exactly any unique
lock-in frequency. One might arbitrarily define the average ordinate of the posi-
tive separatrix as the lock-in frequency; or, the definition might be the separatrix
ordinate at θe = 0 or θe = −180◦. Examination of Fig. 5.14, or the more numer-
ous set of portraits in [8.1], suggests that (8.4) is a conservative estimate of
lock-in range. Despite its vague reality, lock-in range is a useful concept for
engineering calculations and in analyses presented in later paragraphs.

8.2.4 Aided Phase Acquisition

Unless hang-up is a problem, phase usually is self-acquired if the phase detector
has any of the usual characteristics (e.g., Fig. 5.13). However, there are some
signal types for which the phase-detector characteristic has only a small active
region; over most of the phase-error interval, the s-curve is zero. An example is
shown in Fig. 8.4. A pseudorandom noise (PRN) signal is one kind that yields
such a PD characteristic [8.9]; a gated pulse train is another. The phase detector
for the latter might be a radar range gate.

A loop of this sort can acquire phase only if the initial phase error falls
into the active region of the PD. If the initial error lies in the dead portion
of the PD characteristic, no error information of any kind is available to the
loop, so acquisition can occur only by accident of phase drift. Likelihood of
acquisition would be very poor if the PRN code were long or if the pulse duty
cycle were short. To acquire the signal, the equipment performs a phase search
over all phases. When the active region of the PD is encountered, the loop is
supposed to lock and the search is supposed to be discontinued. Application of
a phase search constitutes aided acquisition of phase.

A continuous phase sweep is the same as a frequency offset in the VCO and
is usually an easy way to implement a phase search. If the phase rate (frequency
offset) is too large, the search will sweep right through the active region without
stopping and go on into the next dead region. There is a rate limit that must not
be exceeded if acquisition is to be successful. Acquisition with a second-order
type 2 loop is analyzed by means of a phase-plane portrait. Gilchriest [8.10]

Figure 8.4 Phase-detector s-curve for a short pulse or a PRN signal.
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has investigated the PRN signal and Gardner (unpublished) has examined the
gated pulse train. For a PD characteristic of the kind shown in Fig. 8.4 and for
damping factors of 0.75 or greater, they have found that the maximum phase rate
is given by

�f ≈ BLδ Hz (8.5)

where BL is the noise bandwidth defined in Chapter 6 and δ is the duty ratio
for a pulse system or the chip/code-period ratio of a PRN signal. As might
be expected, changing the shape of the PD characteristic has substantial influ-
ence on the allowable phase sweep rate. Moreover, smaller damping reduces the
allowable rate.

8.3 FREQUENCY ACQUISITION

Acquisition of frequency ordinarily is more difficult, is slower, and requires more
design attention than does phase acquisition. In consequence, the literature has
concentrated largely on frequency acquisition, to the point that “acquisition”
is almost synonymous with “frequency acquisition.” Furthermore, the study of
frequency acquisition has been devoted mainly to the second-order type 2 loop,
partly because of its technological importance, but also because of the greater
difficulties of analyzing higher-type loops. Discussion in this section concentrates
mostly on second-order type 2 loops.

Self-acquisition of frequency is known as frequency pull-in, or simply, pull-in.
Pull-in tends to be slow and often unreliable, so a number of aided frequency-
acquisition techniques have been devised, including frequency sweeping, fre-
quency discriminators, and bandwidth-widening methods.

8.3.1 Frequency Pull-in

Pull-in, particularly in a loop with very narrow bandwidth, is fascinating to watch.
When the signal is first applied, the loop is not locked and only a beat note
at frequency �ω = ωi − ωo appears at the output of the PD, where ωi is the
frequency of the input signal and ωo is the frequency of the VCO. The frequency
of the beat note decreases slowly—the VCO frequency slowly approaches that
of the signal—until the lock limit is reached, whereupon the loop snaps into lock
without further cycle slipping.

Description of Pull-in Pull-in behavior may be understood by recognizing
that the beat note is reduced in amplitude by the loop filter but is not suppressed
completely. An attenuated beat note with peak amplitude Kd |F(j�ω)| is applied
to the VCO control terminal, causing the VCO to be frequency modulated at
the beat frequency. (Throughout this analysis it is assumed that the PD is a
multiplier with a sinusoidal s-curve and the loop filter has constant response at
high frequencies, as in Fig. 8.3.) Therefore, the PD output is the low-frequency
multiplier product of a sine wave and a frequency-modulated wave. Since the
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Figure 8.5 Typical beat-note waveshape, first-order PLL, �ω/K = 1.10.

modulating frequency is equal to the beat frequency, the beat-note waveform
could hardly be sinusoidal.

Richman [8.3] has derived the waveform of the beat note for a first-order loop
by integrating the differential equation (8.3) of the loop. The explicit equation
describing the waveform is cumbersome and does not provide much insight into
the problem. However, a plot of the waveform is very revealing, as in Fig. 8.5;
the nonsinusoidal character of the beat note is evident. Moreover, and vitally
important, the positive and negative excursions are obviously unequal in area;
therefore, the phase-detector output must contain a DC component even before
lock is obtained. It is the presence of this component that allows pull-in to occur.

Once the existence of a DC component is recognized, an alternative explana-
tion of its presence aids understanding; that is, the beat-note frequency modulates
the VCO. This modulation generates FM sidebands in the VCO output at frequen-
cies ωk = ωo + k �ω, where k takes on all integer values. Modulated VCO output
is multiplied in the phase detector by the sinusoidal input with frequency ωi .

The difference signal out of the phase detector consists of individual signals
at all the frequencies ωi − ωk = ωi − ωo − k �ω = (1 − k)�ω. The individual
signal corresponding to k = 1 has a frequency of zero; that is, k = 1 corresponds
to a DC component. Relevant spectra are shown in Fig. 8.6. Give this DC com-
ponent the name pull-in voltage and denote it by the symbol vp. The effect is
not of much value in a first-order loop; if the initial difference frequency exceeds
the lock-in frequency the magnitude of the DC component is insufficient to pull
into lock. However, the average difference frequency is reduced; the first-order
loop pulls toward lock even if it cannot reach lock.

A type 2 loop includes an integrator in its loop filter. This integrator builds up
an increasing output in response to a DC input. As the integrator output builds
up, the VCO frequency is adjusted toward lock. If the initial difference frequency
is not too great, the loop will eventually lock up.

Analysis of Pull-in Approximate formulas for pull-in time and pull-in limits
may be obtained by following a method originated by Richman [8.3]. Represent
the loop as in Fig. 8.7. There is a high-frequency path from PD to VCO with a
flat gain of |F(∞)| = τ2/τ1 and a low-frequency path that contains an integrator.
Regard the integrator as perfect. The output of the phase detector consists of an
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Figure 8.6 Signal and VCO spectra, illustrating pull-in.
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Figure 8.7 Model of a second-order type 2 PLL for pull-in analysis.

AC beat note and the DC pull-in voltage vp. For analysis purposes, pretend that
the AC portion passes only through the high-frequency path and is suppressed
completely in the integrator path. (There is little pretense involved for high-
enough beat frequencies.) Similarly, assume that the DC pull-in voltage is passed
mainly by the integrator and only a negligible portion goes through the high-
frequency path. This is an accurate approximation for time intervals appreciably
larger than the time constant τ2.

Input frequency is ωi , initial frequency of the VCO is ωo, and initial frequency
difference is �ω = ωi − ωo. If the loop is to pull in slowly rather than lock in
quickly, the relation |�ω| > K must apply. The average frequency (average over
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a beat cycle) of the VCO during pull-in is �o(t) = ωo + KovI (t), where vI is the
output of the integrator. Any change in vI or �o is negligible over the time of a
single beat cycle. The average frequency error over a short time is � = ωi − �o.

Pull-in voltage varies as a function of �. Richman has integrated the differ-
ential equation of a first-order loop and found its pull-in voltage to be

vp = Kd


�

K
−

√(
�

K

)2

− 1


 (8.6)

for |�| > K . Use the same formula for pull-in voltage of a type 2 loop, a rea-
sonable expedient under the assumptions that have been imposed. Combining the
various equations around the low-frequency loop gives

�(t) = �ω − Ko

τ1

∫ t

0
vp(τ) dτ (8.7)

which is differentiated to give the equation

d�

dt
= −Kovp(t)

τ1
(8.8)

Substitute (8.6) for vp and solve for dt to obtain

dt = − τ2 d�

K
[
(�/K) −

√
(�/K)2 − 1

] (8.9)

Pull-in Time Pull-in time Tp is defined as the time required for the average
frequency error to change from the initial condition � = �ω to the lock limit
� = K . Find Tp by integrating (8.9) between the limits of �ω and K . Assuming
that |�ω| � K , the pull-in time is

Tp ≈ (�ω)2τ2

K2
= 4ζ 2(�ω)2

K3
= (�ω)2

2ζω3
n

= (�ω)2ζ 2(1 + 1/4ζ 2)3

16B3
L

(8.10)

Because of the approximations, this formula should not be applied if |�ω| is
either very large (near �ωp, the pull-in limit, to be defined shortly) or very small
(near K). It is best applied in the midrange and should be considered as the time
required to pull in from the initial offset to a beat frequency equal to K (at which
time the loop quickly locks in). A narrowband loop can take a very long time to
pull in. For example, if �ω/2π = 1 kHz and BL = 10 Hz, pull-in time would
be 1 hour and 10 minutes, which is intolerably long for almost any application.

Pull-in Limits If the loop filter contains a perfect integrator, pull-in will be
accomplished no matter how large the initial frequency error. (This statement
neglects clipping limits; the loop clearly cannot pull in a signal that requires
excessive control voltage to the VCO. Also, it is assumed that there are no
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unwanted DC offsets within the loop that would counteract the pull-in voltage
and cause the VCO frequency to be pushed out instead.) In an analog loop filter,
the integrator is imperfect and the DC gain is some finite number F(0). If vp is
small enough—if the initial frequency error is large enough—the loop cannot
pull in. The largest frequency for which the loop can still pull into lock is called
the pull-in limit and is represented by �ωp.

To derive the pull-in limit, replace the perfect integrator in Fig. 8.7 by an
imperfect integrator with DC gain F(0) − F(∞). [The DC gain of the entire loop
filter is F (0), and the DC gain of the high-frequency path is F(∞). Therefore, the
DC gain of the low-frequency path must be F(0) − F(∞).] Assume that |�ω| is
so large that the loop cannot pull in. The phase detector still generates a pull-in
voltage vp which is amplified by the factor F(0) − F(∞) and is applied to the
VCO, where it causes a steady-state frequency change of Ko[F(0) − F(∞)]vp.
The steady-state frequency error is

� = �ω − Ko[F(0) − F(∞)]vp (8.11)

Upon substituting (8.6) for vp and remembering from Chapter 2 that KDC =
KoKdF (0) and K = KoKdF (∞), the average frequency error in the unlocked
steady state is

� = �ω − (KDC − K)


�

K
−

√(
�

K

)2

− 1


 (8.12)

Equation (8.12) can be solved for the steady-state frequency error. A real solu-
tion is found if |�ω| ≥ K(2KDC/K − 1)1/2. A smaller value of |�ω| leads to
complex roots of (8.12), which means that no real final frequency error satisfies
the equation; the loop pulls in for smaller values of |�ω|.

Because of the many approximations that have been made, the boundary is
accurate only if KDC � K . Therefore, an approximate formula for the pull-in
limit is

�ωp ≈ √
2KDCK (8.13)

In principle, the pull-in range can be made as large as may be needed simply
by using a large DC gain KDC. Moreover, the large pull-in can be achieved
with as narrow a noise bandwidth as necessary; the parameters K and KDC are
independent.

Formula (8.10) for pull-in time is valid only if the initial frequency error is
substantially larger than the loop gain K and substantially smaller than the pull-in
limit. Richman [8.3] developed improved formulas that describe the pull-in time
for all conditions, including initial frequency error near either of the bounds. The
results are much more cumbersome than (8.10).

Pull-in for Other Conditions Many investigators have investigated pull-in.
Viterbi [8.1, 8.2] examined the problem through limit cycles in the phase plane
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and arrived at essentially the same results given here. The foregoing results apply
only to loops with sinusoidal phase detectors. Mengali [8.11] summarizes work
by other authors on extended PD characteristics and arrives at general formulas
for pull-in time and range that take the PD characteristic into account. As might
be expected, an extended PD characteristic provides an extended pull-in range
and faster pull-in time. Meer [8.12] investigated extended PD characteristics and
higher-order loops. He derived the pull-in voltages associated with triangular and
sawtooth PDs and observed that these are larger than for sinusoidal PDs.

Pull-in for Type 3 PLLs In a type 3 loop, there are two integrators in the low-
frequency path; the double-integrated pull-in voltage has parabolic rather than
linear growth. As a result, pull-in is faster in a type 3 loop than it is for a type
2 loop. Assume that both integrators are ideal and that |�ω| � K . Following
Meer’s analysis and specializing to a loop filter with its two zeros coincident at
s = −1/τ2, pull-in time for a type 3 loop was found to be

Tp ≈ |�ω|τ2
√

π

K
(8.14)

Pull-in time for the type 3 PLL varies as the first power of initial frequency error
rather than |�ω|2 as in the type 2 PLL, as shown in (8.10).

Unfortunately, frequency pull-in to zero beat does not assure rapid phaselock-
ing in a type 3 PLL. Equation (8.14) indicates the time needed to accumulate
the correct tracking charge on the frequency integrator in the loop filter, but the
charge on the frequency-rate integrator will be wrong at that time. It is entirely
likely that the charge stored on the first integrator will force the second inte-
grator to continue to charge rather than stop at the proper frequency. If that
should happen, the VCO frequency overshoots the correct equilibrium, pull-in
voltage reverses polarity, and the pull-in action heads for equilibrium from the
opposite direction.

In other words, the approach to lock can be oscillatory and (8.14) only tells
the time to the first passage through zero frequency error, not to phaselocking.
Lock is not possible until the charge on the frequency-rate integrator settles to the
correct value needed for equilibrium tracking. On the other hand, in the vicinity of
zero frequency error, the high-frequency path through the loop filter has a strong
locking action. If that locking force can overcome the frequency-slewing force
from the first integrator, the loop will lock at first passage and will not oscillate
about frequency equilibrium. Tausworthe and Crow [8.13, 8.14] found that lock
occurs on first passage if the closed-loop poles are overdamped and oscillatory
acquisition occurs if the poles are underdamped. Additional information on pull-in
of type 3 PLLs is contained in [8.15].

Practical Limitations of Pull-in The analyses and references presented above
deal only with quasi-type 2 or higher-type PLLs having loop filters with equal
numbers of poles and zeros. The analyses fail badly if these conditions are vio-
lated. Section 14.4 describes some unfortunate consequences of additional poles
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within the loop. From the many papers on the subject, a casual reader might
get the impression that pull-in is the dominant applied method of frequency
acquisition. Actually, one could argue that pull-in is more interesting than it is
practical. Besides its slowness, pull-in can be defeated by unwanted but unavoid-
able DC offsets arising in the phase detector (Chapter 10) or active loop filter
(Chapter 11), or it can be converted to push-out or false locking by excess poles
or delays within the loop (Chapter 14). There is little information available on
pull-in behavior in the presence of significant noise.

In the author’s experience, pull-in is practical only in a comparatively benign
environment: where noise is small, bandwidth is large enough and initial fre-
quency offset is small enough to permit rapid action, and the loop circuits are
simple so that extra poles are avoided. In more challenging applications, pull-in
is almost always found to be unsatisfactory or unusable, and some form of aided
acquisition is needed. Forms of aided frequency acquisition are discussed on the
following pages.

8.3.2 Frequency Sweeping

Faster, more-reliable frequency acquisition can be attained by sweeping the fre-
quency of a VCO in a search for the signal frequency. If the search is applied
correctly, the loop will lock up as the VCO frequency sweeps into coincidence
with the signal. Lock-up inhibits further change of VCO frequency, so the sweep
process is self-terminating. Sweep acquisition is a blind search that is just about
the only practicable method when the signal is deeply immersed in noise.

Sweep-Rate Limitations: Noise-free From the earlier discussion on hold-in
in the presence of a frequency ramp, it should be evident that the sweep rate must
not be excessive. Section 5.2.2 showed that the loop with sinusoidal PD cannot
hold lock if the sweep rate 	 exceeds ω2

n rad/sec2. If a loop cannot hold lock
on a signal, it certainly will be unable to acquire lock. Therefore, an absolute
maximum limit on the allowable sweep rate is ω2

n (for a PD with sinusoidal
s-curve).

Viterbi [8.1, 8.2] has investigated frequency-acquisition problems by means
of phase-plane trajectories. He discovered that acquisition is not certain even if
	 < ω2

n and the loop is noise-free. If 	 becomes somewhat larger than ω2
n/2,

there is a possibility that the VCO can sweep right through the input frequency
without locking. The chance of locking or nonlocking depends on the random
initial conditions of frequency and phase. Viterbi’s phase-plane graphs were used
to estimate the probability of locking, and results are plotted against sweep rate
in Fig. 8.8. These results apply directly only to the special case of a second-order
type 2 PLL with a sinusoidal PD and ζ = 0.707. However, qualitatively similar
behavior should be expected for other damping factors and PD s-curves.

Further qualitative information on sweep acquisition behavior is available from
the simulation study [8.16] by Frazier and Page. [Comment: There is a numerical
error by a factor of 1.4 the runs throughout their paper, making quantitative
interpretation difficult.] Their paper indicates that for fixed natural frequency and
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n

Figure 8.8 Probability of sweep acquisition in a noise-free second-order type 2 PLL
with ζ = 0.707.

n

Figure 8.9 Probability of sweep acquisition, showing the effect of damping.

sweep rate, the probability of lock improves as damping increases. See Fig. 8.9,
which seems to imply that the loop should be heavily damped, at least until it
is locked. Such a conclusion is premature; noise bandwidth of the PLL varies
with damping even though natural frequency is fixed. On the basis of fixed-noise
bandwidth, the largest value of ωn (and therefore the largest maximum sweep
rate) occurs for ζ = 0.5. Yet the probability of acquiring lock at sweep rates less
than ω2

n improves as damping increases. There is some value of ζ that provides
best acquisition performance; the exact value is not known, but it probably lies
between 0.7 and 1.0.
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Sweep-Rate Limitations in Noise So far the loop has been assumed to be
noise-free. In actuality, noise is always present and must be taken into account.
Simple intuition leads one to expect that noise will make it more difficult to
acquire a signal; it would be useful if this difficulty could be expressed by a
number. Frazier and Page’s experiments provide empirical data that suggest that
sweep rate should be reduced by a factor of [1 − (SNRL)−1/2] if an acceptably
high probability of acquisition is to be maintained in the presence of noise. This
expression predicts that acquisition becomes impossible at 0-dB signal-to-noise
ratio in the loop. Experience suggests this conclusion to be optimistic.

Combining disparate fragments of information and the author’s experience, a
better preliminary design value for sweep rate might be

	 = 1

2
ω2

n

(
1 − 2√

SNRL

)
rad/sec2 (8.15)

in combination with ζ = 0.7 to 1.0. This choice implies that sweep acquisition is
impossible below 6 dB SNRL, which is a somewhat conservative statement but
not drastically wrong. Experimental adjustment from these values can provide
refinement, if needed.

Because of the nonlinearity, sweep acquisition has defied satisfactory analysis
in the presence of significant noise. Meyr and Ascheid [8.6, Chap. 5] provide a
more nuanced approach than the rule of thumb of (8.15), based on the probability
of cycle slips after the loop has locked. Blanchard [8.17] reports on an extensive
series of laboratory measurements that relate sweep speed, signal-to-noise ratio,
and probabilities of correct acquisition and false alarm.

The results given here apply to a loop with sinusoidal phase detector. A dif-
ferent PD characteristic can be expected to produce different sweep capabilities.
The matter does not appear to have been investigated, probably due to the fact
that blind sweep acquisition has been applied mainly to systems for which the
SNR is low at the PD input. Chapter 10 shows that a sinusoidal s-curve is the
only shape possible if the input SNR is very small.

Sweep Implementation Sweep can be applied to a type 2 PLL in a very
simple and elegant manner. Some workers have built separate sawtooth generators
that add a sweep voltage directly into the VCO, but that approach is unnecessarily
complicated and arises from inadequate understanding of the state variables of
the loop. A far better approach is to insert a constant slew current Is into the
integrator of the loop filter. Integrated output is a ramp that is applied to the VCO,
causing the frequency to sweep. The slope of the ramp is determined by the time
constant of the integrator and the magnitude of the current. Circuit details are
shown in Fig. 8.10.

The slew current is inserted at the junction of R2 and C, not directly into the
summing junction of the operational amplifier. If the current were applied directly
to the op amp, there would be an output step component (in addition to the desired
ramp) of IsR2 whenever the slew current was turned on or off. The step could
cause the loop to jump out of lock, depending on the circuit parameters. When
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Figure 8.10 Frequency-sweep circuit for a type 2 PLL.

the loop locks, the integrator has exactly the right charge needed to hold the
VCO at the signal frequency. The loop overcomes the injected slew current by
means of a DC output from the PD, which, in turn, is produced by a dynamic-lag
phase error (Section 5.1.1).

After lock has been achieved, the phase error constitutes a loop stress that
impairs the tracking capability in the presence of noise or other disturbances.
It is advisable to shut off the slew current once lock has been verified. (Lock
detectors are described later in this chapter.) Slew shutoff is particularly necessary
if the signal is subject to fast fading; the sweep circuit could carry off the VCO
frequency in the event of a fade and the entire sweep range might have to be
searched before the signal could be reacquired. However, the decision to shut off
the slew does not have to be particularly fast. The loop does hold lock with the
slew applied, so a sufficient time can be taken for lock verification to assure a
reliable decision.

The simplicity described so far and the freedom to perform a leisurely lock
verification is offered only with a closed-loop sweep. One could also perform
an open-loop sweep [8.17] but it then becomes necessary to detect frequency
agreement very rapidly and then quickly shut off the sweep and close the loop.
In principle, the sweep rate is no longer restricted by the ramp tracking limits of
the loop, but the need for reliable measurement of frequency coincidence in the
presence of noise still places limits on rates.
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Sweep can also be applied to type 3 PLLs. Since the type 3 PLL is sup-
posed to be better able to track a frequency ramp, one might expect that a faster
sweep should be possible. Unfortunately, the extra complexity of the type 3 loop
has so far prevented discovery of a practical method of achieving the supposed
improvement. On the contrary, there is fear among designers that acquisition
with a closed-loop type 3 PLL might be unstable; various expedients to avoid
instability are often employed. One solution is to employ open-loop search, as
mentioned earlier. This search requires fast recognition of zero beat and imme-
diate closing of the loop; these are tricky operations although they have been
accomplished successfully.

Another solution is to search with a closed type 2 loop and then insert the
additional loop integrator after lock has been achieved. The search rate cannot be
any greater than allowed for the type 2 loop. Tausworthe and Crow [8.13, 8.14]
show that the third-order poles should be overdamped to assure retaining lock
through the loop-switching operation. No public recognition has been given to
the fact that a type 3 loop must acquire three variables: phase, frequency, and
frequency rate. It may be necessary to engage in a two-dimensional search for
both frequency and frequency rate. (Phase presumably is self-acquired.) This
subject needs more investigation.

8.3.3 Discriminator-Aided Frequency Acquisition

If the input signal-to-noise ratio is large enough, a frequency discriminator can
be used in a conventional automatic frequency control loop to bring the VCO
frequency close to that of the signal. Phaselocking occurs when the frequency
error is brought within the lock limit.

Discriminators with Linear s-Curves Linear analysis can be applied to a
discriminator whose s-curve is approximately a linear function of the frequency
error. A typical block diagram of a combined phase- and frequency-lock loop
and its linearized loop equations are shown in Fig. 8.11. The phase loop has
little effect when out of lock; the VCO is controlled almost exclusively by the
frequency loop. After locking, the phase loop dominates because it has much
larger DC gain (infinite, in fact, because of the phase-integrating property of the
VCO) and the discriminator can then be disconnected if desired.

If a type 2 transfer function is an appropriate choice for the PLL, a type 1
transfer function is appropriate for the frequency loop; the loop filter for the
frequency loop would be a simple integrator, without any lead zero. The two
loops could share the same operational integrator, as shown in Fig. 8.12. After
phaselock has occurred, the closed-loop system transfer function of the PLL in
Fig. 8.12 is

H(s) =
sKo

(
Kdτ2

τ1
+ Kf

τf

)
+ KoKd

τ1

s2 + sKo

(
Kdτ2

τ1
+ Kf

τf

)
+ KoKd

τ1

(8.16)
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Figure 8.11 Discriminator-aided frequency acquisition.

Figure 8.12 Discriminator-aided frequency acquisition in a type 2 PLL.

an expression with the same form as (2.15) that defines the transfer function
of a second-order type 2 PLL. In (8.16), the coefficient Kf is the gain of a
linear discriminator in volts per rad/sec, τf = Rf C, τ1 = R1C, and τ2 = R2C.
Comparing (8.16) to (2.15) yields

ω2
n = KoKd

τ1

ζ = Ko

2ωn

(
Kdτ2

τ1
+ Kf

τf

)
(8.17)

K = Ko

(
Kdτ2

τ1
+ Kf

τf

)



8.3. FREQUENCY ACQUISITION 201

It is evident that the presence of the discriminator branch has no effect on ωn

but increases the values of ζ and K . In principle, the loop-filter zero necessary
for stability of a type 2 PLL could be omitted entirely and all damping could be
supplied by the discriminator branch. One could leave the discriminator connected
permanently and merely weight the relative contributions of phase and frequency
detectors so as to obtain the desired damping.

Permanent connection of a discriminator may not provide good performance.
A sweep operation can proceed satisfactorily with a poor input signal-to-noise
ratio because the PLL is a coherent device and can recover a signal buried
in noise. By contrast, a discriminator is an incoherent device and cannot dis-
tinguish between signal and noise. Its average output tends to be the average
frequency of signal plus noise—approximately the frequency of the centroid
of the spectrum applied to the discriminator. If noise dominates, the discrimi-
nator output is determined almost entirely by the noise properties and the sig-
nal is suppressed. A discriminator can be used only under conditions where it
provides useful information on signal frequency, which ordinarily means that
the input signal must exceed the noise. As a rule of thumb, one should be
cautious if the input SNR is less than 6 to 10 dB and should be very con-
cerned—to the point of abandoning the discriminator—if input SNR is less
than 0 dB.

For a type 2 loop, the preceding analysis has shown that pull-in time is pro-
portional to the square of the initial frequency difference and that sweep-search
time is linearly proportional to the search range. If a linear discriminator is used,
it can be shown that the frequency-acquisition time is proportional to the loga-
rithm of the initial frequency error. Where applicable, discriminator aiding is a
fast method of frequency acquisition.

Nonlinear Discriminators The foregoing analysis of discriminator aiding
applies to linear discriminators. Several techniques employing nonlinear discrim-
inators are worthy of notice. The average output of a nonlinear discriminator is a
substantially nonlinear function of the frequency error. An important example is
the phase/frequency detector (PFD) of Chapter 10, a very popular device. When
the PLL is out of lock, the PFD delivers DC output, averaged over many cycles,
of approximately Kd/2. (This DC level occurs if the frequency error is small
compared to the signal frequency. It grows toward Kd as the frequency error
increases.) Chapter 10 has a detailed account of the PFD.

In effect, the DC out of the PFD applies a constant slew to the integra-
tor in the loop filter, so the VCO is swept in a search for the correct fre-
quency. Analysis shows that a DC output of Kd/2 from the PFD generates a
sweep rate of πω2

n rad/sec2, which is 2π times as fast as can be tolerated by
a PLL with sinusoidal PD. This increased rate comes about for two reasons:
(1) the s-curve for the PFD is linear over 4π rather than sinusoidal over 2π ,
and (2) the PFD smoothly converts itself from a nonlinear frequency detector
to a linear phase detector as frequency error is reduced to within its lock-
in range.
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One other feature contributes to the enhanced speed of frequency acquisition
with a PFD (or any other device that indicates the correct sign of frequency
error). An ordinary sweep is blind; there is an equal chance of starting in the
wrong direction as in the right direction. By contrast, a PFD indicates the correct
direction, causing the sweep to follow the shortest path.

For even faster acquisition, consider a system in which the VCO can be
switched to discrete frequencies at nominally uniform spacing. A binary search
among the discrete frequencies (halving the range of frequency uncertainty at
each step), along with a direction-indicating frequency detector, will achieve
frequency acquisition in a time proportional to the logarithm of the number of
switched frequencies, in contrast to a continuous sweep, whose time is linearly
proportional to the frequency range. An example of binary search was disclosed
in [8.18].

Open-Loop Frequency Acquisition The ability to switch the VCO to known
frequencies can be used to achieve even faster acquisition if the desired fre-
quency is known (e.g., as in a synthesizer) and if the switched frequencies are
themselves well calibrated. Just switch the VCO to the desired frequency, with-
out any search and without any discriminator aiding. The desired frequency is
not known ordinarily (except in synthesizers) and accurate, stable calibration of
switched frequencies is seriously difficult with analog VCOs. Search methods
are useful since they do not require knowledge of either the desired frequency
or the switched frequencies. Digital number-controlled oscillators afford excel-
lent knowledge of switched frequencies, but they cannot yet substitute for analog
VCOs in many applications.

One way to implement switchable frequency in a VCO is to apply a frequency-
control voltage from a digital-to-analog converter (DAC). This switchable voltage
is in addition to the control voltage from the loop filter. But DACs can be noisy
and might induce excessive phase noise in the VCO. In an alternative scheme,
proposed in [8.19], an accurately controlled amount of charge is metered rapidly
into the integrator of the loop filter. Since integrator output controls the VCO
frequency, that is a way of changing VCO frequency quickly while avoiding the
noise contamination from a DAC. Excellent calibration of the VCO is needed to
make this scheme work well.

Another approach, sometimes used in systems with substantial digital capabil-
ities, is to compute the spectrum of the region of frequency uncertainty with the
aid of a fast Fourier transform (FFT) and to select the frequency of the peak of
the computed power spectrum as the best estimate of the signal frequency being
sought. The VCO of the PLL is then set to that frequency. This scheme, where
it is workable, has the advantage that it can operate well down into the noise
level in the bandwidth of uncertainty, an operational capability that otherwise is
possible only with blind sweep. The frequency of the VCO has to be settable
with sufficient accuracy to take full advantage of this method.

These schemes of switching to known frequencies are open-loop methods that
do not employ discriminators or feedback. Open-loop methods generically are
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faster than closed-loop methods but generically must be well calibrated since
they do not have the benefit of feedback to correct for inaccuracies.

8.3.4 Implementation of Frequency Discriminators

Conventional circuits for frequency discriminators, as found in radio-engineering
textbooks, can be used, but better alternatives exist. Instead of a measurement of
absolute frequency, the acquisition discriminator should provide an indication
of the frequency difference between the incoming signal and the VCO;
a frequency-difference discriminator is needed. Richman [8.3] describes a
frequency-difference discriminator which he calls the quadricorrelator. A block
diagram and pertinent equations are shown in Fig. 8.13. The input bandpass
signal is translated to two quadrature baseband components by the pair of
multipliers (mixers, phase detectors) driven by the oscillator. Baseband lowpass
filters establish the frequency-difference range over which the circuit will operate.
(Richman also included highpass sections in the baseband filters to disconnect
the quadricorrelator automatically for very small frequency differences at which
the PLL takes control.)

One of the filtered baseband channels is differentiated and then multiplied
by the other channel. The product contains a DC component proportional to the
frequency difference between signal and oscillator, including the proper sign. It
provides an excellent frequency-difference indication. (There is also a sinusoidal
ripple component of equal amplitude at double the difference frequency. This
can be a serious nuisance if the quadricorrelator were to be used as an FM
demodulator, but the difference frequency goes to zero when the phase loop locks,
so the ripple vanishes when the quadricorrelator is used as an acquisition aid.)

Additional information on quadricorrelators and quadricorrelator-like structures
may be found in [8.20–8.24]. For other discriminator techniques: Natali [8.24] has
proposed an AFC feedback loop using the FFT algorithm; Alberty and Hespelt
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Figure 8.13 Quadricorrelator.
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[8.25] disclose a frequency discriminator for data-modulated signals that avoids
self-noise, a serious problem in ordinary quadricorrelators.

Messerschmitt [8.26] originated the concept of a rotational frequency detec-
tor. Picture a vector rotating at an angular rate that is the frequency difference
between an input signal and the feedback from a VCO. Define the vector angle
at phaselock as zero degrees and label the quadrants counterclockwise from zero
around the circle as I, II, III, and IV. Passage of the vector from quadrant II
to III indicates that the signal frequency is greater than the VCO frequency,
whereas passage from III to II indicates that the signal frequency is the lesser.
The number of such passages per second is an indication of the magnitude of
frequency difference. A linear frequency discriminator can be implemented by cir-
cuits that (1) detect the occurrence and direction of II–III passages and (2) apply
a metered charge of correct polarity to the integrator in the PLL loop filter on
each such passage.

Outputs from a pair of phase detectors driven in quadrature from the VCO
provide enough information to identify the quadrant of phase error at any instant.
One PD delivers output dependent on the sine of the phase error, and the other’s
output is dependent on the cosine. It is sufficient to examine the signs of the two
PD outputs. Both PDs have positive output if phase error is in the first quadrant,
a sine PD has positive output but a cosine PD has negative output for phase in
the second quadrant, and so on. Detection of a passage from II to III, or the
reverse, requires memory of the previous quadrant measurement and comparison
of that memory to the current measurement. A passage is detected if output from
the cosine PD is negative on adjacent measurements and if the sine PD output
changes sign on adjacent measurements. The direction of passage is indicated by
the sign of the sine PD at each passage detected. Examples of rotational detectors
may be found in [8.27–8.30].

8.4 DIVERSE MATTERS

There are several topics, such as lock indicators, variable-bandwidth methods, and
loop memories that are more or less associated with the subject of acquisition
but do not fit into a neat heading of their own. They are grouped together in
this section.

8.4.1 Lock Indicators

An often-employed method of lock indication is the quadrature phase detector,
also known as the auxiliary phase detector or the coherent amplitude detector,
as shown in Figure 8.14. The quadrature phase detector has the received signal
applied as one input and a 90◦ phase-shifted version of the VCO as the other. The
main phase detector has an output voltage proportional to sin θe and quadrature
output proportional to cos θe. In the locked condition θe is small, so cos θe ≈ 1.
When the loop is unlocked, the outputs from both phase detectors are beat notes at
the difference frequency, so the DC output is almost zero. Thus, the filtered output
of the quadrature detector provides a useful indication of lock. The magnitude of
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Figure 8.14 Lock detection with a quadrature phase detector.

the output voltage relative to that obtained from a noise-free stable input provides
a measure of the quality of lock. When used in this manner, the smoothed voltage
is sometimes known as the correlation output. It is also possible to use the same
voltage as a source of coherent AGC control voltage. The AGC topic is well
covered by Meyr and Ascheid [8.6, Sec. 7.2].

An output-smoothing filter is a vital part of a practical lock indicator. Without
smoothing, the indication will flicker on and off because of noise, giving false
indications of lock or loss of lock. If there is excessive smoothing, the lock or
unlock indication is delayed unduly from the time of its actual occurrence. A
compromise amount of smoothing is required. Tausworthe [8.31] has performed
a detailed analysis of the problem and has produced design curves.

An entirely different principle of lock detection (explained in Section 10.3.8)
is commonly employed with phase/frequency detectors.

8.4.2 Wide-Bandwidth Methods

Speed of acquisition—by pull-in, sweep, or discriminator aiding—is improved
by widening the loop bandwidth. A loop can be built to have a large bandwidth
for rapid acquisition and a much narrower bandwidth for good tracking in the
presence of noise. It should be apparent that increase in bandwidth can be suc-
cessful only if the loop signal-to-noise ratio is sufficiently large and the loop is
stable at the wide bandwidth. Acquisition is not likely if the bandwidth change
brings the loop close to noise threshold or instability.

Bandwidth is changed by altering the loop gain. That can be accomplished
by switching in different resistor values in a circuit, such as that of Fig. 2.2, by
changing the pump current in a charge-pump PLL (Chapter 12), or by controlling
the amplitude of the input signal applied to a multiplier-class phase detector
(Chapter 10). Do not switch capacitors or otherwise disturb the integrator in the
loop filter; any disturbance to the integrator ruins the frequency memory and is
likely to cause loss of lock.

The signal to command switching of bandwidth can be the lock indication volt-
age from the quadrature phase detector. When the loop is out of lock, the absence
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of indication voltage sets the switches to their wideband position. When the loop
locks, the indication voltage appears and sets the switches into their narrow-
band position. Switched adaptive bandwidth has been explored over many years,
but it has rarely lived up to the benefits that it seems to offer. In consequence,
few practical PLLs incorporate bandwidth switching as an acquisition aid.

If coherent AGC is employed, the same effect of adaptive bandwidth can be
obtained without switches. In the unlocked condition there is no coherent AGC
voltage and the signal level at the phase detector is large. When the loop locks,
AGC voltage appears and reduces the applied signal voltage. Since the gain of
a multiplier-type phase detector—and therefore, loop gain—is proportional to
signal level, the loop bandwidth and damping both decrease automatically when
the loop locks; no switches are needed.

8.4.3 Memory

In the absence of disturbance, the VCO of a type 2 PLL tends to remain close
to its locked frequency in the event of signal dropout because of the charge
stored on the integrator in the loop filter. When the signal returns, reacquisition
by lock-in or pull-in should be very rapid. The loop has a frequency memory in
the integrator. When signal drops out, the loop opens and the integrator drifts off
slowly at a rate determined by its open-loop time constant and any DC offsets
that may be present. Furthermore, zero-mean noise delivered to the integrator
input is converted to a random walk at the output, so even a perfect integrator
is volatile, even in the absence of DC offsets. Memory persistence is improved
if the integrator input can be disconnected from disturbances upon detection of
loss of lock.

A first-order loop has a volatile phase memory. Upon signal dropout, the VCO
phase immediately begins to drift off from its locked condition at a rate equal
to the frequency difference between the signal and the free-running VCO. In
other words, the VCO reverts instantly to its free-running frequency when the
signal disappears. Because it has frequency memory, a type 2 PLL retains its
phase information much better than does a first-order PLL. A type 3 PLL has
frequency-rate memory in addition to frequency and phase memories. The third
memory can be helpful if input frequency is changing during a signal fade.
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CHAPTER 9

OSCILLATORS

An oscillator with controllable frequency is an essential element of a phaselock
loop. This chapter provides an overview of various classes of oscillators, with
emphasis on phase-noise issues.

9.1 DESIRED PROPERTIES

Many requirements are placed on oscillators, requirements usually in conflict
with one another; compromise is needed almost always. Important requirements
include:

1. Low phase noise

2. Frequency accuracy

3. Wide tuning range

4. Tuning linearity

5. Wideband (i.e., fast) modulation capability

6. Low power consumption

7. Small size

8. Integration on a chip

Phase-noise performance must inevitably be sacrificed to achieve any of the
other features.

Phaselock Techniques, Third Edition, by Floyd M. Gardner
Copyright  2005 John Wiley & Sons, Inc.
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9.2 CLASSES OF OSCILLATORS

Two classes of analog oscillator are important in PLLs: those that employ a
frequency-selective resonator and those that operate on a relaxation principle.
Resonator types include quartz crystals, surface-acoustic wave (SAW) devices,
microwave or optical cavities, dielectric cylinders (DROs: dielectric resonator
oscillators), transmission lines, inductance/capacitance (LC) tanks, ceramic filters,
electromechanical filters, and YIG (yttrium–iron garnet) spheres. A ring oscillator
is the most prominent relaxation oscillator at the time this is being written; it has
largely replaced the earlier astable multivibrator.

Great efforts are being expended currently (2004) to incorporate all PLL com-
ponents onto a single integrated-circuit (IC) chip, along with all other analog
and digital circuits in a system. Ring oscillators are popular in part because
they are readily integrated on-chip using the same IC processes employed for
digital logic devices. Another circuit popular for integration is a push-pull LC
oscillator. These have better phase noise than ring oscillators and inherently nar-
rower tuning range. Numerous papers on integrated ring and LC oscillators are
in Razavi’s collections [9.1, 9.2], along with papers on the challenging design of
on-chip inductors.

9.3 PHASE NOISE IN OSCILLATORS: SIMPLIFIED APPROACH

Oscillators were constructed for many years before the importance of phase noise
was recognized. Numerous articles and books describe oscillator circuits without
mention of phase noise. As the ill effects of phase noise gradually became evi-
dent, substantial intellectual effort was devoted to its formulation. Kroupa’s [9.3]
reprint volume contains samples of these early phase-noise efforts and many
references to others, along with additional papers well worth the attention of
present-day designers of PLLs.

Phase noise can be formulated in the time domain (via the Allan variance [9.4])
or the frequency domain. A frequency-domain formulation is preferred for PLL
design and applications. In this book, phase noise is described in the frequency
domain by its one-sided baseband spectral density Wφ(f ) in rad2/sec (see
Chapter 7 for definitions).

9.3.1 Leeson’s Model

In 1966, Leeson [9.5] published a famous paper that has been a landmark ever
since. He proposed a simple model of an oscillator consisting of an amplifier and
a resonator connected in a positive-feedback loop together with two sources of
noise. His analytical results are qualitatively close to the shapes of phase-noise
spectra measured on almost all physical oscillators. Figure 9.1 shows a slightly
specialized version of the model. The amplifier was assumed to be linear. One
source of noise was assumed to be additive and white; in Fig. 9.1 it is shown as
an equivalent noise at the input of the amplifier. The other source of noise was
assumed to have a flicker (1/f ) spectral shape and to cause phase modulation of
the signal.
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Figure 9.1 Oscillator block diagram illustrating Leeson’s model.

Reasoning Leeson invoked the Barkhausen criterion [9.12, Chap. 1; 9.13,
Sec. 6.1] of oscillation to explain observed phase-noise spectra. According to
this criterion, phase shift around a stable oscillating feedback circuit must be an
integer multiple of 2π . Additive noise can be resolved into amplitude and phase
components. The phase component appears to alter the phase around the loop
from its stable condition, so the oscillator shifts its frequency to try bring around-
the-loop phase back to its correct integer multiple of 2π . Phase correction is
afforded by the phase vs. frequency characteristic of the resonator; the frequency
shift is that which provides the phase alteration required. A similar argument
applies to the flicker-induced phase-noise modulation. Thus, the frequency fluc-
tuations of the oscillator follow the phase component of noise fluctuations in the
amplifier. The oscillator frequency-noise spectrum Wωo(f ) will have the same
shape as the spectrum of the noise source, so the oscillator phase-noise spectrum
has the form Wφo(f ) = Wωo(f )/4π2f 2 (Section 7.2.5).

The argument of the preceding paragraph applies only for modulation fre-
quencies f well within the half-bandwidth fo/2Q of the resonator, where fo

is the frequency of oscillation. Noise frequencies well outside that bandwidth
are substantially attenuated by the resonator and so do not propagate around the
feedback loop. Thus, the phase-noise spectrum for those frequencies is the same
as the spectra of the noise sources: a combination of white noise and perhaps
1/f noise. As a further refinement, the phase φo at the output of the amplifier
will be different from the phase φi at the output of the resonator; the resonator
acts as a filter on the amplifier’s phase noise.

Result Taking all of these conditions into account leads to a pair of equations
that approximate the phase-noise spectra in the oscillator configuration of Fig. 9.1:

Wφo(f ) = W0

Ps
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2Qf

)2
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) (9.1)
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where W0 is the noise spectral density of the white noise, Ps is the oscillator
power, Q is the loaded quality factor of the resonator, and f3 is a corner frequency
related to the flicker noise. Sauvage [9.6] performed a transfer-function analysis
that came to the same format as (9.1), without invoking the Barkhausen criterion.

Spectral Shapes Several features of the spectrum can be deduced from (9.1):

ž Wφi(f ) can only have 1/f 3 and 1/f 2 frequency regions because the idealized
resonator shown in Fig. 9.1 cannot support a 1/f or white-noise spectrum
at its output. The corner frequency between the 1/f 3 and 1/f 2 regions is f3.

ž Wφo(f ) always has a 1/f 3 region.
ž Wφo(f ) has a 1/f 2 region extending from f3 to fo/2Q, but only if f3 <

fo/2Q.
ž Wφo(f ) has a 1/f region extending from fo/2Q to f3, but only if f3 >

fo/2Q.
ž Wφo(f ) has a white-noise region starting at the larger of f = fo/2Q or

f = f3.

9.3.2 Guides for Oscillator Design

Leeson’s model and (9.1) provide several valuable design guides to low-phase-
noise oscillators:

ž White-noise spectral density W0 should be small.
ž Oscillator power Ps should be large.
ž Resonator Q should be large.
ž Flicker corner f3 should be small.
ž If phase noise at large f is important, oscillator output should be taken from

the resonator output rather than the amplifier output, to take advantage of
the extra filtering in the resonator. Be aware, though, that post-oscillator
circuits (e.g., buffer amplifiers, frequency multipliers, frequency dividers,
or phase-noise analyzers) often contribute 1/f or white noise sufficient to
mask oscillator behavior.

The configuration of Fig. 9.1 was chosen for discussion because phase-noise
output of its resonator rolls off asymptotically at −20 dB/decade rather than flat-
tening as at the amplifier output. If resonator attenuation flattens out at higher fre-
quencies, Wφi(f ) also flattens to the detriment of phase-noise performance [9.6].

A quartz crystal is an example of a resonator with flattened asymptotic
response [9.7]. Equivalent circuits of quartz crystals consist of a series RLC
combination shunted by a parallel capacitance Cp. Many crystal-oscillator circuits
run at or near series resonance, but the parallel capacitance provides a bypass
path that places a floor on the attenuation of noise frequencies well removed from
the frequency of oscillation. As a result, phase-noise spectra of crystal oscillators
typically have a white-noise floor starting at relatively small values of offset
frequency f . This feature suggests merit in a half bridge, with the crystal in one



9.3. PHASE NOISE IN OSCILLATORS: SIMPLIFIED APPROACH 213

arm and a capacitance equal to Cp in the other, to cancel the bypass path of
the crystal’s shunt capacitance and thereby improve the phase-noise spectrum at
larger f . Radio engineers knew this technique as neutralization, a widespread
practice at one time.

Oscillator 1/f 3 phase noise is tracked out in a wideband PLL, so it may not
be of much concern. But 1/f 3 phase noise can be dominant if the PLL must
have narrow bandwidth; it then behooves one to minimize the flicker modulation
(i.e., to minimize the f3 corner frequency). A short note by Halford, Wainwright,
and Barnes [9.9] reports that local RF feedback in amplifiers and frequency mul-
tipliers (e.g., by means of unbypassed resistors in emitter or source circuits of
amplifiers) can produce drastic improvements of flicker phase modulation. I do
not know whether this technique has been applied to oscillators. Figure 9.1 shows
flicker noise arising in the amplifier. However, Walls and Wainwright [9.8] dis-
covered that flicker noise also arises in quartz crystals. High-Q crystals tend to
have lower flicker noise than that of crystals with low Q.

9.3.3 Example Phase-Noise Spectra

Figure 9.2 displays phase-noise spectra that were measured or specified for sev-
eral oscillators of different configurations. Observe that the ordinate is not Wφ(f );
it is not fair to directly compare the phase noise of, say, a ring oscillator running
at 1 MHz against that of a DRO at 20 GHz. Instead, the spectrum is normal-
ized [9.10] to the oscillation frequency by dividing Wφ(f ) by f 2

o and the quantity
plotted is 10 log[Wφ(f )/f 2

o ].
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214 9. OSCILLATORS

Why should this normalized measure be used? Signal from an oscillator run-
ning in any particular frequency band can be multiplied, divided, or synthesized
to deliver output in any other desired frequency band. If the multipliers, dividers,
or synthesizers are assumed to be free of phase noise (a fantasy, but a starting
point for further evaluation), performance of different oscillators can be compared
at a desired frequency and not at disparate individual frequencies. Normalization
on oscillation frequency reduces phase-noise spectra from all oscillators to a
common basis.

Figure 9.2 shows that oscillators of widely different configurations have phase-
noise spectra of similar shapes, and these shapes closely resemble the predictions
from Leeson’s model. Ring oscillators exhibit the worst phase noise, LC oscil-
lators occupy a broad middle range, dielectric-resonator oscillators (DROs) are
somewhat better yet, and quartz-crystal oscillators are far better than all others,
particularly at low offset frequencies. These results would be expected on the
basis of the relative Q values of the various resonators. These plots illustrate the
basis of phaselock frequency synthesizers, as expounded further in Chapter 15.
A crystal reference has the best phase noise at close-in offset frequencies, but
higher-frequency oscillators usually are better at farther-out offset frequencies.
The bandwidth of a synthesizer PLL is chosen such that crystal performance
is achieved close-in, while the performance of a controlled oscillator dominates
farther out.

Two modular LC oscillators (labeled LC/D1 and LC/D2), manufactured with
discrete components, are included in Figure 9.2. These two are packaged in iden-
tical cases, operate in the same frequency region, and presumably have inductors
of comparable size (implying comparable Q factors). Yet their phase-noise spec-
tral densities differ by nearly 20 dB. The oscillator with the lesser noise density
(LC/D2) has a very much smaller tuning range, illustrating the statement at the
beginning of the chapter that large tuning range and low phase noise are in
conflict with one another.

The modular LC oscillators in the figure exhibit better phase noise than the
IC LC oscillators. That advantage can be attributed to Q in the discrete inductors
higher than in typical IC inductors and to the higher power levels in the modular
oscillators. Even better performance can be expected from LC (or cavity, or
transmission-line) oscillators with larger, higher-Q resonators and with higher
power levels. Of the two plots for crystal oscillators, that labeled X1 reports
the catalog specification on a high-quality commercial unit, thought to be of
conventional design, whereas plot X2 shows the noise performance predicted
for an unusual proposed design [9.11]. Its principles might well be valuable in
applications demanding exceptionally low phase noise.

9.3.4 Shortcomings of Leeson’s Model

Leeson’s model is based on oscillators with resonators. Figure 9.2 shows ring
oscillators that have the spectral shapes predicted by Leeson, but a ring oscillator
does not have a resonator; the model cannot be applied for analysis. Leeson’s
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model is based on a linear amplifier and is supposed to predict the phase-noise
spectrum caused by additive white noise. However, none of the oscillators shown
in Fig. 9.2 is linear; the simple model does not apply. More to the point, opera-
tions of most oscillators are highly nonlinear; the linear model rarely applies.

Leeson’s model acknowledges the existence of flicker noise and rightly
observes that low-frequency flicker can affect the spectrum of a high-frequency
oscillator through angle-modulation effects. But the physical operation and
magnitude of the modulation are left open. The model is incomplete; it cannot be
used to predict the spectral components caused by flicker noise. More exactly, the
flicker corner frequency f3 is not predictable from the model. In short, Leeson’s
model provides a base for qualitative thinking and rules of thumb for improved
phase noise, but it is not sufficient for critical designs. Something more is needed.

9.4 CLASSIFICATIONS OF OSCILLATORS

As a prelude to a deeper explanation of phase noise, this section describes relevant
properties of oscillators. Most oscillators of interest in PLLs are positive-feedback
networks, containing at a minimum a frequency-determining circuit (such as a
resonator) and an oscillation-sustaining amplifier. Stable oscillations satisfy the
Barkhausen criterion—in equilibrium, the magnitude of effective gain around
the feedback loop is 1 and the phase around the loop is 0 modulo-2π .

To assure fast, reliable start of oscillations, it is usual to provide more than the
minimum required gain: typically by a factor of 3 to 5. Therefore, the oscillator
has to include a mechanism that reduces the effective loop gain to unity once
oscillations have reached steady-state equilibrium. The amplifier then runs in a
linear or nonlinear region, depending on how the amplitude control is arranged.
Linear operation is achieved through an element that detects the amplitude of
oscillation and adjusts the gain around the loop to hold the amplitude at a desired
level within the linear range of the amplifier. The gain adjustment can be in a
separate element [9.13, p. 215], or more commonly, the gain of the sustaining
amplifier itself is controlled by, for example, adjusting a bias current [9.14–9.17].
[Comment: Only [9.16] and possibly [9.14] employ linear sustaining amplifiers.
The other papers illustrate amplitude control of nonlinear oscillators.] Harmonics
are ideally absent (or very small) in a linear oscillator because of the linearity of
the amplifier and the selectivity of the resonator. Class A biasing and drive of
a single-transistor amplifier is the most common method for establishing linear
operation. Class A oscillators are not often encountered in PLLs.

Level-control loops contain filtering (typically, an integrator) between the sen-
sor and the controlled element. The filter is cascaded with the dynamic envelope
response of the oscillator. Envelope response will be slow if the resonator band-
width is narrow. Care must be taken to assure stable operation [9.18] of the
control loop.

Two classes of nonlinear oscillators can be distinguished: those that rely on
limiters to set the amplitude of oscillation and those that adjust the conduction
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angle of the amplifier to control the amplitude. Additional classes might also exist.
It is not always easy to determine the class of a particular nonlinear oscillator; the
distinctions are rarely examined in the literature. Examples of limiter-controlled
oscillators have not been common in the past; back-to-back diodes in parallel
are advocated in [9.19] and a voltage comparator (a hard limiter) in [9.20]. A
limiter always conducts current (i.e., always delivers power to the resonator)
throughout the oscillation cycle, never shutting off. If the limiter characteristic is
symmetric, only odd harmonics will be present in its output. The push-pull LC
IC oscillators [9.2] that have become popular recently can be construed as being
in the limiter class, as can ring oscillators.

Members of another class of nonlinear oscillators are often called harmonic
oscillators or—confusingly—self-limiting oscillators. In these, the amplifier
works in class C operation; current flows in the amplifier for substantially
less than half of an oscillation cycle. Initially, before the amplitude builds up,
current flows continually. Bias will change during the buildup transient to reduce
current and the effective gain. At equilibrium, the oscillation has built up to
a large amplitude but so has the bias. In consequence, the amplifier is shut
off during most of the cycle and current flows only in short pulses. These
pulses drive the resonator only briefly on each cycle; otherwise, the amplifier is
disconnected from the resonator during most of the cycle. Trains of short pulses
have high harmonic content; nearly sinusoidal voltages appear only because of
the narrowband filtering of the resonator. Most of the best known oscillators
operate nonlinearly in the class C regime.

An unresolved question has been debated in the electronics community for
many years: Which class of oscillator has the lesser phase noise: class A or class
C? Earlier literature [9.12, Chap. 7; 9.13, Sec. 6.9] favors class A operation,
especially bridge oscillators, with claims of greatly improved frequency stability.
Proponents of class C oscillators cite the short duty cycle of amplifier current
such that the amplifier delivers noise to the circuit over only a small portion of
each cycle. The resonator free-wheels during the cutoff intervals, without any
noise disturbance from the amplifier.

The foregoing descriptions of oscillators have been in terms of feedback loops.
For many oscillators, the description can be recast as a negative resistance (or
conductance) generated by an active circuit and connected to a resonator. In
equilibrium, the negative resistance exactly cancels the positive resistance of the
losses in the resonator, resulting in stable oscillations. Push-pull LC oscillators are
conveniently analyzed from the negative-resistance viewpoint. Some oscillators,
such as those using Gunn diodes or IMPATT diodes as the active element, entail
no feedback; the active element in fact does generate a negative resistance. These
oscillators can only be analyzed as negative-resistance circuits.

All of the foregoing oscillators have included resonators, but other circuits do
not; a ring oscillator is an important practical example of the latter. A resonator
establishes a narrow bandwidth in the feedback loop and has a phase that changes
steeply with frequency. Narrow bandwidth and steepness of phase shift goes with
a high Q value in the resonator. Since oscillation takes place at a frequency where
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the phase around the loop is an integer multiple of 360◦, a steep phase slope in
the resonator confines the oscillation frequency to a small range, irrespective of
likely phase fluctuations in the amplifier.

A ring oscillator might be regarded variously as a phase-shift oscillator or
as a relaxation oscillator. In a phase-shift oscillator, electrical networks (usually
resistance–capacitance circuits) establish a phase shift (typically 180◦), and a
phase inversion in active elements establishes another 180◦, for a total of 360◦,
as needed for oscillation. The phase slope of an RC phase-shift network is very
shallow compared to that of most resonators (its Q value is very low compared
to that of any reasonable resonator), so phase fluctuations in the active circuits
have a greater influence on oscillation frequency.

A relaxation oscillator has one or more time bases that are established by
ramps generated by charging and discharging of capacitors, plus switches that
are actuated by the crossing of thresholds by the ramp voltages on the capacitors.
Time intervals between threshold crossings determine the period of oscillation.

The attention devoted to classifying oscillators is not for its own sake but
because the various linear and nonlinear types react to noise in different ways.
The classifications are important in the analysis of phase noise; a procedure valid
for one class may not be applicable for another. For example, Leeson’s model
is supposed to apply only to linear oscillators with resonators. Class distinctions
appear again in the next section.

9.5 PHASE NOISE IN OSCILLATORS: ADVANCED ANALYSIS

The number of publications on oscillator phase noise exploded in the 1990s. This
heightened interest came about for several reasons:

1. Oscillators were being integrated on-chip, along with all other circuits of a
system. A circuit designer has to understand oscillators to be able to design
them; that task can no longer be passed off to specialized manufacturers of
oscillators, as previously.

2. Phase noise was becoming better recognized as a critical source of system
degradation and thus had to be better controlled.

3. IC oscillators, so far, have worse phase noise than that of discrete-circuit
oscillators, thereby needing more attention than in past applications.

4. Phase noise is more troublesome at the higher frequencies to which com-
munications links are trending.

5. Understanding of device and circuit models has improved dramatically over
the years, making intelligent analysis more feasible.

6. Circuit-simulation programs put extremely powerful tools into the hands
of the design engineers, offering glimpses into circuit operation that were
difficult or impossible to gain from measurements on operating circuits.

7. Mathematical sophistication has advanced in the engineering community;
there are those among us who better understand the mathematics of non-
linear circuits, and they have been writing papers on oscillator phase noise.
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Notable publications, listed chronologically, include [9.21–9.32]. Practical
application of these papers is highly computer intensive; they do not offer
simple formulas. These publications are in contentious disagreement with
one another but each makes a contribution worthy of consideration. One
hopes that the future will bring a refinement and harmonious synthesis of
their disparate theses.

Two questions should be answered by an analysis of oscillators:

1. How does the oscillator transform additive white noise in the vicinity of
the oscillator frequency fo (or, as it turns out, near its harmonics, too) into
phase noise whose baseband spectral shape Wφ(f ) is proportional to 1/f 2?
Equivalently, how does the oscillator transform additive sinusoidal interfer-
ence at frequency fo + �f into a pair of equal-amplitude, opposite-phase
sidebands at fo ± �f (neglecting weaker sidebands at fo ± n�f, |n| > 1),
each of whose power is proportional to 1/�f 2?

2. How does the oscillator transform additive low-frequency flicker noise
(with spectral density proportional to 1/f ) into phase noise whose spec-
trum Wφ(f ) is proportional to 1/f 3? Equivalently, how does the oscillator
transform additive sinusoidal interference at a low frequency fa (typically,
audio range) into a pair of equal-amplitude, opposite-phase sidebands at
fo ± fa , each of whose power is proportional to 1/f 3

a ?

9.5.1 Impulse Sensitivity Function

Hajimiri and Lee have devised a tool for phase-noise analysis of oscillators to
which they gave the name impulse sensitivity function (ISF). Their most detailed
explanation (as of early 2004) is given in [9.21], a shorter introduction is given
in [9.27], and ISF information together with summaries of their numerous other
publications are collected in their book [9.26]. An ISF quantifies the phase dis-
turbances caused by a noise impulse originating in a specific location in the
oscillator at a particular instant in the oscillation cycle. The ISF gives answers
to the questions above regarding the transformation of additive interference into
phase noise. Each category of additive interference listed in the questions is han-
dled in essentially the same fashion by the ISF procedure; no special treatment
is needed for any of them. The ISF method is applicable to all categories of
oscillators: linear or nonlinear, resonator-based or not.

An effective ISF is defined with regard to each noise source within the oscil-
lator; it is a function of the oscillation waveforms and is periodic. The ISF is
most conveniently determined through injecting impulses into a simulation of
the oscillator circuit. The periodic effective ISF can be expanded in a Fourier
series, and a separate contribution of phase noise is associated with each term of
the series.

White additive noise is transformed into 1/f 2 phase noise. The 1/f 2 spectral
shape is attributed to the accumulation of phase disturbances that is inherent to all
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oscillators, without invoking resonator selectivity. The 1/f 3 phase noise caused
by low-frequency 1/f flicker interference is determined solely by the intensity of
the noise source and the coefficient of the DC term of the Fourier series expansion
of the ISF. Low 1/f 3 phase noise can be attained if that coefficient can be made
small. A small coefficient can be achieved if the oscillator has symmetric rise
and fall waveshapes, even if the low-frequency flicker noise is large, as in MOS
transistors.

Suppression of flicker noise by means of differential oscillator circuits was pro-
posed long ago in [9.34] but was disputed later in [9.35]. Hajimiri and Lee agree
with the counterclaim: Differential circuits alone do not suffice to suppress flicker
upconversion; symmetrical waveform transitions are required on each device of a
differential circuit. An oscillator with a linear amplifier but a separate limiter was
proposed in [9.19], the limiter to be implemented by a pair of Schottky diodes
connected back to back in parallel. It is unclear whether this arrangement would
provide the desired waveform symmetry; further investigation (via ISF analysis)
might be fruitful.

Accuracy of prediction of phase noise depends on accurate calculation of
the ISF plus accurate knowledge of noise sources within the oscillator circuit.
Hajimiri and Lee in [9.21] recount several experiments to test the accuracy of
prediction. They show prediction within a fraction of a dB of measurement in the
1/f 2 region of the phase-noise spectrum, based entirely on theoretically based
characterizations of the ISF and the thermal- and shot-noise sources within the
oscillators. To predict 1/f 3 phase noise they had to measure the flicker noise
on a sample of the active devices; presumably, it was not feasible to determine
flicker noise with sufficient accuracy from theoretical characterization.

Ou et al. [9.33] conducted simulations and measurements on several oscillator
circuits. They performed an ISF analysis to predict phase noise, and evaluated
phase noise independently with two different commercial simulation programs.
Agreement was fair between the programs and the ISF method—discrepancies of
fractions of a dB to several dB—but the measured phase noise was consistently
off by 3 to 4 dB (in either direction, depending on the particular oscillator) from
all predictions. Reasons for the discrepancies were not proffered. Even this much
discrepancy is encouraging, as it is closer to reality than earlier analyses.

9.5.2 Nonlinear Analyses for Phase Noise

Several papers approach the phase-noise problem through rigorous nonlinear anal-
yses. Huang [9.29] restricts his analysis to a class C Colpitts oscillator. He derives
an amplitude of oscillation based on limitations imposed by the bias current and
then attacks question 1 above. In a lengthy derivation, he shows mathemati-
cally how a sinusoidal additive disturbance at fo + �f causes equal-amplitude,
opposite-phase sidebands in the RF spectrum at fo ± �f and how the power in
each sideband is proportional to 1/f 2. Measured results agree well with predic-
tions of phase-noise spectrum in the 1/f 2 region. The published analysis does not
appear to deal with upconversion of flicker noise or with oscillators that differ
substantially from the class C model.
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Samori et al. [9.22] analyze a differential LC oscillator using bipolar transis-
tors. They observe that the instantaneous transconductance dIout(t)/dVin(t) of the
differential stage is an even function of the instantaneous voltage Vin(t) across the
LC resonator. The voltage is a periodic near-sinusoid at oscillation frequency fo,
so the instantaneous transconductance can be expanded in a Fourier series with
nonzero terms existing for frequencies 2nfo, n = −∞ to ∞, including n = 0.

Introduce an additive sinusoidal interferer differentially into the amplifier pair
at frequency fo − �f , with small amplitude compared to that of the oscillation.
That interferer intermodulates with the instantaneous transconductance term at
frequency 2fo to generate a third-order product at fo + �f . The intermodulation
contains both AM and PM components. Limiting is invoked to suppress the AM,
while the 1/�f 2 dependence is attributed to selectivity of the tuned circuit (not
the accumulation of phase fluctuation inherent in oscillators). They also show
that noise at ±�f away from odd harmonics of fo is folded into noise sidebands
at fo ± �f ; this folded noise also consists of AM and PM components.

Considering noise generated in the current source in the tail, the analysis
of [9.22] finds noise originating around even harmonics 2nfo ± �f folding into
AM and PM sidebands at fo ± �f . Contrary to experience, the analysis predicts
low-frequency noise at f = �f (in practice, dominated by flicker noise) con-
tributing AM sidebands to the oscillation but not PM. No noise measurements
are presented for comparison to the predictions.

Leeson’s model predicts that phase noise is inversely proportional to signal
power (or the square of signal voltage). Reference [9.37] reports that this ideal
dependence on oscillation amplitude is valid only up to a point; in actuality, phase
noise increases for large-enough amplitudes. The reference attributes the increase
to current-related changes in delay through bipolar transistors (e.g., modulation of
base spreading resistance), but the phenomenon can also be attributed to AM–PM
conversion in nonlinear reactive elements (e.g., voltage-sensitive capacitances of
transistors or varactor diodes). The reference also claims that the upconversion
to phase noise of low-frequency additive noise from the tail current source in
a push-pull LC oscillator arises from AM–PM conversion and not from the
nonlinear effects treated in [9.22].

Tail current noise in push-pull oscillators has received attention as a source
of phase noise in several other papers [9.24, 9.38–9.40], which suggest ways to
reduce the problem. Levantino et al. [9.40] go so far as to recommend elimi-
nation of the tail-current transistor. A paper by Ham and Hajimiri [9.41] deals
in considerable detail with trade-offs in the design of differential LC oscillators
via ISF concepts. Additional papers on differential LC oscillators are provided
in [9.2].

Demir, Mehrotra, and Roychowdhury [9.28] present a nonlinear analysis appli-
cable to any oscillator that can be described by a system of nonlinear differential
equations. The published analysis is formal, rigorous, and abstract, employing
Floquet theory and stochastic differential equations in the proof. The outcome
of an analysis is the RF spectrum Wv(f ) or its normalization L(f ), a chal-
lenging problem in itself, as discussed in Section 7.3.4. If the spectrum of the
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additive noise is white, Demir et al. show that the RF spectrum of the oscillation
is Lorentzian (see Section 7.3.4). They briefly discuss two numerical methods
for evaluating the nonlinear differential equations and state that these methods
are several orders of magnitude faster to compute than Monte Carlo methods.
Several examples of noise prediction are shown but no quantitative comparison
between prediction and measurement is offered in the article.

A later paper by Vanassche, Gielen, and Sansen [9.86] follows up on [9.28],
providing details to assist a practicing engineer. A key feature in [9.86] is the
analytical separation of low-frequency envelope processes (most significantly,
phase noise) from a high-frequency carrier. Separation permits enormous speed-
up of computer simulations. Coram [9.30] examines some technical aspects of
the limit cycle that underlies the work of Hajimiri and Lee as well as that of
Demir, Mehrotra, and Roychowdhury. He concludes that the latter’s approach
is rigorously correct, whereas an approximation employed by Hajimiri and Lee,
although often acceptable, could be troublesome under some circumstances.

Nonlinear oscillators can misbehave in unexpected ways. A phenomenon
known as squegging has long been known [9.13, Sec. 6.8]; the time constant of a
self-bias network compounds with the time constant of response of the resonator
to cause large-amplitude, low-frequency oscillations on top of the high-frequency
oscillation desired. The account in [9.13] tells how to guard against squegging. A
paper by Maggio, DeFeo, and Kennedy [9.36] reveals that a nonlinear oscillator
can become chaotic if designed improperly. The chances of chaos are greatest if
the Q value of the resonator is low and if the starting gain of the amplifier is
much larger than necessary to assure oscillation.

The foregoing references have dealt with oscillators incorporating tuned res-
onators; the worst of them have Q ≈ 5 or 6, whereas the best crystal oscillators
have Q values approaching 106. By contrast, ring oscillators, which have no
tuned circuits, have large bandwidths and thus worse to much worse internally
generated phase noise than that of most resonator oscillators. Principles of ring
oscillators may be found in [9.1], [9.25], [9.42–9.48], and [9.85].

9.6 OTHER DISTURBANCES

The papers on phase noise cited in Section 9.5 all deal with additive noise sources
inside an oscillator with white or flicker spectrum. Although not nearly as well
documented, other disturbances also afflict oscillators. External noise sources in
close physical proximity to an oscillator can easily cause far more phase noise
than internal sources. The worst external noise comes from switching of digital
circuits on the same printed-circuit board or—worse yet—the same IC chip as
the oscillator. Ring oscillators typically are the most vulnerable to external noise
because of their lack of frequency selectivity and their typical high sensitivity to
small disturbances. Herzel and Razavi [9.49] provide information on externally
caused phase noise. In their analysis of ring oscillators, Hajimiri, Limotyrakis,
and Lee [9.25] show that single-ended stages have appreciably less phase noise
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from internal sources but recommend differential stages if external noise sources
have to be rejected. Heydari [9.87] has analyzed the problem of power, ground,
and substrate noise on an IC chip and provided a mathematical model.

External noise conducted on power-supply lines can be combated by separate
power lines or by isolation regulators for the vulnerable components. External
noise is also transferred through inductive or capacitive coupling; these are layout
and isolation issues. The worst external noise coupling is generated in ground
leads and substrates that are shared by analog and digital circuits [9.50]. Dif-
ferential analog circuits by themselves are not sufficient; the circuits need high
common-mode rejection to disturbances and have to be designed such that the
external disturbances are entirely common mode while avoiding any conversion
to differential mode. It also helps to reduce the external disturbances, such as by
using differential current-mode circuits in the digital logic.

The physical environment—temperature, pressure, vibration, gravity, supply
voltage—is also important, although seldom treated in the literature. Environ-
mentally caused effects on the frequency of high-quality crystal oscillators have
been reported in [9.51].

Another disturbance is that of unexplained frequency jumps. These typically
are sudden, small jumps in frequency occurring for no obvious reason. Signif-
icant frequency jumps occur so rarely that they do not show up in the usual
measurements of phase noise and so have escaped wide notice. A PLL responds
to a frequency step with a transient in phase error as described in Chapter 5. If
the jump is large enough compared to the loop bandwidth, the PLL loses lock
and skips cycles until it can reacquire. Such behavior can be extremely disruptive
to a system.

Specialists [9.52] have been aware of the phenomenon for a long time, but the
problem has not made its way into the broader literature. It does not appear that
satisfactory explanations have yet been found. Various explanations have been
advanced, as listed below. None are proven; more than one could be correct;
something thus far unimagined could be the right explanation. At this time, be
aware that jumps really do exist, even if suitable countermeasures are not obvious.

ž Frequency jumps might be an artifact of additive Gaussian noise [9.52], an
unlikely explanation.

ž Frequency jumps might be an extreme and rare artifact of flicker
noise [9.52]. Since flicker noise is not understood nearly as well as thermal
or shot noise, this explanation is not quite so readily dismissed. If true,
devices with high flicker noise (e.g., MOS transistors) should be avoided.

ž Frequency jumps might be a part of the normal aging processes of oscillator
components. This explanation could be especially applicable to quartz crys-
tals, whose mechanical vibration continually sheds adsorbed gas molecules
or tiny fragments of metal electrodes and quartz. A change of mass loading
affects frequency.

ž Frequency jumps might arise from popcorn noise in the active elements.
Popcorn noise is often characterized by a jump in one direction, followed
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somewhat later by a jump back to the original condition. Forward-biased
PN junctions conduct current in hot spots. Popcorn noise might arise from a
sudden jump in the location of the hot spot. That change of location makes
small changes in the device properties, which are then reflected into the
frequency of the oscillator. If true, bipolar transistors with their forward-
biased base–emitter junctions should be avoided in oscillators.

ž Changes in temperature might build up stresses in the resonator (or else-
where in the oscillator circuit) that are relieved suddenly, causing a small
jump in frequency. If true, careful thermal-mechanical design is required.

ž Alpha particles or similar radiation might strike vulnerable portions of the
oscillator, thus causing frequency jumps.

9.7 TYPES OF OSCILLATOR TUNING

Several popular implementations of oscillators have been mentioned in preced-
ing sections of this chapter. This section remarks on selected additional types,
divided into two classes: (1) continuous-tuning oscillators and (2) discrete-tuning
oscillators.

9.7.1 Continuous-Tuning Oscillators

A continuous-tuning oscillator can be tuned to any frequency within its tuning
range. All traditional analog oscillators fall into this class. Issues of continuous
tuning are treated further in Section 9.8. Preceding sections have mentioned
ring oscillators, differential LC oscillators, Colpitts LC oscillators, and crystal
oscillators. Many other oscillator circuits have been devised over the years;
for examples, see Edson [9.12]. This section comments on assorted continuous-
tuning oscillators of interest to PLL engineers. [Comment: Edson’s book,
although long out of print and dealing solely with vacuum tubes, is one of
the most thorough books ever published on oscillators. It is well worthwhile
to read if you can get your hands on it; transistors can be substituted for the
vacuum tubes.]

Crystal Oscillators The Pierce crystal oscillator [9.12, Sec. 9.7; 9.53, 9.54]
has a reputation for simplicity and frequency stability. The references give equiv-
alent circuits and detailed analyses of operation. Oscillation occurs at a frequency
where the resonator impedance is inductive, supplied either by running slightly
above the crystal’s series-resonance frequency or introducing additional induc-
tance in series with the crystal.

LC Oscillators Engineers should be aware of Clapp oscillators [9.55] in addi-
tion to the differential and Colpitts LC oscillators mentioned above. The Clapp
circuit has been regarded either as a modified Colpitts circuit or as an LC ver-
sion of a crystal oscillator. It is supposed to have better stability (implying lower
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phase noise) than a Colpitts oscillator. Several incompatible explanations for the
improved performance have been offered in [9.12, Sec. 8.9; 9.56], and the latest
in [9.23]. For a simplistic explanation, intuition suggests that the resonator in a
Clapp circuit is better isolated from the noisy and unstable active element than
in other LC oscillators.

Quadrature Oscillators Many modern receivers and transmitters make use
of quadrature mixers, also known as IQ mixers, for image rejection mixers, for
single-sideband generation or recovery, or for downconversion to I and Q base-
band signals. The local oscillator for such mixers has to deliver two outputs at the
same frequency, closely 90◦ apart in phase, and of closely the same amplitudes.
One way of producing such signals is by means of quadrature oscillators.

A promising technique is to put two identical differential LC oscillators on
the same IC chip, a placement conducive to close matching between them. The
two oscillators are tuned with the same control voltage and would run at nearly
the same nominal frequency if they were isolated from one another. Instead, they
are cross-coupled in such a manner as to injection lock to one another 90◦ out
of phase. References (listed chronologically) include [9.57–9.62]. A warning is
issued in [9.62]: The two oscillators can start up in two different modes in which
either oscillator at random might have the leading phase. Typical systems require
that the leading–lagging phase relation be rigidly defined, not arbitrary. A method
for suppressing the unwanted mode is described in [9.62].

A ring oscillator can be used to generate quadrature outputs; use any multiple
of four stages and tap off at the quadrature phases or use differential circuits in a
two-stage ring. A ring oscillator is too noisy for many applications. To combat the
noise, Kinget et al. [9.63] use a two-stage ring oscillator as a quadrature generator
and injection lock it to a low-noise reference. Injection locking is similar to
phaselocking with a first-order wideband PLL [9.64–9.67], so the noise of the
ring oscillator is tracked out within the effective bandwidth of the injection.

9.7.2 Discrete-Tuning Oscillators

A digital or hybrid PLL is able to deliver only a discrete set of frequencies over
its tuning range. Two varieties of discrete-frequency oscillators can be distin-
guished: those that deliver a time-continuous (i.e., “analog”) output signal and
those that deliver true digital output (i.e., a sample sequence of numbers). Because
the frequency of an input signal to the PLL almost always takes on a continuum
of values, the output frequency of a discrete-tuning oscillator almost never can
be exactly the same as that of the input. A well-behaved PLL with quantized
output frequency switches back and forth between the two adjacent quantized
frequencies closest to that of the input. Loop feedback forces the average out-
put frequency to be equal to that of the input. The unavoidable equivocation
introduces phase jitter as explained in Chapter 13.

Discrete-Tuned Analog Oscillators Digital-to-analog converters (DACs)
are often used to convert a control word from a digitally implemented loop
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filter into an analog voltage for tuning an analog VCO. Digital loop filters are
attractive in PLLs that require extremely narrow bandwidths, PLLs whose loop
filters need large time constants. Such hybrid-digital PLLs are widespread in the
telecommunications network, where loop bandwidths of a small fraction of 1 Hz
are employed.

Various manufacturers produce numerous DACs, so DAC-controlled tuning is
an obvious and successful way to implement discrete-frequency tuning of a VCO.
Be aware, though, that DACs can be noisy and that the noise of a DAC is rarely
specified by the manufacturer. Also, the combination of required tuning range
and required fine spacing of the discrete frequencies may require finer resolution
(more bits) than that available in a practical DAC.

A recent development [9.68] has eliminated DACs and, instead, employs
switched tuning capacitors within the oscillator itself. The tuning capacitors and
associated switches are MOS devices. This arrangement is in line with larger
trends: of incorporating all elements onto a single IC chip, of including large
numbers of components onto a chip, of the great complexity made feasible by
integration, and of finding methods to deal with fine geometry and low voltages.
The reference not only describes the circuit innovations but also puts forward a
method of analysis and discusses architectural issues that do not arise in conven-
tional VCOs.

Discrete-Frequency Digital Oscillators Number-controlled oscillators
(NCOs) were introduced in Section 4.2 and are illustrated in Fig. 9.3. The core
of an NCO consists of a register that accumulates a frequency-control word uc[n]
delivered by the loop filter of the PLL. The difference equation for the core is

εo[n] = {uc[n − 1] + εo[n − 1]} mod-1 cycles (9.2)

where n is the sample index and mod-1 indicates that the accumulator con-
tent εo ∈ [0, 1) is regarded as a phase in fractions of one cycle. The NCO is

Figure 9.3 Number-controlled oscillator (NCO), illustrating various output options.
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clocked at a frequency fck. Output frequencies fo in the range ±fck/2 can be
generated without aliasing ambiguities. External considerations might impose a
narrower range. Frequency spacing is fck/2b, where b is the number of bits in
the phase register.

Various outputs are possible.

1. An overflow output, implemented, for example, by the MSB in the register,
offers a coarse output with a phase irregularity of fo/fck cycle. That is
usually unsatisfactory.

2. The register content εo[n] is available as a phase with a resolution as fine
as 1/2b cycles, actual resolution depending on the number of bits preserved
in the output. Since b typically might be anywhere from 24 to 64 bits, the
full resolution is not often needed outside the accumulator.

3. Sine and cosine digital outputs can be taken from a look-up table or
even calculated. These functions find use in I/Q (complex-signal) fre-
quency conversions within transmitters or receivers, including complex-
signal phase detectors.

4. Digital sines and cosines can be converted to an analog staircase in DACs
whose outputs are filtered to suppress unwanted artifacts and deliver rel-
atively clean analog sinusoids. The analog configuration is known as a
direct digital synthesizer (DDS) and has had wide exposure in the literature
[9.69, 9.70].

Number-controlled oscillators are versatile, can deliver a wide range of fre-
quencies, can provide extremely small, uniform frequency increments, and have
been studied extensively. They grow unwieldy as the number of bits increases
and may pose delay and synchronization issues.

A recursive digital sinusoidal oscillator (RDSO) [9.71] is an alternative worth
considering if a wide tuning range is not required and if a degree of nonunifor-
mity of frequency increments is acceptable. An RDSO is a second-order digital
feedback network arranged to provide two outputs that are samples of sinusoids.
Turner [9.71] tells how to force the two outputs to be equal in amplitude and in
phase quadrature. A level-control mechanism is needed to maintain oscillations
in the presence of the inevitable round-off errors. An RDSO might be partic-
ularly attractive when the external system requires quadrature sinusoids from
the oscillator. The RDSO literature is scant compared to the NCO/DDS litera-
ture. Turner [9.71] provides a valuable mathematical foundation but touches only
lightly on digital engineering matters. Consequently, more analysis is required
when designing an RDSO, and greater engineering risk is involved.

9.8 TUNING OF ANALOG VCOs

A designer of phaselock loops has to deal with the tuning characteristics of a
VCO. Much has been written on various oscillators but not much at all on tuning
characteristics. This section is a synopsis of my experiences with tuning.
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9.8.1 Tuning Curve

Figure 9.4 shows a typical (although artificial) plot of VCO frequency vs. tuning
voltage vc. A decided curvature is evident. Slope at the low-frequency end of
the curve is much steeper than at the high-frequency end, a characteristic often
encountered. Suppliers of VCOs often specify the curvature of the tuning curve as
the maximum departure from the best straight line as a percentage of the full-scale
tuning range. The “best” straight line is defined as the line for which the extremes
of departure are all equal, as illustrated by the dashed line in the figure. By that
definition, the frequency curve in Fig. 9.4 is linear within ±7.3%—somewhat
better than the ±10% claimed in many data sheets.

This definition of curvature is useless to a PLL engineer despite its pervasive
citation in catalogs. Much more important is the varying slope of the frequency
curve; this slope is the gain Kv of the VCO, shown as MHz/V in the figure.
Because the slope varies, the VCO gain and therefore the loop gain also vary,
depending on the frequency to which the VCO is tuned. Gain varies by 5.7 to 1
in Fig. 9.4: a sizable variation but not unusual. An engineer must take the varying
gain into account in designing the PLL.

Figure 9.4 Tuning curve, showing nonlinearity, best straight-line approximation (dashed
curve), and slope variation.
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Figure 9.5 Nonmonotonic tuning curve: beware!

Figure 9.5 shows another trap for the unwary. The tuning curve has an
extremum inside the control range and the slope reverses sign beyond the
extremum. If the control voltage should ever reach the reverse-slope region, the
PLL could run to the far limit of control voltage and latch there. Avoid tuning
curves with reverse-slope regions.

9.8.2 Tuning Methods

Electrical tuning in resonator oscillators is accomplished most commonly by
means of varactors: voltage-sensitive capacitors. Varactor tuning is pursued fur-
ther after brief mention of other schemes.

Miscellaneous Tuning Methods Reactance modulators—active circuits that
present an artificial controllable reactive impedance to the resonator—were
employed before the advent of varactors and still appear in some
designs [9.72, 9.73]. It is also possible to change oscillation frequency by
inserting a voltage-controlled phase shift into the feedback loop of an oscillator
circuit, thereby forcing the oscillator to change frequency to maintain exactly
360◦ phase shift around the loop. The frequency of some oscillators, especially
at microwave frequencies, is controlled by varying the bias conditions on the
transistor amplifier. The mechanisms involved in such an expedient are not clear
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but probably involve, among others, a change of transistor capacitances resulting
from a change of bias.

Magnetic tuning also has seen service. Saturable inductors have been used at
low frequencies. At microwave frequencies, YIG resonators are tuned by alter-
ing the magnetic field in which they are immersed. Magnetic fields are adjusted
by control of the current applied to an electromagnet. Magnetic tuning typically
offers a large tuning range (an octave or more) but current can only be changed
slowly in the high-inductance coils of electromagnets. Often, a magnetically tuned
oscillator will have two tuning coils: one large, slow coil for covering the full
frequency range, and one small coil, of limited frequency range, suitable for the
fast tuning needed for wide loop bandwidths. Iron cores employed in electromag-
nets are vulnerable to pickup of stray magnetic fields and may also be sources
of magnetic fluctuations, both of which cause phase noise.

A relaxation oscillator contains capacitors (one or more) that are charged
and discharged by controllable currents. When the voltage across a capacitor
crosses a threshold value, a switch is activated to alter the charging conditions
in such fashion that oscillations are sustained. Such relaxation oscillators are
really CCOs (current-controlled oscillators) but they are usually preceded by
a voltage-to-current converter, so that the overall package is a VCO (voltage-
controlled oscillator). Ring oscillators might be current-controlled, as above, or
might operate by controlling the resistance or even the capacitance in an RC
circuit. Elementary principles of ring oscillators are explained in [9.1]. Some
low-frequency VCOs [9.74–9.76] employ integrators and multipliers in an analog
active-circuit version of the RDSOs described in Section 9.7.2.

Varactors Tuning of LC-VCOs and crystal VCXOs has long been imple-
mented with voltage-controlled capacitors. Reverse-biased pn-junction diodes
were employed for many years but are now being displaced by MOS devices.
There are several advantages to MOS devices: (1) pn diodes can be driven
into forward conduction, thereby ruining capacitance properties, whereas MOS
devices remain capacitive for all voltage conditions short of insulation break-
down; (2) capacitance of MOS devices can be adjusted with smaller ranges of
control voltage; (3) MOS devices are easy to include on an IC chip.

Diode varactors typically are procured as discrete devices. Their properties are
extensively available from manufacturers’ data sheets. Since MOS varactors are
ordinarily included on-chip, the chip engineer is responsible for their design. Arti-
cles on the configurations and properties of MOS varactors include [9.77–9.79],
among others.

Varactor Connections Single varactors are sometimes employed when one
side of the varactor can be operated at RF ground, an option not always avail-
able. As a better arrangement, a matched pair of varactors are used together
in a series-opposing connection. For diode varactors, the series connection has
an advantage that one diode is always reverse biased, even if the other has
been driven into forward conduction; forward current tends to be blocked by the
reverse-biased diode.



230 9. OSCILLATORS

[Comment: The RF current through the capacitor of a parallel-resonant circuit
is Q times the terminal RF current of the LC resonator. Voltage across the
capacitor of a series-resonant circuit is Q times the terminal RF voltage of the LC
resonator. Be alert to high voltages and currents in high-Q resonators. Also, points
within the resonator circuit might be at a high impedance level and therefore
susceptible to ill effects from unintended loading by external circuits. Consider
these factors whenever designing with varactors.]

In a differential oscillator, the use of two opposing varactors places their
common point near a virtual RF ground, thereby easing the introduction of control
voltage. In most other oscillators, all three terminals of the opposing varactors
may have significant RF voltages on them. The RF cannot be allowed to escape
into the control-drive circuits, the bias and control circuits should not load the
resonator significantly, correct bias has to be delivered to all varactor terminals,
and the combination of bias circuits, control circuits, and varactors should not
place an undue restriction on the bandwidth of the VCO control port.

Isolation between the varactors and the control circuit is often provided by a
resistor. If resonator Q is large, the resistor value has to be very large to avoid
unwanted loading. A large resistance produces more thermal noise than a small
resistance. If diode varactors are employed, forward current at RF peaks and
leakage current cause a DC voltage drop across the resistor, so that the actual
control voltage on the varactors is not the same as that delivered by the control
circuit. A resistor in conjunction with the capacitance it has to drive (varactor
capacitance, plus that of any bypass capacitors that might be present if a single
varactor is employed) constitutes a lowpass filter that has to be taken into account
in the frequency response and stability of the PLL.

A more elegant connection, where feasible, is an inductor instead of a resistor
to isolate the varactors from the control circuits. The inductor can be self-resonant
at the oscillator frequency so as to present a high impedance to the RF voltages
but a low impedance to the low-frequency control voltage. An ideal inductor is
lossless and thus noiseless; a practical inductor generates noise only through its
unavoidable losses. The lowpass bandwidth of the inductor in combination with
the capacitance of two varactors (assuming that a pair of opposing varactors are
employed) is much larger than that of the same varactors with a large resistor
instead of the inductor. A lowpass filter consisting solely of a series inductor and
shunt capacitor will exhibit large peaking in its frequency response around the
series resonance of these two elements. A small resistance is needed in series
with the inductor to damp that resonance.

All of the foregoing tacitly assumes that a voltage-variable tuning capacitor
will be located at only one place in an oscillator circuit. Winch [9.83] explores
combinations of three capacitors whereby tuning range can be increased and
substantial improvements gained in tuning linearity.

Varactor Nonlinearity Conventionally, oscillation frequency has been calcu-
lated as fo = 1/2π

√
LC(vc), where C(vc) is the resonator capacitance (including

the varactor plus all other pertinent capacitors) obtained with a bias voltage vc on
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the varactor. Implied in this calculation is the assumption that the biased varactor
responds in a linear manner to the RF voltage, so that the static capacitance deter-
mines the tuning. In reality, a varactor is highly nonlinear, especially those that
have large relative changes in capacitance in response to small changes of control
voltage. Also, the RF voltage typically is large—RF swings might well exceed
the bias voltage. The conventional calculation of oscillation frequency is not cor-
rect. Improved analyses [9.79, 9.80] take into account harmonics generated by
the nonlinear capacitors and arrive at an effective tuning capacitance. The non-
linearities are found to reduce the slope of the tuning curve from that predicted
by the conventional calculation.

Also of importance, any additive noise (including low-frequency flicker noise)
applied to a varactor is indistinguishable from control voltage and so causes
fluctuations of oscillator frequency that show up in phase noise. Furthermore,
any amplitude fluctuations of the RF oscillation (amplitude multiplicative noise,
not additive noise) are converted to frequency fluctuations because the capaci-
tance alteration caused by the varactor nonlinearity depends on the RF ampli-
tude. These sources of phase noise furnish examples of why variable-frequency
oscillators are noisier than fixed-frequency oscillators. See [9.84] for additional
information.

9.8.3 Speed of Tuning

One might surmise that the selectivity of a resonator would have a major influ-
ence on the speed at which an oscillator could change frequency. I found that
surmise to be incorrect (unpublished experiment, 1959). A fast square wave was
applied as control voltage to a voltage-controlled crystal oscillator, and its output
was monitored on an FM receiver. Oscillator frequency was found to have rise
and fall times under 2 µs, whereas the bandwidth of the crystal would lead to
expectations of ∼2 ms. The main conclusion from the experiment is that the
oscillator frequency changed just as quickly as the bias voltage on the varactors
could be changed. Speed of change of bias voltage depends solely on the filtering
interposed between the source of control voltage and the varactors.

That conclusion has to be modified, depending on the detailed circuitry of the
oscillator. Shibutani et al. [9.81] report on the transient of oscillation frequency
in response to a step change of tuning capacitance in a Colpitts oscillator. Analy-
sis therein, motivated by [9.82], predicts that instead of the instantaneous change
of frequency envisaged by the experiment with the crystal oscillator, the fre-
quency transient in a Colpitts oscillator is prolonged and highly underdamped.
This behavior is related to the fact that the resonator in a Colpitts oscillator is
a third-order network. A shift in frequency causes a shift in bias; frequency and
bias settle together according to the time constants of the circuit. The analysis
concludes that no such behavior would arise in a circuit with a second-order
resonator circuit. The article develops an equivalent baseband filter circuit to be
included in the transfer-function analysis for a PLL containing a VCO exhibiting
this behavior.



232 9. OSCILLATORS

REFERENCES

9.1 B. Razavi, ed., Monolithic Phase-Locked Loops and Clock Recovery Circuits, Reprint
Volume, IEEE Press, New York, 1996.

9.2 B. Razavi, ed., Phase-Locking in High-Performance Systems, Reprint Volume, IEEE
Press, New York, 2003.

9.3 V. F. Kroupa, ed., Frequency Stability: Fundamentals and Measurement, Reprint
Volume, IEEE Press, New York, 1983.

9.4 D. W. Allan, “Time and Frequency (Time Domain) Characterization, Estimation,
and Prediction of Precision Clocks and Oscillators,” IEEE Trans. Ultrason. Ferro-
electr. Freq. Control UFFC-34, Nov. 1987.

9.5 D. B. Leeson, “A Simple Model of Feedback Oscillator Noise Spectrum,” Proc.
IEEE 54, 329–330, Feb. 1966. Reprinted in [9.1] and [9.3].

9.6 G. Sauvage, “Phase Noise in Oscillators: A Mathematical Analysis of Leeson’s
Model,” IEEE Trans. Instrum. Meas. IM-26, 408–410, Dec. 1977.

9.7 R. Brendel, M. Olivier, and G. Marianneau, “Analysis of the Internal Noise of
Quartz Crystal Oscillators,” IEEE Trans. Instrum. Meas. IM-24, 160–170, June
1975.

9.8 F. L. Walls and A. E. Wainwright, “Measurement of the Short-Term Stability of
Quartz Crystal Resonators and the Implications for Crystal Oscillator Design and
Applications,” IEEE Trans. Instrum. Meas. IM-24, 15–20, Mar. 1975. Reprinted in
[9.3].

9.9 D. Halford, A. E. Wainwright, and J. A. Barnes, “Flicker Noise of Phase in RF
Amplifiers and Frequency Multipliers: Characterization, Cause, and Cure,” Proc.
22nd Annu. Symp. Freq. Control, 1968, pp. 340–341. Reprinted in [9.3].

9.10 V. F. Kroupa, “Noise Properties of PLL Systems,” IEEE Trans. Commun. COM-30,
2244–2252, Oct. 1982. Reprinted in [9.3].

9.11 F. L. Walls and S. R. Stein, “A Frequency Lock System for Improved Quartz Crystal
Oscillator Performance,” IEEE Trans. Instrum. Meas. IM-27, 249–252, Sept. 1978.

9.12 W. A. Edson, Vacuum-Tube Oscillators, Wiley, New York, 1953.
9.13 K. K. Clarke and D. T. Hess, Communication Circuits: Analysis and Design,

Addison-Wesley, Reading MA, 1971, Chap. 6.

9.14 D. Aebischer, H. Oguey, and V. R. von Kaenel, “A 2.1-MHz Crystal Oscillator
Time Base with a Current Consumption Under 500 nA,” IEEE J. Solid-State Circuits
32, 999–1005, July 1997.

9.15 M. A. Margarit, J. L. Tham, R. G. Meyer, and M. J. Deen, “A Low-Noise, Low-
Power VCO with Automatic Amplitude Control for Wireless Applications,” IEEE
J. Solid-State Circuits 34, 761–771, June 1999.

9.16 R. A. Bianchi, J. M. Karam, and B. Courtois, “Analog ALC Crystal Oscillators for
High-Temperature Applications,” IEEE J. Solid-State Circuits 35, 2–13, Jan. 2000.

9.17 A. Zanchi, C. Samori, A. L. Lacaita, and S. Levantino, “Impact of AAC Design on
Phase Noise Performance of VCOs,” IEEE Trans. Circuits Syst. II 48, 537–547,
June 2001.

9.18 D. Li and Y. P. Tsividis, “A Loss-Control Feedback Loop for VCO Indirect Tuning
of RF Integrated Filters,” IEEE Trans. Circuits Syst. II 47, Mar. 2000.

9.19 P. Grivet and A. Blaquiere, “Non-Linear Effects of Noise in Electronic Clocks,”
Proc. IEEE 51, 1606–1614, Nov. 1963.



REFERENCES 233

9.20 S. Pavan and Y. P. Tsividis, “An Analytical Solution for a Class of Oscillators and
Its Application to Filter Tuning,” IEEE Trans. Circuits Syst. I 45, 547–556, May
1998.

9.21 A. Hajimiri and T. H. Lee, “A General Theory of Phase Noise in Electrical Oscil-
lators,” IEEE J. Solid-State Circuits 33, 179–194, Feb. 1998. Reprinted in [9.2].
Corrections: 928, June 1998.

9.22 C. Samori, A. L. Lacaita, F. Villa, and F. Zappa, “Spectrum Folding and Phase
Noise in LC Tuned Oscillators,” IEEE Trans. Circuits Syst. II 45, 781–790, July
1998.

9.23 A. L. Lacaita and C. Samori, “Phase Noise Performance of Crystal-like LC Tanks,”
IEEE Trans. Circuits Syst. II 45, 898–900, July 1998.

9.24 A. Hajimiri and T. H. Lee, “Design Issues in CMOS Differential LC Oscillators,”
IEEE J. Solid-State Circuits 34, 717–724, May 1999.

9.25 A. Hajimiri, S. Limotyrakis, and T. H. Lee, “Jitter and Phase Noise in Ring Oscil-
lators,” IEEE J. Solid-State Circuits 34, 790–804, June 1999. Reprinted in [9.2].

9.26 A. Hajimiri and T. H. Lee, The Design of Low Noise Oscillators, Kluwer Academic,
Norwell, MA, 1999.

9.27 T. H. Lee and A. Hajimiri, “Oscillator Phase Noise: A Tutorial,” IEEE J. Solid-State
Circuits 35, 326–336, Mar. 2000.

9.28 A. Demir, A. Mehrotra, and J. Roychowdhury, “Phase Noise in Oscillators: A Uni-
fying Theory and Numerical Methods for Characterization,” IEEE Trans. Circuits
Syst. I 47, 655–674, May 2000.

9.29 Q. Huang, “Phase Noise to Carrier Ratio in LC Oscillators,” IEEE Trans. Circuits
Syst. I 47, 965–980, July 2000.

9.30 G. J. Coram, “A Simple 2-D Oscillator to Determine the Correct Decomposition
of Perturbations into Amplitude and Phase Noise,” IEEE Trans. Circuits Syst. I 48,
896–898, July 2001.

9.31 A. Demir, “Phase Noise and Timing Jitter in Oscillators with Colored-Noise
Sources,” IEEE Trans. Circuits Syst. I 49, 1782–1791, Dec. 2002.

9.32 D. Ham and A. Hajimiri, “Virtual Damping and Einstein Relation in Oscillators,”
IEEE J. Solid-State Circuits 38, 407–418, Mar. 2003.

9.33 Y. Ou, N. Barten, R. Fetche, N. Seshan, T. Fiez, U.-K. Moon, and K. Mayaram,
“Phase Noise Simulation and Estimation Methods: A Comparative Study,” IEEE
Trans. Circuits Syst. II 49, 635–638, Sept. 2002.

9.34 H. B. Chen, A. van der Ziel, and K. Amberiadis, “Oscillator with Odd-Symmetrical
Characteristics Eliminates Low-Frequency Noise Sidebands,” IEEE Trans. Circuits
Syst. CAS-31, 807–809, Sept. 1984.

9.35 C. P. Hearn, Comments on [9.34], IEEE Trans. Circuits Syst. CAS-34, 324–331,
Mar. 1987.

9.36 G. M. Maggio, O. DeFeo, and M. P. Kennedy, “Nonlinear Analysis of the Colpitts
Oscillator and Applications to Design,” IEEE Trans. Circuits Syst. I 46, 1118–1130,
Sept. 1999.

9.37 C. Samori, A. L. Lacaita, A. Zanchi, S. Levantino, and G. Cali, “Phase Noise
Degradation at High Oscillation Amplitudes in LC-Tuned VCO’s,” IEEE J. Solid-
State Circuits 35, 96–99, Jan. 2000.



234 9. OSCILLATORS

9.38 B. De Muer, M. Borremans, M. Steyaert, and G. Li Puma, “A 2-GHz Low-Phase-
Noise Integrated LC-VCO Set with Flicker-Noise Upconversion Minimization,”
IEEE J. Solid-State Circuits 35, 1034–1038, July 2000.
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CHAPTER 10

PHASE DETECTORS

Two broad classes of phase detectors can be distinguished: multiplier (or com-
binatorial ) devices and sequential devices. Multipliers generate their useful DC
error output as the average product of the input-signal waveform times the local-
oscillator waveform. Multipliers are zero memory devices. A properly designed
multiplier is capable of operation on an input signal deeply buried in noise.

A sequential phase detector generates a useful error-output voltage that
depends solely on the time interval between a transition of the signal waveform
and a transition of the VCO waveform. Other details of the waveform do not
contribute to the output. Sequential phase detectors contain the memory of past
transitions. They can generate PD characteristics that are difficult or impossible to
obtain with multiplier circuits. Because a sequential circuit operates on transitions,
it can be intolerant of missing or extra transitions; in consequence, its noise-
handling capability is inferior to that of a multiplier.

Sequential PDs are usually built from digital logic circuits (flip-flops, gates)
and operate with binary rectangular input waveforms. Accordingly, they are often
called “digital” phase detectors and the PLLs that contain them are often called
“digital” phaselock loops. This terminology is incorrect; the outputs of most
sequential PD are analog quantities and their PLLs are analog circuits. See
Chapter 13 for examples of digital PDs and PLLs.

10.1 MULTIPLIER PHASE DETECTORS

If both inputs to an ideal multiplier are sinusoidal, the useful DC output is
proportional to the product of the amplitudes of the two inputs and to the cosine
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of the phase difference between them. (The phase error is zero when the phase
difference is 90◦.) Equations of an ideal multiplier were described in Chapter 6. In
addition to the useful output, there is also an unwanted sinusoidal ripple at double
the input frequency with amplitude equal to the maximum available DC output
level. Ripple must be suppressed to prevent unwanted sidebands from appearing
on the VCO. Appendix 10A examines ripple in greater depth. Multiplication can
be implemented physically by means of a four-quadrant analog multiplier such
as the Gilbert cell [10.1]. Such devices are available as monolithic integrated
circuits. Good performance can be obtained in today’s (2004) technology at
frequencies into the hundreds of megahertz. Needs arise for which true multipliers
are the best solution; for an example, see Section 10.5.

10.1.1 Switching Phase Detectors: Principles

A true multiplier provides a useful analytical model for a phase detector, but it is
not ordinarily found in actual equipment. Instead, switching phase detectors are
far more prevalent. Suppose that the sinusoidal VCO drive to a multiplier phase
detector is replaced by a square wave of the form

vo(t) = sgn[cos(ωit + θo)] (10.1)

where the signum function is defined as sgn(x) = 1 if x > 0 and sgn(x) = −1
if x < 0. (Observe that the frequency of the VCO is shown as ωi , the same as
the frequency of the input signal. Unless stated otherwise, all explanations in
this chapter deal with a locked loop.) The square wave is periodic and can be
expanded in a Fourier series as

vo(t) = 4

π

[
cos(ωit + θo) − 1

3
cos 3(ωit + θo) + 1

5
cos 5(ωit + θo) + · · ·

]
(10.2)

The output of the multiplier is the sum of each individual term of the Fourier
series multiplied by the input signal.

Very often, the input signal and noise are bandlimited to a narrow spectrum
around the carrier frequency; no harmonics are present at the input. In this case,
it is easy to show that the only multiplier product containing a low-frequency
(near-DC) component is the one associated with the fundamental frequency of the
square wave. All other products only contribute high-frequency ripple. [Caution:
This property is applicable only if the input signal is free of harmonics.]

Let the input signal be vi(t) = Vs sin(ωit + θi). The average value (the DC
component) of the product vivo is

vd(t) = 2

π
Vs sin(θi − θo) (10.3)

Using the notation of Chapters 2 and 6, the phase detector gain is Kd = 2Vs/π

V/rad. In other words, the useful output is identical to that which would have
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been obtained if the VCO drive were a sinusoid with amplitude 4/π . The circuit
produces exactly the same DC signal and exactly the same low-frequency noise
as the equivalent phase detector with sinusoidal drive from the VCO.

But multiplication by a unit-amplitude square wave is exactly equivalent to
periodic switching of the polarity of the input; the multiplier can be replaced,
without penalty (except for ripple waveform), by a polarity switch. Since a switch
is often much simpler and less expensive to build than a linear multiplier, the
most common multiplier type of phase detector is really a switching device.
Output amplitude and PD gain Kd for a true switching PD is proportional to the
input signal amplitude Vs but independent of the amplitude of switching voltage.

The foregoing describes a full-wave switching PD; it generates output on both
halves of the switching cycle. Half-wave circuits pass the input signal vi(t) on,
say, the positive halves of the switching cycle and block the input signal on
the negative halves. Waveforms of half-wave and full-wave PDs are shown in
Fig. 10.1. Average output of a half-wave PD is exactly half the output obtained
from a full-wave PD, so gain of a half-wave PD is Vs/π V/rad. Examination
of the half-wave waveforms of Fig. 10.1 reveals that the fundamental ripple

Figure 10.1 Waveforms in switching phase detectors.
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frequency is at the signal frequency; ripple is more difficult to suppress than
in a full-wave PD, where the fundamental ripple frequency is twice the signal
frequency, as shown at the bottom of Fig. 10.1. Therefore, one technique to
reduce PD ripple is to employ full-wave circuits rather than half-wave circuits.

10.1.2 Switching Phase Detectors: Examples

Many different device types have been employed as switches in switching phase
detectors, including transistors of all kinds, diodes, vacuum tubes, electromagnetic
relays, and optoelectronic devices.

Modulators or Mixers Many circuits characterized as modulators or mixers
also serve well as phase detectors. (A phase detector can be regarded as a mixer
that translates the signal to zero frequency.) These devices can be distinguished
as active (containing amplifying elements requiring power from a DC supply) or
passive (no amplification; no connection to a DC supply).

Active Modulators One popular kind of switching PD is based on balanced
modulators (equivalently, mixers). Both single-balanced and double-balanced
configurations are used as exemplified in Fig. 10.2. The figure shows bipolar
junction transistors in the circuit, but MOS transistors are often used instead,
with equivalent operation. Figure 10.3 shows waveforms for the single-balanced
circuit of Fig. 10.2a. In addition to the ripple typical of a full-wave switching
phase detector, there is also a square wave of peak amplitude IE at the signal
frequency, which is much worse than the normal ripple. The square-wave portion
of the ripple must be filtered before it enters the output amplifier.

A double-balanced circuit is equivalent to two single-balanced circuits con-
nected together. The polarity of connections is such that the collector-current gaps
evident in Fig. 10.3 are filled in and the ripple becomes identical to that of a full-
wave switching PD, as in Fig. 10.1. Phase-detector gain of the double-balanced
circuit is

Vd = 4Vs

πRE

sin(θi − θo)
RBRC

RA + RC

(10.4)

whereas that of the single-balanced circuit is exactly half as great.
[Equation (10.4) was obtained under the assumptions that the input signal plus
noise does not overload the input transistors; that current gain of all transistors
is very large, that internal emitter resistances are included in RE , and that
symmetrically located circuit components are perfectly matched.]

Prior to the advent of well-balanced integrated circuits, use of an active phase
detector was precluded by problems of DC offsets. The circuits of Fig. 10.2
would never have been successful using discrete components. Excellent matching
of like components on a single IC chip achieves balances that are unimagin-
able with separate active components. Even so, great care must be taken to
achieve close balance between external components and to have a low-impedance,
well-balanced input drive if DC offset is to be held to small values. Balanced-
modulator PDs have differential, balanced outputs with a common-mode DC
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Figure 10.2 Active balanced-modulator phase detectors: (a) single-balanced; (b) double-
balanced.

offset. Most loop-filter circuits have required a single-ended input with zero
offset. Figure 10.2 shows differential-to-single-ended conversion by a separate
operational amplifier, a technique often applied.

Knowledgeable readers will object that close matching is required among the
like-designated resistor pairs in Fig. 10.2 and that the DC amplifier is required to
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Figure 10.3 Waveforms in an active single-balanced-modulator phase detector.

have low offset voltages and currents. Furthermore, the balanced-to-unbalanced
scheme seems overly complicated compared to a current-mirror circuit. These
objections are valid. Unfortunately, though, an experiment (unpublished) discov-
ered that current mirrors employing bipolar PNP transistors afford very poor
balance, even if the transistors themselves are closely matched. The problem is
that the collector voltages at the current-mirror transistors differ greatly on oppo-
site sides of the differential connections, causing the mirror’s current gain to
depart far from the ideal value of unity, thereby destroying the fine balance that
is sought. Therefore, balanced-modulator PDs require op-amps for differential-
to single-ended conversions, not PNP current mirrors. I have not investigated the
performance of current mirrors using MOS transistors.

Diode Mixers Another popular circuit is the diode ring of Fig. 10.4. These units
are sold in large quantities at low cost under the name double-balanced mixers.
They have wide bandwidths, are available over an extremely large frequency
range (they operate well at frequencies far above the capabilities of transistor
PDs), impose little burden on the PLL designer, and provide good performance.
Accurate analysis is elaborate. If the diodes are assumed to be ideal and if the
signal voltage is much smaller than the switching voltage, operation is closely
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Figure 10.4 Diode-ring phase detector.

the same as that of any full-wave switching PD [10.2, Chap.2]. These conditions
are often violated, so the existing analyses are approximations.

Provided that the signal voltage is substantially smaller than the switching
voltage, the PD s-curve takes the form Vd = Vm sin(θi − θo), where Vm is pro-
portional to the signal amplitude. Usual values of Vm range up to 0.3 to 0.4 V.
A DC offset on the order of 1 mV is typical. If signal and switching amplitudes
are nearly-equal, the PD characteristic becomes triangular instead of sinusoidal
(see Section 10.1.4).

A standard diode ring is usually specified for 5 mW of sinusoidal drive from a
50-ohm source. Since the diodes are a nonlinear load, and since the time-averaged
load is not necessarily matched, the specification is the available power, not the
actual power delivered. If the signal is immersed in noise, the total signal plus
noise must be well below the switching drive level if clipping is to be avoided.
“High-level” circuits, in which two or more diodes are connected in series in
each arm of the ring, can accept larger switching drive and therefore larger input
signals. The maximum possible output voltage Vm is proportional to the number
of series diodes.

A diode ring is not really characterized very well for phase-detector service.
It is fortunate that the circuit is tolerant of a wide range of operating conditions.

Sample-and-Hold PDs Sample-and-hold phase detectors are sometimes
encountered [10.4]. A sampler is merely a switch that is driven by a short pulse.
Signal value at the instant of the pulse is stored on a capacitor until the next
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sample is taken. If the signal is sinusoidal, the PD characteristic is also sinusoidal,
with maximum DC output equal to the peak signal amplitude. Sample-and-hold
PDs are used to lock to harmonics of the sampling rate, to suppress ripple, or
in applications where the signal appears in short bursts. Harmonic operation is
discussed in Sections 14.2 and 17.3.2.

If noise is absent and if the input signal is not modulated, the sampling always
occurs at the same point of the input waveform from one cycle to the next. The
DC value (near zero for equilibrium tracking) does not change. Except for pos-
sible sharp spikes at sampling times, due to switch imperfections, the voltage on
the storage capacitor remains constant. Ripple is suppressed completely, a valu-
able property. Analysis of a sampled loop is not accomplished quite accurately
by the Laplace transform methods of Chapter 2; it is better to use z-transforms
instead. Response and stability of a sampled loop [10.5, 10.6] differ from the
time-continuous behavior presented Chapters 2 and 3.

10.1.3 Hybrid-Transformer PD

A PD circuit that was once very common—it was considered the phase-detector
circuit—is shown in Fig. 10.5. A hybrid transformer forms the vector sum and
vector difference of the two input signals; these are converted to DC signals by
the diode rectifiers. The useful output is the difference between the two recti-
fied voltages. Analysis shows that the output is proportional to the sine of the
phase error and is a function of the two input amplitudes [10.3]. If Vo � Vs ,
then Vd is proportional to Vs and is nearly independent of Vo. This insensitiv-
ity to the larger input voltage is found in many different PD circuits, including
the diode ring presented above. Ripple is reduced from that encountered in the
previous PDs because of the nonlinear filtering action in the RC loads of the
peak detectors.

The popularity of this circuit has declined with the advent of good ICs and
packaged rings. Since output is a small difference between two large DC voltages,
balance is a critical adjustment if DC offset is to be avoided. It is much easier
to buy a well-balanced integrated or modular circuit than to build one from
discrete components. However, the basic circuit should not be dismissed entirely.
It has the potential of operating over a frequency range from audio to light. The
transformer could be replaced by a coaxial hybrid junction, or a waveguide

Figure 10.5 Hybrid-based phase detector.
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magic-T, or even an optical device. Detectors need not be diode rectifiers; they
could also be bolometers, thermocouples, or photodiodes. There is still a niche
for the circuit at frequencies above the capability of diode rings or any transistors.

10.1.4 Nonsinusoidal s-Curves

Several quite different PD circuits have been examined above, and in each case
a sinusoidal s-curve (DC error voltage vs. phase error) was found. One might
think that a sinusoid is a common property of the various circuits. Actually, the
shape of the s-curve depends on the applied waveforms, not necessarily on the
circuit. For example, the s-curve becomes triangular if rectangular waveforms
are applied at both inputs of any true multiplier or switching PD. This result
comes out of exactly the same circuit that produces a sinusoidal s-curve when
presented with a sinusoidal input.

If waveforms are rectangular, digital logic gates can be used in place of ana-
log circuits. The digital-circuit equivalent of a switching phase detector is an
exclusive-OR gate. Average DC output is a triangular function of the phase error
and the ripple waveform is rectangular with a duty cycle that depends on phase
error. At zero phase error, the ripple is a square wave at twice the signal fre-
quency, with 50% duty cycle. Note that the output is an analog quantity despite
the fact that a digital circuit and digital input waveforms are used.

The s-curve of a sampled PD is exactly the waveform of the sampled signal.
Almost any desired characteristic can be obtained by appropriate shaping of the
waveform to be sampled. For example, a rectangular PD characteristic occurs if
the waveform is rectangular. A rectangular PD characteristic has infinite slope
at zero phase error, which implies infinite loop gain. Nonlinear analysis as a
bang-bang sampled loop is thereby required. A nonlinear PLL can be very useful
despite the analytical difficulties. A sawtooth s-curve results from sampling a
sawtooth waveform, but a sawtooth is more readily obtained from sequential
PDs, as is explained in Section 10.2.

Some phase-detector circuits produce nonsinusoidal s-curves even when fed
with sinusoidal inputs. Example circuits that try to extend the linear range of
the s-curve are provided in [10.7–10.10]. These circuits are rarely used. One
reason is that a sawtooth characteristic (which they try to approximate) is readily
obtained with simple sequential circuits, as described in Sections 10.2 and 10.3.
Another reason, explored in Section 10.4.3, is that noise degrades any extended
characteristic. If the signal is immersed in noise, the s-curve of the PD approaches
a sinusoid irrespective of its shape for signal alone.

A sinusoidal s-curve has the same magnitude of slope at its unstable null at
180◦ as it does at the stable null at 0◦ (see Fig. 8.1). The same is true for a
triangular or rectangular s-curve or any PD with even symmetry about its peak
output. Feedback polarity with this type of PD ordinarily is immaterial; the loop
selects automatically whichever of the two nulls provides negative feedback. An
extended PD characteristic (such as a sawtooth) has unequal magnitudes of slope
at the two nulls. To assure stable tracking about the desired null, the polarity
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around the entire loop must be correct. Reverse polarity of feedback forces the
loop to try to track about the wrong null, usually with unacceptable behavior
such as instability. Make sure that the feedback has the correct polarity.

10.2 SEQUENTIAL PHASE DETECTORS

Sequential PDs operate on the transitions of the signal and local oscillator wave-
forms; any other characteristics of the waveforms are ignored. For reliable oper-
ation of the circuits, the waveforms are usually clipped to a rectangular shape.
Average output is proportional to the time interval between a transition of the sig-
nal and a transition of the VCO waveform. The circuit must incorporate memory
to be able to measure the time difference.

Flip-Flop PD The simplest sequential PD is an ordinary RS flip-flop [10.11].
Transitions (say, negative-going) on one input set the flip-flop to a true state and
transitions on the other input reset it to the false state. Typical waveforms are
shown in Fig. 10.6, and the s-curve—a sawtooth—is shown in Fig. 10.7. This
kind of PD has been used in laboratory phase meters and has also had service in
the telecommunications network [10.11].

Denote the phase difference between input signal and VCO output by θd .
Useful output is the DC average Vd on one output terminal of the flip-flop. For
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Figure 10.6 Waveforms in an RS flip-flop phase detector.



10.2. SEQUENTIAL PHASE DETECTORS 247

Figure 10.7 s-Curve of a flip-flop phase detector.

0 < θd < 2π , that output is

Vd = VHθd

2π
V/rad (10.5)

where VH is as defined in Fig. 10.6. The linear range is centered at θd = 180◦

rather than at 90◦ as in multiplier PDs. Phase-detector gain is Kd = VH /2π .
Equilibrium tracking is ordinarily centered around 180◦, so the DC offset in Vd

must be canceled out with an appropriate bias circuit. Ripple is a square wave at
the signal frequency and has a duty ratio that depends on phase error. Duty ratio
is 50% if tracking equilibrates at θd = 180◦.

Digital ICs are manufactured without regard to small noise voltages that might
appear on the high or low logic levels of individual devices. If low noise is
needed, it is advisable to use the digital circuit to drive a low-noise analog
gate—a charge pump —to produce the actual DC output. Chapter 12 is devoted
entirely to PLLs with charge pumps.

The flip-flop need not be operated at the actual input frequency; digital counters
can divide the input frequency by a factor N . The linear range of the PD, referred
to the input signal, becomes 2πN radians, which is in strong contrast to the much
smaller range achievable with a sinusoidal, multiplier PD.

Suppose that the input signal to the RS flip-flop fails. Then the next VCO
negative transition will reset the flip-flop, and it stays reset until the signal returns.
The loop interprets the steady reset condition as a large phase error and attempts
to correct it by lowering the VCO frequency. Eventually, the loop filter or VCO
is pushed against a saturation limit and remains in this condition. The problem
caused by input signal failure is easily remedied in the simple flip-flop: Just
arrange the circuit so that the VCO transitions toggle the flip-flop rather than reset
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it [10.11]. Then, if the input fails, the flip-flop toggles back and forth between
the two logic levels with a 50% duty ratio, which the loop interprets as zero
phase error, so the loop tends to remember its existing state and is prepared to
resume tracking quickly upon the return of input.

Signal failure illustrates a general problem of sequential phase detectors: The
circuit tends to be intolerant of missing or extra transitions. This behavior should
be contrasted to that of multipliers, in which the transition, as such, has little
influence; the total waveform determines the DC output. This transition-sensitive
property has a major adverse effect on sequential-PD operation in the presence
of noise, as discussed in Section 10.4.

10.3 PHASE/FREQUENCY DETECTOR

The most important and best-known sequential PD is the phase/frequency detec-
tor (PFD). Because it is so widely described and employed, it is here given its
own section. Brown [10.12] appears to have been the first to disclose the prin-
ciple of PFDs, and his article was followed shortly thereafter by commercial
products [10.14, 10.15].

10.3.1 PFD Configuration

A basic PFD, illustrated in Fig. 10.8, consists of a pair of D flip-flops (D-flops)
plus an AND gate and a delay (shown as a buffer in the figure) in a feedback
connection. The data terminals of the D-flops are held permanently true. Tran-
sitions from the input signal (labeled R for reference) and from the feedback
signal (labeled V for VCO) are applied to clock terminals of the D-flops. Output
from one of the D-flops is labeled UP and the other, DN (for down). A clock
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Figure 10.8 Phase-frequency detector (PFD).



10.3. PHASE/FREQUENCY DETECTOR 249

R

V

UP

DN

Timing
Error

Figure 10.9 Waveforms in a phase-frequency detector.

transition of the correct polarity turns on its associated D-flop. If UP and DN are
true simultaneously, as detected by the AND gate, feedback resets both D-flops.

The waveforms in Fig. 10.9 depict idealized operation of the PFD. The signals
R and V are shown as rectangular pulses; positive transitions on these pulses
actuate the D-flops. The R-pulses in the example are equally spaced, and the
V-pulses are assigned various positions to illustrate the operation. (Presumably,
V-pulse timing would never be as irregular as shown in the figure.) If R leads V
(as at the left side of the figure), the UP D-flop turns on for awhile until the
V-pulse turns on the DN D-flop, whereupon both D-flops shut off. If V leads R
(as at the right side of the figure), the opposite occurs.

An active UP output tells the PLL to raise the frequency of the VCO since
the VCO is lagging behind the input signal. An active DN output tells the oppo-
site. Therefore, UP or DN active outputs give a direction of phase error. The
magnitude of the phase error is indicated in the width of the UP or DN pulse,
whichever applies.

It is useful to introduce the concept of net duty ratio. The duty ratio of an
UP or DN pulse is the ratio of the pulse duration to the period of the signal.
Denote the duty ratios from the two D-flops as dUP and dDN; the net duty ratio is
d = dUP − dDN. Phase error, in cycles, is given exactly by duty ratio d . If the R
and V pulses are aligned exactly, the two D-flops turn on and then off together,
very quickly, as illustrated at the center of Fig. 10.9. Net output for that condition
is no more than a fleeting glitch resulting from imbalances between UP and DN
(or in the succeeding charge pump). That glitch constitutes the phase-detector
ripple waveform when the PLL is in equilibrium. Clearly, the ripple energy is
very small and its spectral content is widely spread, particularly in comparison
to the ripple waveforms for most multiplier PDs shown previously. Both features
of the PFD ripple are highly favorable to ripple suppression.

Many authors have described the PFD as a “digital” phase detector because it
employs digital logic circuits. That is wrong nomenclature; PFD output informa-
tion is contained in the widths of the UP and DN pulses, which are continuously
variable analog quantities. Phaselock loops that employ PFDs are almost always
analog PLLs, not digital.
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10.3.2 Delay in PFD

The necessary role of the delay in the feedback path may be seen from inspection
of Fig. 10.10. Rather than instantaneous transitions, this figure shows finite rise
times instead. A D-flop does not turn on fully until some delay time after the
actuating R or V transition begins, and the CLR (reset) pulse does not turn on
fully until some delay time after both UP and DN are fully on. The CLR pulse
has to be on long enough to assure, with extremely high probability, that both
D-flops shut off reliably. That necessary CLR pulse width is assured by inserting
delay in the CLR path. Feedback delay is a critical feature of the PFD even
though early literature never mentioned it.

Actually, delay has to be rather longer than demanded by reliable switching of
the PFD. In most instances, the PFD drives a charge pump, an electronic switch
that dispenses charge proportional to phase error into the loop filter on each cycle
of phase comparison. (Charge-pump PLLs are the subject of Chapter 12.) Like
the D-flops of the PFD, those switches require a finite time to turn on and off. If
the UP and DN on-intervals are too short—they are shortest when phase error is
small—the charge-pump switches never turn on at all. That inserts a dead zone
into the s-curve of the PFD–charge pump combination.

A feedback loop with a dead zone in its s-curve is never able to settle to a firm
equilibrium. Instead, it wanders aimlessly around in the dead zone. Wandering
shows up as noise, usually of comparatively low frequency within the bandwidth
of the PLL, causing unwanted, unfilterable phase-noise modulation on the VCO.
Furthermore, the dead zone is a nonlinearity that causes intermodulation among
noise components that might be present at the PFD. Intermodulation reshapes the
spectrum of that noise, transforming filterable high-frequency noise into unfilter-
able low-frequency noise. Noise intermodulation is revisited in Chapter 15.

To obviate the worst effects of a dead zone, it is common practice to design
sufficient delay into the PFD to make both D-flops turn on long enough so that
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Figure 10.10 Waveforms in a PFD; expanded time scale to show propagation delays.
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both charge-pump switches are forced to be all the way on simultaneously during
each cycle. Charge pumps are supposed to be designed such that the UP and DN
currents are equal, and thus the net charge transferred to the loop filter should
be zero while both switches are on simultaneously. A nonzero phase error will
cause one charge switch to be turned on for longer than the other, even for very
small phase errors, thus eliminating (or at least ameliorating) the dead zone.

The waveforms of Fig. 10.9 are idealized; they assume negligible delay com-
pared to the period of the signals. Delay interferes with the operation of the PFD,
particularly at large phase errors. Satisfactory operation requires that the delay
be small compared to the signal period. Thus, necessary delay implies an upper
limit on the operating frequency of the PFD. This limitation appears in some
form in all switching circuits, not just in phase detectors.

10.3.3 PFD State Diagram

Understanding of the PFD is enhanced with the aid of a state diagram [10.13,
p. 25; 10.16, 10.17]. The two D-flops, the two memory elements of the PFD, can
each be in one of two states, on or off, so there are four distinct possible states
among the two elements. The state with both D-flops shut off is known as the
zero or null state (here designated the N state), another state in which only the
UP D-flop is turned on is called the UP state, and a state in which only the DN
D-flop is turned on is the DN state. One state, that in which both D-flops are
turned on simultaneously, is transient because of the feedback that quickly shuts
off both D-flops; it is called the CLR state.

Figure 10.11 is a diagram of those states (in labeled circles) along with the
allowed transitions between states (directed arcs). Each arc has a label that indi-
cates the event (R or V clock edge) that causes a state transition. For example,
starting from the null state, an R edge causes a transition to the UP state and
a succeeding V edge causes a transition back to null but first passing through
the transient CLR state; if a second R edge should occur before arrival of the
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Figure 10.11 State diagram for a PFD; dashed blocks indicate a transient state.
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next V edge, the PFD remains in the UP state; and so on for the other possible
conditions. [Comment: The transient CLR state is customarily omitted from
these state diagrams. It is included here because a number of otherwise obscure
issues, treated subsequently, are clarified by its inclusion.]

10.3.4 PFD s-Curve

Outcome of a thought experiment helps introduce the s-curve of the PFD. Con-
sider the hypothetical test setup shown in Fig. 10.12. It consists of a clock source
at frequency fc, a variable delay τ , a PFD, and a pair of averaging filters on the
two outputs of the PFD. Output of the clock generator is split into two paths;
one path goes directly to the R terminal of the PFD while the other path goes
through the variable delay to the V terminal of the PFD. Averaged outputs of the
PFD, labeled dUP and dDN, are to be explained as a function of the delay τ . To
that end, refer to Fig. 10.13, consisting of plots of dUP and dDN vs. τ . Suppose
that the PFD starts in its null state, that the variable delay at the starting instant
is τ0 (i.e., V edges initially lag the R edges by τ0), and that the first clock pulse

Figure 10.12 Hypothetical test setup to determine the s-curve of a PFD.

Figure 10.13 s-Curve of an ideal PFD.
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to reach the PFD is from the R path. Those initial conditions are marked by point
A in Fig. 10.13.

Because the R and V signals have the same frequency, every R edge is always
followed by a V edge before another R edge can arrive. From the state diagram
of Fig. 10.11, the PFD states will cycle from N to UP to CLR to N repeatedly,
never entering the DN state as long as τ remains unchanged. For now, assume
that the dwell time in the CLR state is negligible compared to 1/fc. Consequently,
the duty ratio dUP is τ0fc and the duty ratio dDN is zero. Now gradually increase
the variable delay so that V lags R by an increasing amount. Duty ratios will be
dUP = τfc and dDN = 0, up to point B at which τfc = 1: that is, that point at
which R and V edges coincide and the phase shift between R and V is 360◦ = 0◦

modulo-360◦. Duty ratios of both UP and DN fall to zero at that boundary. Further
increases of τ leave dDN = 0 and dUP linearly increasing from zero, following
the sawtooth shown in the figure.

Let the delay τ keep increasing until the point C is reached, then reverse the
direction of delay variation so that τ decreases thereafter. At first, dDN remains
equal to zero and dUP simply retraces the sawtooth that it traversed on its way
forward. But retrace ends at point D. Discontinuities in the sawtooth are uni-
directional, as indicated by the arrowheads. To the left of D the PFD will now
interpret timing as V edges leading R edges, so the DN state will become active,
and as long as τ continues to decrease, the PFD will never enter the UP state
again. For decreasing τ , the PFD output follows the dashed sawtooth for dDN.

Now the s-curve can be discerned; the thought experiment reveals the existence
of two intermeshed s-curves. Which one is active depends entirely on chance in
the starting conditions: whether an R or a V edge happens to be the first to
arrive, as exemplified by points A and A′. Once one s-curve has been selected,
the PFD stays on it, in the absence of disruptive events that might cause it to
jump to the other track. Each phase-detection s-curve has a linear shape over a
range of ±2π about its d = (dUP − dDN) = 0 position. The duty ratio amplitude
varies from −1 at one extreme to +1 at the other extreme. The slope (related
to PD gain) is (dmax − dmin)/4π = 1/2π rad−1. The two s-curves are shifted by
2π from one another.

10.3.5 Frequency Detection in a PFD

The state diagram of Fig. 10.11 and the duty-ratio trajectories of Fig. 10.13 taken
together provide an explanation of the frequency-detection capability of a PFD.
Assume that the frequency fR of the R input is slightly larger than the frequency
fV of the V input and that the frequencies are unvarying. The state diagram shows
that the PFD state will circulate among N, UP, and CLR, but never enter DN.
The duty-ratio trajectory will uniformly trace out the upper (solid line) portion
of Fig. 10.13 and never enter the lower (dashed line) portion. The average duty
ratio of a sawtooth trajectory with unity maximum amplitude is 0.5; that is the
average indication applied to the loop filter instructing the VCO to increase its
frequency. Similarly, if fR is slightly less than fV, the average duty ratio from
the PFD will be −0.5.
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Numerous instances will arise in which two or more R edges will follow one
another before a V edge occurs if fR is substantially larger than fV; the UP
state persists for one or more entire cycles of fR. The presence of these events
increases the average duty ratio from the value of 0.5 delivered when the two
frequencies are nearly equal. As the ratio fR/fV becomes large, the average duty
ratio thus approaches 1. Similarly, as the ratio fR/fV approaches 0, the average
duty ratio approaches −1. Goyuer and Meyer [10.18] performed an analysis of
the idealized frequency-detection indications and arrived at

d =




1 − 0.5fV

fR
if fR > fV

0.5fR

fV
− 1 if fV > fR

(10.6)

10.3.6 Effects of Delay in a PFD

The foregoing descriptions of phase-detector s-curves and frequency-detector
characteristics are simplifications based on the negligible influence of feedback
delay in the CLR path of the PFD. Feedback delay cannot be neglected if the
signal frequencies are large enough; the following explores a couple of effects
from that delay.

Figure 10.13 shows discontinuities in the sawtooth s-curves at phase errors of
±2π . That idealization is not attainable in real-life PFDs because of the feedback
delay. Visualize a PFD operating at a phase error close to +2π . That is, the V
edge comes almost one full cycle later than the R edge. Duty ratio dUP should
be nearly +1 and dDN should be zero. But those duty ratios will obtain only if
all edges are tallied properly by the PFD. And that is where the feedback delay
gets in the way. If the delay is long enough that the duration of the CLR state
encompasses the next R pulse (closely following the V pulse that initiated the
CLR state), that R pulse will have no effect; it will be lost in the refractory
interval of the CLR state. The next V pulse is the next pulse that is able to
trigger a D-flop and it will activate the DN state, which is soon terminated by
the closely following R pulse.

Loss of the one R pulse causes the PFD to shift from one s-curve to the
other. The PFD now indicates that R is lagging V by a small amount instead
of leading it by almost one full cycle. Depending on the reason why R should
have been leading V by such a large amount, this behavior suggests that loss of
the pulse might initiate a cycle slip. In any event, the perfect sawtooth s-curve
of Fig. 10.13 deteriorates in the vicinity of the discontinuities in some fashion
that, as far as I know, has not yet been published. Clearly though, the idealized
phase-error range of ±2π will be reduced by the existence of the feedback delay.

Frequency detection also suffers from the presence of feedback delay. Goyuer
and Meyer [10.18] conclude that frequency detection fails completely if the feed-
back delay exceeds half the period of the reference source. Lesser feedback
delays reduce the magnitude of the average duty ratio that constitutes the useful
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frequency-error indication. The adverse mechanism is the loss of otherwise valid
R or V edges in the refractory intervals when the PFD is dwelling in the CLR
state. Suppose that fR > fV; an ideal PFD without feedback delay will cycle
among N, UP, and CLR as described above and never enter the DN state. But in
a realistic circuit, some R edges will arrive while the PFD is in the CLR state and
thus be lost. The next V edge sends the PFD into the DN state, around which
it may cycle for several more reference periods. Eventually, the PFD recov-
ers—enters a cycle around the UP state—but frequency error is indicated in the
wrong direction as long as the DN-state cycle survives. The frequency-detection
predictions of (10.6) are optimistic in the presence of nontrivial feedback delay.
The presence of delay-caused reversals were displayed in [10.19].

10.3.7 Extra or Missed Transitions

Some signals or signal conditions can introduce too few or too many transitions
at the R input. If a signal transition is missing, or if an extra one appears, the
PFD interprets this event as a loss of lock and tries to reacquire lock. Since it has
its own memory, the effects of an extra (missing) transition propagate for more
than one cycle. If the loop is tracking with small error, a missing transition will
cause a very large error indication to appear for at least one cycle. Accordingly,
the PFD is intolerant of missing or extra transitions.

As one example, binary data signals predominantly are transmitted in the non-
return-to-zero (NRZ) format, in which the signal value changes from one bit to
the next only if there is a change in the data value. The probability of data
transitions is 50% for random binary data. A PFD of the kind described above
would interpret such an input stream as a signal at a much lower frequency than
the actual bit rate and attempt to lock improperly. Modified PFDs have been
devised for specialized NRZ streams and have been employed in large numbers
in the floppy disk drives of personal computers. Additional elements—an enable
(EN) latch and a delay—are added to the PFD elements of Fig. 10.8. The R input
is applied to both the EN clock terminal and the delay. When EN is false, the
D terminals of the D-flops of the core PFD are held false, so the PFD output is
clamped in its null state. A data transition (of either polarity) asserts EN, whose
output enables the UP and DN D-flops (i.e., sets their D-inputs true). After a
delay of typically half the bit period, the data transition is applied as clock to the
UP D-flop and the DN D-flop is clocked by the V signal as in a regular PFD.
Feedback from the AND operation on UP and DN is applied to clear EN, which
clears the UP and DN D-flops in turn.

As another example, large noise can induce extra or missing zero crossings into
a signal waveform; the number of crossings depends on the noise spectrum and
the signal-to-noise ratio [10.20]. If the number of crossings per second departs
from the signal frequency, the phase-frequency detector acts as though the loop
is out of lock and the PLL tries to alter the VCO frequency to bring the loop back
to “lock.” At the very least, the wrong number of crossings will cause a bias of
the PD output; tracking will fail entirely if the number of crossings is sufficiently
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wrong. A sequential PD should be used in a noisy environment only with great
caution and for well-justified reasons. This problem is mitigated somewhat if
the noise spectrum is shaped so that the rate of noise crossings (of the polarity
for the clock active edge for the D-flops) is equal to the signal frequency. A
noise spectrum with arithmetic symmetry about the signal frequency has the
desired property.

10.3.8 Lock Indicator for a PFD

Section 8.4.1 explained the use of a auxiliary phase detector in quadrature with
a main phase detector of the multiplier class as a widely used indicator of phase
lock. That scheme does not work with a PFD or with the RS flip-flop phase
detector; the phase relations are wrong. The PFD, though, lends itself to an
effective and simple scheme, as described below.

A two-input OR gate takes as its inputs the UP and DN outputs of the PFD.
When the PLL is locked with small phase error, neither UP nor DN is true for
any but very short intervals during each comparison cycle. When the PLL is out
of lock, either UP or DN will be true, on average over many cycles, for 50%
or more of the time. The basis of lock detection is to pass the output of the OR
gate through a smoothing filter to extract its average dwell time in the true state
and to compare that average against a suitable threshold (say, 25% average true
dwell time). The PLL is deemed to be locked if the average true time is below
the threshold and unlocked if the average true time is above the threshold.

Lock detectors (all kinds, not just for the PFD) also frequently include a timer
that requires the lock indication to persist for a specified time interval before
phase lock is declared. The timer is started when the average dwell time falls
below threshold and reset to zero whenever the threshold is exceeded before the
timer reaches its specified interval.

10.4 BEHAVIOR OF PHASE DETECTORS IN NOISE

Phaselock loops are sometimes required to operate with a very poor signal-to-
noise ratio at the signal input to the phase detector. Properly designed PDs of
the multiplier class are operable with signals deeply immersed in the noise but
sequential PDs are much less robust. This section therefore deals only with PDs
of the multiplier class. Although all of the results presented here were developed
for analog PDs, they should apply to comparable digital PDs as well.

10.4.1 Bandpass Limiters

An introduction to limiters is needed as a preliminary to examining the effects
of noise on phase-detector operation. Attention is restricted to an ideal bandpass
hard limiter. It is bandpass because a narrowband filter, centered at the signal
frequency, precedes the limiter proper. A hard limiter has an input voltage vi

and output vL = VL sgn(vi), a rectangular waveform that preserves the locations
of the zero crossings of the filtered input. A zonal filter may (or may not) follow
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the limiter to remove all harmonics and pass only the fundamental band. Limiter
action has been analyzed for an input consisting of a sinusoidal signal plus
Gaussian noise [10.21–10.23]. Various interesting properties are revealed by the
analyses and summarized in succeeding paragraphs.

Output power from the limiter is constant, irrespective of input signal-to-noise
ratio. Since the output waveform is a square wave of constant amplitude, this
result is hardly surprising; the only effect of noise is to cause jitter of the zero
crossings of the square wave. Moreover, the output power in each zone (i.e., each
harmonic band—fundamental, third harmonic, fifth harmonic, etc.) is constant
irrespective of input SNR. A symmetric limiter does not generate even harmonics.
In the absence of noise, the fundamental component of the rectangular output of
the limiter is a sine wave with amplitude 4VL/π . When noise is added to the
input, the signal component of the output must decrease because the total output
signal plus noise is held constant; noise suppresses the signal in a limiter. Signal
suppression is given the symbol α and is a function of the input signal-to-noise
power ratio ρi as measured in the passband of the input filter. Interpret α as
the ratio of the fundamental signal amplitude at input SNR ρi to the amplitude
4VL/π that obtains in the absence of noise. Signal suppression is given by

α =
√

πρi

4

[
I0

(ρi

2

)
+ I1

(ρi

2

)]
e−ρi/2

≈
√

ρi

ρi + 4/π
(10.7)

where I0 and I1 are modified Bessel functions. The ratio α is plotted in Fig. 10.14.
The approximate formula is more than accurate enough for engineering
calculations.

The gain Kd of a multiplier-type phase detector is proportional to the signal
voltage applied. If the signal voltage is suppressed by a factor α, the PD gain is

Figure 10.14 Signal suppression factor α of a limiter. The solid curve is an approxima-
tion; the dashed curve is exact.
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also reduced by a factor α. Consequently, loop gain, damping, and bandwidth are
a function of the input signal-to-noise ratio if a limiter precedes the phase detector.
Signal suppression is a major effect of a limiter and must be taken into account
in the loop calculations. Output signal-to-noise ratio SNRo in the fundamental
zone is also interesting [10.21]. Analyses show that the output SNRo, is degraded
by no more than 1.05 dB for very low input SNR values (ρi � 1) and shows an
improvement of 3 dB at very large input SNR values.

These SNRo results are correct but cannot be applied uncritically to the analy-
sis of PLLs, contrary to early thinking. A 3-dB improvement was the first feature
to be recognized as irrelevant. Even though a limiter does indeed improve SNRo

by 3 dB for large values of ρi , that improvement does not accrue in any way as
reduced phase jitter in the PLL. High-SNR improvement reflects the suppression
of the AM component of noise; the limiter has no influence on the PM compo-
nent. Since PLL jitter depends on phase, not amplitude, the suppression of AM
noise does not improve tracking performance, certainly not by 3 dB.

Also, jitter degradation at low input SNR (ρi � 1) is not as bad as 1.05 dB.
The limiter spreads the noise spectrum of the input [10.23] such that the output
spectrum of the fundamental zone has relatively increased density in the tails and
decreased density at the center of the spectrum. A narrowband PLL passes mainly
the central portion of the spectrum, so noise degradation is less than 1.05 dB.
The true degradation depends on the input filter shape, the post filter, and the PD
configuration [10.22]. Further discussion is deferred to Section 10.4.4.

10.4.2 Phase-Detector Noise Threshold

Noise has many adverse effects on the operation of phase detectors. One arises
from the unavoidable DC offsets in the loop, particularly in the PD itself. Offsets
arise from uncompensated biases, unbalanced circuits, rectified noise, incidental
frequency discrimination, and a host of even more esoteric sources. Offset is
usually dependent on temperature, signal frequency, SNR, and time.

If a limiter is used, the signal amplitude at the PD is suppressed for low
SNR at the input. If limiting is not used, the signal amplitude must be small
so that signal plus worst-case noise does not overload the PD. In either case,
the relative (to the signal) noise-caused offset increases with worsening SNR,
partly because of noise effects on offset and partly because of the necessity of
restricting the signal to a low amplitude. If the useful output of the PD is so
small that it cannot overcome the offset, tracking fails and the loop loses lock.
This occurrence is dubbed phase-detector threshold and is caused by unavoidable
defects in the circuits rather than any inherent property of a PLL. Nonetheless,
any real phase-detector circuit has such defects and they must be taken into
account in the design.

A poorly balanced phase detector might exhibit a PD threshold for input
SNR of about −20 to −15 dB or higher, whereas a well-designed circuit might
tolerate −30 dB. Painstaking design efforts are needed to obtain satisfactory
operation below about −25 dB. Input SNR is controlled by means of bandpass
noise-rejection filters prior to the phase detector.
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10.4.3 s-Curve Shape in Noise

Another effect is the degradation of the shape of the PD’s s-curve in the presence
of large input noise. Pouzet [10.24] has shown that any periodic s-curve loses its
noise-free shape and tends toward sinusoidal as the input SNR becomes small.
Figure 10.15 shows an example for a rectangular s-curve, but similar changes
[10.2, Chap. 7; 10.24–10.26] occur for any of the other common shapes. The
shape of an s-curve at arbitrary SNR can be calculated by Pouzet’s analysis.
Physical insight is gained from realization that the phase of signal plus noise
fluctuates randomly about the mean phase, which is that of the signal alone.
Useful DC output may be regarded as the fluctuating input phase averaged
over the noise-free s-curve, weighted by the probability density of the phase
fluctuations.

Represent the mean phase error by θe and the noise-free PD characteristic
by g(θe). The phase fluctuation caused by the noise is designated θn and has
probability density p(θn), a function of ρi . The resultant phase of signal plus
noise is θe − θn. The average DC output of the phase detector is

Vd(θe, ρi) =
∫ π

−π

g(θe − θn)p(θn) dθn (10.8)

where θn is taken modulo 2π . Expressed in this manner, the DC output Vd is
seen to be the convolution of the noise-free characteristic g(θe) by the input
phase probability density p(θn). In the absence of noise, the phase density is
a delta function δ(θn) and the DC output reduces to Vd (θe, ∞). When noise
is present, the convolution causes the DC output to be a smeared and dimin-
ished version. If p(θn) = p(−θn), as is true if the input noise is Gaussian, and if

qe

Figure 10.15 Noise degradation of a rectangular s-curve.
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TABLE 10.1 Increase of PLL Phase Jitter (dB) Due to Limiter (for ρi � 1)

PD s-Curve Single-Tuned BPF Rectangular BPF

Sinusoidal
No limiter 0 0
With limiter 0.25 0.65

Triangular 0.3 0.7
Rectangular 0.36 0.97
Sawtooth 2.9 2.9

g(−θe) = −g(θe), the null at θe = 0 will not shift with varying input SNR. If g(θe)

is not odd-symmetric, the null can shift—a highly unsatisfactory occurrence.
Not only does noise cause the PD characteristic to degenerate toward sinu-

soidal, but the slope at the null is reduced; this is signal suppression and has been
described in Section 10.4.2 for a sinusoidal PD preceded by a limiter. To find
suppression for other s-curves, differentiate (10.8) inside the integral with respect
to θe and evaluate the differentiated integral at θe = 0. From Pouzet’s paper one
can infer that suppression in any ordinary PD will not deviate radically from that
found for the sinusoidal PD.

Piecewise-linear s-curves all require that a limiter precede the phase detector.
A triangular s-curve is obtained if the square-wave limiter output is unfiltered
and is used to drive a switching phase detector. A rectangular s-curve results if
the unfiltered limiter output is sampled. The s-curve is sinusoidal if either input
to a PD is sinusoidal. This can occur if the input bandpass signal is not limited,
if limiter output is filtered to remove harmonics, or if VCO drive to the PD is
sinusoidal. All three alternatives yield identical shapes of the s-curve.

10.4.4 Jitter Dependence on s-Curve Shape

A limiter before the PLL causes an increase in phase jitter at small ρi compared
to jitter without a limiter. The increase depends on the shapes of the noise-
free s-curve and the input bandpass filter. Pouzet has calculated the increase for
various conditions; his results are summarized in Table 10.1. The numbers shown
represent the asymptotic increase of jitter at very low input SNR for two different
extremes of shapes for the prelimiter bandpass filter.

Very little loss is incurred with a sinusoidal s-curve or even a triangular or
rectangular s-curve, especially if the input filter is single tuned. However, there
is a severe loss with a sawtooth characteristic. Since the actual characteristic
degenerates to sinusoidal anyhow, it is difficult to justify the use of a sawtooth
PD if the input signal is normally immersed in the noise. Similar results ought
to be anticipated from any other extended PD characteristic.

10.5 TWO-PHASE (COMPLEX) PHASE DETECTORS

The need to filter out phase-detector ripple imposes a loop bandwidth that is
small compared to the frequency of phase comparison. This section describes a
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Figure 10.16 Complex (two-phase) phase detector.

method of canceling ripple instead, thereby permitting a comparatively larger loop
bandwidth. Cancellation works best in digital PLLs but it has been applied suc-
cessfully (although rarely) to analog PLLs as well. A technique for cancellation
is shown in Fig. 10.16. The input signal is split into two quadrature components,
each applied to its own phase detector. Output of the VCO also has two quadra-
ture components, each applied to one of the two phase detectors. Assume that
the phase detectors are ideal multipliers and that each pair of quadrature signals
is perfectly balanced in amplitude and exact phase quadrature.

The individual phase detectors deliver vI(t) and vQ(t), respectively. Just as in
Section 6.1.1, each individual PD output contains a DC term proportional to the
sine of the phase error plus a double-frequency ripple component. But subtracting
one PD output from the other doubles the DC term while canceling the ripple
term, so

vd(t) = KmVsVo sin(θi − θo) (10.9)

where the notation (same as in Section 6.1.1) denotes Km as the multiplier scaling
factor, Vs as the amplitude of each PD-input signal, Vo as the amplitude of each
VCO signal, θi as the input phase, and θo as the VCO phase.

To the extent that balancing is perfect, the ripple is suppressed completely.
Essentially perfect balancing is feasible in digital PLLs. Ripple suppression of
only about 30 dB may be expected in analog PLLs because of the difficulty of
attaining closer balances between individual paths in a quadrature pair. Ripple
cancellation is perfect (ideally) only for sinusoidal signals and ideal-multiplier
PDs. Cancellation fails, for example, if the PDs are full-wave switches, as illus-
trated in Figs. 10.1 and 10.2b. For that case, the ripple waveform on vd (combined
from the two PDs) has a fundamental component of four times the comparison
frequency (which relieves the ripple filtering burden somewhat), but its peak-to-
peak amplitude is unchanged from that shown in Fig. 10.1.

The arrangement of Fig. 10.16 may be recognized as a single-sideband demod-
ulator in which the lower sideband (at zero frequency) is the one selected and the
upper sideband rejected. Refer to the copious single-sideband literature for meth-
ods of phase splitting; refer to Section 9.7 for references to quadrature VCOs.
Variations on the basic two-phase PD have appeared in [10.27] and [10.28].
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Another useful representation is in complex exponential format wherein

zs(t) = Vse
j(ωi t+θi ), zo(t) = Voe

j(ωi t+θo) (10.10)

so that the configuration of Fig. 10.16 generates

vd(t) = KmIm[zsz
∗
o] = KmVsVo sin(θi − θo) (10.11)

where Im[x] indicates the imaginary part of x and the asterisk ∗ indicates a
complex conjugate.

APPENDIX 10A: PHASE MODULATION DUE
TO PHASE-DETECTOR RIPPLE

Phase-detector ripple is a disturbance accompanying normal operation of a phase
detector. Ripple is processed by the loop filter and applied to the VCO as part
of the control voltage. Ripple in the control voltage generates phase modula-
tion on the VCO output. Those modulation effects are undesirable and have to
be minimized. This appendix describes the character of the ripple produced by
several common phase detectors and shows how to calculate ripple amplitude.
Additional information on ripple is contained in Chapters 11 and 12.

10A.1 Ripple Model

Designate the comparison frequency in the phase detector as fc. All examples
in this appendix assume that the ripple is periodic in 1/fc. Phase modulation
due to the periodic ripple therefore is also periodic in 1/fc. If the unmodulated
oscillator frequency fo is equal to fc (or is only a low harmonic of fc), the
ripple causes fc-synchronous distortion within the individual cycles of the VCO
waveform; such distortion generates integer harmonics of fo. Study of this prob-
lem involves nonlinear differential equations of the PLL [10.29, 10.30], a study
not undertaken here. Instead, assume that fo � fc, either because a frequency
divider is in the feedback path between the VCO and the PD (Chapter 15) or
because frequency conversions take place in the feedback path (as in phaselock
receivers). The phase modulation caused by the ripple then generates sidebands
at frequencies fo ± nfc, where n takes on positive integer values. Amplitude of
a sideband depends on the amplitude and waveshape of the ripple.

Since the ripple is periodic, it can be expanded in a Fourier series and the
modulation index of each term in the series determined by linear calculations.
Sideband amplitudes and phases can be calculated for each term individually
through the well-known Bessel function expansion for sinusoidal phase modu-
lation. Overall amplitudes and phases are the vector sums of the contributions
of the sidebands generated by each of the harmonic terms of the Fourier series.
In many instances, the lowest-frequency term of the series will dominate the
modulation.
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This appendix derives the terms of the Fourier series: the peak amplitude
�θn of the nth phase-deviation term. Each such term generates a single line, a
Dirac delta function with area �θ2

n /2 rad2, in the phase-noise spectrum Wφ(f )

(see Section 7.2 for definition of the spectrum) at frequency nfc. The results
presented here deal with ripple in a second-order type 2 PLL (Section 2.2) with
no additional filtering at high frequencies. That is unrealistic; adequate suppres-
sion of ripple almost always demands additional filtering. These results (i.e.,
the amplitudes of phase deviations) together with requirements imposed on the
allowable strengths of discrete components disclose the additional ripple attenu-
ation needed, through additional filtering or reduction of loop bandwidth. Linear
operation of the PLL is assumed throughout. Interpretation of �θn gives warning
if the ripple is so large as to drive the PLL into nonlinear behavior but does not
tell the consequences of such overload. Nonlinear overload is addressed further
in Chapter 11.

10A.2 Basis of Analysis

Denote the ripple component of PD output as vdr(t), which is added to the DC
output vd of the PD. For purposes of analysis, assume that the PLL tracks without
any static phase error. The ripple waveforms considered below are based on zero
static phase error at the PD. Be aware, though, that most of the waveforms will
be altered if the PLL is working at a nonzero phase error and that the Fourier
components will be changed from those presented here.

Ripple passes through the loop filter into the control voltage for the VCO.
Denote the ripple component of control voltage as vcr(t). Assume that rip-
ple frequency is high enough that ripple transmission through the proportional
path of the loop filter greatly exceeds transmission through the integral path
so that the latter can be neglected. Therefore, ripple contribution to the con-
trol voltage is approximated by vcr(t) ≈ vdr(t)τ2/τ1, where τ2 and τ1 are as
defined in Chapter 2. Frequency modulation imposed on the VCO by the ripple
is ωor(t) = Kovcr (t) rad/sec, and the corresponding ripple phase modulation is

θor(t) = Koτ2

τ1

∫
vdr(t) dt (10A.1)

This equation is applied to each term of the Fourier series expansion of a ripple
waveform vdr(t) to find the phase deviation caused by each term.

10A.3 Ripple Examples

Figure 10A.1 shows several ripple waveforms generated by familiar phase detec-
tors. They are periodic in 1/fc; the figure is drawn for one period of duration
1/fc. The waveforms, as drawn, all have skew symmetry so their Fourier expan-
sions contain only sine terms of the form Vran sin(2πnfct), where Vr is the peak
amplitude of the ripple and an is the nth coefficient of the Fourier series expansion
of unit-amplitude ripple.
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Figure 10A.1 Ripple waveforms in example phase detectors.

In each example phase detector, the PD gain Kd is proportional to Vr . There-
fore, ripple amplitude from any particular PD can be described as Kd = cVr ,
where c is a constant pertaining to the specific PD. From (2.18), the loop gain
is defined as K = KdKoτ2/τ1 rad/sec. Combining the foregoing expressions, the
peak phase-modulation amplitude for the nth term is found to be

�θn = anK

2πcnfc

rad (10A.2)

The various ripple-waveform examples differ only in c and an in their conse-
quences for VCO phase modulation. Table 10A.1 summarizes the ripple charac-
teristics for each of the examples of Fig. 10A.1.

10A.4 Ripple Filters

Additional filtering for suppression of ripple is essential in nearly all PLLs. The
simplest filter is a single-pole lowpass network with corner frequency at f = fp.
If nfc � fp, the attenuation of the ripple component at f = nfc is nearly 20
log(fp/nfc) dB. Even more lowpass filters are often cascaded within a loop
to attain greater attenuation than that of a single pole. Insertion of extra poles
involves a trade-off between ripple suppression on one hand and loop stability
and phase margin on the other. See Chapters 2 and 3 for discussions of stability
and phase margin.
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TABLE 10A.1 Ripple Properties of Example Phase Detectors

PD
Name Waveform s-Curve

Loop
Gain Equationsa Voltageb

Deviation,
�θn Valid nc

Multiplier Fig. 10A.1a Sine Kd = Vr (6.4), (6.5) —
K

2πnfc

n = 2

Full-wave
switcher

Sine input Fig. 10A.1b Sine Kd = 2Vr/π (10.3) Vr = Vs

K

π(n2 − 1)fc

n = even > 0

Square input Fig. 10A.1c Triangle Kd = 2Vr/π — Vr = Vs

2K

πn2fc

n/2 = odd > 0

RS flip-flop Fig. 10A.1d Sawtooth Kd = Vr /4π (10.5) Vr = VH /2
8K

πn2fc

n = odd > 0

a Defining equation for Kd .
bRelation between the peak signal voltage and peak ripple voltage Vr in the Kd definition.
cApplicable values of n for �θn in the preceding column; otherwise, �θn = 0 for all other n.

If one spectral component of ripple is dominant (usually, the lowest-frequency
component of the Fourier series) and if comparison frequency fc is confined to
a narrow range, a notch network such as a twin-T [10.31] is effective in ripple
suppression. Active filters with transmission notches would also be effective, but
the literature does not provide examples of their use in PLLs.
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CHAPTER 11

LOOP FILTERS

Two classes of loop filters are common: those used directly with phase detec-
tors and those used with charge pumps. This chapter deals with the loop filters
used directly with the PDs; those used with charge pumps are considered in
Chapter 12. A loop filter is a comparatively simple circuit whose linear analysis
is well covered in Chapters 2 to 4. This chapter sets forth miscellaneous features
of active loop filters, features that are not covered in the circuit analysis but
which have considerable practical importance. The benefits of type 2 PLLs have
been laid out in Chapter 5 and implementations of suitable loop filters described
in Chapters 2 to 4. The discussion to follow assumes that type 2 is the preferred
PLL design and that any appreciable shortfall from type 2 is unfortunate.

11.1 ACTIVE VS. PASSIVE LOOP FILTERS

The DC amplifiers of the early days of PLLs had large, drift-prone offset voltages
and were generally unreliable. Phaselock loops were built with passive loop filters
to avoid DC amplifiers. Early literature on PLLs concentrated on passive filters,
even to the extent of implying that a passive filter is the natural method of
building a PLL. Only a type 1 PLL can be realized with a passive filter, but
performance of a type 1 PLL is impaired by static phase error (Chapter 5). Also,
monstrously large capacitors tend to be needed in passive loop filters for narrow-
bandwidth PLLs. [Comment: Charge pumps often work with passive filters, but
their operation is different from that of PLLs without charge pumps. Type 2
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operation can be achieved from a passive loop filter driven by an ideal charge
pump; see Chapter 12.]

With the advent of well-behaved low-cost operational amplifiers (op-amps),
the early reasons for passive loop filters have evaporated. The rest of this chapter
deals primarily with issues raised by op-amps in active loop filters.

11.2 DC OFFSET

Any input-referred DC offset in the op-amp of a loop filter will be canceled
through PLL feedback by an opposite offset in the output of the phase detector.
Such offset in the PD is generated by a steady phase error, usually an undesirable
feature. Care is needed to minimize DC offsets in the op-amp and any other DC
circuits, including the PD. The literature on operational amplifiers is replete with
techniques for reduction of offsets. When an input signal is absent and the loop is
out of lock, the only input to the loop filter will be DC offset and random noise.
With very high gain in the op-amp (as is usual in op-amps without DC feedback),
DC offset accumulates in the integrator function of the loop filter. Eventually,
the integrated output of the op-amp is driven to a saturation level. A saturated
op-amp might prevent acquisition of phase lock when a signal does appear.

Acquisition problems due to DC offset are eliminated if an acquisition aid such
as frequency sweep or frequency detection is incorporated into the PLL. A sweep
pattern that avoids the saturation neighborhoods will acquire lock shortly after
a signal appears. A frequency detector does not prevent saturation, but properly
designed, it will overcome any small offset voltages when the signal appears and
drive the integrator out of saturation toward the correct lock frequency.

Acquisition aids might not be permissible under some unusual circumstances:
for example, if frequency search is implemented in the transmitter rather than
the receiver of a radio link. Saturation has to be avoided in those circumstances,
too. Even more restrictively, the resting frequency of the VCO (in the absence of
input signal) often has to be held within restrictive limits to assure that a signal
can be acquired promptly once it appears. One approach is to lock the PLL to a
local reference signal when the information signal is absent and to switch over
to the information signal when its presence is detected. For example, the timing-
recovery PLL in a disk drive might be locked to the Write clock when the PLL is
idling and switched to the recovered data stream when data are to be read from
the disk. Two different kinds of phase detector may be used for the two different
kinds of input signals applied to the PLL; the PLL switches between the PDs
upon command.

Another approach is to spoil the integrator action by applying local DC
feedback around the op-amp of the loop filter (a resistor between output and
summing-junction terminals). Enough feedback is used to ensure that the maxi-
mum amplified offset does not drive the op-amp to saturation or, more stringently,
ensures that the maximum amplified offset is held within narrower limits to
restrict the range of resting frequency of the VCO. This technique reduces the
PLL to type 1 operation, with its inevitable static phase error. Nonetheless,
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careful engineering can yield substantial improvement over performance with
passive filters.

Circuit diagrams of active filters in PLLs often show the inclusion of a DC-
feedback resistor at the op-amp. A folk legend holds that such feedback is
somehow necessary, but there is no basis to the legend other than described
in the paragraph above. The DC feedback is not needed if suitable acquisition
methods are employed to counteract saturation.

11.3 TRANSIENT OVERLOAD

Linear theory of operation is inapplicable in the presence of overload. All compo-
nents within a PLL have to be protected against overload. Component behavior
may be difficult to predict in overload, but operation of the PLL is usually
impaired if a component is overloaded. Op-amps, because of their large gains,
are particularly susceptible to overload. This section points up two potential
sources of overload to guard against.

11.3.1 Overload from PD Ripple

Chapter 10 gave examples of large fast excursions of ripple voltage at the outputs
of phase detectors. Ripple filtering is essential to minimize ripple sidebands in the
VCO output, but also to prevent overload in the loop filter and—possibly—in the
VCO, too. This section concentrates on overload in the op-amp, partly because
it is typically the more susceptible element but also because effective protection
of the op-amp usually protects the VCO, too.

There are two aspects to op-amp protection; one is that the amplified ripple
should not be so large as to exceed the linear output-voltage range of the op-amp.
That is also a problem during acquisition and is deferred to the next section. A
more subtle aspect is the high-frequency nature of ripple. In particular, consider
a PD where the ripple waveform has large, fast transitions. Op-amps usually
cannot tolerate step transitions at their inputs; they go into slew limiting, with
unpredictable effects on PLL operation. Step transitions or other high-frequency
artifacts have to be kept out of the op-amp. Sufficient ripple filtering has to
precede the op-amp to ensure linear operation; ripple postfiltering does not protect
the op-amp from transient overload.

An extra pole, at a frequency appropriate for ripple suppression, is often
provided by connecting a capacitor from the op-amp output back to the summing
junction. That avoids a step-voltage output from the op-amp (which the op-
amp cannot supply) but still does not protect the op-amp from overload on step
inputs because the op-amp cannot supply the step-current output required by the
feedback capacitor either. Do not subject an op-amp to step inputs or other large
high-frequency inputs.

11.3.2 Overload During Acquisition

During acquisition, a phase detector delivers a beat note at the difference fre-
quency between the incoming signal and the VCO. The beat-note waveform is a
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replica of the PD s-curve with a peak amplitude equal to the peak of the s-curve.
Unless close attention is paid to this phenomenon, it is easy to design a PLL in
which the beat note overloads the loop-filter op-amp. A lowpass filter between
the PD and active loop filter may be of some help in combating this problem.
However, the potential overload is worst when the difference frequency is near
the lock-in frequency (≈Krad/sec, per Chapter 8), but significant filtering at such
a low frequency leads to instability of the locked loop (see Chapters 2 and 3).

Another approach is to keep the product of peak PD voltage and loop-filter
gain within the linear bounds of the op-amp output range. That is a desirable goal
but might be difficult to arrange in the presence of any or all of the following:
need for a large loop gain K (therefore, a large phase-detector gain or large gain
through the loop filter); need for a wide tuning range of the VCO or low VCO
gain Ko (necessitating a potentially wide range of control voltage).

Yet another approach is to accept the inevitability of overload during acqui-
sition but provide for predictable overload behavior with fast recovery. This
can be accomplished either by careful choice of an op-amp or by external lim-
iter circuitry. Overload behavior of op-amps is not often well described in data
sheets; experimental determination may be necessary. Watch out especially for
such things as gain-polarity reversal on overload or recovery from overload that
is far slower than would be expected from the bandwidth of the linear amplifier.

Op-amps can go into slew limiting on a beat note. The best countermeasure
is an op-amp fast enough that it will not slew limit on any beat note of expected
frequency and amplitude. If slew limiting cannot be avoided, the speed of slewing
should be the same in both directions so as to avoid rectification that introduces
a DC component (harmful to acquisition) to the distorted output. The existence
of millions of PLLs that work perfectly well demonstrates that overload pitfalls
can be overcome. The purpose of these warnings is to alert the reader to take
care of the problems early in a design cycle and not be surprised by them later.



CHAPTER 12

CHARGE-PUMP PHASELOCK LOOPS∗

A charge pump in a PLL is an electronic switch that dispenses charge into
the loop filter under control of the phase detector. Charge pumps can be used
advantageously with any phase detector that delivers bilevel outputs in which the
phase-error information is contained in the duty ratios of the output waveforms.
Despite their wider applicability, charge pumps have been associated primar-
ily with the phase/frequency detectors (PFDs) of Section 10.3. Accordingly, this
chapter assumes a PFD phase detector. Nonetheless, various charge-pump prop-
erties brought out here can be applied to charge pumps working with other kinds
of phase detectors.

Many early PFDs operated without charge pumps. The two output terminals
of the PFD were regarded, inaccurately, as a differential pair. Waveforms of the
pair were converted into a single-ended drive for the loop filter. These PLLs
could lock and track, but they did not have the advantages provided by charge
pumps, advantages laid out in this chapter.

12.1 MODEL OF A CHARGE PUMP

A typical charge pump comprises two current switches, labeled UP and DN,
controlled from the UP and DN terminals of a PFD. The UP switch delivers a
pump current Ip into the loop filter when the UP terminal of the PFD is active

*Portions of this chapter have been reprinted, with permission, from [12.1]: F. M. Gardner, “Charge-
Pump Phase-Lock Loops,” IEEE Trans. Commun. COM-28, 1849–1858, Nov. 1980;  1980 IEEE.
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and the DN switch extracts a pump current Ip from the loop filter when the DN
terminal of the PFD is active. A current switch is ideally an open circuit while
it is shut OFF. The third (null) state of the PFD, during which both switches
are shut OFF, imparts a vital property to charge pumps, a property that does not
exist in conventional PLLs. [Comment: Voltage switches, rather than current
switches, also have been used. Current switches are preferable, as discussed in
Section 12.5. Otherwise, only current switches are considered here.]

Assume that the PLL is locked and denote the comparison frequency of the
PD as ωc rad/sec. Let the phase error be θi − θo = θe radians. The ON time of
either UP or DN, as applicable, is

tp = |θe|
ωc

(12.1)

for each period 2π/ωc, of the input signal. (The subscript p connotes “pump.”)
These two features—the three-state description and (12.1)—completely charac-
terize the PFD for the purposes of this section.

The loop filter can be either passive or active. A passive loop filter is repre-
sented by its two-terminal impedance ZF (s); an active loop filter is characterized
by its transfer impedance (with current in and voltage out). Most attention here
is given to passive filters, partly because analysis is simplified thereby but also
because the configuration is eminently practical and widely employed.

Because of the switching, the charge-pump PLL is a time-varying network; an
exact analysis must take account of the time variations of the circuit topology,
and that is a more involved effort than is needed for time-invariant networks.
In particular, simple transfer-function analysis is not immediately applicable to
time-varying networks. Nevertheless, in many applications the state of the PLL
changes by only a very small amount on each cycle of the input signal; loop
bandwidth is small compared to the signal frequency. In these cases the detailed
behavior within a single cycle is of less concern than the average behavior over
many cycles. By applying an averaged analysis, the time-varying operation can
be bypassed and the powerful tool of time-invariant transfer functions retained.
The remainder of this section is devoted to the derivation of average-operation
transfer functions. Be aware, though, that the per-cycle behavior can be important
even for quite narrow bandwidths, as will be shown later.

A pump current Ip sgn(θe) is delivered to the filter impedance ZF for a time
tp on each cycle. Each cycle has a duration 2π/ωc seconds, so, utilizing (12.1),
the error current averaged over one cycle is

id = Ipθe

2π
amperes (12.2)

Equation (12.2) is also the error current averaged over many cycles, provided
that both inputs are periodic—that no input cycles are missing. Therefore, phase-
detector gain is

Kd = Ip

2π
A/rad (12.3)
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Oscillator control voltage is given by

Vc(s) = Id(s)ZF (s) = IpZF (s)θe(s)

2π
(12.4)

where Id(s) is the Laplace transform of id (t), and similarly for the other symbols.
The phase of the VCO is given by

θo(s) = KoVc(s)

s
rad (12.5)

where Ko is the VCO gain in rad/sec·V. These expressions lead to the loop
transfer functions

G(s) = θo(s)

θe(s)
= KoIpZF (s)

2πs

H(s) = θo(s)

θi(s)
= KoIpZF (s)

2πs + KoIpZF (s)
(12.6)

E(s) = θe(s)

θi(s)
= 1 − H(s) = 2πs

2πs + KoIpZF (s)

12.2 LOOP FILTER

A typical loop filter for use with a charge pump is illustrated in Fig. 12.1; compo-
nent labels have been assigned to be consistent with earlier notation in Chapters 2
and 3. Defining b = 1 + C/C3 and τ2 = R2C gives an expression for the filter
impedance

ZF (s) = b − 1

b

sτ2 + 1

sC
( sτ2

b
+ 1

) ohms (12.7)

Next, define loop gain as

K = b − 1

b

KoIpR2

2π
rad/sec (12.8)

Substituting (12.7) and (12.8) into (12.6) leads to the transfer functions (2.38) to
(2.41) previously obtained for a third-order type 2 PLL. The averaged dynamics
of a charge-pump PLL, as evidenced by its transfer functions, are the same as
for a conventional PLL as laid out in Chapters 2 and 3. [Comment: The factor

R2

C

C3ZF Vc

Figure 12.1 Passive loop filter for a charge-pump PLL. (From [12.1];  1980 IEEE.)
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(b − 1)/b appearing in (12.8) was erroneously omitted from the definition of K

in [12.1]. That error is corrected throughout the paragraphs that follow.]
Capacitor C3 is sometimes omitted from the loop filter, leading to a second-

order type 2 PLL whose dynamic properties are delineated in Section 2.2. Omis-
sion of C3 is usually unwise; that capacitor provides ripple filtering essential in
nearly all practical charge-pump PLLs. In the absence of C3, the ripple volt-
age IpR2 generated across the filter impedance is likely to overload the VCO
and the active current switch itself. In practice, many charge-pump PLLs incor-
porate even one more lowpass pole for enhanced ripple filtering, producing a
fourth-order type 2 loop. Ripple in a charge-pump PLL is examined further in
Section 12.6.

12.3 STATIC PHASE ERROR

Static phase error (see Section 5.1.1) of the charge-pump PLL is

θv = 2π�ω

KoIpZF (0)
rad (12.9)

Note from (12.7) that ZF (0) = ∞ in the loop filter of Fig. 12.1, so that the static
phase error from (12.9) is zero. This desirable feature is achieved with a passive
filter. Achievement of zero static phase error in a conventional PLL requires an
active filter with infinite DC gain. Therefore, the charge pump permits zero static
phase error (type 2 response) without the need for DC amplification, a valuable
property of charge pumps. This effect arises because of the open-circuit switches
during the null state of the PFD and does not depend on use of a current switch;
the same behavior is found with voltage switches.

Practical circuits may impose shunt loading across the passive filter impedance.
Denote the load as a resistor Rs . The resulting static phase error, from (12.9),
will be

θv = 2π�ω

KoIpRs

= �ωR2

KRs

b − 1

b
rad (12.10)

Shunt loading is most likely to come from input impedance of the VCO control
terminal or from the charge switch itself. Both impedances can be made extremely
large. The VCO may be varactor-tuned, which implies nearly-infinite resistance,
and the switch is typically a reverse-biased bipolar transistor or an MOS device.
Other varieties of VCO could utilize a high-impedance buffer if necessary to
isolate a low-impedance input.

Leakage current may be more significant in producing phase error if Rs is very
large. The phase error θv resulting from a bias current Ib injected continuously
into the filter node can be calculated as

θb = Ib

Kd

= 2πIb

Ip

rad (12.11)
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12.4 STABILITY ISSUES

Stability and stability margins for conventional third-order type 2 PLLs have
been addressed at length in Chapters 2 and 3. The same criteria apply to charge-
pump PLLs. However, all of the earlier chapters are based on averaged-response,
time-continuous, constant-element operation of the loop. Additional critical issues
arising from the actual discontinuous operation also need attention. Design efforts
based on time-averaged operation should be deferred until an adequate stability
margin has been assured for discontinuous operation.

In some sense, the charge-pump PLL operates on a sampled basis and not
as a straightforward time-continuous circuit. An approximate analysis of time-
discrete stability was outlined in [12.1]. Although the charge-pump switching
makes the PLL time varying, the operation inside each switching interval can
be represented as time invariant and well approximated as linear. State variables
of the PLL—voltages on the capacitors and phase error between input signal
and VCO, along with time instants of switching—can be calculated by standard
linear circuit analysis during each switching interval. Final conditions in one
switching interval serve as initial conditions of the next. Gardner [12.1] shows
the details for a second-order type 2 charge-pump PLL.

Conditions for a third-order PLL at the instants of turn-on of the charge pump
are described in algebraic and transcendental difference equations. These can be
combined into a single difference equation for phase error at those instants. On
the assumption of small phase error, the transcendental terms are approximated
algebraically and the algebraic difference equation is z-transformed into a rational
transfer function in z. The z-plane poles of the PLL are the three roots of the
denominator of the rational transfer function.

It turns out that the instability boundary for increasing K corresponds to the
real pole intersecting the unit circle at z = −1 for all positive values of ωc, τ2,
and b. That boundary value of the normalized gain is

Kτ2 = (ωcτ2)
2

π2

(
1 + ωcτ2

π

1 − a

1 + a

b − 1

b

) (12.12)

where a = exp(−2πb/ωcτ2).
As an approximation of the stability limit, (12.12) is charted in Fig. 12.2 for

several different values of b. A PLL is stable for normalized gain values Kτ2

below the curve for the appropriate b and unstable for gain values above the
curve. At first glance it would seem as though small values of b permit higher
values of loop gain. That impression is correct, but you will find that regions of
smaller b and higher stable gain mostly are regions where the damping of the
complex pole pair is too small (see Figs. 3.3 and 3.4). These are regions to be
avoided. The stability boundary is crucial but is not the only criterion of good
performance.

Good design requires a margin against instability, a choice of gain that is
smaller than the gain at the instability boundary. The dashed curves in Fig. 12.2
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Figure 12.2 Stability boundaries for a third-order charge-pump PLL.

show the locations in the stable region for two choices of gain relative to
comparison frequency. A choice of K = ωc/10 offers a gain margin of about
10 dB, whereas K = ωc/5 offers 6 dB less margin. Experience indicates that
time-continuous analysis via transfer functions (12.6), and the tools of Chapters 2
and 3 furnish good approximations to the behavior of the charge-pump PLL,
provided that the stability margin is adequate (e.g., K ≤ ωc/10).

This section has examined instability due to the sampled character of a charge-
pump PLL. Many other analog PLLs also have sampling features and would have
related instability issues except that their loop gains (loop bandwidths) typically
are selected to be far smaller than the comparison frequency. Charge-pump PLLs
might bump up against time-discrete instability limits because they often are
designed with large loop gains to better track out large phase noise in the VCO.
This topic is pursued further in Chapter 15.

Instability due to sampling is the only issue that has been treated in this
section. Once sampling stability is assured, the time-continuous instabilities,
stability margins, and damping issues described in Chapters 2 and 3 still have
to be considered, using Bode plots, root-locus plots, or Nichols plots as may
be convenient.

12.5 NONLINEARITIES

A dead zone is one example of nonlinearity in a PFD. Section 10.3.2 tells how
delay in the reset feedback of the PFD helps eliminate the dead zone. Although
delay is helpful and necessary, it is not sufficient; some residual crossover
distortion remains, as described in the paragraphs below and in Chapter 15.
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Figure 12.3 Response of a second-order PLL to frequency steps �ω = ±2K . Smooth
curves, response of time-continuous PLL; marked points, time-discrete response of a
charge-pump PLL with Kτ2 = 2 and K = ωc/10. (From [12.1];  1980 IEEE.)

A more subtle nonlinearity exists even if the PFD and charge pump are ideal
and no dead zone exists. Influence of this nonlinearity is best introduced by an
example illustrated in Fig. 12.3, which shows the simulated transient phase-error
response of a PFD/charge-pump PLL to frequency steps of �ω = ±2K rad/sec.
Loop parameters for the example are Kτ2 = 2, K = ωc/10, and b = ∞ (second-
order PLL with ζ = 0.707). Bandwidth K is rather wide relative to comparison
frequency, probably as wide as is prudent. Smooth curves in the figure show the
error response for a conventional phase detector whose operation is assumed to
be time-continuous. Observe that responses to positive and negative excursions
are mirror images of one another, as would be expected from a linear system.
Curves with marked data points are simulation results for the PFD–charge pump
PLL. Each data point represents the phase error at the instant of turn-on of a new
PFD cycle. Time-sequential data points are connected by straight-line segments
for clarity of display, but the phase-error trajectories between the data points do
not necessarily follow straight lines.

The salient feature of Fig. 12.3 is that the error responses of the PFD–charge
pump PLL are not mirror images for positive and negative excitations. The neg-
ative response is very close to the theoretical response for the time-continuous
PLL, but the positive response is appreciably larger and slower to settle toward
equilibrium. A linear system should have the same response (except for sign) for
positive and negative excitations. The existence of different responses depending
on sign means that the PFD–charge pump system is nonlinear, even when the
components are perfect. This nonlinear behavior is inherent in the PFD.

Refer to Section 10.3.1 and Fig. 10.9 on operation of the PFD as an aid
to the following explanation of the nonlinearity. If the V pulse leads the R
pulse (i.e., phase error θe is negative), the pump interval tp on any one cycle
is predetermined by the phase error at the instant of the V pulse. But if the R
pulse leads the V pulse, the VCO speeds up while the charge pump is turned
on so that the pump interval tp is shortened from what it would have been in
the absence of feedback. The charge transferred into the loop filter on a positive
phase error will be less than the charge transferred out on a negative phase
error of the same magnitude. Therefore, response to a positive phase error is
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slower than response to a negative phase error, as evident in Fig. 12.3. The
effect of the nonlinearity is inconsequential under most circumstances, but it can
be troublesome in special cases.

A different nonlinearity arises from mismatch between the UP and DN charge
pumps. Equal pump currents and instantaneous, time-aligned switching of the cur-
rent sources have been assumed so far. Real current switches are never matched
perfectly. Nonlinearity due to mismatch appears as different gain for pump-UP
compared to pump-DN.

Additionally, since the net charge delivered to the loop filter must be zero
in steady state, the current switch with the lesser current has to be turned on
for a longer interval than the switch with the greater current. Mismatched active
intervals can only be generated by a corresponding static phase error. Careful
matching of pump currents and switching speeds are needed to minimize the
phase error and the nonlinearity.

Yet another nonlinearity exists, most prominently in voltage-switch charge
pumps. Suppose that a pair of voltages ±Vp to be switched are perfectly matched,
that the switches are perfect, and that the switches drive the loop filter through a
resistor R1. If the loop filter is at zero voltage, the pump current ±Vp/R1 is the
same for either polarity of phase error. However, if the loop filter has voltage VF

stored on its capacitors, the source pump current will be (Vp − VF )/R1 and the
sink pump current will be −(Vp + VF )/R1. Here again is another nonlinearity
that shows up as gain for one polarity of phase error different from that of the
other polarity. Moreover, the severity of nonlinearity depends on the voltage VF

stored on the loop filter.
A similar nonlinearity of lesser severity occurs also with current switches. A

practical current source has finite, not infinite, Norton shunt conductance. The
actual current delivered therefore depends on the voltage across the load. Even if
a pair of current sources are perfectly matched if equal voltages are across them,
they depart from match when a nonzero load voltage causes the voltages across
the sources to be unequal.

Nonlinearity due to mismatch caused by load voltage can be alleviated by
employing an op-amp active filter; the summing junction of the op-amp is always
at the same potential, so the charge switches do not see the same range of load
voltage as generated in a passive filter.

12.6 RIPPLE SUPPRESSION

Suppose that C3 = 0, so that the PLL is second order. A voltage jump of mag-
nitude IpR2 is generated on each cycle in which one charge switch or the other
(but not both) is turned ON. That voltage jump can exceed the voltage headroom
of the charge switches or of the VCO control terminal. Unacceptable overload
then occurs and the PLL behavior is unsatisfactory. For this reason, designers
rarely omit C3; it is necessary for restraining the voltage jump. As a point of ref-
erence, though, assume temporarily that C3 has been omitted and that the net UP
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Figure 12.4 Ripple waveforms in a third-order charge-pump PLL.

(or DN) active time is tp. Voltage jump IpR2 causes a corresponding frequency
jump KoIpR2, which when integrated over a time interval tp, gives rise to a
phase ramp with peak-to-peak excursion of |�θo|2 = KoIpR2tp radians.

Now consider a third-order PLL whose charge pump drives into capacitor
C3. Refer to Fig. 12.4 for the ensuing waveforms. As an approximation to sim-
plify analysis, assume that the admittance ωcC3 greatly exceeds the admittance
ωcC/(ωcCR2 + 1) of the rest of the loop filter. If that approximation is valid,
the rectangular current pulse of amplitude Ip and duration tp generates a control-
voltage ramp of amplitude �vc = Iptp/C3 peak to peak. Compare that excursion
to IpR2 volts, the voltage jump in the second-order PLL. The ratio of voltage
excursions is tp/R2C3 = (b − 1)tp/τ2. Substantial reduction obtains for small
tp (a condition existing when the PLL is locked and tracking well), but there
is less improvement for larger tp, such as occurs during acquisition. If prob-
lems arise during acquisition, overload from control-voltage excursions should
be investigated.

In actuality, the elements C and R2 present additional admittance to the charge
switches, so the voltage swing is not quite as large as indicated. Moreover, the
waveform is a segment of an exponential, not a true linear ramp. For these rea-
sons, results of the simplified analysis are slightly on the pessimistic side. As
a further approximation, the control voltage is assumed to ramp down linearly
from its maximum excursion. The ramp occurs over a time interval 1/fc − tp and
returns exactly to the starting level of the up ramp. [Comments: (1) fc = ωc/2π
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hertz is the comparison frequency at the PFD. (2) If the PLL is in steady-state
lock, all ripple waveforms have to repeat exactly, with period 1/fc. (3) A nonzero
value for tp in steady state comes about from a source of static phase error uncov-
ered in the preceding sections, a source not identified further in this discussion.]

The waveform of vc(t) is reproduced in the VCO frequency ωo(t) = Kovc(t)

rad/sec, except scaled by the VCO gain Ko. Average values of control voltage and
VCO frequency are indicated in Fig. 12.4 by the dashed lines labeled Vc,avg and
KoVc,avg. The ramps have zero mean excursion about the average values. Phase
excursions—the integrals of the frequency ramps—are parabolic segments. Peak
amplitude of the negative parabola is found to be KoIpt2

p/8C3 radians and that
of the positive parabola to be KoIptp(1 − tpfc)/8fcC3 radians. Their sum is

|�θo|3 = KoIptp

8fcC3
radians, peak to peak (12.13)

The ratio of peak to peak phase excursions of the third- and second-order PLLs is

|�θ |3
|�θ |2 = 1

8fcR2C3
= π(b − 1)

4ωcτ2
(12.14)

For a numerical example, let ωcτ2 = 10 and b = 10, yielding a ratio of 9π/40 =
0.7 (−3 dB). For another example, let ωcτ2 = 100 and b = 51, yielding a ratio of
50π/400 = 0.39 (−8 dB). These are not vast improvements in phase excursions;
the main benefit of C3 appears to be in reduction of voltage excursions for
small tp.

12.7 LATE DEVELOPMENTS

Two significant papers [12.4], [12.5] on charge-pump PLLs appeared after the
manuscript for this book was completed. They each contain valuable information
that is not included in the preceding pages of this chapter. Taking account of the
sampled nature of a PFD, [12.4] derives the z-transform transfer functions of the
type 2 third-order charge-pump PLL in much the same manner that I did but
did not include in this book or in [12.1]. Consult [12.4] for the details of that
derivation. In particular, we have found the same characteristic polynomial of the
closed-loop transfer functions, the denominator of their equation (40). [Caution:
Our notations are defined differently. Most particularly, their K is not the same
as the K of this book. Nonetheless, our results agree once the differing notations
are harmonized.]

Several workers have observed that the z-domain stability limit for this PLL
is reached at a gain K for which a real pole passes through the unit circle at
z = −1. The gain associated with that limit is found by substituting z = −1 into
the characteristic equation and solving for K ; the result is (12.12), as plotted in
Fig. 12.2.
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The paper also provides information on designing for good phase margin.
From simulation results, Hanumolu et al. [12.4] suggest that the stability bound-
ary is well approximated by a restriction on unity-gain crossover frequency of
ωgc ≈ ωc/3.5. Applying the approximation K ≈ ωgc and sketching K = ωc/3.5
into Fig. 12.2 (sketch not included in the printed figure) suggests that the latter
approximation is reasonable for some choices of loop parameters.

Levantino et al. [12.5] explore a PLL incorporating a PFD and a charge pump.
Its objective is to achieve fast acquisition of frequency by maximizing the loop
bandwidth and judicious placement of closed-loop poles in the z-domain. The
authors recommend setting the stabilizing zero at z = 0.5 and all three closed-
loop poles close to z = 0. Theoretically, and unrealizably, such a loop could
settle in just three cycles of the PD comparison frequency. (A similar behavior
for a first-order digital PLL is described in Section 4.2.6.) The article reports
a simulated PLL that settles in just seven cycles, much faster than achieved in
normal designs.

A fast-settling design has to be checked carefully for the effects of parameter
tolerances on stability margin, transient response, and frequency response. The
closed-loop system response |H(f )| of such a PLL provides little filtering of input
disturbances. The most plausible application of such a wideband PLL might be for
stabilizing of noisy locked oscillators, as in a frequency synthesizer (Chapter 15).
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CHAPTER 13

DIGITAL (SAMPLED) PHASELOCK
LOOPS

As will become apparent, many PLLs that have been called “digital” really are
hybrids of analog and digital. A truly digital PLL works solely by processing
discrete sequences of numbers. A hybrid PLL has a mixture of analog and digital
operations. Examples of each appear in this chapter. The terminology sampled
PLLs is employed here to encompass both kinds. Sampled (time-discrete) phase-
lock loops can be categorized in a variety of ways. For immediate purposes they
are divided into two distinct classes: (1) quasilinear and (2) inescapably non-
linear. All PLLs—digital or analog—contain nonlinearities, as has been noted
repeatedly in earlier chapters. Nonlinearities in a quasilinear sampled PLL can
be neglected to arrive at useful analysis techniques based on z-domain transfer
functions, as in Chapter 4. Two different types of nonlinearities can be neglected:
those inherent in the digital phase detector and VCO, nonlinearities that are essen-
tially the same as (or less prominent than) in analog PLLs and those arising from
numerical quantization. Quantization nonlinearity is unique to digital operations.
Other sampled PLLs contain drastic nonlinearities that entirely prevent any linear
approximation. In a severely nonlinear network, the powerful tools of transfer
functions, frequency responses, gain, and bandwidth no longer have any defin-
able meaning. Behavior of nonlinear PLLs is much more complicated than that
of linear PLLs.

This chapter is divided into three sections on (1) quasilinear PLLs, (2) quan-
tization effects, and (3) nonlinear PLLs. Work on sampled PLLs with digital
elements has been in progress at least since the 1960s. Lindsey and Chie [13.1]
published a survey article that gives a good overview of the early work and a long
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list of references. They divide sampled PLLs into classes based on operation of
the phase detector, a subclass in this chapter. They also denominate many hybrid
PLLs as digital, a pervasive usage not continued in this book.

Most systems containing a sampled PLL accept an analog signal as input, even
if the PLL itself is purely digital. The analog input is sampled and digitized within
the system. In all that follows, it is assumed tacitly that suitable presampling filters
suppress harmful spectral folding.

13.1 QUASILINEAR SAMPLED PLLs

In-lock operations of just about all quasilinear PLLs can be approximated by
transfer functions similar to those introduced in Chapter 4. This section is devoted
primarily to implementations of the constituent elements and to variant configu-
rations of the overall PLL. All nonlinearities, including quantization, are ignored.

13.1.1 Digital-Controlled Oscillators

A number-controlled oscillator (NCO) was examined in Chapters 4 and 9 and
a recursive digital sinusoidal oscillator (RDSO) was mentioned in Chapter 9.
The generic term digital-controlled oscillator (DCO) has been used to mean
any oscillator whose frequency is controlled by a digital number. This section
examines a couple of DCOs of interest.

Period DCO Figure 13.1 shows an arrangement that was considered exten-
sively in early sampled PLLs [13.3, 13.4]. It consists of a fixed oscillator at
frequency fck followed by a frequency divider with selectable division ratio Q.
The output frequency of the divider fo = fck/Q is inversely proportional to the
divider ratio. Rather than cope with the nonlinear inverse relation, analysis is
simplified by considering the output period To = 1/fo = Q/fck instead. Now To

1/Q 

fck

uc[n]

fck/Q

Figure 13.1 Period DCO based on a frequency divider.
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is directly proportional to Q and is easily incorporated into difference equations
and corresponding transfer functions.

To formulate a difference equation for operation of the period DCO, denote
the time of occurrence of the nth leading edge of the divider output stream as
t[n]. That time of occurrence is determined by

t[n] = t[n − 1] + Q[n − 1]tck = t[n − 1] + uc[n − 1]tck (13.1)

where the control number uc[n] is substituted for Q and tck = 1/fck. That is, the
divider modulus Q is updated after each output cycle according to the value of the
control word uc[n]. Regard the control word as an integer with unit increments.
Take the z-transform of (13.1) to obtain

T (z) = z−1

1 − z−1
tckUc(z) (13.2)

Equation (13.2) represents a digital integrator with the same form as (4.9) for
an NCO. That expression can be incorporated into the linear description of a
DPLL in the manner developed in Chapter 4, and the same forms of DPLL
transfer functions will be obtained; no further development of transfer functions
is needed here. Additional analysis of sampled PLLs containing period oscillators
may be found in [13.4] and [13.5].

Observe from (13.1) that the time of the leading edge can be adjusted only
in increments of tck. To achieve fine adjustments requires a large frequency fck

of the fixed oscillator and fast circuits in the frequency divider. This granularity
arises because the period DCO is not fully digital—it is a hybrid device. Its
output is not a digital number, it is an analog signal whose useful information
is carried in the time instants of its leading edges. Those leading edges typically
are used to actuate a switch that samples an analog input signal.

The NCO of Chapter 4 does not suffer from this particular timing granularity.
Output of the NCO is a sequence of discrete digital numbers representing phase
(closely related to time, as explained in Section 2.1.4). Granularity of phase
depends solely on the word length of the digital numbers, a length ordinarily
much larger than feasible in the divider modulus Q, especially at high frequencies
for the period DCO output. The output of an NCO might be processed further to
generate samples of the sine or cosine of the phase angle. The output of the RDSO
of Chapter 9 directly delivers sine and cosine samples without further processing.
Phase relations are implicit in the sines and cosines; the phase resolution depends
primarily on the word length.

Phase-Selector DCO Figure 13.2 shows another technique that seems to be
used extensively, but it does not seem to have a well-accepted name. The only
published account I could find was [13.42] and its references. Like the period
DCO of Fig. 13.1, it too is really a hybrid device with analog output and also has a
granularity problem. It offers improved granularity without incurring the unrea-
sonably high frequency fck demanded by the period DCO. The phase-selector
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DCO Out

uq[n]

fck-control

Accumulate
Mod-Quc[n]

Acc. clock

to, fo

DCO

Figure 13.2 Phase-selector DCO based on a phaselocked ring oscillator and a multiplexer.

DCO is based on selecting discrete phases from a tapped delay line with Q taps.
To avoid phase unwrapping problems that arise in an open-loop delay line, the
delay line is closed in a ring, thus forming a ring oscillator. To establish an accu-
rate oscillation frequency in the ring, the oscillator is phaselocked to a harmonic
of a stable fixed oscillator at frequency fref.

Oscillation frequency around the ring is fck = 1/tck = Nfref. With Q equally
spaced taps around the ring, the time increment between adjacent taps is δt =
tck/Q. Rather than relying on a high clock frequency and a fast divider as in
the period DCO, this scheme only requires short delays in each cell of the ring
oscillator to achieve a small time increment.

The waveforms at each tap are nominally square waves, each at the same
frequency fck but time-shifted from one another by intervals δt . The phase selec-
tor is part of a PLL that generates a control signal uc[n] which selects, via an
accumulator and a multiplexer, the delay-line tap to be used as the DCO output.
Feedback around the PLL causes the tap-selection phase to keep up with the
phase of the input signal.

Accumulator operation is represented by

uq[n] = {uq[n − 1] + uc[n − 1]} mod-Q (13.3)

where uq ∈ {0, 1, . . . , Q − 1} selects the active tap on the ring oscillator. A new
tap can be (but usually is not) selected for each output cycle of the DCO. Control
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signal uc may be regarded as an integer in its effect on the DCO; it specifies the
increment in tap position from one output cycle to the next. The increment is
restricted to the range

−Q

2
≤ uc <

Q

2
(13.4)

(A circular increment in excess of halfway around a circle in one direction is
indistinguishable from a complementary smaller increment in the other direction.
Values of uc outside the restricted range are aliased.)

In conformance to (13.3), duration of the nth output cycle is

to[n] = tck

(
1 + uc[n − 1]

Q

)
(13.5)

and fo = 1/to. From the restrictions (13.4) on uc, the extreme bounds on period
are tck/2 < to < 3tck/2, so that 2fck/3 < fo < 2fck. Equation (13.3) has the same
format as (13.1); they differ only in the coefficient of uc[n] and in the meaning
of Q. Their z-transforms have the same format. Therefore, the phase-selection
DCO is really a period DCO, just implemented in a different manner that may
be more advantageous.

Although the waveform at any one tap of the ring oscillator nominally is
a square wave with 50% duty ratio, the DCO waveform out of the multiplexer
might have any duty ratio from almost 100% (for uc nearly equal to Q/2) down to
∼33% (for uc nearly equal to 3Q/2). The desired timing information is contained
in the time instants of the leading edges of the multiplexer output, not in the
waveform itself. Great care must be taken in the design of the multiplexer to
avoid switching faults—extra or missing edges in the waveform. The design
problem can be especially challenging if δt is very small.

The DCO can be operated advantageously at a frequency much higher than that
of the input signal to the DPLL; just place a frequency divider in the feedback path
out of the DCO to reproduce the input frequency. A divider preserves the timing
resolution δt while reducing the phase granularity relative to the input signal.

13.1.2 Hybrid Phase Detectors

Several categorizations of phase detectors may be recognized: (1) true digital
vs. hybrid, (2) multiplier vs. sequential, and (3) sample the signal vs. sample
the DCO. The two inputs to a true digital phase detector consist of sequences
of time-discrete digital numbers, and the PD output is another sequence of time-
discrete digital numbers computed numerically from the input samples. One or
both inputs to a hybrid phase detector are analog signals; its output is a sequence
of digital numbers. A hybrid phase detector incorporates an analog-to-digital
converter (ADC) in some, possibly obscure form. This section is devoted to
hybrid PDs.
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Multiplier vs. Sequential Most hybrid and all true-digital PDs are in the
multiplier (combinatorial) category. Recollect from Chapter 10 that a sequential
PD measures the time differences between specific edges on the input wave-
forms. Time differences are not meaningful in sample sequences, so a fully
digital PD cannot be sequential. One way to implement a hybrid sequential PD
is to use an edge on the input signal to start a high-speed counter and an edge
on the feedback signal from the DCO to stop the counter. The resulting count
is an indication of phase (or timing) error, the counter serving as the ADC.
Such PDs are workable at frequencies low enough for an adequate number of
counts to be accumulated, but they grow progressively less satisfactory as the
signal frequency increases. For this reason, most hybrid PDs belong to the mul-
tiplier category.

Sample the Signal More restrictively, many hybrid PDs and all true-digital
PDs are strictly sampling phase detectors. All deliver samples at their outputs
(otherwise the outputs are not digital; the PD would then be analog, not hybrid).
Many hybrid PDs perform their sampling at their inputs. A common arrange-
ment is illustrated in Fig. 13.3. The analog input signal r(t) is sampled and
held at time instants (not equispaced) determined by the DCO. Analog-voltage
samples r[n] are applied to the ADC which delivers digital samples ud [n]. The
s-curve of this PD, that is, the average of ud as a function of the phase error
θe, has the same shape as the waveform of r(t). If r(t) is sinusoidal, then
ud vs. θe is also sinusoidal. Other shapes of r(t) yield corresponding differ-
ent shapes of the s-curve. Replication of the signal waveform in the s-curve is
a general property of sampling PDs, at least in the absence of additive noise at
the input.

Sample the DCO Figure 13.4 turns around the usual concept of a sampling
PD; a trigger edge of the input signal r(t) is used to sample the feedback infor-
mation. In Fig. 13.4, the DCO or VCO signal is assumed to be at a much higher
frequency than the input signal. Output of the DCO or VCO is counted down to

ADC
r (t )

Input
Signal

Feedback 
from DCO

Sample 
& Hold

r [n]

ud[n]

Digits 
Out

Figure 13.3 Hybrid phase detector consisting of a sampler and an analog-to-digital
converter.
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Figure 13.4 DCO sampled at signal edges for phase detection.

the frequency of r(t). One state of the counter is established as a zero state. If the
PLL is phaselocked to the input signal, the counter (in the absence of static phase
error and of phase jitter) should be at the zero state for each trigger edge of the
input signal. The figure shows a count-down arrangement, but the same principle
applies if the trigger edge samples the phase register of an NCO. Analog-to-
digital conversion is provided by the counter or NCO, as applicable, obviating
the conventional ADC ordinarily needed in a PD that samples the signal. If the
countdown ratio is Q, the s-curve is quantized in Q equal steps over one full
cycle of the oscillator signal. Apart from the quantization, the s-curve is a linear
sawtooth over the cycle.

As described so far, the s-curve will have a dead zone of 1/Q cycle in its zero
state. Dead zones in s-curves should be avoided whenever possible. A simple
expedient is to append 1

2 LSB to ud [n] for each n. That eliminates a state of zero
output from the PD; the smallest ud sample values are ±1/2Q instead of zero.
At equilibrium, the PLL jumps back and forth between these two minimal phase
errors and can never settle to zero. The fast jumping is far preferable to the slow
wandering encountered in a dead zone.

Trigger edges of r(t) are asynchronous to the feedback edges. An essential
synchronizer block shown in Fig. 13.4 operates as described in the next para-
graphs. Asynchronous interfaces can appear in several different locations in a
sampled PLL; be alert to the potential need for synchronization. If the transfer
register were to be actuated at uncontrolled time instants, transfers could occur
as the counter was changing its state. Because of this uncertainly of state, the
count applied to the transfer register would contain unacceptable random errors.
A synchronizer is armed by the input-trigger edge and then actuates the transfer
at an instant when the counter is stable.

The time between arrival of the input trigger and the next feedback edge is
variable, so the synchronization in a feedback-sampling PD introduces a source
of phase jitter that is not present if the time-continuous input signal is sampled
by the time-discrete feedback. If the extra jitter is tolerable, sampling of the
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feedback may be far preferable to including the ADC that would be needed in
conjunction with sampling of the input signal.

Properties of Sampling PDs The two configurations of sampling PDs shown
above (one samples the input signal; the other samples the feedback) generate
usable phase-error sequences if the frequency of the sampling stream is any inte-
ger subharmonic of the frequency of the sampled signal. This property can be
beneficial (it is the basis for subsampling) or it can be hazardous (the PLL could
lock up at the wrong frequency if the wrong subharmonic were selected inadver-
tently). The s-curve is always periodic at the frequency of the sampling stream
and has the shape of the waveform of the sampled signal.

Another valuable property of a sampling PD: Ripple is absent from the PD
output if the sampling stream and sampled signal are synchronous when the PLL
is locked and if there is no more than one sample per cycle of the sampled
signal.

13.1.3 Complex-Signal Digital Phase Detector

True digital PLLs are perhaps most widely used today for signal synchroniza-
tion (recovery of carrier and clock) in data-signal receivers. Many data signals
are generated and transmitted in two-dimensional (complex) format. Most radio
receivers for data signals are arranged in a complex format, even if the signal
itself is one-dimensional (e.g., BPSK signals). This section points out salient
properties of a digital PD for complex signals.

Represent the complex input signal after sampling as vi[n] = A exp[j (2πfits +
θi)] and the complex (two-phase) output of a phaselocked DCO as vo[n] =
exp[−j (2πfits + θo)], where A is the amplitude of the input signal, fi is its
frequency, and ts is the uniform sampling interval. There is no necessary relation
between fi and ts . A truly digital phase detector can be based on the com-
plex product vivo = A exp[j (θi − θo)] = A exp[jθe]. More specifically, a phase-
detector algorithm,

ud [n] = Im[vivo] = A sin θe[n] (13.6)

illustrates the potentialities of complex signal processing. [Notation: Im[x] indi-
cates the imaginary part of x.] Observe that (13.6) contains no ripple component
and does not depend on either fi or ts . The sampling frequency 1/ts need not
be synchronous with the signal frequency fi . The sampling frequency can be
much smaller than the carrier frequency; aliasing of the carrier is permissible if
the location of the desired alias is known and adequately separated from other
aliases. This is the basis of subsampling.

A glimpse inside the PD process is informative. Recollect that exp(jx) =
cos(x) + j sin x, so that the complex product vivo consists of four real multi-
plications and a pair of addition/subtractions. The imaginary part of the product
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(the only part that need be computed) is

Im{A[cos(2πfits + θi) + j sin(2πfits + θi)]

× [cos(2πfits + θo) − j sin(2πfits + θo)]}
= A{−[cos(2πfits + θi) sin(2πfits + θo)]

+ [cos(2πfits + θo) sin(2πfits + θi)]}

= A

2
{[sin(θi − θo) − sin(4πfits + θi + θo)]

+ [sin(θi − θo) + sin(4πfits + θi + θo)]}
= A sin(θi − θo) (13.7)

Only two real multiplications [enclosed in brackets in (13.7), lines 3 and 4] and
one subtraction are needed for computing (13.6). Products of the individual mul-
tiplications contain a double-frequency ripple component (as well as the desired
difference-frequency component), but those ripple components cancel in the sub-
traction. Digital implementation can achieve essentially perfect balance between
the products and consequent near-perfect cancellation of ripple. Imbalance, and
therefore uncanceled ripple, comes about solely from finite-word-length effects.
Observe that Re[vivo] = A cos(θi − θo), irrespective of any relation between fi

and ts . This property is equivalent to that of the analog auxiliary phase detector
of Section 8.4.1.

13.1.4 DPLLs in Digital Data Receivers

Example DPLL configurations shown in Figs. 13.5 to 13.7 illustrate several tech-
niques employed for carrier recovery in data receivers. All elements and all
connections in these figures are digital. Connections with double lines represent
complex signals (almost universally generated in digital processing of passband
signals), whereas connections with single lines are real signals. These figures are
greatly simplified for purposes of illustration; configurations of actual receivers
are more complicated.

Basic DPLL Configuration Figure 13.5 is a base for further discussion. It
shows only a carrier-recovery DPLL embedded within a digital receiver. A
phase detector (PD), loop filter, and NCO are digital elements introduced in
Chapter 4. Two new elements appear in the figure: a sine/cosine processor and
a phase rotator. The sine/cosine processor accepts the real NCO phase samples
εo[n] (in fractional cycles) as input and delivers sine and cosine samples of
those phases to produce a complex local oscillator signal exp(−jθo[n]), where
θo[n] = 2πεo[n]. Scaling by 2π is implicit in the sine/cosine process; it has to
be included as a factor in the loop gain when developing the transfer functions
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Figure 13.5 Carrier-recovery digital PLL (double lines for complex signals; single lines
for real signals).

Figure 13.6 Digital PLL running at two sample rates M/T and 1/T .

Figure 13.7 Digital PLL running at three rates, showing a hold element and an accu-
mulate & dump element.
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if signal phases are measured in radians and NCO phases in cycles. The phase
rotator performs a complex multiplication between the incoming complex data
signal si[n] exp(jθi[n]) and the local oscillator signal to produce the complex,
ripple-free, difference-frequency signal si[n] exp[j (θi − θo)].

In general, the data signal and the local-oscillator signal are at nonzero fre-
quencies, whose existence is incorporated into linearly varying values of θi and
θo. The average frequencies in θi and θo are equal when the PLL is locked, so the
linearly varying components cancel out from the difference θe = θi − θo. Samples
with index n have been taken at uniform time increments corresponding to data-
symbol interval T . Assume that timing of the samples has been synchronized to
the received data symbols; timing recovery—a rich subject—is not examined
further in this section.

The phase detector provides an indication of phase error once per symbol
interval. (One sample per symbol is the optimum design for digital phase detec-
tion.) A PD algorithm often used for quadrature-amplitude modulation (QAM)
signals is ud [n] = Im{c∗[n]si[n] exp[j (θi − θo)]}, where c[n] is an estimate of
the data value of the nth symbol and ∗ indicates a complex conjugate. But no
matter what PD algorithm is used, operation in a quasilinear mode yields an
approximation ud [n] ≈ κd(θi[n] − θo[n]).

In analog PLLs, the action of the phase detector is twofold: (1) it provides an
indication of phase error, but (2) it also provides a frequency translation from
passband to baseband. The digital PLL of Fig. 13.5 separates those two actions
in a manner typical of complex-signal receivers: The phase rotator provides the
passband to baseband frequency translation while the PD extracts phase error
information from the complex baseband signal. Despite these novelties, the con-
figuration of Fig. 13.5 is described by the same difference equations and transfer
functions developed in Chapter 4.

Multirate Sampling Figure 13.6 introduces multirate processing [13.6, 13.7].
The front portions of a digital receiver customarily need to be sampled at a rate
M/T that is higher than the symbol rate 1/T . Values of M in the range 2 to 4 are
widespread. (The sampling ratio M need not be an integer and not even a rational
number; see [13.8–13.11].) Data recovery and phase detection are performed at
the symbol rate, so the higher rate has to be down-sampled to 1/T . Any feedback
from symbol-rate portions of the receiver into higher-rate portions have to be
up-sampled to the higher rate.

For illustrative purposes, down-sampling by the ratio M : 1 in Fig. 13.6 is
shown as following the phase rotator, an unlikely location for the simple configu-
ration of the figure but realistic in more complicated arrangements. That necessary
down-sampling requires subsequent up-sampling at some location between the
PD and the local-oscillator signal applied to the phase rotator. An appropriate
location for up-sampling is between the loop filter and the NCO.

Hold Process Up-sampling often is accomplished by a zero-order hold process
which accepts samples uc[n] from the loop filter at rate 1/T and delivers M
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identical samples uc[m] = uc[n] at rate M/T . If uc is regarded as the NCO phase
increment (in fractional cycles) per sample interval, the NCO phase advances by
Muc[n] fractional cycles in the time interval T . The hold function inserts a
dimensionless gain factor M into the loop equations.

Why should the phase increment be characterized in the time interval T rather
than in the time interval T /M? Since the PD is sampled at 1/T , it can only sense
changes at time intervals T . It is common practice in multirate PLLs to relate all
phases and times to the PD, the location where the loop error is sensed.

Accumulate & Dump Process Loop bandwidths of synchronizer PLLs in
data receivers ordinarily are much smaller than the symbol rate 1/T . Practical
bandwidths range from ∼3 to 5% of the symbol rate at the upper extreme to as
small as 0.1% of the symbol rate, or even less. Recognizing the small bandwidth,
many workers have asked themselves why it is necessary to update the loop so
often. Why not down-sample after the PD and update at a slower rate, thus
reducing computing burden? Several good arguments against this approach arise
in the sequel, but the technique has been applied in some instances; the next few
paragraphs relate its principles.

Figure 13.7 places one more element—an accumulate & dump process—into
the digital PLL. An accumulate & dump constitutes one of the simplest techniques
for down-sampling. It adds up L succeeding input samples at rate 1/T and delivers
their sum in a single sample at the output. Therefore, the process comprises a
filter (in the accumulation) and a down-sampler (in the dump). The loop filter
that follows the accumulate & dump runs at a sample rate of 1/LT. The hold
process that follows the loop filter must up-sample by 1 : LM to achieve a rate
of M/T .

How has the loop gain been affected by the insertion of the accumulate &
dump? For comparison, refer to Fig. 13.5 for the configuration with single-rate
sampling. Replace the loop filter with a straight-through connection by setting
κ1 = 1 and κ2 = 0, equivalent to the loop-filter transfer function F(z) = 1. In
response to L successive output samples from the PD of equal value ud , the
phase of the VCO will be advanced by Lud fractional cycles.

Now refer to Fig. 13.7, which has the accumulate & dump with its L : 1
down-sampling and the zero-order hold with its 1 : LM up-sampling. (Ignore
labels in braces {·} in the figure until Appendix 13A.) Once again, assume that
the loop filter is a straight-through connection with gain = 1. In response to
L successive equal input samples ud , the accumulate & dump outputs a single
sample of amplitude Lud . Up-sampling in the hold process generates LM samples
of amplitude Lud , so the phase of the NCO advances by L2Mud fractional cycles.
That is a factor of LM larger than the phase advance due to L equal PD samples
in the configuration of Fig. 13.5. Since the hold contributed a gain factor of M ,
the net contribution of the accumulate & dump to loop gain is a factor L.

These gain factors for the accumulate & dump and for the hold apply only
for a constant input signal, that is, a signal at zero frequency. Signals at nonzero
frequencies will be filtered. Understanding of the filter properties is needed for



294 13. DIGITAL (SAMPLED) PHASELOCK LOOPS

informed design of the feedback loop. Section 2.3 of [13.6] lays out the principles
of resampling in multirate systems. Appendix 13A applies those principles to
develop transfer functions for the DPLL of Fig. 13.7.

[Caution: Down-sampling induces aliasing of the input signals. If spectral
content (such as noise or interference) exists in the PD output at frequencies in
excess of 1/2LT, those frequencies will be aliased into frequencies in the range
0 to 1/2LT and will be more difficult to reject by filtering in the PLL. If such
disturbances exist in significant amplitudes, down-sampling with an accumulate
& dump should be avoided.]

13.1.5 Loop Stability

Linearized analysis of quasilinear digital and hybrid PLLs leads to a simple sta-
bility criterion: All poles of the system transfer function must be within the unit
circle for the loop to be stable. But all PLLs are nonlinear, even apart from quanti-
zation effects; the linearized analysis does not necessarily reveal all facts relating
to stability. Several authors [13.12–13.15] have investigated hybrid PLLs for the
effects of nonlinearities (excluding quantization issues) on stability and acquisi-
tion. They have uncovered behavior that would not be expected from experience
with analog PLLs. A prudent designer would (1) become familiar with these anal-
yses to guard against the perils identified therein and (2) incorporate comfortable
stability margins into sampled PLLs as protection against unexpected surprises.

13.2 QUANTIZATION

Digital numbers necessarily have finite precision—they are quantized. This section
explores the effects of quantization upon PLL phase jitter. As will become apparent,
numerous questions remain open for further investigation.

13.2.1 Lessons from Related Studies

Quantization has received close attention in digital signal processing [13.16–
13.19], in delta–sigma (��) converters [13.20, 13.21], and articles on quantiza-
tion per se [13.22–13.28]. Several well-known results are directly applicable to
PLLs, as described in the following paragraphs.

Quantization as Additive Noise Effects of quantization are often modeled as
white noise of uniform probability density added to an otherwise linear system.
Most treatments of this approach warn emphatically that the model is valid only
on the essential condition that the signal or external additive noise is large enough
to make the quantization error be uncorrelated with the signal. That condition
is not usually met in a PLL, because additive noise is often small or absent in
PLLs of interest and phase error is small and the control signal to the NCO is
largely quiescent when the loop is locked. Simulations (Gardner, unpublished
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results) have demonstrated that the additive-noise model of quantization error is
very poor in a PLL with otherwise-small noise at its input.

Effects of Additive Noise Numerous studies have shown that additive noise
“linearizes” the stair-step character of a quantizer. That is, the average value of a
signal plus zero-mean noise over many samples approaches the true signal value
alone, despite the quantization of individual samples. With sufficient additive
noise, the quantizing error can be treated as additive white noise with uniform
probability density. Surprisingly small additive noise—standard deviation on the
order of one quantizing increment—may be sufficient. This effect applies as well
to digital PLLs, as appears in the sequel.

Limit Cycles A digital feedback network may be subject to limit cycles—
unwanted periodic oscillations due to quantization—not predicted by linear
analysis. Limit cycles occur in recursive digital filters and in �� converters. They
also occur in digital PLLs and their properties are a main topic of this section.
Rigorously speaking, a true limit cycle is strictly periodic—the same sequence
of sample values repeats exactly in every period. That can occur only if the
frequency of the incoming signal is in an exact rational ratio to the frequency of
the sampling clock. If, as is common, the incoming signal and sampling clock are
derived from independent oscillators, the frequency ratio will be irrational; the
two frequencies are incommensurate. In that case, the same sequence of sample
values (specifically, of phase error) never repeats exactly and the oscillations are
not periodic. Experts on nonlinear dynamics use the name quasiperiodic orbit
instead. Besides the requirement on periodicity, a limit cycle is supposed to be
the only orbit in its neighborhood, whereas many similar “limit cycles” with
varying details may develop in the PLLs to be described, depending on initial
conditions. The term limit cycle is improper when applied to quantized PLLs.
The term is used here nonetheless, despite its impropriety, because of its greater
familiarity in the wider engineering community.

13.2.2 Quantization Considerations in Hybrid PLLs

Many of the early articles on hybrid PLLs neglected quantization entirely; these
dealt with enough then-new concepts without raising the complications of quan-
tization as well. Other articles dealt with extremely coarse quantization. The
latter class of systems is regarded here as inherently nonlinear, not quasilinear,
and its discussion is deferred to Section 13.3. A search of the early literature
turned up only two papers [13.29, 13.30] on hybrid PLLs with multilevel quan-
tization. Both used a model similar to Fig. 13.8, consisting of analog sinusoidal
signal plus noise as input, a sampler as a phase detector, an analog-to-digital
converter providing quantization, a loop filter, and a period DCO. The D’Andrea
and Russo paper [13.29] dealt solely with a first-order loop; the Pomalaza-Raez
and McGillem paper [13.30] treated a second-order type 2 loop in addition. All
quantization in [13.29] is in the ADC; [13.30] also makes provision for separate
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Figure 13.8 Hybrid PLL.

quantization in the DCO. The quantization in [13.29] is uniform in phase error,
not in signal amplitude; this kind of s-curve might most easily be implemented
by the arrangement of Fig. 13.4. Both quantizers have a midtread characteristic,
implying a dead zone around zero phase error. Both papers assume low to mod-
est signal-to-noise ratio and are concerned primarily with the issues classically
associated with analog PLLs operating in noise, such as probabilities of steady-
state phase error, time to loss of lock (due to noise), and speed of acquisition.
Both make use of Markov chains for analysis of performance.

13.2.3 Effects of Frequency (NCO) Quantization

The results reported in [13.29] and [13.30] are valuable for evaluating the per-
formance of hybrid or digital PLLs in the presence of external noise but furnish
only limited insight into behavior under noise-free conditions where quantiza-
tion effects predominate. A different approach is needed for analysis of noise-
free PLLs. Quantization has to be examined in each individual element of a DPLL
and then quantization of all elements together. This section concentrates on fre-
quency quantization in the NCO. Results can readily be extended to frequency
quantization in any digit-controlled oscillator in any digital or hybrid PLL.

Frequency quantization has been studied by Gardner [13.31], who performed
simulations and inferred generalized properties therefrom and by Teplinsky, Feely,
and Rogers [13.32] and Teplinsky and Feely [13.33], who performed elaborate
nonlinear analyses that corroborated applicable portions of [13.31]. At the time
of this writing, very little seems to have been published on quantization else-
where in the loop, with one exception: Da Dalt [13.43] has investigated a digital
PLL with a binary-quantized (“bang-bang”) phase detector.

Study Model Figure 13.9 is a simplified model of the DPLL considered
in [13.31–13.33]. Notation has been changed somewhat to conform to that
of Appendix 13A. It closely resembles the configuration of Fig. 13.7 with
the minor exceptions that the M : 1 signal-path down-sampling of Fig. 13.7
is absent (equivalently, M = 1) and the integrator in the loop filter is delay-
free. Its quasilinear transfer functions are nearly the same as those derived in
Appendix 13A; compare eq. (19) of [13.31] to (13A.20) and (13A.21).
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Figure 13.9 Simulation model of digital PLL for studies of frequency quantization.

Input Signal The input signal is modeled as a unit-amplitude unmodulated
complex exponential exp{jθi[n]}, where the input phase is defined by

θi[n] = 2πnfits + θi[0] (13.8)

where ts is the sample interval and fi is the frequency of the sampled signal.
Define a normalized frequency fits with units of cycles per sample interval. The
analysis assumes that |fits | < 0.5, implying that θi cannot change by more than
π from one sample to the next. Negative frequencies are just as valid as positive
frequencies in a complex signal. Complex white zero-mean Gaussian noise was
added to the signal for some simulation trials as reported below. The in-phase
and quadrature components of the noise each had variance σ 2

v .

Phase Detector The phase rotator of Fig. 13.9 plus the box labeled Im{·}
(designating the imaginary part) constitute a phase detector whose s-curve is
sinusoidal and whose gain is κd = 1 rad−1. As explained in Section 13.1.3, a
complex-signal phase detector is free of ripple in its output.

Loop Filter and Delay The accumulate & dump, the proportional-path coef-
ficient κ1, the integral path with coefficient κ2 and an integrator, and the hold
operation are substantially the same as in Fig. 13.7. All delay in the loop has
been lumped into a single box with delay D ≥ 1.

Quantizer The quantizer was modeled with 2b uniform increments, b = positive
integer, subject to the quantizing rule

Q(uc) = uqc = IP[2buc], |uc| ≤ 0.5 (13.9)

where uc is the output from the hold element. The ends of the range are irrelevant
to this discussion since no simulated signals uc approached them at all closely.

These definitions provide a quantizer with a riser at uc = 0 and a zero-valued
output in the interval uc ∈ [0, 2−b). In hindsight, it might have been preferable
to have avoided a zero-valued region, but the simulation difficulties it raised
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were circumvented by judicious selection of signal frequency fits . Since the zero
value is in the NCO tuning characteristic and not the PD s-curve, its presence
has no essential effect on the nature of the limit cycles described below; it does
not constitute a dead zone in the error detector. It was convenient to further
normalize the signal frequency to the quantization interval according to

µi = 2bfits (13.10)

NCO and the Sine/Cosine Process The operations of these elements are the
same as described previously, the sole difference being the quantization of the
frequency-control word uqc delivered to the NCO so that the NCO can take on
only 2b discrete frequencies. All other quantities in the simulation were repre-
sented in floating-point numbers, whose granularity was minuscule compared to
2−b. On the same normalized frequency scale (13.10) that defines µi , the NCO
can run at any integer frequency µo from −2b−1 to 2b−1 − 1. By contrast, µi

takes on values from a continuum (−0.5, 0.5). The frequency increment from the
quantized NCO is δfo = (2bts)

−1, a relation useful for evaluating the performance
of PLLs whose frequency is quantized by oscillators other than NCOs.

Noise-Free Limit Cycles Unless the normalized signal frequency µi is an
integer (an event of zero probability if the received signal and the PLL clock
are generated by independent oscillators), the NCO frequency µo can never be
the same as µi . Therefore, the NCO cannot settle to a single frequency and still
maintain phase lock. Simulations revealed the existence of limit cycles (more
correctly, quasiperiodic orbits) in the phase error θe, the loop-filter output uc, the
quantizer output uqc, and the NCO frequency µo.

Two example plots of limit-cycle waveforms (out of many hundreds generated
in simulations) are shown in Figs. 13.10 and 13.11. Abscissas are labeled with
sample numbers. Denoting the output of the integrator in the loop filter of a type
2 PLL by uI [n], the quantity X2 in the plots is defined by X2 = 2buI [n]. In
all waveform plots, be aware that the simulation program draws straight lines
between adjacent samples for visual separation of closely spaced points, but all
points really are discrete. Furthermore, jagged connecting lines are an artifact of
the pixel raster on the computer screen and not a feature of the limit cycles.

The limit cycles of a quantized PLL exhibit an astonishing variety of features
that do not appear in operation of a nonquantized PLL. In the absence of additive
noise, prominent attributes of the steady-state limit cycles include the following:

ž Waveforms are strongly dependent on FP[µi], the fractional part of the
normalized signal frequency.

ž For a type 2 PLL (which exhibits zero static phase error), the same limit
cycle waveforms appear for all frequencies with the same FP[µi], irrespec-
tive of IP[µi].

ž If FP[µi] is a ratio p/q (p and q relatively prime integers), the limit cycles
are periodic in q; the same sequence of sample values repeats exactly. For
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Figure 13.10 Limit-cycle waveforms: first-order DPLL, µi = 0.44, b = 8, D = 1, L = 1.

0.02

0

−0.02

1.05

1

0.95

0.8

0.4

0

1

0

−1

155

Phase Error, Radians Loop Filter Output, 2buc[n]

X2 Integrator Quantized Input to NCO, 2buqc[n]

170 185 155 170 185

155 170 185 155 170 185

Figure 13.11 Limit-cycle waveforms: type 2 DPLL, µi = 0.44, b = 8, D = 1, L = 1.
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example, in Figs. 13.10 and 13.11, where µi = 0.44 = 11/25, a period 25
can be discerned.

ž If FP[µi] is irrational, the limit cycles cannot be periodic; they never
repeat exactly.

ž If a limit cycle is periodic, its spectrum cannot be white. The spectrum
must consist of discrete harmonics of the fundamental frequency of the
limit cycle. This fact vitiates the common assumption that quantizing noise
has a flat spectrum.

ž For loop parameters of practical interest (adequate damping—meaning small-
enough κ2 —and comfortable stability margin) and µi �= integer, the quan-
tized NCO frequency jumps only between the two values IP[µi] and 1 +
IP[µi]. Feedback action in the PLL adjusts the relative dwell times at these
two NCO frequencies, so that the average NCO frequency is exactly µi ,
thereby permitting phaselock despite the fact that the NCO cannot run at a
frequency µi �= integer.

ž In Figs. 13.10 and 13.11, the output of the loop filter remains close to
2buc = 1 + IP[0.44] = 1 throughout the equilibrium limit cycle. That level
is provided either from nonzero PD output from static phase error (≈0.25 rad
in the example) propagating through the proportional path of the type 1 PLL
of Fig. 13.10 or from the integrator in the loop filter of the type 2 PLL of
Fig. 13.11. In the absence of quantization, the average filter output would
0.44 exactly, not ∼1.

ž The phase-error limit cycles in Figs. 13.10 and 13.11 have the same wave-
shape except for the offset due to static phase error in the first-order PLL of
Fig. 13.10. Moreover, changing κ1 and b has no influence on the waveshape
of the limit cycle (other than amplitudes of the excursions and altered static
phase error in the first-order PLL), even for quantization as coarse as b = 1.
Changing κ2 has no effect either, provided that κ2 is small enough.

ž If gain κ2 of the integral path is small enough, response speed in the inte-
grator path is very slow, so slow that it is unable to follow the limit cycle
in the proportional path. As far as the steady-state limit cycle is concerned,
the type 2 PLL appears nearly indistinguishable from a type 1 PLL, with
the correct offset applied externally as a bias to the quantizer.

ž Under most practical conditions, the peak-to-peak excursions of the phase
error were found to be approximated by

2π(D + L − 1)

2b
rad (13.11)

ž Notice that (13.11) omits the gain coefficients κ1 and κ2; the phase excur-
sions due to NCO quantization are independent of loop gain. Independence
of κ1 and of small-enough values of κ2 were verified in simulations. Large
values of κ2 have an adverse effect, as discussed subsequently.

ž Observation of phase-error limit cycles revealed waveforms composed of
sawtooth sections (e.g., as visible in Figs. 13.10 and 13.11), which suggested
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uniform distribution of amplitude. If the distribution is indeed uniform
within the bounds of (13.11), the phase-error variance due to quantization
of the NCO would be

σ 2
θe = 1

12

[
2π(D + L − 1)

2b

]2

rad2 (13.12)

ž Evaluation over many trials found that simulated σ 2
θe agreed well with (13.12)

for D = 1 and L = 1, but varied from (13.12) by 2 : 1, or even somewhat more,
in either direction for larger D or L. A heuristic argument justifying (13.11)
is proposed further below.

ž Evaluation of the phase excursions by experiment is statistically dubious
because of sampling inadequacies. Teplinsky and Feely [13.33] develop a
more sophisticated analysis via nonlinear mathematics (but only for L = 1
and D = 1) and conclude that the peak-to-peak excursion of phase error
never exceeds 4π/2b rad, and that only for integer µi . They further conclude
that (13.11) is correct for all irrational µi and approaches 2π(1 + 1/q)/2b

radians if µi = p/q, provided that κ2 is small enough.
ž If µi is rational (and noise is absent), the steady-state limit cycle in a

first-order PLL repeats its sample values exactly over every period. In con-
sequence, the properties of the limit cycle—such as phase excursions and
static phase error—depend on the initial conditions; different limit cycles
arise for different initial conditions.

ž If µi is irrational, the equilibrium limit cycle never repeats exactly and the
properties of the limit cycle do not depend on initial conditions.

Integer Frequencies The limit cycles (if any) for µi = integer are quite
different from those described so far. Simulations have shown that PLL behavior
is atypical and degenerate with an integer frequency. Comments below are for
noise-free conditions. In a first-order PLL, if µi is an integer and within the lock-
in range of the loop, the phase error ultimately freezes at a value that sets µo = µi

and no further changes occur—there is no limit cycle. Notice that because of the
quantization, there is an entire range of phase errors that will set µo = µi ; the
loop freezes as soon as the phase error enters that range.

In a type 2 PLL, the phase error cannot freeze at a nonzero value because the
integrator in the loop filter can hold a constant output only for a zero input. An
illustrative limit cycle for µi = 0 in a type 2 PLL is shown in Fig. 13.12. The
illustrated behavior is instructive for any integer µi . If the PLL were started with
initial conditions θe[0] = 0 and 0 ≤ 2buI [0] = X2 < 1, it would simply freeze
in its initial state, with no limit cycle. However, a nonzero initial phase error
starts the PLL off into vigorous activity, as exemplified in Fig. 13.12. Phase
error during the limit cycle takes on only two distinct values, neither one of
which is zero. [Exception: If θe[0] were an exact integer multiple of 2π/2b, the
phase error would eventually settle to zero in a transient that terminated in finite
time.] Because phase error is never zero, the integrator output must always be
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Figure 13.12 Limit-cycle waveforms: type 2 DPLL, µi = 0, b = 8, D = 1, L = 1.

slewing, never standing still. Different initial conditions would lead to different
details in the limit cycle.

Despite the extreme activity of the integrator, the frequency of the NCO µo =
0 = µi for all but brief instants. NCO frequency jumps to +1 or −1 for those brief
instants as output of the loop filter passes over the corresponding boundaries of
the quantizer. The jumps would be to µo = µi ± 1 for integer µi �= 0. Contrary
to the limit cycles for noninteger µi , where µo jumped only between the two
frequencies IP(µi) and 1 + IP(µi), µo jumps among three frequencies for integer
µi . The simulated PLL for Fig. 13.12 is identical to the one for Fig. 13.11; only
the signal frequency has changed.

The limit cycles in Figs. 13.10 and 13.11 are maintained primarily through
the proportional path of the PLL, whereas the limit cycles in Fig. 13.12 are
dominated by the integral path. It is useful to think of two intertwined loops in
a type 2 PLL, each subject to its own limit cycle because of quantization. The
notion of intertwined loops is exploited subsequently.

Effect of Accumulation and Delay The foregoing applies only to L = 1 (no
accumulation and down-sampling) and D = 1 (no excess delay in loop). Gard-
ner [13.31] reports simulation results for L > 1 and D > 1; analyses in [13.32]
and [13.33] were restricted to L = 1 and D = 1. This section describes some
of the simulation results as shown in Figs. 13.13 and 13.14. In both figures,
results are for a first-order PLL on the premise that the limit cycle will be similar
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for type 1 and type 2 PLLs, except for integer input frequencies. A negative fre-
quency µi = −0.56 = −1 + 0.44 = −14/25 was employed to avoid problems in
the simulator with static phase error. Except for static phase error, µi = −0.56 is
equivalent to µi = +0.44 as employed in Figs. 13.10, to which Figs. 13.13 and
13.14 should be compared.

Figure 13.13, L > 1 Since accumulation ratio L is a factor in the loop gain κ

[see (13A.18)], and since the loop update rate is 1/Lts , the setting for simulated
gain κ1 in the proportional path was reduced by a factor 1/L2 compared to its
value in Fig. 13.10. This expedient first compensates for the factor L in the loop
gain, and second, reduces the loop bandwidth by a factor 1/L, as is appropriate
for the reduced update rate. It also maintains the same stability margin in both
instances (∼26 dB). Delay D = 1 is used for this example.

The plots of Fig. 13.13 for L = 16 show a large increase in phase-error
excursion compared to Fig. 13.10, a much smaller static phase error (due to
the choice of signal frequency), and substantial changes in all waveforms. Care-
ful inspection shows the period of the phase-error limit cycle to have increased to
25 × 16 = 400 samples and its peak-to-peak excursion to have increased approx-
imately 16-fold as well. Normalized frequency of the NCO now jumps between
0 and −1, as is mandated by the choice of a negative input frequency, but the
jumps are still only between the two levels, despite the large increase of L. NCO
frequency remains steady for 16 sample intervals because of the down-sampling
and subsequent up-sampling with the hold operation. Therefore, each phase-error
excursion necessarily is 16 times larger than for L = 1. For the same reason, the
period of the limit cycle is 16 times larger.

Figure 13.14, D > 1 Because delay D does not enter into the loop gain or the
update rate, the same gain κ1 in the proportional path was chosen for the simu-
lated PLL of Fig. 13.14 as was used for the PLL of Fig. 13.10. With D = 8,
delay reduced the stability margin to 6.6 dB, (from 26 dB), probably rather
lower than desirable. Accumulation ratio was set at L = 1 for this example.
The plots of Fig. 13.14 show greatly changed waveforms from Fig. 13.10, a
peak-to-peak phase error excursion of about eightfold larger, and an NCO fre-
quency still jumping between only two levels: 0 and −1 for the conditions in
Fig. 13.14.

Derivation of Phase Excursion Consider a first-order PLL with D = 1 and
L = 1. Postulate a phase-error threshold 	E defined by the property

2buqc =
{

IP(µi), θe < 	E

1 + IP(µi), θe > 	E
(13.13)

If 2buqc = IP(µi), the phase error will advance by �θ+ = 2πFP(µi)/2b radi-
ans over the next sample interval, whereas the phase error will fall back by
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�θ− = 2π[FP(µi) − 1]/2b radians if 2buqc = 1 + IP(µi). Starting from θe =
	E − ε(ε → 0), the greatest possible positive excursion is to 	E + �θ+, since
only negative excursions are possible if θe > 	E . Similarly, starting from θe =
	E + ε, the greatest possible negative excursion is 	E + �θ−. Therefore, the
maximum possible peak-to-peak excursion of θe is

�θe ≤ (	E + �θ+) − (	E + �θ−) = �θ+ − �θ−

= 2π

2b
rad (13.14)

irrespective of 	E .
From the analyses of [13.32] and [13.33], it is apparent that (13.14) is not a

true upper bound on the peak-to-peak phase excursions for all signal frequencies.
Defective as it may be, its derivation still offers a description of the physical
process that generates the excursion. Now incorporate the simulation findings for
L > 1 and D > 1. The examples presented in Figs. 13.13 and 13.14 demonstrated
peak-to-peak phase-error excursions that were proportional to L and to D. As a
rough hypothesis, assume that delay is inserted into the loop by either delay or by
accumulation and subsequent hold. Inserted delay is the sum from both sources.
A delay of D obviously contributes D sample intervals of loop delay, but the
accumulation and hold contribute only L − 1 intervals since there is no delay
for L = 1: that is, no accumulate and hold operations. The phase of the NCO
continues to increase (decrease) by 2π/2b rad for (D + L − 1) sample intervals
after the 	E boundary has been passed, thereby increasing the excursion by that
amount. Applying this heuristic reasoning to (13.14) gives (13.11).

Effect of Gain Coefficients κ1 and κ2 Teplinsky et al. [13.32] and [13.33]
state that the peak-to-peak excursion of the phase-error limit cycle is independent
of κ1 (provided that the loop is stable) but does depend on κ2. The simulations
of [13.31] found the same behavior; examples from the simulation study provide
some insight. Figures 13.15 and 13.16 show limit cycles for two type 2 PLLs that
are identical except for the values of the integral-path gain coefficients κ2. These
simulations were run for L = 16, but that is incidental and irrelevant. They were
selected because they showed the κ2 effect most clearly of all trial runs. Other
simulations with L = 1 also showed the effect, but not nearly as forcefully.

Prior to these illustrated simulations with a type 2 PLL, another simulation was
run with a first-order PLL (i.e., κ2 = 0) with the same L = 16, the same µi , and
κ1 = 2−11 instead of 2−14 as in Figs. 13.15 and 13.16. Its phase-error limit cycle
was identical (except for a small static phase error) to that of Fig. 13.15. Several
conclusions can be drawn from these results: (1) loop type has no influence
on the waveform of the phase-error limit cycle (except for static phase error),
(2) proportional-path gain (in a stable loop) has no influence on the waveform
of the phase-error limit cycle, and (3) the value of κ2 = 2−5 in Fig. 13.15 is
small enough to have no discernible effect on the waveform or excursion of the
phase-error limit cycle.
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Figure 13.15 Limit-cycle waveforms: type 2 DPLL: µi = −0.7425, b = 8, D = 1,
L = 16, κ1 = 2−14, κ2 = 2−5.
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Several features may be noted from examining Fig. 13.15:

ž The peak-to-peak phase-error excursion conforms closely to (13.11).
ž The peaks lie equally above and below zero (once the initial transient dies

out), indicating the success of the integrator in removing static phase error.
ž Quantized input to the NCO jumps between only two levels.
ž The output of the integrator is always slightly negative from zero.
ž The waveform of the integrator shows small-amplitude scalloping that cor-

responds to the lowest-frequency (period = 512?) variations in the phase-
error waveform.

Figure 13.16 shows the limit cycles for the same PLL under the same con-
ditions as in Fig. 13.15 except that κ2 has been increased from 2−5 to 2−3.
Remnants of the limit cycles from Fig. 13.15 can still be seen. The phase-error
remnants appear to be just about the same as for the smaller κ2 and the larger
amplitude of the scalloping remnants in the integrator is explained entirely by
the larger κ2.

But the most striking feature of Fig. 13.16 is the emergence of large departures
from the comparatively regular limit cycles of Fig. 13.15. It is as though another,
more vigorous limit cycle associated with the integral path of the loop filter is
breaking through and overcoming the more sedate limit cycle associated with
the proportional path. This explanation may be overly dramatic—microscopic
examination of the waveforms undoubtedly would reveal a mundane explanation
in terms of switching levels. Nonetheless, the notion of contending limit cycles
provides a useful model for thinking about several other phenomena besides the
effect of κ2. The idea has already arisen in explaining the large limit cycles in
type 2 PLLs for integer µi ; a variation on the idea will appear in explaining the
effect of additive noise on limit cycles.

Comparison of Figs. 13.15 and 13.16 suggests the existence of a threshold
value (or threshold range) of κ2. For values well below the threshold, the phase-
error limit cycle is dominated by the proportional path, to the near (maybe
complete) exclusion of influence from the integral path. For κ2 values well above
the threshold, the integral path dominates. Theory is not yet developed sufficiently
to specify the threshold; simulations still are necessary.

Effect of Additive Noise In the absence of quantization, the phase variance at
the output of the NCO in a DPLL in response to an input consisting of the sum of
a unit-amplitude complex-exponential signal plus complex white Gaussian noise
of variance 2σ 2

v (σ 2
v in each rectangular component of the complex noise) is

σ 2
θno = 2BLtsσ

2
v rad2 (13.15)

where BL is the noise bandwidth as defined in Chapter 6 and ts is the sam-
ple interval.
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Figure 13.17 Phase error variance vs. noise: b = 8, D = 1, L = 1, κ1 = 2−6, κ2 = 0.
(From [13.31;  1996 IEEE.)

Phase fluctuations due to frequency quantization join the fluctuations due to
additive noise. Figure 13.17 shows a few examples of simulated phase vari-
ance resulting from combined quantization and additive noise. For small σv , the
quantization component dominates, as is evident from the flatness of the plots.
For large σv , the additive noise dominates, closely approaching the theoretical
formula (13.15) (solid straight line labeled “formula”). These results are typi-
cal of many trials with a variety of conditions of noise, signal frequency, and
PLL parameters.

An attempt was made to deduce an empirical formula for the total variance in
the transition region where noise and quantization contributions are roughly equal.
Simple addition of the individual variances (of noise alone and of quantization
alone) or of the individual standard deviations gave a very poor match to the
observed total variances. After the fortuitous discovery of Fig. 13.18, in which
the total variance decreases with increasing σv in the transition region (a behavior
induced by near-instability in the particular PLL), it was realized that the additive
noise and the quantization limit cycle combine in nonlinear fashion and that no
simple addition rule could be correct.

Observation of limit-cycle waveforms revealed that additive noise tends to
disrupt the limit cycle rather than add to it. A typical waveform might have
segments in which the noise-free limit cycle appears unimpaired, followed by
segments in which the limit cycle has been destroyed and replaced by noise.
Two processes are contending with one another in the nonlinear system, and no
simple characterization is evident.

As a substitute for a combined rule for variance, a simple rule of thumb was
devised for an input noise level σv = σv1 such that the contribution of additive
noise would predominate over that of quantization. The rule of thumb was based
on the observation that in almost all practical cases, a noise-free limit cycle out
of the quantizer jumps back and forth between only two adjacent quantization
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Figure 13.18 Phase error variance vs. noise: µi = −0.41, b = 8, D = 8, L = 1,
κ1 = 2−6, κ2 = 0. (From [13.31];  1996 IEEE.)

levels. It was further observed that the input uc[n] to the quantizer had a limit
cycle with peak-to-peak excursions much smaller than one quantizing interval
in most instances. The rule of thumb arbitrarily defines σv1 as the input-noise
level that produces a noise component at the input to the quantizer with standard
deviation equal to one quantizing interval.

A formula for σv1 is obtained as follows. Only the quadrature component of
input noise, with variance σ 2

v , need be considered since the in-phase component
does not appear in the PD output (see Section 6.1.1). Assume, reasonably, that
transmission of the noise through the loop filter is mostly through the proportional
path so that transmission through the integral path can be neglected entirely for
the rule. Thus, the loop filter scales the input noise by a factor κ1.

An accumulate and dump—that is, L > 1—complicates the derivation. The
transfer functions of Appendix 13A were derived with the approximation that
the input-signal bandwidth is small compared to the filter update rate 1/Lts .
But that approximation is not valid for input noise that is white over a two-
sided bandwidth 1/ts . To take account of the accumulator, recognize that the
accumulator just adds L samples of the noise. If these L samples are independent
and identically distributed with standard deviation σv , the standard deviation out
of the accumulator is simply σvL

1/2 and the standard deviation at the input to the
quantizer is κ1σvL

1/2. Setting that product equal to 2−b (one quantizer increment)
gives the rule of thumb

σv1 = 1

2bκ1

√
L

(13.16)

Markers for σv1 in Figs. 13.17 and 13.18 show that the total phase variance is well
past the transition region between quantization dominance and noise dominance
and is very close to the formula of (13.15) at σv = σv1. Observations of wave-
forms with σv = σv1 reveal that the majority of noisy samples of the quantizer
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output occur at the two levels that are activated in the absence of noise, a sub-
stantial portion of the samples reach one further level in each direction, fewer
extend two levels further, and only a very few reach three levels further. This is
exactly the sort of quantizer output to be expected from noise standard deviation
of one quantizing interval.

Static Phase Error A first-order digital PLL suffers from a static phase error
from the necessity to have a nonzero output from the loop filter to tune the NCO
to its correct average frequency. Excessive phase error causes the loop to lose
lock; there is a hold-in limit, just as in an analog PLL. An example of static
phase error is shown in Fig. 13.19 for noise-free and noisy conditions. Formulas
for the phase error were inferred from observation of numerous simulation trials.
In the simulation model of Fig. 13.9, the formula in the absence of noise is

θv = sin−1 IP(µi) + 1

2bLκ1
+ 2π(D + L − 1)

2b
[FP(µi) − 0.5] rad (13.17)

which vanishes only at µi = 0. The inverse sine term in (13.17) is responsi-
ble for the stepwise character apparent in the noise-free portion of Fig. 13.19,
and the second term imparts a tilt that is just barely discernible on each step
top. Also visible in expanded plots, but invisible in Fig. 13.19, are relatively
small, frequency-dependent deviations from the straight-line step tops indicated
by (13.17).

With sufficient added noise, the steps are wiped out and the static phase error
approaches

θv = sin−1 µi + 0.5

2bLκ1
rad (13.18)

a result nearly the same as that in an analog PLL with sinusoidal PD.

Figure 13.19 Static phase error: b = 8, D = 1, L = 1, κ1 = 2−6, κ2 = 0. (From [13.31];
 1996 IEEE.)
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Design Rules Several guidelines to minimize phase-error excursions can be
extracted from all of the foregoing:

ž Use small quantizing increments (large b) in the frequency quantizer (an
obvious expedient).

ž Use a type 2 PLL to avoid static phase error (an expedient well known from
analog PLLs).

ž Avoid accumulation and down-sampling in the loop filter.
ž Minimize delay D in the loop.

13.2.4 Quantization in a Phase Detector and an Integrator

Despite the rich collection of strange behaviors recounted in the preceding section,
much remains to be learned about the nonlinear effects of quantization of NCO
frequency. Operation of every other element in a digital PLL is also quantized,
and the effects of those quantizations also need to be understood. Nonetheless,
excepting Da Dalt [13.43], frequency quantization appears to be the only one
that has been studied in any depth so far. This section raises preliminary ideas
and questions on quantization in the phase detector and in the integrator of the
loop filter. Definitive treatment lies in the future.

Phase-Detector Quantization Consider a first-order DPLL. Output of its
phase detector is ud [n] and the control signal to the NCO is uc[n] = κ1ud[n].
Assume plausibly that the PD is arranged to avoid a dead zone and that mul-
tiplication by κ1 preserves all bits of ud for uc. If the LSB of uc aligns with
the LSB of the NCO, the PD quantization matches that of the NCO. With that
condition, it seems as though the PLL quantization effectively is that of the NCO,
with behavior as described at length in Section 13.2.3. This conclusion may be
wrong; intuition insists that quantization of ud has to have some effect. The issue
is open for further investigation.

One or more bits will be wasted if the LSB of uc falls below the LSB of
the NCO. Performance is the same as if the lost bits were truncated from uc.
There is no obvious benefit from carrying extra bits in the PD. The loop fails
entirely if the MSB of uc (the sign bit) falls below the LSB of the NCO. This
feature implies that the quantization of NCO frequency in some sense estab-
lishes a minimum bandwidth of its PLL, at least for the DCO configuration that
has been considered so far. If the NCO indeed is arranged with a sign bit as
part of its input, the sign bit from the control word always must align with
the NCO sign bit, separately, if necessary, from alignment of the rest of the
control word.

Integrator Quantization Now consider a type 2 PLL that includes an integral
path in the loop filter. To reduce the number of conditions to be examined, assume
that the LSB of uc aligns with the LSB of the NCO input word. The output of
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the integrator is

uI [n] =
n−1∑
k=0

κ1κ2ud [k] + uI [0]

so its smallest increment, if all input bits are retained, would be a factor κ2 smaller
than the smallest increment accepted by the NCO. That raises the question:
Should all of those bits be retained, no matter how small κ2 may be?

Argument for Retaining All Bits Although the LSBs of individual samples of
uI [n] are not included in uc[n], those LSBs add up over many samples and their
sum eventually does enter into uc[n] and thus the NCO frequency. That sum is
useful information. Frequency information stored in the integrator is remembered
more accurately in the event of signal dropout if all bits are retained.

Argument Against Retaining All Bits It is difficult to see how bits for frequency
increments much smaller than the frequency resolution of the NCO can have
much effect on operation of the PLL, particularly for small values of κ2. Retention
of all bits requires a long word in the integrator, imposing a computing and
hardware burden.

Compromise Retain some of the extra bits but not all. Rules for retention or
discard would be a good subject for investigation.

13.3 IRREMEDIABLY NONLINEAR PLLs

This section deals with a particular family of sampled PLLs whose essential
nonlinearities thwart any attempt at approximate linearization. Such concepts as
gain, bandwidth, and transfer functions are properties of linear systems, con-
cepts with no meaning in a severely nonlinear system. Analysis of a nonlinear
system is much more difficult than that of a linear system and the results of
analysis are less comprehensive, as forcefully illustrated by the seemingly uncom-
plicated PLLs examined in the sections that follow. The example PLLs can be
built almost entirely from elements that are readily implemented as standard
digital integrated circuits, making them attractive from a hardware standpoint.
Characterization gaps due to inadequate analysis have to be mitigated by simu-
lations.

13.3.1 Configuration of a Nonlinear PLL

Attention here is limited to a particular configuration of hybrid PLL, one that
performs two-level quantization of its input signal and that alters the phase of its
DCO by only one small fixed increment upon each adjustment cycle. In the past,
the configuration sometimes has been called an incremental phase modulator
(IPM); the origin of the name has been lost.
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Prior Literature Similar, related configurations have appeared in the earlier
literature. All of the authors give the name digital PLL (DPLL) to their models,
but all models accepted analog signals at their inputs and delivered analog signals
from their DCOs, just like the hybrid configuration examined in this section.
Cessna and Levy [13.34] found that respectable performance was possible from
a PLL with two-level quantization. Like most of the other publications, this
one was concerned largely with performance in the presence of additive noise.
Holmes [13.35] analyzed a related model in the presence of noise with the help of
Markov chains, deriving phase-jitter statistics and mean time to first cycle slip.
Ransom and Gupta [13.36] describe a bit-synchronization loop that works on
similar principles. D’Andrea and Russo [13.37] describe graphical methods for
representing the state trajectories of the nonlinear PLL. Reprint volume [13.38]
contains [13.35]. Walker [13.40] examines a highly nonlinear analog PLL that
has characteristics partially resembling those examined in this section.

Block Diagram Figure 13.20 depicts one version of an IPM. This version
resembles a first-order quasilinear PLL in some properties. A type 2 IPM is
introduced after the first-order model has been explored. In the simple model
considered here, the input signal (noise-free for now) is a sinusoid with phase
ψi(t) that is sampled once per cycle by the output of a DCO. Each sample
goes through a slicer (also called a limiter or clipper or comparator or one-bit
quantizer). Figure 13.20 shows the slicer following the sampler, but it could
equally well precede the sampler; operation of the IPM is the same either way.
If the sampler is preceded by the slicer, the sampler can be implemented as a
D flip-flop, potentially leaving the slicer as the only mixed-signal circuit in the
entire PLL.

Binary samples are used to clock an up/down counter whose output c[n] is
+1 upon overflow, −1 upon underflow, and zero otherwise. Earlier authors have
described the counter as a sequential filter, but it is argued here that the counter
is only a means of establishing an equivalent of loop gain in the PLL. A ring
oscillator arrangement similar to Fig. 13.2 is shown for the DCO in Fig. 13.20,
but a counter arrangement, as shown in Fig. 13.1, has also been used. Both
arrangements operate in the same fashion: a control input c[n] = +1 from the

Figure 13.20 Incremental phase modulator (IPM) as an example of a severely nonlinear
PLL.
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up/down counter causes the phase of the DCO output (the phase of the drive to
the sampler) to be advanced by an increment 2π/Q, a control input c[n] = −1
causes the phase to be retarded by 2π/Q, and c[n] = 0 (often the most prevalent
condition) causes the DCO phase to remain unchanged. These statements are
amplified subsequently.

Variations on the configuration are possible. A frequency division in the ratio
R : 1 could be inserted after the DCO so that sampling was performed at a fre-
quency 1/R of the DCO frequency. Phase increments at the divider output are
1/R that of the DCO. Another modification might be subsampling : that is, a sam-
pling rate (i.e., DCO frequency) that is a submultiple of the signal frequency. This
expedient could relieve problems of circuit speed. The s-curve of a subsampled
PD has multiple cycles in one period of the sampling rate.

13.3.2 Operation of the PLL Elements

The sinusoidal time-continuous analog signal at the input to the PLL has a phase
expressed as

ψi(t) = ωit + θi (13.19)

where ωi (rad/sec), the radian frequency of the signal, and θi (rad), the phase of
the signal, are to be regarded as fixed or only slowly varying.

Phase Detector The nth sample is taken at a time tn so it has a value
sin(ωitn + θi). Sampling instants are not uniformly spaced. The output of the
slicer is

ud [n] = sgn{sin[ψi(tn)]} (13.20)

which takes on only the two values +1 and −1. The output of the slicer is applied
to the up/down counter.

Up-Down Counter Operations of the counter are depicted in the state dia-
grams of Fig. 13.21. The counter counts up by one increment for each ud = +1
and counts down by one increment for each ud = −1. Two different counter
arrangements are examined here. One is a single-loop counter and the other is
a double-loop counter. They each impart roughly the same gross characteristics
to the PLL but have greatly different influences on some of the fine details,
especially the phase limit cycles.

The single-loop counter of Fig. 13.21a is a simple up-down counter connected
in a ring. There are no end states in this counter; the count goes endlessly from
one state to the next in either direction. A +1 from the PD increases the count
by 1 unit to the next-higher-numbered state; a −1 from the PD decreases the
count by 1 unit to the next-lower-numbered state; a 0 from the PD causes the
counter state to remain unchanged. State numbers are an arbitrary formalism for
this model. Since the states exist in a closed ring, no state serves as a natural
origin or end. In the figure, states (0) and (6) have been selected as “end” states
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Figure 13.21 State diagrams of two up/down counters: (a) single loop; (b) double loop.

in the sense that if a +1 is delivered from the PD when the counter is in the
(6) state, the state will be driven to the (0) state, whereas if a −1 is delivered
from the PD when the counter is in the (0) state, the counter will be driven to
the (6) state. Any other pair of adjacent states could have been selected instead
to achieve identical behavior.

Transitions between the two “end” states generate the counter output c[n].
A transition from (6) to (0) generates c[n] = +1, a transition from (0) to
(6) generates c[n] = −1, and any transition between any other pair of adjacent
states generates c[n] = 0. Notice particularly that c[n] = ±1 is emitted by the
transitions between states (0) and (6) and not by occupation of any particular
state. A state within the counter is denoted by sc[n].

The size of the counter is designated by Ci (i = 1 for the single-loop counter):
the net number of input samples of value +1 needed to drive the count around
its loop exactly once. The size of the counter in Fig. 13.21a is C1 = 7, which
happens to be equal to the number of states. It is not generally necessary that C1

be a power of 2; any positive integer is acceptable.
The more complicated counter of Fig. 13.21b has two loops that share a central

state denoted (0). As a consequence of establishing a central state, a pair of end
states C2 − 1 and −(C2 − 1) are also defined. Counter size C2 is the net number
of input samples needed to drive the count once around a loop. In Fig. 13.21b the
counter size is C2 = 4, which happens to be the number of states in each loop.
Notice that since the (0) state is shared between the two loops, the counter has
only seven states total. Notice also that C2 must be an even positive integer for
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a central state to exist. Counter size Ci is one of the key parameters of the PLL.
State transitions exist from either end state to (0), but not in the reverse direction.
A transition from C2 − 1 to (0) emits c[n] = +1, a transition from −(C2 − 1) to
(0) emits c[n] = −1, and any other transition emits c[n] = 0.

Digit-Controlled Oscillator The DCO of Fig. 13.20 contains a ring oscillator
with Q equally spaced taps running at a fixed radian frequency ωck. In practice,
the ring oscillator would be phaselocked to a stable, accurate reference but that
is not shown in the figure. A multiplexer selects among the Q taps to adjust
the phase of the DCO output. An address register with content q[n] controls the
multiplexer to select the tap with number designation q.

[Comments: (1) Tap numbering in the figure is such that an increase of q

advances the phase of the DCO. (2) Designation of the origin of the ring—that
is, the tap assigned as tap-0—is arbitrary; the ring is in a closed circle and has
no distinguishable beginning or end. (3) The phase increment from one tap to
the next is 2π/Q radians.]

The address register is part of a recycling accumulator with difference equation

q[n] = {q[n − 1] + c[n − 1]} mod-Q (13.21)

where q ∈ (0, 1, . . . ,Q − 1). This accumulator resembles an NCO except that its
control inputs c[n] only take on values 0 and ±1. Instead of an accumulator and
address register, the multiplexer tap could be selected by a Q-stage shift register
connected in a ring, with one and only one tap true at any instant. The shift
register would be shifted forward or backward or held steady by the sequence
{c[n]}. As another alternative, the entire DCO of Fig. 13.20 could be replaced
by a count-down arrangement similar to that of Fig. 13.1 with the requisite DCO
phase shifts implemented by pulse-swallowing means. The material to follow
does not depend on the particular configuration of the DCO as long as the external
properties are the same.

In any of these DCO configurations, be sure that the phase shifting is done
without switching faults of any kind. Since sampling in the PD is triggered by
a waveform edge from the DCO, it is crucial that there be no missing or extra
edges to disrupt operations. The phase at the output of the DCO at the time tn
of the nth sample is

ψo(tn) = ωcktn + θo(0) + 2πq[n]

Q
rad (13.22)

Origin of the time variable can be chosen such that θo(0) = 0, eliminating it from
further consideration. The phase error ψe(tn) = ψi(tn) − ψo(tn) then becomes

ψe(tn) = �ωtn + θi − 2πq[n]

Q
rad (13.23)

where �ω = ωi − ωck and ψe is evaluated modulo-2π . The PLL is deemed to
be locked if |ψe| is kept small.
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13.3.3 PLL State Diagrams

Understanding of the behavior of the PLL is aided by a state diagram as exempli-
fied in Fig. 13.22 (for the double-loop counter) and Fig. 13.23 (for the single-loop
counter). The diagrams incorporate the finite states of the digital portions of the
PLL along with the time-continuous nature of the input phase. In addition to
showing the states, the diagrams also display the pertinent phases relative to the
q = 0 tap of the DCO.

Input phase ψi can take any position around the continuous outer circle. The
phase ψo of the DCO can only take on the discrete locations marked by short
radial lines intersecting the circle and labeled with a q value. Arrows in the
diagrams indicate example locations of these phases, and the arc between them
indicates the phase error ψe = ψi − ψo. Each q-labeled location for ψo repre-
sents one of Q states for the DCO. Inside the circle are eight chains, one for each
q position. These chains represent the up/down counters of Fig. 13.21. Although
only one such counter exists in a system, the counter’s states are replicated for
each q position to display all of the digital states of the PLL.

The chains are positioned radially, with the low-numbered states toward the
center of the circle and the positive states toward the periphery. A positive ud

Figure 13.22 Phase and state diagram of a first-order IPM with a double-loop counter.
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Figure 13.23 Phase and state diagram of a first-order IPM with a single-loop counter.

drives the counter state outward; a negative ud drives the state inward. Counter
output c[n] = ±1 is emitted whenever ud drives a counter beyond one of its end
states and the DCO q state is advanced or retarded by 1. Recycling of the counter
appears in the diagrams as a transfer from one chain to the next higher or lower,
depending on the sign of c[n].

Transfer between chains in Fig. 13.22 goes from an end state of the source
chain to the (0) state of the target chain; separate lines are shown from the two
ends to the two different targets. Transfer from one end of a chain in Fig. 13.23
goes to the opposite end of the receiving chain, and transfer in the other direction
goes between the same ends. For that reason, and because the drawing becomes
impossibly cluttered otherwise, only a single bidirectional path is shown for each
interchain transfer path in Fig. 13.23.

Each state of the PLL is defined by its coordinates {q[n], sc[n]}: one coordinate
for the DCO and one for the counter. Regarding the diagrams as a snapshot, the
state in the example of Fig. 13.22 is shown as q = 3, sc = 2; the q coordinate is
identified by the ψo arrow pointing to q = 3, and the sc coordinate is identified by
shading of that state in the chain. In Fig. 13.23, the coordinates are q = 3, sc = 5
instead, because of the differences in the counters.
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13.3.4 Operation of the Nonlinear PLL

Now that the individual elements have been characterized, the behavior of the
closed loop can be determined with the help of the state diagrams. Initially, the
input is assumed to be noise-free; later sections address performance in jitter and
in additive noise.

Limit Cycles Phase error is shown as positive in the snapshot of Fig. 13.22 (for
the PLL with double-loop counter), so the next sample of ud will drive the counter
state to sc = 3 and the next one thereafter recycles to sc = 0 but also drives the
DCO state to q = 4. Assuming that ψi is constant (i.e., ωi = ωck), the phase
error now is negative, so succeeding ud samples drive the counter consistently
negative. Upon the fourth negative ud , the counter recycles to (0) and the DCO
phase returns to q = 3. Here is a limit cycle. It has a peak-to-peak amplitude of
phase of 2π/Q radians and a period of 2C2 sample intervals. Phase quantization
has to be fine enough that the limit-cycle amplitude meets any requirements
imposed on the system. As a practical matter, phase quantization in this kind of
DCO rarely can be made as fine as that attainable in an NCO.

Next consider the behavior of the PLL of Fig. 13.23 (for the PLL with a single-
loop counter). From the illustrated state of q = 3 and sc = 5, the next sample of
ud = +1 advances the counter state to sc = 6. The next one thereafter advances
it to sc = 0 and q = 4. Now the phase error is negative, so the next sample is
ud = −1 and the state of the PLL is immediately driven back to q = 3 and sc = 6.
Whereupon the next ud = +1 and the state is driven to q = 4 and sc = 0. Here
is a different limit cycle, brought about by the different counter arrangement. It
has the same peak-to-peak amplitude of phase of 2π/Q radians but has a period
of only two sample intervals, irrespective of counter size C1. Which counter
arrangement is better? Jitter of the short-period limit cycle is easier to filter in
any following PLL (if one exists), but the high activity from c[n] may impede
control access to the DCO by added features, such as an integrator for type 2
operation (described in Section 13.3.5). Other yet-unrecognized considerations
might favor one counter over the other.

Phase Acquisition How much time, in sample intervals NA, is required for
the noise-free PLL to bring itself into its steady-state limit cycle from an initial
phase error |ψe[0]| < π? Assume that �ω = 0 and consider only positive values
of ψe[0] (since acquisition behavior should be symmetric for either direction of
phase error). The edge of the steady-state limit cycle is reached once phase error
is reduced below 2π/Q, which corresponds to

q[NA] = IP

{
Qψi(0)

2π

}

and the initial phase error is defined by

ψe(0) = ψi(0) − 2πq[0]

Q
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from which is found the total number of DCO phase increments traversed to
acquisition as

q[NA] − q[0] = IP

{
Qψe(0)

2π

}
(13.24)

Except for the first phase increment, the counter requires Ci sample intervals
(i = 1 or 2) per phase increment traversed. In the first phase increment, the
number of sample intervals needed depends on the initial state sc[0] of the counter
and the arrangement of the counter. Denote the number of sample intervals needed
to traverse the first phase increment by ISi{sc[0]}, so

NA = IP

{
Q|ψe(0)|

2π

}
Ci + ISi{sc[0]} sample intervals (13.25)

In a linear PLL, a large magnitude of phase error causes a large output from
the PD (at least up to the phase error corresponding to the peak of the s-curve),
but the two-level PD in the nonlinear PLL under consideration has the same PD
output irrespective of the magnitude of phase error. Phase acquisition proceeds at
an average rate 2π/CiQ radians per sample interval, independent of phase error.

Frequency Tracking Limits How far can the DCO be adjusted from its
reference frequency ωck? If ψo is advanced by one increment 2π/Q on each
sample interval, the upper tunable frequency is ωck(1 + 1/Q) and the minimum
is ωck(1 − 1/Q) if the phase is retarded instead. Clearly, fine quantization and
large tuning range are incompatible in an IPM. This kind of PLL can be used
only if frequencies are constrained within a narrow range: for example, in data
synchronizers with accurately known bit rates.

Now let frequency difference �ω be nonzero but constant. How large can |�ω|
become before phaselock fails? If the value of every PD sample is ud = +1, the
phase ψo of the DCO can advance by one full cycle of ωck in QCi sample
intervals. If the signal frequency causes input phase ψi to advance any faster, the
DCO phase cannot keep up and lock will be impossible. Therefore, the hold-in
limit of the first-order IPM is approximately

�ωH ≈ ± ωck

QCi

rad/sec (13.26)

where the approximation assumes that QCi 
 1. Compare (13.26) to �ωH =
±K , the hold-in range for a first-order analog PLL with a sinusoidal s-curve in
its PD. By analogy, the ratio ωck/QCi for the nonlinear PLL might be construed
to resemble loop gain K for the analog PLL. It is this property that identifies the
up/down counter as a means of setting gain rather than serving as a filter.

Now follow the PLL state diagrams to visualize the behavior of ψo in the pres-
ence of a frequency offset �ω < �ωH . To that end, define sectors sct[q, q + 1]
of the circle by the q values of the bounding ψo phases. In Figs. 13.22 and 13.23,
the ψi marker is located in sct[3,4]. A constant frequency offset appears as a
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constant-rate rotation of the ψi marker around the circle. The limit cycle (when
it exists) of ψo jumps back and forth between the two sector boundaries. Once
the limit cycle has started in any one sector, it continues uninterrupted until ψi

rotates out of the sector. Then the limit cycle stops (ψo holds constant at the
boundary value crossed by ψi) and the counter state slews to follow ψi until an
end of the counter is passed and ψo is bumped to the next sector boundary. At
that point, the limit cycle resumes and continues until ψi again rotates into the
next sector.

In Section 13.2 it was observed that quantization of NCO frequency placed a
lower limit on PLL loop gain; the feedback loop is blocked if the MSB of the
scaled phase-detector output is smaller than the LSB of the NCO control word.
No such lower limit occurs in the IPM; ωck/QCi , the equivalent of loop gain,
can be made as small as desired without severing the feedback loop (but at the
cost of vanishing hold-in range).

Response to Input Jitter Suppose that phase ψi of the input signal is modu-
lated deliberately or has unwanted jitter. Collectively, lump both kinds of phase
variation under the term jitter. How does the nonlinear PLL respond to input
jitter, assuming �ω to be negligibly small? The linear analyses of Chapter 5 do
not apply to a nonlinear PLL; only qualitative piecemeal explorations are offered
here, rather than a comprehensive nonlinear analysis.

Consider one possible model for jitter in the state diagrams of Figs. 13.22 and
13.23. In each of those diagrams, intended as single-sample snapshots, the input
phase is shown as a single marker arrow at angle ψi on the circle. That is a
starting point that can be expanded by overlaying identical displays for multiple
samples. If the input were jitter-free (and �ω = 0), all displays would be identical
and the overlaid conglomeration would still show a single marker for ψi . The
positions of the multiple ψi markers would not coincide if the input were jittered.
Instead, a cloud of markers would form around an average position. Quantitative
analysis of the response to the cloud would require, at the least, knowledge of
the statistical properties of the jitter, knowledge that is often unavailable. In a
linear system, it is sufficient to know the transfer function of the PLL and the
spectrum of the jitter. No such simple tool is available for a nonlinear PLL. Only
qualitative observations on special cases can be offered here.

As a first case, suppose that the cloud is contained entirely within one of the
quantization sectors on the phase circle of the state diagram. That is certainly
possible if the jitter amplitude is small enough and the cloud is sufficiently far
away from a sector boundary. All input phases inside the sector appear the same
to the PLL, each generating identical PD outputs. Under those conditions, the
nonlinear PLL completely suppresses in-sector jitter; none of the input jitter on
ψi appears in the output phase ψo. Small-enough input jitter gets lost in the phase
quantization.

Next, consider an isolated sample whose phase lands outside the sector con-
taining the bulk of the cloud. There are two possibilities in this case: (1) the
sign of the phase error for the isolated sample is the same as for the cloud, so
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that there is no effect, or (2) the sign of the phase error for the isolated sample
is opposite from that of the cloud. The second condition causes the state of the
up/down counter to back up one increment from its previous position rather than
proceeding one increment in the opposite direction as it would in response to
any sample in the bulk of the cloud. This backup lengthens the period of the one
isolated limit cycle and increases the phase dwell time in the direction of the
disturbance but does not change the peak-to-peak ψo phase excursion.

Response to single isolated samples helps explain behavior if phases of many
samples are outside the central sector. Those samples whose phase error is the
same as that of the main cloud have no perceptible effect; each sample whose
phase error is opposite that of the main cloud causes the state of the PLL to back
up by one increment of the up/down counter, increasing the phase dwell time
in that direction. If enough backups accumulate, the DCO phase will jump by
one increment in the direction of the jittered samples. Probability of such a jump
depends on the statistics of the jitter and on the size Ci of the counter.

Intuition suggests that a large Ci reduces the probability of a jump for any
given statistical properties of the jitter, but closer inspection raises doubts.
Although a larger Ci requires more out-of-sector samples to be accumulated
before a jump is initiated, a larger Ci also accumulates the effects of a larger
number of samples. Further study is needed to determine which action has the
greater influence. If jitter is not so bad as to cause loss of lock, the DCO phase
eventually returns to the central phase sector. If the cloud extends over both
boundaries of the central sector, jumps can occur in either direction.

13.3.5 Type 2 Nonlinear PLL

As explained above, the DCO is tunable over a frequency range of ±ωck/Q,
but the first-order IPM can hold lock over a range of only ±ωck/QCi . A larger
hold-in range is often needed; the prevalence of type 2 analog PLLs makes a
type 2 IPM an obvious candidate for achieving the larger range, as laid out in
this section. An alternative approach is proposed in [13.39].

Figure 13.24 shows one way to implement a type 2 IPM. Elements in the
proportional path—sampler, slicer, and up/down counter—are the same as in the

Up/Down
Counter
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DCO
Input
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c [n]

Saturating
Integrator

Cycling
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Carries/
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Figure 13.24 Type 2 IPM.
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first-order IPM of Fig. 13.20. The DCO can have any configuration equivalent
to those discussed in earlier sections. The frequency of the input signal is fi and
average frequency fo delivered by the DCO has to equal fi when the PLL is
locked. All operations within the PLL, including the sampling, run at fo, not fck.

Frequency offset is defined as �f = fi − fck. The objective of an integral path
in the PLL is to deliver additional unit-magnitude control updates to the DCO at a
rate close enough to �f so that the proportional path is not stressed excessively.
The integral path in Fig. 13.24 contains a saturating integrator and a cycling
NCO. The integrator sums the sequence {c[n]} from the up/down counter and
feeds that sum w[n] to the NCO as a frequency control. Since c[n] ∈ (0, ±1),
the integrator can be implemented as another up/down counter, except that it
must saturate at its ends, not recycle. The integrator register has a word length
of W bits.

The NCO is much the same as those explored earlier; its difference equation is

v[n] = {v[n − 1] + w[n − 1]} mod-2V

where v[n] is the content of the NCO register and V is the number of bits in the
register. The NCO recycles if the sum in braces exceeds 2V − 1 or is less than
zero; that is, v[n] ∈ (0, . . . , 2V − 1). Useful output of the NCO x[n] ∈ (0, ±1)

comes from the 1-bit over- and underflow carries and borrows that the adder
generates upon recycling.

The control signal to the DCO is a[n] = c[n] + x[n], a[n] ∈ (0, ±1, ±2).
Instead of just switching by only one DCO phase increment at a time, as in
the first-order IPM, a type 2 PLL also has to be able to switch by two incre-
ments at a time. That increased switching requirement, along with the multibit
operations in the integrator and NCO, makes for greater complexity in the type
2 IPM.

How many bits W are needed in the integrator and V in the NCO? Consider the
NCO first. The average frequency of the NCO for fixed w[n] is fNCO = wfo/2V ,
and since w is an integer, the frequency increment is δfNCO = fo/2V . To reduce
stress on the proportional path, the frequency increment should be small compared
to the hold-in limit of the first-order IPM as given by (13.26); the NCO word
length determines its frequency quantization. Define λ such that δfNCO = λ �fH ,
where �fH = �ωH /2π = fck/QCi and 0 < λ < 1. As an approximation, fo ≈
fck, so the NCO word length is determined by

2V ≈ QCi

λ
(13.27)

As a numerical example, if λ = 0.5, Q = 32, and Ci = 16, then V = 10.
A rough equivalence may be deduced between gain κ2 in the integral path of

a quasilinear PLL and the NCO word-length-related ratio λ/QCi . A large value
for λ entails high activity in the integral path, inducing consequent high activity
in the proportional path and an implication of inadequate damping (whatever
“damping” might mean in a system that is so nonlinear). A small-enough value
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for λ provides slow response in the integral path and ample damping. One should
suspect that the loop may become unstable or otherwise fail to lock if λ is too
large. As of this writing, the stability of highly nonlinear PLLs does not appear
to have been pursued extensively in the PLL literature.

Word length W in the integrator establishes the frequency range that the
integrator path can accommodate. The largest range feasible within the con-
text of an IPM (no more than one carry or borrow from the NCO per clock
interval) is ±fo/Q. For the NCO to approach close to that rate requires that
w[n] = ±(2V − 1) for all n, but that word length requires that W = V + 1 bits,
an apparent misfit. However, it can be achieved if W is formatted as sign plus
magnitude, where the sign determines whether the NCO adds or subtracts w[n]
but only the magnitude enters into the NCO word v[n]. Each reduction of one
bit from W will halve the frequency range of a type 2 IPM. The first halv-
ing to W = V permits more conventional arithmetic to be used in the NCO.
Not much has been published on the behavior of a type 2 IPM. Such features
as the limit cycles, acquisition speeds, stability limits, and so on, remain to
be explored.

13.3.6 Effects of Additive Noise

Let the input signal be accompanied by additive noise according to

s(t) = A sin ψi(t) + y(t) (13.28)

where A is the peak amplitude of the signal and y(t) is zero-mean Gaus-
sian noise with variance σ 2

y . Phase-detector samples are ud [n] = sgn{s(tn)} =
sgn{A sin[ψi(tn)] + y(tn)}. The signal-to-noise ratio is defined as

ρ2 = A2

2σ 2
y

(13.29)

Effect on Phase Detector Operation In the absence of noise, ud [n] = +1
if sin[ψi(tn)] > 0, but the presence of noise could induce ud [n] = −1 instead for
some samples. The probability P+ of ud [n] = +1, given a particular ψi(tn) = ψ

and SNR = ρ, is given by

P+ = Pr{s(tn) > 0|ψ} =
∫ ∞

−A sin ψ

p(y) dy = 1√
2π

∫ ∞

−(A/σ) sin ψ

e−x2/2 dx

(13.30)

and the probability of a negative sample is P− = 1 − P+.
The average rate (in positive-valued samples per second) is

r = fs(P+ − P−) = fs(2P+ − 1) (13.31)



13.3. IRREMEDIABLY NONLINEAR PLLs 325

where fs is the sample rate. Combining (13.30) and (13.31), the normalized rate
r/fs is

r

fs

= 2P+ − 1 = 2√
π

∫ ρ sin ψ

0
e−z2

dz = erf(ρ sin ψ) (13.32)

the net fraction of increments (positive or negative) relative to total samples. This
is the useful output of the PD and may be regarded as its s-curve. Figure 10.15
is a plot of (13.32) with slightly modified notation.

The maximum rate is attained for ψ = π/2, so the largest average steady-state
phase error for which the first-order IPM can hold lock is Max(r/fs) = erf(ρ). For
large ρ, erf(ρ) ≈ 1, and for small ρ, erf(ρ) ≈ 2ρ/π1/2. Hold-in limits therefore
are �fH ≈ fs/QCi , as found earlier in (13.26) for large ρ and

�fH ≈ 2fsρ√
π QCi

(13.33)

for small ρ.
Previously, phase-detector gain has been defined as the slope of the s-curve

at its zero crossings. The same concept can be applied to the two-level sampling
PD of the IPM by first differentiating (13.32) with respect to ψ to obtain

dr

dψ
= 2fsρ cos ψ√

π
= 2fsρ√

π

at ψ = 0. Next, approximate r by its Taylor series expansion for small ψ , yielding

r

fs

≈ 2ρψ√
π

(13.34)

for small-enough ψ and all ρ. Notice that r becomes very large and the region
of validity of (13.34) is very small for increasing ρ.

The slope of the s-curve at ψ = 0 of an analog phase detector is the PD
gain Kd . Equivalently, a PD gain for the IPM in the presence of noise could be
defined from (13.34) as Kd = 2ρfs/

√
π positive samples per second per radian in

an analog formulation or κd = Kd/fs = 2ρ/
√

π rad−1 in a dimensionless digital
formulation. Furthermore, the average “gain” of the counter and DCO is 2π/QCi

radians per sample, so the “gain” of the first-order IPM is K = 4π1/2fsρ/QCi

rad/sec in analog formulation or κ = 4π1/2ρ/QCi (dimensionless) in digital for-
mulation. The utility of the definitions diminish as ρ becomes large. Equivalence
to either an analog PLL (with units for the gain) or a digital PLL (dimensionless)
comes about because the PLL in question is a hybrid and partakes of qualities
of both implementations.

Effects on DCO Phase Fluctuations Modeling of the first-order IPM in
terms of chains of states is conducive to analysis as Markov chains. Every tran-
sition from one state to the next has a transition probability that depends on the
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relation of the states in the pair to the phases of the signal and DCO and to the
statistics of the noise or other disturbances. If the probabilities can be assigned
(not always feasible), various summations provide statistics of phase errors. Ref-
erences [13.34–13.36] formulate such analyses and provide results of probability
distributions and variance of DCO phase fluctuations as well as cycle-slip statis-
tics (mean time to first slip). Evaluation of the statistics usually requires extensive
computer calculation for each case.

13.3.7 Application to Bit Synchronizers

The IPM model so far has been restricted to a sinusoidal input signal. Another
signal, one for which the IPM might be more applicable, is a binary NRZ symbol
stream: that is, a two-level waveform with uniform symbol duration T = 1/fi .
Transitions between levels from one symbol to the next occur with probability
d < 1. A simplistic model assumes that transitions are instantaneous. In practice,
data rates fi are often specified with small tolerances; a rate uncertainty of ±0.1%
of the bit rate would be considered quite large.

A modified IPM has been a candidate for recovering clock from a bit stream
of this description. Modifications are needed in the phase detector and in the up-
down counter to apply the IPM to a bit stream. Analyses of the earlier parts of
this section are applicable once the modifications have been taken into account. A
phase detector for a bit stream has to have a three-level output ud [n] with possible
values 0 in addition to ±1, where n now refers to symbol index. A value 0 is
delivered if there is no transition between two symbols; +1 or −1 indicates
whether the signal leads or lags the DCO phase. Ransom and Gupta, [13.36],
Walker [13.40], and Gardner [13.41] describe examples of timing error detectors
that can be adapted to deliver ternary outputs.

A two-level signal requires at least two samples per symbol to extract the
needed timing error information, but the PD delivers only one sample per symbol.
That is, the average rate of sampling the signal must be 2/T , whereas PD samples
are generated at 1/T . Moreover, since some PD samples are zeros, the average
rate of +1 or −1 is lessened by the probability d < 1 of transitions in the symbol
stream. A zero applied to the up-down counter neither advances nor retards the
count. Each state diagram of the counter should have a reentrant path to show
that the state remains unchanged for ud [n] = 0. Operation of the DCO depends
on the PD and up-down counter only through the sequence {c[n]} but is otherwise
unchanged from the explanations given in Sections 13.3.2 and 13.3.3.

The existence of zero-valued PD samples lengthens, by a factor 1/d , the aver-
age number of symbol-rate samples needed to shift the DCO phase. Therefore,
the average period of a limit cycle or the average number of symbol-rate samples
needed to acquire the signal phase is increased by a factor 1/d . Because of the
fewer useful PD samples, frequency hold-in range is decreased by a factor d .

Random variations of limit-cycle period, phase-acquisition time, and hold-in
range occur because ud = 0 occurs randomly. [Comment: Since a limit cycle
is strictly periodic by definition, a closed trajectory with random variations in
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duration no longer is a limit cycle.] Another issue comes about because a bit
stream can have long strings of the same symbol value—long strings without
a transition. Since frequency offset �ω is almost never zero, the signal phase
continues to rotate relative to ωo, so a large phase error can build up during a
transition-free string. Frequency tolerances have to be tight enough to constrain
that buildup of phase error.

APPENDIX 13A: TRANSFER FUNCTION OF A MULTIRATE DPLL

This appendix develops the transfer functions for the multirate DPLL of Fig. 13.7,
based on the multirate theory established in [13.6, Sec. 2.3]. Applicable notation
is shown in Fig. 13.7 in braces. Also described are useful engineering techniques
for analyzing multirate processes.

13A.1 Nomenclature

Three different sampling rates appear in Fig. 13.7: 1/T at the phase detector input
and output, M/T at the signal input, the hold output, the NCO, the sine/cosine
process, and the phase rotator, and 1/LT at the output of the accumulate & dump
and in the loop filter. The symbol rate is 1/T ; L and M are integers. All elements
in the DPLL are assumed to be quasilinear processes that can be represented by
z-transform transfer functions. To enhance clarity of explanation, three different
transform variables are employed in the development: z in the 1/T sampling
region, ξ = zL in the 1/LT sampling region, and η = z1/M in the M/T sampling
region. The final results are expressed solely in terms of z.

13A.2 Phase-Detector Operation

The PD equation is
Ud(z) = κdθe(z) (13A.1)

where κd is the PD gain in rad−1 and θe(z) = θi(z) − θo(z) is the z-transform of
the phase error at the PD input.

13A.3 Accumulate & Dump and the Loop Filter

An accumulate & dump can be modeled as a finite impulse response (FIR) filter
with L equal-weight taps, operating entirely at sampling rate 1/T , followed by
an L : 1 down-sampler. The transfer function of the filter is

Ha(z) = 1 + z−1 + z−2 + · · · + z−(L−1) = 1 − z−L

1 − z−1
(13A.2)

Notice that its DC response is Ha(1) = L. The frequency response of the filter
on the unit circle is

Ha(e
jωT ) = e−j (L−1)ωT/2 sin(LωT/2)

sin(ωT /2)
, |ωT | ≤ π (13A.3)
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so the filter has a delay of (L − 1)T /2 and an amplitude response

|Ha(e
jωT )| =

∣∣∣∣sin(LωT/2)

sin(ωT /2)

∣∣∣∣ (13A.4)

The amplitude response has nulls at f = ω/2π = k/LT for |k| < L/2, k �= 0.
The Nyquist folding frequencies incident to down-sampling to 1/LT are at odd
multiples of 1/2LT, midway between the nulls, so all nulls alias to f = 0.

The output of the accumulate & dump after down-sampling by L : 1 is repre-
sented [13.6] by the z-transform

Ua(ξ) = 1

L
Ha(ξ

1/L)Ud(ξ
1/L) (13A.5)

This result neglects all aliasing; see [13.6, eq. (2.64)] for the effects of aliases.
Down-sampling usually should be avoided if aliasing is not negligible. Trans-
mission through the loop filter F(ξ) is [13.6]

Uf (ξ) = Ua(ξ)F (ξ) = 1

L
Ud(ξ

1/L)Ha(ξ
1/L)F (ξ) (13A.6)

For the proportional-plus-integral loop filter in Fig. 13.5, the loop-filter transfer
function is

F(ξ) = κ1

(
1 + κ2ξ

−1

1 − ξ−1

)
(13A.7)

13A.4 Hold Process

Operation of the hold is equivalent to an up-sampling by 1 : LM in which
LM − 1 zero-valued samples at spacing T /M are inserted between input samples
at spacing LT, followed by an FIR filter Hf (η) with LM taps, each with unit
weight. The up-sampled filtered signal is represented by

Uc(η) = Uf (ηLM)Hh(η) (13A.8)

and the transfer function of the equivalent FIR filter is

Hh(η) = 1 − η−LM

1 − η−1
(13A.9)

which is the same form as the FIR filter in the accumulate & dump, except for
the number of taps.

[Comment: Crochiere and Rabiner [13.6] show that the interpolation filter
following an up-sampler generally is time varying and cannot be represented
by a simple transfer function. The equivalent filter in a zero-order hold is an
exception, perhaps unique, that can be represented with a time-invariant transfer
function, as demonstrated in Section 13A.7.]
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13A.5 NCO, Phase Rotator, and M : 1 Down-Sampling

Phase θo(η) = 2πεo(η) generated from the NCO and sine/cosine process is

θo(η) = 2πUc(η)
η−1

1 − η−1
(13A.10)

assuming that the NCO gain defined in (4.4) and (4.9) is κv = 1. The phase
error is

θe(η) = θi(η) − θo(η) (13A.11)

Equations (13A.10) and (13A.11) are correct and would be satisfactory in a PLL
with only one sampling rate, but they are not useful in the particular circumstances
of the DPLL of Fig. 13.7. In particular, it is not clear how the z-transform of
θe[n] at sample rate 1/T is to be determined from knowledge of θi(η) and θo(η)

at sample rate M/T .
The artificial model of Fig. 13A.1 is proposed as a substitute to furnish a

simplifying approximation. Figure 13A.1 introduces two significant improvisa-
tions: (1) a fictitious up-sampler in the signal path and (2) a split of the 1 : LM
hold process into two fictitious hold processes. First consider the fictitious up-
sampler. Pretend that the input sequence {θi[m]} at rate M/T is generated by
up-sampling a sequence {θi[n]} at rate 1/T by a ratio 1 : M . No receiver is
ever likely to be configured in that manner; the fictitious up-sampler is merely
an analytical expedient. The sequence. . . , θi[n], θi[n + 1], . . . becomes θi[n],
θi[n + 1/M], θi[n + 2/M], . . . , θi[n + (M − 1)/M], θi[n + 1], . . . . This model
implies that θi[n] is preserved unaltered in θi[n + k/M] for k = 0—a prop-
erty not possessed by sampling-rate expanders in general. That does not mat-
ter for dealing with θi since the receiver has full possession of all M sam-
ples in the interval T ; the value of the fictitious θi[n] prior to up-sampling
is irrelevant.

Next, split the 1 : LM hold process into a 1 : L hold followed by a 1 : M hold.
Output samples issue forth from the 1 : L hold element at a rate 1/T , so they can
be given index n (the same as the PD I/O samples) and z can be the associated

Figure 13A.1 Model for the operation of a hold element.
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transform variable. Denote those fictitious samples as ucL[n]; their z-transform is

UcL(z) = Uf (zL)
1 − z−L

1 − z−1
= Uf (zL)Ha(z) (13A.12)

where the transfer function of the equivalent interpolation filter, derived in
Section 13A.7, is identical to that of the accumulate & dump filter of (13A.2).

Now uc[m] becomes a 1 : M up-sampling and M-fold repetition of ucL[n].
It is true that θo[m + 1] = θo[m] + 2πuc[m], but it is also true that θo[n + 1] =
θo[n] + 2πMucL[n] because of the M-fold repetition of ucL[n], even though
ucL[n] is fictitious. This simple relation is a consequence of the zero-order
hold and probably does not apply to any other interpolation filter. The related
z-transform is

θo(z) = 2πMz−1UcL(z)

1 − z−1
(13A.13)

(This formulation neglects a delay of approximately T /2 in the equivalent filter
of the 1 : M hold operation, a delay that can be lumped into all the other delays
that eventually have to be taken into account.)

The effect of the memoryless phase rotator is simply to subtract θo[m] from
θi[m] to produce θe[m]; it contains no filter effects. Rotated output after M : 1
down-sampling is

θe[n] = θi[n] − θo[n] (13A.14)

which has the z-transform
θe(z) = θi(z) − θo(z) (13A.15)

Several issues related to the M : 1 down-sampler deserve comment. First, how
does the down-sampler select one good sample out of M and reject all others?
That selection is the duty of the timing-recovery operation, a subject itself worthy
of chapters or entire books for adequate coverage, but not otherwise treated here.
Next, no antialias filtering is shown prior to the M : 1 signal down-sampler in
Fig. 13.7 or 13.8. An actual receiver will have filters before or after the phase
rotator, but they have little effect on the signal phase, which has tacitly been
assumed to be changing slowly compared to the symbol rate. Finally, any filters
placed after the rotator are inside the feedback loop, and their delay has to be
lumped into the overall loop delay.

13A.6 Transfer Functions

Figure 13A.2 gathers together the information developed in the preceding sections
of this appendix and presents it as an open loop with θe(z) as input and θo(z)

as output. Parentheses associated with each block or signal indicate applicable
equation numbers. The only departure from the preceding explanation is in the
delay D lumped with the NCO and sine/cosine process; (13A.13) is written with
D = 1.
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Figure 13A.2 Open-loop model of a multirate DPLL.

Substituting zL for ξ in the blocks sampled at rate 1/LT and combining all
the equations yields the open-loop transfer function

G(z) = θo(z)

θe(z)
= 2πMκdz

−D

L(1 − z−1)
F (zL)[Ha(z)]

2

= 2πMκdz
−D

L(1 − z−1)
F (zL)

(
1 − z−L

1 − z−1

)2

(13A.16)

From (4.11), the transfer function of a proportional-plus-multiple-integral loop
filter can be written as

F(zL) = κ1

{
1 + κ2z

−L

1 − z−L

[
1 + κ3z

−L

1 − z−L
(1 + · · ·)

]}
(13A.17)

with gain κ1 in the proportional path. Following Section 3B.2, the filter Ha(z)

from (13A.2) may be interpreted as a lowpass high-frequency filter with DC gain
Ha(1) = L. Incorporating these factors, loop gain κ is defined as

κ = 2πM[Ha(1)]2κdκ1

L
= 2πMLκdκ1 (13A.18)

whereupon the open-loop transfer function takes the form

G(z) = κz−D

1 − z−1

F(z−L)

κ1

[Ha(z)]2

L2

= κz−DF(zL)

κ1L2(1 − z−1)

(
1 − z−L

1 − z−1

)2

(13A.19)

For a type 2 DPLL, the transfer function for F(zL) is given by (13A.7), yielding
an open-loop transfer function

G(z) = κz−D

L2(1 − z−1)

(
1 + κ2z

−L

1 − z−L

)(
1 − z−L

1 − z−1

)2

= κz−D[1 − z−L(1 − κ2)](1 − z−L)

L2(1 − z−1)3

= κz−D[1 − z−L(1 − κ2)](1 + z−1 + z−2 + · · · + z−(L−1))

L2(1 − z−1)2
(13A.20)
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This PLL has a real zero at z = (1 − κ2)
1/L ≈ 1 − κ2/L and L − 1 complex

zeros on the unit circle at ω = 2πq/LT , |ωT | ≤ π, q = integer �= 0.
The closed-loop system transfer function is

H(z) = G(z)

1 + G(z)

= κz−D[1 − z−L(1 − κ2)](1 + z−1 + z−2 + · · · + z−(L−1))/L2

(1 − z−1)2 + κz−D[1 − z−L(1 − κ2)](1 + z−1 + z−2 + · · · + z−(L−1))/L2

(13A.21)
and the closed-loop error transfer function is

E(z) = 1

1 + G(z)

= (1 − z−1)2

(1 − z−1)2 + κz−D[1 − z−L(1 − κ2)](1 + z−1 + z−2 + · · · + z−(L−1))/L2

(13A.22)
The order of this PLL is (2L + D − 1) instead of second order. It is second
order only for minimum L = 1 (i.e., no accumulate & dump) and minimum
delay D = 1.

13A.7 Transfer Function of a Hold Filter

A zero-order hold with L-fold repetition accepts an input sequence {x[r]} at rate
1/LT and delivers an output sequence {y[n]} at rate 1/T . An up-sampler intersperses
L − 1 zero-valued, equally spaced output samples, between adjacent input samples,
and a filter with impulse response h[k] delivers L output samples for each r , samples
that are T spaced and x[r] valued. The impulse response is defined as

h[k] =
{

1, k = 0 to L − 1
0, k �= 0 to L − 1

(13A.23)

From [13.6, eq. (2.78)]

y[n] =
∞∑

r=−∞
h[n − rL]x[r] (13A.24)

That is, y[n] = x[r] for n = rL, rL + 1, . . . , rL + L − 1. The z-transform of
y[n] is

Z{y[n]} =
∞∑

r=−∞

(r+1)L−1∑
n=rL

x[r]z−n =
∞∑

r=−∞
x[r]

(r+1)L−1∑
n=rL

z−n

=
∞∑

r=−∞
x[r]

L−1∑
k=0

z−(k+rL) =
∞∑

r=−∞
x[r]z−rL

L−1∑
k=0

z−k

= 1 − z−L

1 − z−1

∞∑
r=−∞

x[r]z−rL = 1 − z−L

1 − z−1
X(zL) (13A.25)
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CHAPTER 14

ANOMALOUS LOCKING

Preceding chapters described various lock failures caused by such things as loop
instability, too much noise, or excessive rates of change in signal phase or fre-
quency. This chapter concentrates on several ways in which a PLL might lock
to the wrong phases or frequencies. Also, another mechanism of lock failure is
identified. Techniques are suggested for avoiding these problems.

14.1 SIDELOCKS

Various signals either include sidebands with discrete spectral lines caused by
periodic modulation components, or else necessary nonlinear operations on the
signal generate such lines. Modulation on the latter signals is said to be cyclosta-
tionary (statistics of the modulation are periodic). Data streams modulated onto
a carrier are a prime example of cyclostationary signals. A PLL of sufficiently
narrow bandwidth can lock onto any discrete spectral line of adequate ampli-
tude that it encounters, whether that line is the carrier, for which lock is wanted,
or is one of the periodic sideband components, an unwanted and problematic
lock. Lock to a sideband component is known as sidelock, a condition to be
avoided.

The known techniques for avoiding sidelock are not plentiful. One technique
is to restrict tuning of the PLL to the near vicinity of the closely specified carrier
frequency of a modulated signal. The restricted tuning range must not approach
close enough to the nearest periodic sideband to allow the PLL to fall into a
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sidelock. That method is not workable if the frequency uncertainty exceeds about
half the frequency spacing from the carrier to the closest lockable sideband.

Another technique is to employ a frequency-lock loop (FLL) for frequency
acquisition prior to phase locking. The FLL is required to reduce initial frequency
error to a small region in the close vicinity of the correct carrier frequency.
Typical frequency-difference discriminators indicate zero frequency error when
the VCO frequency is at the center of gravity of the power spectrum of the input
signal plus noise plus interference. If the desired signal is appreciably stronger
than any accompanying noise and interference, if the spectrum of the desired
signal is symmetric about the carrier frequency, and if the signal spectrum has
not been distorted asymmetrically by filters or multipath, the FLL can settle to
near the carrier frequency. Otherwise, the equilibrium FLL frequency will be
biased away from the carrier.

As a rather more complicated technique, a spectrum analysis can be performed
on a segment of the received signal. The carrier would be identified from prior
knowledge of spectral characteristics and the PLL retuned as necessary to align to
the desired carrier. Operations of this sort are strongly dependent on the specifics
of the individual application.

Yet another technique would be to examine the demodulated signal after phase-
lock had been acquired and decide (by means highly specific to the particular
signal) whether correct lock had been achieved. If not, search would be instituted
for another lockable component at a higher (or lower) frequency. Search ends
when a correct lock is identified.

I am unaware of any successful examples of either of the latter two methods.

14.1.1 Periodic Modulations

Some examples of periodic modulations include:

ž Periodic tones amplitude- or angle-modulated onto a carrier
ž Color bursts in a color television signal occurring once per horizontal line

[14.1]
ž RF pulses from a coherent radar

Each of these sources has a spectrum consisting of a carrier and pairs of
discrete-frequency sidebands. Frequency spacing is equal to the modulation fre-
quency. For the burst or pulse signals, the amplitudes of the sidebands depend
on the duty ratio: the ratio of pulse (or burst) width to the repetition period. For
a small duty ratio, the amplitudes of the close-in sidebands are only slightly less
than that of the carrier.

[Comment: In a pulsed (or burst) signal, the signal phase has to be coherent
from one pulse to the next for meaningful phaselock to hold over multiple pulses.
Coherence requires that the source oscillator in the transmitter must run continu-
ously and that the transmitter has to be switched ON and OFF in a stage following
the oscillator. If the oscillator is switched instead, the signal phase is not coherent
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from one pulse to the next and a receiver PLL has to reacquire phase on each
individual pulse. That is an issue entirely different from the sidelock problem.]

In his classic paper on color reference in color TV, Richman [14.1], employs
both a restricted tuning range for the PLL and also employs frequency-
aided acquisition with a quadricorrelator (Section 8.3.4). Eisenberg [14.3],
Mengali [14.4], and Schiff [14.5] explore various aspects of a gated PLL that is
turned on only in the presence of the burst or pulsed signal. If duty ratio is small,
the PLL is a sampled system and has to be analyzed as such. Eisenberg [14.3]
concentrates on the sampled nature of the gated PLL. Mengali [14.4] explores
the noise analysis. Schiff [14.5] sets formal design conditions for avoidance of
sidelock in a second-order type 1 PLL.

A gated PLL has to hold the signal properties accurately during the OFF
interval and switch between ON and OFF with negligible disturbances. Accurate
holding requires that the frequency memory be set accurately during the ON
interval and have small drift during the OFF interval. A type 2 PLL is advisable
since it has zero steady-state phase error during the ON interval (meaning that
all frequency information has been stored in the integrator) and a good integrator
holds its charge well when given a zero-valued input during the OFF interval. It
is important to isolate the frequency memory—the integrator—from DC offsets
and from noise or interference during the OFF interval to preserve the memory.
A small duty ratio makes stringent demands on the quality of the hold operation.

14.1.2 Cyclostationary Modulations

Numerous papers [14.6–14.10] have been published on sidelocks that occur with
passband data signals. In essence, the signal consists of a data stream at a uniform
symbol rate 1/T that is translated by suppressed-carrier modulation to a car-
rier frequency fc. Almost all of these papers have denominated the mis-locking
phenomenon as false lock, but they really deal with sidelocks. The term false
lock belongs more properly to an entirely different phenomenon, explained in
Section 14.4.

A suppressed-carrier signal with random zero-mean data modulation typically
has no discrete line components in its spectrum. The data modulation and the RF
cycles are cyclostationary, a property that allows carrier information and symbol
timing to be recovered from a signal that contains neither a carrier component
nor any discrete sideband component at the symbol rate.

For an MPSK signal, a signal in which the modulation takes on M uniformly
spaced phases, the carrier-recovery circuits are able to sidelock to frequencies at
integer multiples of 1/MT to either side of the desired carrier frequency fc instead
of the carrier itself. All of the papers cited try to explain this behavior by analyses
of detailed operations within the carrier-recovery circuits. The analyses are not
wrong, but they obscure an alternative viewpoint that explains more simply why
the sidelocks occur. The papers cited analyze a Costas loop (a popular technique
for carrier recovery) or other similar PLL that incorporates nonlinear operations
in its phase detector. An appropriate nonlinear operation is an essential ingredient
for carrier recovery from a suppressed-carrier signal.
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Figure 14.1 Carrier regenerator.

Rather than delve into the details of the carrier-recovery phase detectors,
consider instead a carrier regenerator arrangement as in Fig. 14.1. A suppressed-
carrier data signal r(t) with carrier frequency fc is received and applied to a
bandpass filter that suppresses out-of-band noise and interference. Filter output
s(t) at carrier frequency fc is applied to a ×M frequency multiplier. The heart
of a ×M frequency multiplier is a memoryless nonlinear device of at least Mth
order. (More severe nonlinearities, such as absolute value, are often beneficial.)
The output u(t) of the frequency multiplier is at frequency Mfc. Furthermore,
the modulation phases have also been multiplied by M , which is equivalent to
rotating all M input phases into coincidence at a single phase. It is this nonlinear
operation that regenerates a discrete carrier component from a signal that has no
carrier component. Frequency-multiplier output u(t) is delivered to an ordinary
PLL acting as a narrowband filter that suppresses additive and self-noise from
the regenerator and produces a clean signal at frequency Mfc at the VCO. The
output of the VCO is applied to a 1/M frequency divider to produce a signal
v(t) at frequency fc to be used for coherent demodulation of the data signal.

Besides regenerating a carrier component from a suppressed-carrier signal,
intermodulation in the nonlinearity also regenerates discrete spectral components
at multiples of the symbol rate 1/T from Mfc. After frequency division by M , the
discrete spectral components are spaced by multiples of 1/MT from the carrier
frequency fc. Figure 14.2 shows the simulated spectra of s(t) and u(t) for a 4PSK
signal passed through a fourth-power nonlinearity. The absence of all discrete
components is evident in the spectrum of s(t), whereas spectral spreading, a
discrete carrier component at 4fc, and symbol-rate lines at 4fc ± 1/T are evident
in the spectrum of u(t). Only one pair of symbol-rate lines appear in Fig. 14.2b
because the example signal is strictly bandlimited to an RF bandwidth of less
than 2/T . Other close-in components are too weak to be discerned, and those
further out are nonexistent because of the strict bandlimiting. Additional symbol-
rate-spaced components would appear in the spectrum of u(t) if the input signal
were not bandlimited so stringently.

Almost invariably, the bandwidth of a PLL is small compared to 1/MT ; the
PLL will lock to any of these spectral components that have sufficient ampli-
tude if the PLL tunes to its frequency. These are sidelocks, even though the
input signal r(t) has no discrete-frequency sidebands. How does the regenerator
behavior relate to PLLs with nonlinear phase detectors, such as a Costas loop,
as treated in the references cited? It can be shown that performance of a PLL
with nonlinear PD is mathematically the same as that for regenerator with an
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Figure 14.2 Simulated spectra of a 4PSK signal: (a) filtered received signal s(t); (b)
signal u(t) after ×4 frequency multiplication. Note the regenerated lines in (b): carrier at
zero and symbol-rate sidelines at ±1. (Adapted from [14.11].)

equivalent nonlinearity. For instance, the classical Costas loop (for 2PSK sig-
nals), with a nonlinearity furnished by multiplication of the I-channel by the
Q-channel, is readily shown to perform in the same way as a regenerator with
square-law nonlinearity: the squaring loop [14.12]. Visualize a nonlinear PD as
a nonseparable combination of the ×M nonlinearity, the ordinary phase detector,
and the 1/M frequency divider of Fig. 14.1. Although this model is exagger-
ated, the clock lines appearing in Fig. 14.2 furnish a much quicker explanation
of the sidelocks observed than can ever be rendered by detailed analyses of the
microscopic behavior of PLLs with nonlinear PDs.

14.1.3 Alias Locks

Many nonlinear phase detectors employed in carrier synchronizers operate in a
sampled manner, typically at the symbol rate 1/T . That sampling leads to aliasing
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of the incoming signal, especially significant if the signal bandwidth is substan-
tially larger than 1/T . Anomalous locks to aliases are analyzed in [14.13–14.15].
Alias locks intermixed with sidelocks produce a rich collection of possible wrong-
lock frequencies.

14.2 HARMONIC LOCKS

Under suitable conditions, related in this section, a PLL can lock to the harmonics
of the input signal frequency fi . The lock frequency fo of the VCO might be
a subharmonic of the signal (fo = fi/M), a superharmonic (fo = Nfi), or a
fractional harmonic (fo = Nfi/M), where N and M are relatively prime integers.
The ability to lock (if you want harmonic locks) or the vulnerability to lock (if
you do not want harmonic locks) depends on properties of the phase detector
and the signals applied to it.

Consider an ideal multiplier used as a phase detector. Suppose that the two
signals delivered to a PD are periodic but not necessarily sinusoidal. Since they
are periodic, each can be resolved into a Fourier series of sinusoids at integer
multiples of its base period. The PD multiplies each term in one Fourier series by
each term in the other series; the output of the PD is the sum of these term-by-
term products. Zero-order products at DC arise if and only if both terms in the
product have the same frequency. The amplitudes of individual products depend
on the amplitudes of the constituent Fourier terms and the phase differences
between them. The amplitude of a product is a sinusoidal function of the phase
angle between the two constituent terms and has the same period as that of each
of the terms. This sinusoidal function constitutes an s-curve on which the PLL
may be able to lock.

As an example, suppose that one input to the multiplier is a square wave
and the other is a sine wave. The common switching PD (Section 10.1.1) is
equivalent in its behavior. A square wave contains all odd harmonics of its
fundamental frequency, so the PLL of this example potentially could lock to
all odd subharmonics of the frequency of the input signal. As another example,
suppose that both inputs to the PD are square waves. (An exclusive-OR PD is a
practical realization of this condition.) Then fractional harmonics fo = Nfi/M

are potentially lockable for all odd N and M . As a third example, a sampling
phase detector contains all harmonics, even and odd, in the impulse stream driving
the sampler. The sampling PD can generate s-curves for any of these harmonics.

Harmonic operation of a multiplier-class PD is readily understood from exam-
ining harmonics common to both inputs. The same cannot be said for sequential
phase detectors. Experience suggests that the popular phase/frequency detector
(PFD) of Section 10.3 is free of harmonic locks, but other sequential PDs are
not. No simple rule on harmonic locking has been devised for sequential PDs;
each case has to be painfully worked out for itself.

The need to cope with missing transitions makes phase detectors for bit syn-
chronizers particularly vulnerable to unwanted fractional-harmonic locks. This
statement applies to both sequential-class PDs and multiplier-class PDs.
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14.3 SPURIOUS LOCKS

Phase detectors explored in depth in previous chapters all have had well-behaved
s-curves. Each period of each s-curve had one and only one stable point of
equilibrium—only one zero crossing with proper slope. That good behavior is
not always found in all s-curves for all signals. Some s-curves for particular PDs
and signal formats can have more than one stable crossing, raising the possibility
of spurious locks to the wrong phase.

An example shown in Fig. 14.3 is for a carrier phase-error detector for 16QAM
data signals using a decision-directed algorithm ud [n] = Im{c∗

ns[n]}, where s[n]
is the complex value of the sample of the nth symbol in a data stream and c∗

n is
the complex conjugate of the estimate of the nth symbol. This algorithm is widely
used for phase detection for QAM signals. Although the example algorithm has a
digital formulation, similar behavior occurs with analog implementation [14.16].

The s-curve in Fig. 14.3 is drawn for just one octant of the circle. The entire
s-curve is skew symmetric in the octant to the left and repeats periodically in
each quadrant. (s-Curve periodicity in quadrants is inherent for any signal with
quadrantal symmetry.) The desired stable crossing of the s-curve is located at
zero phase error. The curve is well behaved to about 16◦ and then deteriorates
sharply for larger errors because of mistakes in decisions on the symbol value cn.
Mistakes occur because the phase error has rotated some of the symbol samples
into the wrong decision cells. Because of these mistakes, the resulting s-curve
has two spurious positive-slope zero crossings, one at about 31◦ and another at
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Figure 14.3 One octant of the s-curve of a phase detector for a 16QAM signal.
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about 38◦. The PLL might lock at either of these crossings if one of them were
encountered before phase of the PLL reached the correct crossing at 0◦.

The lockable phase ranges about these spurious crossings obviously are not
as extensive as about the desired crossing at zero error, so the spurious locks
will be comparatively weak in the presence of disturbances. An adequate rate of
phase sweep (frequency offset) during acquisition of lock would drive the phase
error right through these potential spurious locks and not stop before reaching
the correct lock point.

Another expedient is to employ only a subset of the QAM constellation (such
as only the four innermost points) for phase detection, thereby obtaining an
s-curve without spurious crossings. Another technique is to employ a simpler
constellation for acquisition (e.g., 4QAM), thereby avoiding spurious locks, and
then switch to a larger constellation after correct lock has been acquired. Spurious
locks are not confined to phase detectors for data signals; they might arise for
other kinds of phase detectors and signals. A design engineer should always know
the s-curve of a PD to avoid unwelcome surprises.

14.4 FALSE LOCKS

The preceding anomalous locks have all been genuine phase locks, even though
the lock was to the wrong frequency or phase. This section deals with false locks
that are not phase locks at all, but aberrations of the pull-in mechanism. False lock
might prevent phase lock entirely. The explanation for false locks historically has
been based on phase shifts in passband filters within the feedback loop, located
in the intermediate frequency (IF) stages of phaselock receivers. This account
follows the established approach, but keep in mind that excessive phase shifts in
baseband circuits within the PLL also lead to false locks.

A simplified block diagram of a typical superheterodyne phaselock receiver
is shown in Fig. 14.4. The incoming signal at frequency f1 is mixed down to a

Figure 14.4 Long-loop phaselock receiver.
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convenient intermediate frequency labeled f3. A fixed oscillator at frequency f3

is compared against IF amplifier output in a phase detector; the loop is closed
through the loop filter, VCO, frequency multiplier, and mixer. Simple phaselock
loops of the kind treated in earlier chapters are often known as short loops; the
more complicated loop of Fig. 14.4 is called a long loop, for obvious reasons.

14.4.1 IF Filter Analysis

A narrowband IF filter is often employed as a means to provide a satisfactory
signal-to-noise ratio at the phase detector (see Section 10.4.2). False locks were
observed, to the mystification of early victims, in phaselock receivers using nar-
rowband IF filters with steep skirts. To see how false lock comes about, it is first
necessary to devise a method of bringing the IF bandpass filter into the linear
analysis of the PLL. To this end, consider the hypothetical test setup of Fig. 14.5.
What is the effect of the filter on the modulation of the test signal? Specifically,
the amplitude and phase of the modulation output compared with the modulation
input are desired as a function of modulation frequency.

The result, expressed as a modulation transfer function, denoted Fm(s), is
stated but not proved. If (1) the filter has a narrow, symmetrical passband, (2) the
signal generator is tuned to the center frequency of the filter, and (3) the mod-
ulation deviation is very small, the approximate one-sided modulation transfer
function is obtained by translating the actual filter transfer function to zero fre-
quency and discarding the response at negative frequencies, as shown in Fig. 14.6.
An equivalent two-sided response is derived in [14.17].

Now suppose the open-loop response of the PLL of Fig. 14.4 were to be
measured by opening the loop in its low-frequency portion and applying a low-
frequency sinusoidal test signal. Total open-loop response would consist of the
product Fm(s)G(s), whose factors are the normal response G(s) of the loop and
the modulation transfer function Fm(s) of the IF filter. This combined open-
loop response is substituted into the transfer functions of Chapters 2 and 3 for
determination of pole locations, stability, damping, and all the other valuable tools
of linear analysis. The effect of the IF filter is the same as if additional lowpass
filters were incorporated into the baseband portion of the PLL. In particular, false
lock is possible if too many lowpass poles are present in the baseband portion
of a PLL, even in a short loop with no bandpass filters at all. The analysis that

Figure 14.5 Test setup for measurement of a modulation transfer function Fm(s).
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Figure 14.6 Transfer characteristics of a bandpass filter: (a) bandpass transfer function;
(b) equivalent modulation transfer function.

Figure 14.7 Example bandpass frequency response (from measurements on a crystal
filter).

follows deals only with analog PLLs, but similar analysis can be applied to digital
PLLs, which are equally subject to false locks.

To provide an example of a bandpass filter, Fig. 14.7 shows a response scaled
from measurements on an actual crystal filter. The equivalent modulation trans-
fer response is shown in the Bode plot of Fig. 14.8, along with that of a basic
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Figure 14.8 Bode plot of a long-loop PLL containing an example crystal IF filter.

second-order type 2 PLL and the combination of filter and basic PLL. The band-
width of the IF filter (3 dB) is 240 rad/sec, whereas the loop has been chosen
arbitrarily with 1/τ2 = 10 rad/sec. Loop gain (ignoring the IF filter) has been
selected so that ζ = 0.707, so ωn = 14.1 rad/sec and K = 20 rad/sec. These
numbers are reasonable for a phaselocked receiver with a very narrow bandwidth,
such as those employed in deep-space applications.

The combined Bode plot shows a phase margin of 30◦ and a gain margin
of 6 dB. Although the loop is stable, its response is very different from that
expected in the absence of the IF filter. If loop gain is fixed (by AGC or limiter)
so that it cannot exceed the value used for the example, the stability margins are
barely adequate, not ample. However, if the gain of the example is a threshold
gain and increases of gain are to be expected with improved signals, the gain
margin is completely inadequate. If the gain doubles, the loop will oscillate. A
more conservative design would use a substantially wider IF filter bandwidth.

14.4.2 Origin of False Locks

Even if the loop transfer function is stable, a narrow IF filter can cause false locks
in which frequency acquisition halts and the PLL appears to lock at a frequency
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that bears no obvious relation to the input frequency. Until the source of false lock
is recognized, the phenomenon can be a disturbing and mystifying experience.
Subsequent pages describe how false lock, or the related problem of frequency
pushing, is a disorder of the pull-in mechanism described in Section 8.3.1 and
is almost inevitable in some degree in a PLL that includes extra filtering or
delay. Existence of false lock is yet another reason not to rely on pull-in for the
frequency-acquisition method.

Investigations of false lock have been reported in [14.18–14.21]. The approx-
imate analysis presented here follows a slightly different approach. Consider an
unlocked loop with input Vs sin ωit and VCO output Vo cos ωot . Phase detector
output is a beat note at a frequency �ωi = ωi − ωo. If �ωi is sufficiently larger
than the loop gain K , the beat note will be nearly sinusoidal and take the form
Kd sin(�ωit). In passing through the loop, the beat note is attenuated by a factor
η(�ωi) and phase shifted by an angle ψ(�ωi). Frequency-modulating voltage
applied to the VCO is ηKd sin(�ωit + ψ), so the VCO output is (approximately)

vo(t) = Vo cos

[
ωot − ηKoKd

�ωi

cos(�ωi t + ψ)

]
(14.1)

The spectrum (Fig. 8.6) of vo(t) consists of a carrier line at ωo and an infinite
series of sideband lines at frequencies ωo + k�ωi . The line for k = 1 is at a
frequency of ωo + (ωi − ωo) = ωi , which is exactly the input frequency. Using
a Fourier series analysis, the VCO component at ωi is found to be

VoJ1

(
ηKoKd

�ωi

)
sin(ωit + ψ) (14.2)

where J1(·) is the first-order Bessel function of the first kind.
When this line is multiplied in the phase detector against the input signal

Vs sin(ωit), the resulting DC component is

Vd = 1

2
VsVoKmJ1

(
ηKoKd

�ωi

)
cos ψ = KdJ1

(
ηKoKd

�ωi

)
cos ψ (14.3)

where Km is the multiplier gain coefficient, as defined in Section 6.1.1.
For an example: In a standard, second-order type 2 loop, for large enough

�ωi and in the absence of an IF filter, the parameters η and ψ are η = τ2/τ1 and
ψ = 0. Since KoKdτ2/τ1 = K for this special case, equation (14.3) becomes

Vd ≈ KdJ1

(
K

�ωi

)
(14.4)

Equation (14.4) is an approximation to the pull-in voltage vp of (8.6); the two
expressions agree asymptotically for a large frequency difference and disagree
by less than 10% if |�ωi | > 2K .
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Now suppose that additional filtering is added into the standard loop. It is very
difficult to avoid adding at least one extra pole for ripple filtering, the operational
amplifier in an active filter contributes at least one more pole, and a third pole
in the VCO control line is nearly inescapable. If a long loop is used, the filters
in the IF amplifier contribute additional equivalent lowpass poles. Up to a dozen
extra poles are not at all unusual. Define a relative attenuation coefficient

η′ = ηKoKd

K
(14.5)

In the standard loop, η′ = 1. Departure of η′(�ωi) from unity describes the
magnitude response of any additional filtering within a physical loop. Accord-
ingly, (14.4) is modified to

Vd ≈ KdJ1

(
η′K
�ωi

)
cos ψ (14.6)

The pull-in voltage (14.4) of the standard loop is multiplied by the cosine of the
added phase shift. For K/�ωi � 1 (the only region of validity for the approxi-
mations of this analysis) the Bessel function is approximated by

J1

(
η′K
�ωi

)
≈ 1

2

η′K
�ωi

(14.7)

so the pull-in voltage is further reduced by a factor η′. A suitable approximation
of the pull-in voltage, including the effects of additional filtering, is

Vd ≈ η′KdK

2�ωi

cos ψ (14.8)

If η′(�ωi) and ψ(�ωi) are known, the pull-in and false-lock properties of the
loop may be calculated from (14.8).

Strictly speaking, the abbreviated analysis presented above applies directly
only to a short loop. When the analysis is modified to take account of a long loop,
the DC output of the PD can be estimated simply by cascading the equivalent
modulation transfer function Fm(s) with the actual loop filter F(s) and calculating
a new η′ and ψ , provided that the bandpass amplifier is linear. If the bandpass
circuit contains a limiter, the bandpass contribution to ψ is unaffected by the
nonlinearity, but the contribution to η is more complicated. At large SNR the
limiter tends to wipe off any influence on η contributed by bandpass networks
preceding the limiter.

14.4.3 False-Lock Properties

As an example, let excess phase be ψ = −(π/3)(�ωi/K) and η′ = 1, a fair
approximation to the IF filter and PLL shown in Figs. 14.7 and 14.8. (Take note
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that this approximate phase is equivalent to a simple delay of τ = π/3K ; the
analysis works correctly for pure delays as well as for more general filters with
nonconstant delay.) Using this expression for ψ , the DC phase-detector output
is as plotted in Fig. 14.9b. Immediately evident in the plot are nulls of the pull-
in voltage corresponding to the zeros of cos ψ , nulls that do not occur in the
standard loop (Fig. 14.9a). The polarity of Vd is unchanged from that of the
standard loop for small �ωi , so pull-in occurs correctly, albeit more weakly,
because of the reduced amplitude of Vd .

However, if the frequency difference is somewhat outside the first null, the
polarity of Vd is reversed from standard, and pull-in no longer proceeds normally.
Instead, the reversed polarity causes the loop to push out away from the correct
lock frequency. Pushing continues until the frequency difference increases to
coincide with the second null, which is a stable tracking point of false lock.
A true phaselock is not achieved at the false-lock null—a frequency error still
exists—but the loop is unable to move itself away from the null.

Figure 14.9 PLL pull-in characteristics showing the effect of excess phase shift: (a)
standard loop only; (b) loop with excess phase shift from an example crystal filter.
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A false lock can be very confusing to an operator. Output from the loop phase
detector will have zero DC component, whereas the quadrature PD (correlation
detector) will show a DC output, indicating that lock has been achieved. If coher-
ent AGC is used, the magnitude of the quad PD output might even be correct
for indicating lock. An oscilloscope connected to the PD output will show the
presence of a beat note, but only if noise is small enough. In fact, it is pos-
sible that a false lock may go completely unrecognized—until ridiculous data
become apparent.

Obviously, false locks must be avoided. One method of avoidance is to use
an IF filter of sufficient bandwidth. Another is to recognize that phase shift, for
a given bandwidth, increases with the number of equivalent lowpass poles in the
filter. If only a single-tuned circuit is used, maximum phase shift in the filter is
90◦ and there is no finite false-lock null.

With two tanks (two poles in the equivalent low pass modulation transfer
function) the maximum phase shift is 180◦ and the only finite spurious nulls are
unstable. Frequency pushing beyond these finite nulls drives the PLL frequency
to one or the other limits of its tuning range, not to the correct signal frequency.

Rough sketches of pull-in voltage for various numbers of poles are shown in
Fig. 14.10. Actual false locks are encountered only if there are four or more poles

Figure 14.10 PLL pull-in characteristics. Numerals indicate an equivalent number of
extra lowpass poles in the loop.



14.4. FALSE LOCKS 351

in the lowpass equivalent filter. Numerous poles are found in filters with very
steep skirts—so-called rectangular filters. Evidently such filters are not entirely
suitable for use in a phaselock receiver. A conservative design for the IF filter
would utilize only one or two poles. (A single quartz crystal conveniently pro-
vides one equivalent pole.) Actually, there are certain to be other band-restricting
elements within the loop, and there will always be more excess phase shift than
is provided by the recognizable poles. The main IF filtering should be kept sim-
ple to provide some margin against these secondary effects, not all of which are
easily predicted.

The foregoing analysis takes into account only the normal signal path through
the loop. Unfortunately, bitter experience has shown that insidious paths often
contribute more to false lock than does the obvious main path. Beat-note coupling
through an inadequately isolated power supply line is a particular offender.

14.4.4 Remedies for False Lock

Chapter 8 demonstrated that the maximum trackable frequency sweep rate
depends on bandwidth; a narrowband loop can track only a slowly changing
frequency. Therefore, if acquisition is performed by sweep techniques, it may
be possible to sweep rapidly enough that the false locks will be unable to
hold but slowly enough to succeed in acquiring correct lock. This possibility
is complicated by any limiters or AGC that may be used and by IF signal-
to-noise ratio. Another alternative, if input SNR is large enough, is to employ
a frequency discriminator to aid frequency acquisition. The output of the
discriminator has to be large enough to overcome any of the wrong-polarity
phase-detector outputs associated with false lock or frequency pushing.

The best remedy, though, is a split-loop receiver, devised by McGeehan and
Sladen [14.22]. A block diagram is shown in Fig. 14.11. In this arrangement,
the two paths of a type 2 PLL are well separated; they have separate base-
band filters, separate VCOs, and span different portions of the receiver. Recollect

Figure 14.11 Block diagram of a split-loop PLL.
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(Section 8.3.1) that pull-in voltage vp is generated mainly through operations in
the proportional path, with a negligible contribution from the integral path. The
proportional path in a split-loop receiver is contained in a short loop that does
not encompass the phase shifts of the IF filter. The integral path in the split loop
is connected in a long loop that does include the IF filter, but the phase shifts in
that filter now have a negligible influence on the pull-in voltage. In consequence,
a split loop avoids false locks that would arise in a long loop because of phase
shifts in the IF filter.

Transfer Functions In Fig. 14.11, let Fp(s) = K1 and FI (s) = K2/s. Gains
of the VCOs are Kop and KoI , the PD has gain Kd , and the phases out of the two
VCOs are designated θop and θoI . Using the methods introduced in Chapter 2,
the error response transfer function is

E(s) = θe

θin
= s2

s2 + KdFhf(s)(sK1Kop + K2KoI )
(14.9)

from which loop gain is identified as K = KdFhf(0)K1Kop rad/sec. If Fhf(s) ≡ 1,
the PLL is second-order with ω2

n = KdK2KoI and damping

ζ = K1Kop

2

√
Kd

K2KoI
(14.10)

The open-loop gain G(s) is found from E(s) = 1/[1 + G(s)] as

G(s) = KdFhf(s)

(
K1Kop

s
+ K2KoI

s2

)
(14.11)

Because the split loop has two VCOs, there is no obvious single definition of
closed-loop transfer function of the system. Instead, two system transfer functions
can be defined, one for each VCO. For the proportional-path loop the transfer
function is

Hp(s) = θop

θin
= sKdFhf(s)K1Kop

s2 + KdFhf(s)(sK1Kop + K2KoI )
(14.12)

and for the integral path

HI (s) = θoI

θin
= KdFhf(s)K2KoI

s2 + KdFhf(s)(sK1Kop + K2KoI )
(14.13)

Observe that HI(s) is an all-pole transfer function (if Fhf has only poles and
no finite zeros), so that it will exhibit gain peaking (see Section 2.2.4) only if it
has sufficiently underdamped poles. Stated differently: HI(s) can be designed to
have no gain peaking whatsoever if that should be advantageous. Notice also that
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Hp(s) has bandpass response with a null at zero frequency. That is, the integral
path has full control over the DC steady-state response of the split loop, with no
contribution from the proportional path.

Frequencies at Phaselock Assuming low-side injection at the mixer, the
receiver frequencies are related by fin − (fI + fp) = 0 when the PLL is locked.
(High-side injection is accommodated by appropriate changes of signs in this
formula.) The formula constrains only the sum (fI + fp), not the two VCO
frequencies individually. What are the individual frequencies fI and fp once the
loop has locked? Assuming a perfect integrator in the integral path, a constant
frequency fin, a noise-free input and the absence of unwanted DC offsets in the
phase detector or in the loop filter, the phase error goes to zero at equilibrium
lock. Represent the tuning rule for VCOp as ωp = ω0p + KopVcp , where Vcp is
the control voltage and ω0p is the “free-running” frequency of VCOp. If the phase
error is zero, the PD output voltage is also zero and so is the control voltage Vcp .
Therefore, the frequency of VCOp at lock is ω0p, as is the signal frequency in
the IF amplifier.

If the integrator is imperfect (as are all analog-circuit integrators), the propor-
tional path will take on some part of the DC tracking burden and VCOp will
be detuned by some amount from ω0p. Digital PLLs can have integrators with
infinite DC gain so that they need not experience this steady-state detuning.

14.5 LOCK FAILURES IN CHAINS OF PLLs

So far, Chapter 14 has dealt with locks to an incorrect frequency or phase. This
last section deals with lock failures in chains of PLLs under conditions of negli-
gible additive noise, conditions that appear superficially favorable. Long-distance
data communication links operating over wire lines or optical fibers often incor-
porate numerous repeaters in a chain. A repeater consists of a synchronizer that
recovers the timing of its input and a regenerator that detects each data symbol
and delivers a cleaned-up, retimed data stream at its output. A typical repeater
employs a PLL for its synchronizer, although there are other schemes that employ
bandpass filters instead. Experience has revealed that the link fails due to exces-
sive cycle slips if the chain contains too many repeaters.

The failures are analyzed in [14.23] and [14.24] and in references cited in
those papers. In essence, the randomness of the data stream induces a certain
amount of jitter in the output of each synchronizer. Each synchronizer sees the
same data stream, so the same jitter is induced in each repeater and passed to
the next repeater on the regenerated data stream. Jitter accumulates along the
chain; input to the nth repeater has jitter from each preceding synchronizer, each
contribution filtered by the transfer functions of intervening synchronizers. The
spectrum of the accumulated jitter has a strong peak at a frequency comparable
to the bandwidth of the PLL. Synchronizers too far down the chain, where jitter
grows too large, will slip cycles rather than track properly.
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The usual second-order type 2 PLL necessarily has a certain amount of gain
peaking in its closed-loop response H(s), as described in Section 2.2.4. Gain
peaking constitutes jitter amplification, a potential disaster in a chain of synchro-
nizers. Constraint of jitter amplification is the reason for tight limits (commonly,
0.1 dB maximum) on gain peaking specified for synchronizers used in telecom-
munications networks. Section 2.2.4 showed that a damping factor ζ of not less
than 4.5 is required to achieve gain peaking no more than 0.1 dB.

Some designers employing damping factors of 20 to 30 still discovered con-
sistent lock failures in long chains. Indeed, [14.24] analyzes synchronizer chains
with first-order PLLs whose transfer function does not gain any exhibit peaking
but nonetheless suffer cycle slips from induced jitter. One concludes that gain
peaking is an aggravating factor in chain failures but not the basic cause. Jitter
induced in a synchronizer in a low-noise environment (as is typical of many land-
line networks) is largely due to self-noise [14.25] resulting from the randomness
of the data stream and restricted bandwidth of the transmission medium. Methods
for suppression of self-noise are well known [14.26–14.28] but not often applied
in synchronizers for wire or fiber lines because of complexity and cost.

Instead, use of jitter attenuators has become commonplace (see Section 17.5.2).
A jitter attenuator is a combination of an elastic buffer [a first-in first-out buffer
(FIFO)] and a PLL with a small loop bandwidth. A data signal is received in
a regular data receiver using a phaselocked synchronizer with a bandwidth suf-
ficiently large to track incoming jitter reliably. Data output from the receiver is
clocked into the FIFO by the clock output from the large-bandwidth data syn-
chronizer and clocked out by the clock output from the small-bandwidth PLL of
the jitter attenuator. The fill indicator of the FIFO serves as the phase detector
for the jitter-attenuator PLL; the idea is to maintain an average fill of 50% of
FIFO capacity.

Jitter at frequencies outside the PLL bandwidth are attenuated by the lowpass
filtering of phase provided by PLLs. In particular, the large peak in spectrum of
the accumulated jitter is well outside the bandwidth of a practical jitter-attenuating
PLL and so is strongly attenuated. Jitter of low-enough frequency passes through
the attenuator PLL, but its amplitude typically is small enough that the wideband
synchronizers of downstream repeaters can cope with it.

Large-amplitude jitter is absorbed by the FIFO, jitter that would require large
bandwidth in a data synchronizer to assure reliable lock. The jitter attenuator can
tolerate large jitter at its input and still have a small bandwidth in its PLL. Notice
that input to the attenuator PLL is a clock signal, not a data signal. No self-noise
of the kind that afflicts the synchronizer PLL exists to cause additional jitter in
the attenuator PLL.
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CHAPTER 15

PLL FREQUENCY SYNTHESIZERS

Synthesizers are employed in an ever-wider variety of electronic products to
generate any one of a number of operating frequencies. Synthesizers based on
PLLs are popular because of their potential excellent performance, relative sim-
plicity, and low cost. Phaselock synthesizers have received abundant attention in
books such as [15.1–15.7], and the journal literature. Synthesizers were a sub-
ject of intense current research and copious innovation at the time this book was
written. Important new results undoubtedly have emerged subsequently. This
chapter is an abbreviated summary of the basic principles of phaselock syn-
thesizers. It is intended as a guide to the subject; see the references for more
thorough treatments.

15.1 SYNTHESIZER CONFIGURATIONS

Phaselock synthesizers have diverse configurations; several examples are pro-
vided in this section and variations are examined in a later section.

15.1.1 Basic Configuration

Figure 15.1 shows the basic configuration of a phaselock synthesizer, a config-
uration on which all the others are based. The synthesizer contains a reference
source at frequency fr and a VCO at frequency fo. The reference frequency
is divided by an integer R to the comparison frequency fc = fr/R, and the
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Figure 15.1 Basic PLL synthesizer.

VCO frequency is divided by N . The two divided waves are then compared in
a phase detector. Phaselocking imposes the condition of fr/R = fo/N = fc, so
the output frequency is locked to a rational fraction of the reference according to

fo = Nfr

R
= Nfc (15.1)

This is the basic equation of PLL synthesizers.
Frequency dividers can be programmable. The output frequency fo is selected

by setting the divider ratios R and N . Dividers are mostly implemented with
digital counters, although there is a niche for other kinds of dividers, as pursued
further in Section 15.2.1. Because frequency is inversely proportional to R (the
period is directly proportional to R) and because uniform frequency intervals are
needed ordinarily, the R divider is usually held fixed in any one application. For
that reason, the sequel concentrates mainly on the comparison frequency fc and
not on fr = Rfc.

Fractional long-term stability and accuracy of the output frequency are the
same as that of the reference. Fractional accuracy is the frequency error as a
fraction of the reference or output frequency, as applicable. Output phase noise
ideally (but not realizably) is that of the reference times N/R for jitter frequencies
within the loop bandwidth, and it is that of the VCO for jitter frequencies outside
the loop bandwidth.

The output frequency fo of the basic synthesizer is selectable in increments fc,
the phase-comparison frequency. Loop bandwidth must be substantially smaller
than fc to suppress ripple adequately and to assure loop stability. If the desired
increments are small, the loop bandwidth must be extremely small. On the other
hand, a large loop bandwidth is preferred so as to achieve rapid acquisition and to
stabilize the short-term jitter of the VCO. A severe conflict exists between these
competing goals, a conflict that underlies great efforts that have been expended
on phaselock synthesizers.
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15.1.2 Alternative Configurations

Two modified configurations are illustrated in Figs. 15.2 and 15.3. They are
illustrative of many different configurations that share similar techniques for
circumventing the frequency spacing vs. bandwidth conflict of the basic PLL
synthesizer configuration.

Output Division In Fig. 15.2, the VCO frequency is P times the output fre-
quency of Nfc/P . Frequency increments of fc/P are obtained, even though the
phase comparison is performed at a frequency of fc. The bandwidth conflict is
relieved by a factor of P at the cost of operating the VCO and the N and P

dividers at P times the output frequency desired. The technique is an economi-
cal solution to a serious problem, but limitations on VCO frequency and divider
speed inhibit its general application.

Multiple-Loop Synthesizers The multiple loops of Fig. 15.3 combine output
division and frequency-translation mixers to avoid the conflicts of the basic loop.
As shown, the example uses the same comparison frequency fc = fr/R at each
phase detector, but this is neither necessary nor particularly desirable. Assuming
that filters at all mixers select the difference mixing product (rejecting the sum
product) and that f1 > f2/P2 and f2 > f3/P3, the output frequency is

f1 = fr

R

(
N1 + N2

P2
+ N3

P2P3

)
(15.2)

The output frequency is selectable in increments of fr/RP2P3 = fc/P2P3. More
loops can be added to achieve even smaller increments without reducing the
comparison frequency. The lower loops might all be constructed as identical
modules for ease of manufacturing.

Mixers produce many unwanted output products that accompany the one com-
ponent desired. Existence of unwanted products raises the possibility of spurious
components in the synthesizer output or even locks to the wrong frequency [15.3].

1/R  

LF PD

 

PLL

Reference
Oscillator fr

fc

fc

VCO
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Out

fo /P =

Nfc/P

1/N 1/P 

Figure 15.2 Synthesizer with a separate output divider.



360 15. PLL FREQUENCY SYNTHESIZERS

1/R PD LF

1/N1 
Mixer

1

PD LF

Mixer
2

PD LF

fr fc  f1 = fout

f2

f3

1/P2

1/P3

1/N2

1/N3

Figure 15.3 Multi-PLL synthesizer with mixers.

Good filters and careful frequency plans are essential for adequate attenuation
of spurious products. Although not obvious from the diagram, the presence of
mixers also reduces the allowable range of output frequencies.

Historically, some of the lowest phase-noise synthesizers have been built with
multiple PLLs and discrete components. They are very costly compared to single-
loop IC synthesizers, but so far, the latter have not achieved nearly the same
phase-noise performance.

15.2 FREQUENCY DIVIDERS

A frequency divider is an essential component in a phaselock synthesizer. Two
kinds of dividers are known: digital counters and analog dividers. Digital counters
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are by far the more versatile and widely used, but analog dividers also have a
niche in which they are sometimes worth considering.

15.2.1 Analog Frequency Dividers

Analog frequency dividers (also called subharmonic generators) have been studied
for many years. The literature has papers on regenerative dividers [15.8–15.12],
injection-locked oscillators [15.13–15.20], and parametric (nonlinear-capacitor)
dividers [15.21–15.23]. Parametric dividers are inherently inefficient; they require
much more fundamental input power than they can deliver at the subharmonic
output. Furthermore, tuning and power-level adjustment are both critical, so they
are not much used in practice. As for the other two categories, Verma, Rategh, and
Lee [15.20] contend that regenerative dividers and injection-locked oscillators are
simply different applications of the same principle and that they belong to the
same family. They present analyses to characterize both.

Analog frequency dividers have been useful only in narrow frequency ranges
because of the tuned circuits or other filters necessary for proper operation. For
the same reason, they have only a fixed division ratio and are not programmable.
Large division ratios have not been feasible. On the other hand, the narrow
bandwidths are favorable from a noise standpoint, they are operable at frequencies
higher than possible with digital counters, and they can be designed to consume
less power than do digital counters of the same division ratio.

15.2.2 Digital Counters as Frequency Dividers

Digital counters are by far the most popular frequency divider in PLL synthesiz-
ers. They are easily programmable, allowing output at many different frequencies;
they can provide very large division ratios; they are built with digital circuits,
thereby avoiding most of the problems of analog circuits; they are readily built as
integrated circuits along with other digital devices; they are wideband devices,
allowing a wide range of synthesized frequencies; they have no cumbersome
tuned circuits or other filters that are difficult to incorporate onto an IC chip;
they do not require adjustment to work properly; and they typically are low-
cost devices. A digital counter cannot work to frequencies as high as those
possible with an analog frequency divider; it consumes more power than an
analog divider, and its large bandwidth makes it noisier than an analog divider
of the same frequency and divider ratio.

Use of a digital counter usually constrains the choice of associated phase detec-
tor. The typical output of a counter is nominally a rectangular waveform, often of
short duration compared to the cycle period 1/fc. Unless restrictive special mea-
sures are taken, the information in the output resides solely in transitions (signal
edges) of one polarity. If the phase detector has to accept this constraint, sequen-
tial PDs or sampling PDs are about the only kinds that are compatible. Because
of the valuable properties of phase/frequency detectors (PFDs;—Section 10.3),
this type has been prevalent in synthesizers built on integrated circuits.
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A multiplier PD such as an exclusive-OR gate becomes feasible if a sepa-
rate divide-by-2 follows a programmable-counter divider. Divide-by-2 provides
a square-wave output with 50% duty ratio. However, since the divide-by-2 is not
part of the programmable divider, the comparison frequency fc is only half of the
frequency out of the programmable divider, so the frequency resolution is 2fc.
Use of a multiplier or sampling PD requires separate provisions for frequency
acquisition, a process that is a built-in feature of a PFD.

Counters are of two kinds: either all stages in a counter change state at the
same instant (synchronous counters) or else the change of state propagates down
the stages of the counter (ripple counter). More recently, counters for frequency
dividers have been resynchronized : The output transition is triggered from the
input clock after the counter has reached a designated state. Synchronous or
resynchronized counters have shorter jitter-contributing paths and should always
be used instead of ripple counters for lower phase noise. Levantino et al. [15.24]
present analysis and measurements showing that output jitter in a resynchro-
nized counter comes almost entirely from the resynchronizer alone and very
little from the much larger accumulated internal jitter of the multiple stages
within the counter.

15.3 FRACTIONAL-N COUNTERS

So far, this account has explored only division by an integer, a constraint that
leads to the underlying conflict between frequency resolution and loop bandwidth
of the basic configuration of Fig. 15.1. The basic configuration could have a more
favorable trade-off between resolution and bandwidth if the N counter were able
to divide by a fractional ratio. This section examines approaches to fractional-
N counting.

15.3.1 Dual-Modulus Counters

A forerunner of fractional-N counters is introduced here before attacking true
fractional-N operation. The usual programmable counters are limited in their
speed; their highest feasible frequency of operation is substantially less than the
highest frequency of toggling of individual stages. One way to cope with a VCO
frequency too high for a programmable counter is to put a fixed-ratio prescaling
counter ahead of it. If the prescaler’s division ratio P is small and fixed, the
prescaler will have the ability to work at substantially higher frequencies than will
a following programmable counter, which, in turn, has a reduced input frequency
that it can tolerate. Unfortunately, the frequency resolution of this configuration
is now Pfc instead of fc of the basic configuration of Fig. 15.1. A fixed prescaler
worsens the resolution vs. bandwidth conflict by a factor P .

A dual-modulus prescaler [15.25] has long been a routine solution to the
resolution impairment caused by a fixed prescaler, as shown in Fig. 15.4. The
N and A counters in the figure are both programmable. The P counter, upon
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Figure 15.4 Synthesizer with a dual-modulus divider.

command, divides either by P or by P + 1; it is a dual-modulus counter. (N ,
A, and P all are integers.) A total count Nf b = NP + A is desired on each
comparison cycle, resulting in a VCO frequency of fo = Nf bfc = fc(NP + A),
with frequency resolution fc. (The subscript fb connotes feedback.)

The configuration for Fig. 15.4 is derived from

Nf b = NP + A = NP + A + AP − AP

= (N − A)P + A(P + 1) (15.3)

which calls for dividing the VCO frequency by P for N − A cycles of the
VCO and by P + 1 for A cycles. That is exactly what the counters in Fig. 15.4
accomplish. Assume that the N and A counters begin each PD comparison cycle
preset to values N and A and that they count down toward zero. Also, assume
that the modulus control is set so that the P counter begins a cycle counting the
VCO output—the P -clk —by P + 1. With that modulus setting, the N and A

counters are each decremented by 1 on each output cycle of the P counter—on
each cycle of N :A-clk.

When the state of the A counter reaches zero, it halts its own decrementing and
changes the P -modulus control so that the P counter now counts by P instead
of P + 1. Decrementing of the N counter continues until its state reaches zero,
whereupon all three counters are reset to the initial conditions. One complete
cycle has included A subcycles with P + 1 VCO cycles and N − A subcycles
with P VCO cycles, as required by (15.3). Division by P + 1 is commonly
achieved by preventing the P counter from advancing its count for one P-clk
cycle after P successive advances, a technique known as pulse swallowing.

Although the counter arrangement of Fig. 15.4 is sometimes said to be an
example of fractional-N counting, observe that Nf b is always a whole number.
No fractions are involved; a dual-modulus prescaler is not really a fractional-N
counter, no matter what it may have been called. No improvement in resolution is
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gained over the basic synthesizer configuration of Fig. 15.1. Observe also that one
PD comparison cycle comprises exactly Nfb VCO cycles, without any variation
that might induce phase fluctuations. Keep this last feature in mind when true
fractional-N counters are explained later.

Divider ratios N , P , and A cannot be chosen independently. They are restricted
to the limits N ≥ A and A < P . Egan [15.6, Chap. 4] provides a more extensive
discussion of multimodulus counters.

15.3.2 Fractional-N PLLs with Analog Compensation

Resolution of a PLL synthesizer could be improved if the feedback frequency
divider operated with fractional division ratios, not just integers. An arrange-
ment [15.26] for fractional division is shown in Fig. 15.5; it was long known
as the fractional-N PLL. To understand its operation, first ignore the DAC and
the subtracter. That leaves a PLL consisting of the usual PD, LF, VCO, and a
dual-modulus divider capable of dividing by N or by N + 1. Division by N + 1
is accomplished with a pulse swallower.

Control of pulse swallowing is exercised by an NCO that is clocked by the
divider output (designated C-clk ). Accumulator content in the NCO is incre-
mented by a frequency-control word uc on each cycle of C-clk. Represent the
difference equation of the NCO as

εo[n] = {εo[n − 1] + uc} mod-Q (15.4)

where Q is an integer (commonly an integer power of 2, but not necessarily so)
and uc is any nonnegative integer less than Q. The NCO is arranged so that the
addition emits a carry upon each overflow of the accumulator. Like any similar
NCO, the average rate of overflows is

fNCO = fcuc

Q
(15.5)

Figure 15.5 Fractional-N synthesizer.
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Carries are applied to the pulse swallower. Each carry causes one V-clk pulse to
be swallowed so that the feedback counter divides the VCO frequency fo once by
N + 1 instead of by N . An average fraction uc/Q cycles of C-clk will experience
overflows of the NCO accumulator and thus have N + 1 counts of V-clk, while
an average fraction (1 − uc/Q) cycles of C-clk will be free of overflows; these
cycles have N counts of V-clk. The average count rate therefore is

Navg = (N + 1)
uc

Q
+ N

(
1 − uc

Q

)
= N

(
1 + uc

Q

)
(15.6)

In other words, the configuration of Fig. 15.5 permits genuine fractional-N fre-
quency division, on average. Frequency resolution now depends not only on fc

but also on Q, which can be made very large. Fractional-N counting promises a
breakout from the resolution vs. bandwidth conflict of the basic PLL synthesizer;
fine resolution appears compatible with a high comparison frequency.

But fractional-N counting alone does not provide acceptable performance.
Fractional-N counting is attained only on average, not uniformly. Switching
between division by N and division by N + 1 causes excessive phase jitter, as
explained with the help of Fig. 15.6. The figure plots phase vs. time for the
reference at frequency fc and for the divided feedback phase. Both phases are
shown unfolded to demonstrate that they increase without bound. Reference phase
is a straight line with a constant slope of fc cycles per second.

Pulse swallow
removes 1/ N cycle 

1/ fo 

N-Counter Phase:
Slope = fo/N 
= fc(1 + uc /NQ) 

 Reference Phase

Slope = fc 

Time

Phase

Figure 15.6 Irregular counting in a fractional-N synthesizer.
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In the absence of pulse swallowing, the feedback phase (N -counter phase) is
a segment of a straight line with a slope of fo/N cycles per second, a slope
that is greater than fc if uc > 0. Each swallowed pulse arrests the increase of
feedback phase for 1/fo seconds, one cycle of the V-clk, thenceforth causing the
accumulated feedback phase to lag 1/N cycles of fc behind the phase that would
have been attained in the absence of the swallow. [Comment: Count value in a
counter is a time-discrete process. A plot of count vs. time is a staircase. Think of
the phase of a counter as a fictitious time-continuous process; the count represents
samples of the phase.]

Phase error presented to the PLL is the difference between the reference phase
and the N -counter phase. If PLL bandwidth is large (one objective of fractional-
N counting), the phase error propagates through to the VCO and causes excessive
jitter. The benefit of large bandwidth is lost if the PLL bandwidth is made suf-
ficiently small to filter out the phase error. The spectrum of the phase error has
discrete components at the NCO frequency and its harmonics, but also at other
frequencies that arise because the time intervals between carries are not uni-
form unless uc divides Q. Kroupa’s text [15.7, Sec. 12.2] discusses the spurious
signals generated in NCOs, as do several articles in his reprint volume [15.27].

The contents εo[n] in the NCO accumulator are digital samples proportional
to the phase error at each tick of C-clk. Samples are applied to a properly scaled
digital-to-analog converter and the analog output is subtracted from the output
of the phase detector. The objective is to cancel PD output caused by the phase
error and thereby avoid phase jitter in the VCO. Excellent linearity in the PD
is necessary, as is critical adjustment of the DAC and the cancellation circuits.
One technique is to merge the DAC and the current sources of the charge pump
of the PD to assure that they drift in unison. Details of cancellation circuits tend
to be proprietary and are not often revealed publicly. Some related patents are
listed in [15.28].

It appears that the largest discrete spurious output from the VCO can be
suppressed to about 70 dB below the desired carrier. Such performance is not
nearly as good as that achievable with a mixer-type synthesizer (e.g., Fig. 15.3),
but it is adequate for many purposes and is much less costly.

15.3.3 Fractional-N PLLs with Delta–Sigma Modulators

A flood of articles on delta–sigma (��) PLL synthesizers appeared while this
book was being written. These PLLs employ all-digital �� modulators [15.29,
15.30] to alter the division ratio of a multimodulus frequency divider once per
reference cycle. The average division ratio over many cycles is a fractional num-
ber. Moreover, the �� modulator shapes the noise spectrum of its output so as
to suppress noise at low frequencies and concentrate it at high frequencies, where
the lowpass frequency response of the PLL can attenuate the noise. A �� PLL
is attractive because it achieves its purposes almost entirely by digital means
and needs no critical cancellation to yield performance comparable to that of the
older fractional-N synthesizers described in Section 15.3.2.
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Early papers on the subject include [15.31] and [15.32], with the latter cited
extensively in subsequent articles. Also, Egan [15.6, Sec. 8.3] describes ��

techniques without mentioning “delta–sigma.” Numerous later papers have been
collected in [15.33] and [15.34] and an entire book [15.35] on �� fractional-
N synthesis has been published. Galton’s tutorial overview [15.36] is a good
introduction to the subject. Dramatic new results were appearing almost monthly
while this chapter was being written, a trend that surely continued thereafter. A
prudent reader would check subsequent literature for later developments.

A simplified block diagram of a �� PLL is shown in Fig. 15.7. The loop
incorporates all of the usual elements of a PLL synthesizer. It is distinguished
from the basic synthesizer by a multimodulus frequency divider capable of divid-
ing by different (necessarily integer) ratios on succeeding cycles of C-clk. The
multimodulus divider has more than just the two choices of division ratio of a
dual-modulus divider.

Control of the division ratio is exercised by a fully digital �� modulator. Input
to the modulator is a digital number uc that identifies the desired average division
ratio in the multimodulus divider, including an integer part and a fractional part.
The modulator generates a digital stream of numbers, one per cycle of C-clk, each
number specifying an integer division ratio that the multimodulus divider can
execute. The average of the modulator sequence is the desired fractional division
ratio, even though each term in the sequence is an integer. A �� modulator
may be quantized to as few as one bit in each output sample (whereupon the
multimodulus divider can have only two different division ratios), or it may
have many more bits (allowing more choices of division ratios). [Comment: The
numbers generated in the modulator may not be the actual division ratio N [n].
Instead, they are more likely the necessary instructions to pulse swallowers for
attaining the ratios specified.]

The rapidly changing division ratio causes large phase jitter in the feedback
signal applied to the phase detector. The system copes with that jitter through the
noise-shaping properties of �� modulators. A modulator of kth order includes
k accumulators in its internal digital-signal path. Each accumulator shapes the
quantization error spectrum by a factor 1 − z−1, so a kth-order converter shapes

PD LF
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Divider

∆Σ  Modulator

fc fo

Out

V-clkC-clk

uc

N [n ]

Figure 15.7 Delta–sigma fractional-N synthesizer.
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the noise by (1 − z−1)k. Shaping inserts k zeros into the noise spectrum at z =
1 (f/fc = 0), and the spectral density rises to a peak at z = −1 (i.e., f/fc = 0.5).
The PLL has a lowpass response [transfer function H(s), introduced in Chapter 2]
to phase jitter originating in the feedback path. Adequate lowpass filtering in
the PLL removes most of the predominant high-frequency noise of the ��

modulator, leaving residual jitter that is acceptable in many applications.
Effective suppression of the high-frequency noise of a kth-order modulator

requires a PLL of at least (k + 1)th order. Stable operation of higher-order PLLs
requires a narrower loop bandwidth (smaller loop gain K) than is attainable
with lower-order PLLs. Narrower bandwidth is contrary to the goal of wider
bandwidth that helped inspire fractional-N dividers in the first place. Designers
face a trade-off between adequate filtering and wide bandwidth.

Phase jitter caused by the rapid variations of division ratio inherent to ��

modulation can be canceled by DACs [15.37, 15.38], in principle similar to tradi-
tional fractional-N synthesizers. That approach is counter to the goal of avoiding
critical cancellation schemes, but is effective nonetheless. Another improvement
is to apply lowpass digital filtering [15.39] to the �� control sequence that
drives the multimodulus divider, thereby reducing the high-frequency content of
the control sequence and alleviating the burden placed on filtering by the PLL
itself. A larger loop bandwidth is facilitated thereby.

When supplied with a constant (DC) input, the state trajectory in a �� mod-
ulator is likely to follow a periodic limit cycle [15.40]. (Its behavior is closely
related to that of a digital PLL generating an integer frequency, as described
in Section 13.2.3.) The periodicity of the limit cycle causes the spectrum of the
resulting phase noise to consist of discrete lines rather than a continuous density.
Discrete lines are often unacceptable and have to be suppressed. One technique
to spread the lines is to apply small-amplitude zero-mean dither to the frequency-
control word uc [15.36]; dither can be generated by a pseudorandom shift-register
sequence. Another technique was reported in [15.41]: If a suitable initial condi-
tion is established in the first accumulator in a MASH modulator [15.30] (also
called a cascade or multistage modulator) of third or higher order, the period-
icity is suppressed effectively and the jitter spectrum is continuous. One would
suspect that similar measures in higher-order other-than-MASH configurations
might also be effective.

Small, previously unimportant nonlinearities in the PLL have major con-
sequences with �� PLLs. A nonlinear circuit generates intermodulation and
harmonics from the components of its input signal, and the sampling inherent
in dividers and phase detectors causes spectral foldover. The result is that the
high-intensity high-frequency components of the �� sequence, components that
are supposed to be attenuated by the lowpass frequency response of the PLL,
are aliased into low frequencies, where they are not filterable. To achieve nearly
the full promise of �� PLLs requires that the designer carefully seek out and
counteract all nonlinearities exposed to the large excursions of the �� sequence.

One such nonlinearity arises in the multimodulus divider itself in the form of
differing delays for different moduli [15.36]. Resynchronization of the divider
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output is an obvious remedy. Other nonlinearities lurk in a phase-frequency
detector (PFD), as described in Section 10.3. Residual dead zone is especially
injurious [15.39, 15.42], but charge-pump imbalance also plays a role. Further-
more, the timing of samples in a PFD is not uniform since the charge current is
initiated by the reference when reference phase leads the divider feedback but is
initiated by the divider output when the reference lags the feedback.

To combat the nonuniform sampling, [15.43] proposed that the PFD and
charge pump be followed by a sample-and-hold (S&H) circuit to resample at
uniform intervals under control by the reference clock. Rather than resampling
after a PFD, one might consider employing an S&H phase detector in place of
a PFD to avoid entirely the nonlinearities of a PFD. A sampling PD has no
frequency-detection capabilities, so other measures would be required for acqui-
sition. I had found no published account of a �� PLL with an S&H PD at the
time this book was being written.

Due to the nonlinearities, the modeling and analysis of �� PLLs is more
complicated than the straightforward linear methods covered so far in this book.
Various approaches to modeling and analysis may be found in [15.4], [15.27],
[15.35–15.37], [15.39], and [15.42–15.44].

15.4 NOISE PROPAGATION IN A PLL

Successful development of a high-performance synthesizer (incorporating low
phase noise, fast acquisition, close spacing of synthesized frequencies, low power,
low cost) is a challenging task. It needs painstaking attention to a multitude of
disparate matters. Implementation on an IC requires circuit simulation (especially
if nonlinearities are significant) before laying out the chip, and simulation is also
often advisable for older packaging methods. Computer programs might keep
track of all the details of the design; designers need all the help they can get.

This section takes a different approach, however; it looks at some basic fea-
tures of PLL synthesizers. The tools employed are linear analysis using transfer
functions. Computer help is no more complicated than a spreadsheet. A prelim-
inary design with these simple tools establishes a good baseline for the more
intensive efforts needed for the development of a high-performance synthesizer.

15.4.1 Transfer Functions for Oscillator Noise

The simple model in Fig. 15.8 helps establish noise transfer functions for the PLL.
Pretend for now that noise is confined to the two oscillators: the reference and
the VCO. That is not a realistic assumption—noise arises in every element of a
PLL—but oscillator noise should predominate in a high-performance synthesizer.
No noise performance can be better than that arising from the oscillators alone.

The PLL of Fig. 15.8 has a 1/N frequency divider in its feedback path. All
elements—oscillators, phase detector, loop filter, and frequency divider—are
assumed to be ideal. Phase noise is treated as if it were applied externally by
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Figure 15.8 Oscillator noise sources in a PLL synthesizer.

means of fictitious phase modulators following each oscillator. A reference source
at comparison frequency fc has a phase θc to which is added phase noise φc

radians with spectral density Wφc(f ) rad/sec·Hz. Signal phase applied to the PD
is θi = θc + φc.

Output from the VCO at frequency fo has phase θo = θv + φo radians where
φo is phase-noise modulation with spectral density Wφo(f ) rad/sec·Hz and θv is
established by the control voltage on the VCO. Feedback phase θf b applied to
the PD is simply θo/N . Phase error is θe = θi − θf b, and the phase of the VCO
is given by θv = θeKdKoF (s)/s. (The notation for PLL elements was defined in
Chapter 2.)

Upon manipulation of the pertinent equations, the noisy phase out of the VCO
is found to be

θo(s) = KdKoF (s)θi + sφo

s + KdKoF (s)/N
= H(s)θi + E(s)φo (15.7)

where

H(s) = KdKoF (s)

s + KdKoF (s)/N

E(s) = 1 − H(s) = s

s + KdKoF (s)/N

(15.8)

Phase noise spectral density of θo therefore is

Wθo(f ) = |H(f )|2Wφc(f ) + |E(f )|2Wφo(f ) rad2/Hz (15.9)

The transfer function of the loop filter of a second-order type 2 PLL is F(s) =
K1 + K2/s, as in (2.14). Substituting into (15.8) and defining K = KdKoK1/N

gives the corresponding transfer functions:

H(s) = NK(s + K2/K1)

s2 + K(s + K2/K1)
= N(sK + K2/4ζ 2)

s2 + sK + K2/4ζ 2

E(s) = s

s2 + K(s + K2/K1)
= s2

s2 + sK + K2/4ζ 2

(15.10)
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Comparing (15.10) against (2.20) and (2.21) reveals that E(s) depends on N

only through its contribution to K, but H(s) additionally is proportional to N . A
PLL with a frequency divider in its feedback path acts as a frequency multiplier
and, like all frequency multipliers, magnifies phase noise at its input by a factor
N . A large value for N is detrimental to output phase noise.

15.4.2 Bandwidth Trade-off

This section provides a graphical example, based on Fig. 15.8, that applies the
transfer-function analysis of the preceding section. The example demonstrates
an important principle: Phase-noise performance of a PLL synthesizer should be
optimized by the proper choice of loop bandwidth (loop gain K).

Figure 15.9 illustrates the various constituents of the example. The refer-
ence source for the example is a 10-MHz quartz crystal oscillator (XTAL) with
specified phase-noise spectrum Wφc(f ) as plotted in the figure. The VCO is a
12-GHz dielectric resonator oscillator (DRO) with a specified phase-noise spec-
trum Wφo(f ). The DRO is to be phaselocked to the 1200th harmonic of the
reference, so the frequency-divider ratio is 1/1200. Phase-noise magnification of
the reference is shown on the plot by translating the phase-noise spectrum of the
10-MHz oscillator upward by 20 log(1200) = 61.6 dB. The oscillator spectra are
plotted with solid lightweight lines. Dashed lines show frequency responses for
|H(f )|/N and |E(f )| for a particular choice of K/2π = 1 kHz and ζ = 0.707
for PLL parameters. Response for |H(f )| has been divided by N to keep the
plot on-scale. The reference phase noise is filtered by H(f ), and the VCO phase
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ζ = 0.707).
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noise is filtered by E(f ), also plotted with lightweight lines. Filtering is cal-
culated simply as the addition of decibel plots of phase-noise spectrum and
filter response. Finally, the PLL output phase-noise spectrum Wθo(f ) is plot-
ted with a heavyweight line in accordance with (15.9). The result, characteristic
of PLL synthesizers, follows the N -magnified spectrum of the crystal oscillator
at low frequencies and the spectrum of the VCO at high frequencies.

It is clear from Fig. 15.9 that a larger bandwidth of the PLL would improve the
output phase noise. Figure 15.10 shows output phase-noise spectra for various
choices of loop gain K for a PLL with damping held constant at ζ = 1. The
minimal phase-noise spectrum Wθo(f ) is attained for K/2π ≈ 10 kHz or perhaps
slightly larger. Referring to Fig. 15.9, observe that the VCO phase noise and
N -multiplied reference phase-noise curves cross over near f = 10 kHz. This
observation leads to the following general rule:

If noise in a PLL synthesizer is dominated by the reference oscillator and VCO,
the optimum bandwidth for the PLL is close to the frequency of crossover of the
phase-noise spectra of the two oscillators.

Many other sources of noise exist in any synthesizer, so the rule is only a start-
ing point for the noise analysis. Moreover, the combination (15.9) is the very best
noise performance that can be delivered by a PLL for any given pair of oscilla-
tors; other sources of noise inevitably must deteriorate the overall performance.
The rule is applicable only if a crossover frequency actually exists and if it is low
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enough that a PLL with the optimum bandwidth can have adequate stability mar-
gin. In practice, the noise of the VCO in many contemporary synthesizers is so
large that the optimum bandwidth is unattainable or even nonexistent. The band-
width should be made as large as possible in that case, subject to considerations
of loop stability and attenuation of PD ripple.

A couple of features often appear in the spectrum of a PLL synthesizer. A
transition region in the spectrum Wθo(f ) is more or less flat between the steeply
sloping regions of the spectra of the two individual oscillators. That transition
flatness imparts a distinctive shelf to the output spectrum. From Fig. 15.10, a
wide-extended shelf suggests excessive bandwidth of the PLL; better noise per-
formance may be obtainable with narrower bandwidth.

The transition regions are not entirely flat; a certain amount of peaking can
be discerned. Peaking comes about partly from the nature of the transition itself,
being somewhat more prominent for narrower than for wide PLL bandwidths.
But the peaking also comes about from peaking of |H(f )| (see Section 2.2.4).
Peaking is reduced by increases of damping ζ . Peaks are much more apparent
when the phase-noise spectrum is plotted to a linear frequency scale; the peaks
look like “ears” when viewed on an RF spectrum analyzer and are distinctive
features of a PLL synthesizer. Figure 15.10 also suggests that some noise at high
frequencies beyond f = K/2π , the noise due to the floor in the reference-noise
spectrum, might be improved by means of additional high-frequency filtering in
the PLL, especially if the loop bandwidth exceeds the optimum.

15.4.3 Other Noise Sources

Every element in a synthesizer contributes noise. The assumption in the pre-
ceding section, that phase noise of the two oscillators predominates and that all
else can be neglected, is an unattainable ideal. Resistors contribute thermal noise,
active devices contribute shot noise, many devices contribute flicker noise, phase-
detector ripple and mixer spurious products contribute spurious components with
discrete spectra, and other nearby circuits contribute ingress interference with
assorted spectral properties. Stringent design of a synthesizer entails character-
ization of the noise from each source and evaluation of its contribution to the
phase noise of the output.

That task of evaluation would be overwhelming if all sources had to be ana-
lyzed together. Fortunately, if the PLL can be regarded as being linear with
respect to the noise sources (not always correct; be careful), linear analysis per-
mits each to be considered separately and the individual effects of all superposed
to determine the total phase noise. Superposition is the technique pursued in
this section.

The PLL in Fig. 15.11 has the same configuration as that of Fig. 15.8, except
for three additional noise sources: additive noises Vnd at the output of the phase
detector and Vnc at the input of the VCO, plus phase noise φdv at the output
of the frequency divider. Represent their spectral densities as Wvnd (f ), Wvnc(f ),
and Wφdv (f ), with units of V2/Hz for the two voltages and rad2/Hz for the phase.
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Figure 15.11 Various noise sources in a PLL synthesizer.

(Additive noise out of the PD might be current noise instead of voltage; notation
and units are to be changed appropriately.) These noise sources are just examples;
they are accompanied by many other sources in every synthesizer.

Through transfer-function analysis, their individual contributions to the output
phase-noise spectrum are found to be

|H(f )|2Wvnd (f )

K2
d

|E(f )|2K2
oWvnc(f )

(2πf )2
rad2/Hz (15.11)

|H(f )|2Wφdv (f )

Inspection of these contributions reveals:

ž Additive noise occurring between the phase detector and the filter is lowpass-
filtered by the PLL.

ž A large PD gain Kd is favorable for reducing the effects of additive noise
arising before the loop filter.

ž Additive noise occurring between the loop filter and the VCO is bandpass-
filtered if the PLL is of type 2 or higher.

ž Small VCO gain Ko is favorable for reducing the effects of additive noise
arising after the loop filter.

ž Phase noise originating in the frequency divider is filtered by the PLL
in exactly the same way as phase noise from the reference oscillator, as
in (15.9).

Noise properties of various circuit components have been reported in [15.24]
(frequency dividers), [15.45] (frequency multipliers and dividers, mixers—and
thus some phase detectors), [15.46] (many components), and [15.49] and [15.50]
(frequency dividers). Egan [15.45, 15.49] has long emphasized the sampled char-
acter of frequency dividers built from digital counters, a property also brought
out in [15.24]. Because the output of a digital divider is sampled at a lower
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rate than the input, the input noise is aliased to lower frequencies. Noise at the
output of the divider consists of noise that is generated within the divider cir-
cuits (analyzed in detail in [15.24]) and aliases of the input phase noise. The
PLL is unable to distinguish either type of divider noise from reference noise, as
shown in (15.11). References [15.24], [15.45], and [15.49] offer approximations
for predicting divider-aliased noise, but further study is needed.

Noise in the digital portion of phase/frequency detectors ought to have effects
similar to those in frequency dividers (except that there is no down-sampling);
it should be feasible to analyze the effects by methods described in [15.24]. No
such analysis seemed to have been published by the time this book was written.

Charge pumps suffer from shot noise and flicker noise. In consequence, the
charge delivered to the loop filter fluctuates from one ON interval to the next,
even for fixed ON intervals. Those charge fluctuations constitute a noise source
in the PLL. Analysis of charge-pump noise was explored briefly in [15.39]
and [15.44]. Further analysis would be valuable, taking the sampled character
of the ON-interval noise into account. Presumably a charge pump does not con-
tribute significant noise during its OFF intervals.

Noise sources in ordinary time-continuous components such as resistors and
operational amplifiers in the loop filter are well understood. Linear analysis con-
sists of evaluating the noise characteristics of the sources and determining the
transfer function from each source to the VCO phase-noise spectrum Wθo(f ),
as illustrated in the following example. Refer to Fig. 15.12 for a noise model
of an active loop filter in a second-order type 2 PLL. Noise is contributed by
the two resistors R1 and R2 and by the input-referred equivalent voltage noise
ena and current noise ina of the operational amplifier. A resistance R generates
white thermal noise with one-sided spectral density WR = 4kT R, where k is
Boltzmann’s constant and T is absolute temperature. The spectra Wena(f ) and
Wina(f ) of the op-amp noises contain flicker (1/f ) and white components specific
to each device.

Assume that the op-amp is ideal: infinite gain; infinite bandwidth; infinite input
impedance. In consequence, the current into the input terminal must be zero and
the voltage on the input terminal must also be zero. Consequently, the equation

Figure 15.12 Noise sources in the loop filter of a PLL synthesizer.
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for the current entering node X in Fig. 15.12 is written as

Vd + eR1

R1
+ ina + Vc + eR2

R2 + 1/sC
+ ena

(
1

R1
+ 1

R2 + 1/sC

)
= 0 (15.12)

Let θe = −Kd(θi − θo). (The minus sign compensates the phase reversal in the
op-amp.) Setting θi = 0, the closed-loop phase noise θo due to the loop-filter
noise sources is found to be

θo(s) = − Ko

s2 + KoKd(sCR2 + 1)/NR1C

×
[
sCR2 + 1

CR1
(eR1 + inaR1 + ena) + s(eR2 + ena)

]
(15.13)

Define K = KoKdR2/NR1 and apply the definitions of (15.10) to obtain

θo(s) = − 1

s2 + K(s + 1/R2C)

×
[
NK(s + 1/R2C)

Kd

(eR1 + inaR1 + ena) + sKo(eR2 + ena)

]

= −H(s)

Kd

(eR1 + inaR1 + ena) − KoE(s)

s
(eR2 + ena) (15.14)

The contribution to spectral density Wθo(f ) of the phase fluctuations of θo is

Wθo(f ) = [WR1 + Wina(f )R2
1]

|H(f )|2
K2

d

+ WR2
K2

o |E(f )|2
4π2f 2

+ Wena(f )

∣∣∣∣H(f )

Kd

+ KoE(f )

j2πf

∣∣∣∣
2

rad2/Hz (15.15)

(Take heed that |[H(f )/Kd ] + [KoE(f )/j2πf ]|2 �= |H(f )/Kd |2 + |KoE(f )/

j2πf |2; nonzero cross products also exist.)
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CHAPTER 16

PHASELOCK MODULATORS
AND DEMODULATORS

Phaselock demodulators are widely used for the reception of amplitude modula-
tion (AM), phase modulation (PM), and frequency modulation (FM). Coherent
(as opposed to noncoherent) demodulation of AM or PM is almost always accom-
plished with the help of a phaselock loop. Phaselock FM demodulators can
achieve lower thresholds than can conventional FM discriminators. Angle mod-
ulators (PM and FM) are sometimes mechanized by means of phaselock loops.
This chapter surveys the role of PLLs in modulators and demodulators.

16.1 PHASELOCK MODULATORS

There are numerous methods of producing phase modulation or frequency mod-
ulation. In one method the baseband message is inserted into the low-frequency
portion of a PLL so as to phase- or frequency-modulate the VCO. [Comment:
The distinction between PM and FM is artificial; both might be termed angle
modulation and treated in a unified manner. In this chapter, the term PM implies
small phase deviation, with a remanent carrier present, whereas FM has no such
implications. The distinction is more apparent in the modulator and demodula-
tor configurations than in the signals themselves.] Center-frequency stability is
established by a fixed oscillator as a reference. Phaselocking forces the average
VCO frequency to be equal to the reference frequency. The locked loop tracks
out the frequency drift of the VCO.

Phaselock Techniques, Third Edition, by Floyd M. Gardner
Copyright  2005 John Wiley & Sons, Inc.
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16.1.1 Modulator Fundamentals

A block diagram of an angle-modulated PLL is shown in Fig. 16.1. Phase mod-
ulation is accomplished by adding the modulating voltage Vp to the output of the
phase detector Vd . The loop attempts to null the sum Vp + Vd ; this is possible
only if a phase error generates a Vd that cancels Vp. Phase modulation of the
VCO causes phase error to appear at the PD.

Through the transfer-function methods of Chapter 2, the VCO phase modula-
tion generated by the voltage Vp is found to be

θo(s) = Vp(s)

Kd

H(s) (16.1)

Modulation sensitivity of the circuit is 1/Kd rad/V. Since H(s) is a lowpass func-
tion, the loop bandwidth must be larger than the highest modulation frequency to
avoid linear distortion. The phase detector characteristic must be linear to avoid
nonlinear distortion of the modulation. Nonlinearity of the VCO is reduced by
feedback; VCO nonlinearity is tolerable if loop bandwidth is sufficiently larger
than modulating frequency.

Frequency modulation is produced by adding a baseband voltage Vf into the
VCO control terminal along with the output of the loop filter. The closed-loop
phase modulation of the VCO is readily shown to be

θo(s) = KoVf (s)

s + KoKdF (s)
= KoE(s)Vf (f )

s
(16.2)

Since the output frequency �o is the derivative of phase, the Laplace transform
of the VCO frequency modulation is

�o(s) = sθo(s) = KoE(s)Vf (s) (16.3)

Figure 16.1 Angle modulation by a PLL.
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Recollect from Chapter 2 that E(s) is a highpass function. Therefore, the highpass
corner frequency (closely related to loop bandwidth) must be smaller than the
lowest modulation frequency. The phaselock frequency modulator cannot gen-
erate a constant-frequency offset. Also, to avoid nonlinear distortion, the VCO
control characteristic must be linear; Ko has to be a constant over the frequency-
deviation range. Feedback compensates for nonlinearity of the PD characteristic.

Output phase deviation (for either PM or FM) induces a phase error at the
phase detector. Since the phase detector has limited range, it is not possible to
obtain a large modulation index (peak phase deviation) if the VCO drives the
PD directly. Extended-range PDs (e.g., the PFD of Section 10.3, but beware of
crossover distortion) are of some help, but the best of these detectors restricts
the phase deviation to less than 2π radians, peak. To achieve a larger modulation
index, one could operate the VCO at an integer harmonic N of the input reference
frequency and divide the VCO frequency by N (dashed block in Fig. 16.1) before
applying feedback to the phase detector. In this manner the peak phase error is l/N
times the peak deviation of the VCO. Arbitrarily large indices can be generated
by making N sufficiently large.

16.1.2 PLL Measurements via Modulations

Figure 16.1 also shows techniques for measurements of the response of a PLL
by taking advantage of its modulation capabilities. The loop is locked to an
unmodulated reference signal and a test signal is injected at Vp or Vf , as dictated
by the circumstances of the system being tested. Responses are available for
measurement as follows:

ž For injection at Vp:

Vd(s) = −H(s)Vp(s)

V1(s) = E(s)Vp(s) (16.4)

ž For injection at Vf :

V2(s) = −H(s)Vf (s)

Vc(s) = E(s)Vf (s) (16.5)

Such measurements are one means for checking that a PLL actually has the
behavior intended for it—that no error has crept into its design or construction.

16.1.3 Delta–Sigma PLL Modulators

The inability of a conventional PLL FM modulator to accept low-frequency
modulation, or modulation with a DC component, is a serious limitation in many
instances. A �� approach [16.1–16.4] both circumvents the limitation and fits
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in nicely with a frequency synthesizer. In a �� synthesizer such as that illus-
trated in Fig. 15.7, let the frequency control uc comprise not only a fixed digital
number representing the desired center frequency of the signal but also digi-
tal samples of the required modulation. The synthesizer generates a signal with
average frequency and desired modulation determined by the control uc, with no
impediment to low frequencies in the modulation, not even to a DC component.
Of course, the bandwidth of the PLL has to be wide enough to accommodate the
modulation, the comparison frequency at the PD has to be large enough that the
modulation is adequately sampled, and the loop bandwidth still must be narrow
enough to suppress the high-frequency quantization noise of the �� converter.
The references cited examine other aspects of importance to design engineers.

16.2 PHASELOCK DEMODULATORS

Phaselock loops are used for the demodulation of many kinds of modulated
signals. Applications include coherent amplitude detectors (product detectors),
phase demodulators (PM detectors), and frequency demodulators (FM discrimi-
nators). Figure 16.2 shows pickoff points in a PLL for the recovery of each type
of modulation and establishes nomenclature for the discussion to follow.

16.2.1 PLLs for AM Demodulation

A PLL is not directly responsive to amplitude modulation, as will be shown first.
An explanation of the role of PLLs in coherent AM demodulation then follows.

Figure 16.2 Demodulation options for a PLL.
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PLL Response to Amplitude Modulation Let the noise-free input signal be
amplitude modulated as

vin(t) = Vsx(t) sin(ωit + θi) (16.6)

where x(t) is arbitrary dimensionless amplitude modulation and the other symbols
are the same as in Chapters 2 and 6. The phase detector is conveniently modeled
as a multiplier that generates the product of vin and the VCO output. Discarding
double-frequency terms, the PD output is found to be

vd(t) = Kdx(t) sin θe (16.7)

Only the average (DC) output of the phase detector is useful in establishing
phaselock; any fluctuating components, such as ripple, are just potential sources
of tracking disturbance that are to be suppressed. The average value of Vd is

avg[vd(t)] = x(t)Kd sin θe (16.8)

where the overbar indicates a time average. There is useful output (i.e., the loop
is able to lock) only if x �= 0. The modulation must have a DC component for
a discrete carrier component to be present; an ordinary PLL is unable to lock to
a suppressed-carrier signal. (Phase detectors with special nonlinearities are used
for locking to suppressed-carrier signals, but those are not under consideration
at this juncture.)

Represent the amplitude modulation as x(t) = x ′(t) + x, where x ′ has zero
mean and x �= 0. The phase detector output becomes

vd(t) = [x ′(t) + x]Kd sin θe (16.9)

But if the loop is phaselocked and is tracking properly, θe ≈ 0 and there is
near-zero output from the phase detector, irrespective of the properties of x ′(t).
Therefore, to a first approximation, a PLL does not respond to AM that might
be present on its input.

For a more concrete example, consider a signal with sinusoidal AM of mod-
ulation frequency ωm and index m to be applied to a perfectly tuned first-order
PLL, so the loop equations are, discarding double-frequency terms:

vin(t) = Vs(1 + m sin ωmt) sin(ωit + θi)

vd(t) = Kd(1 + m sin ωmt) sin(θi − θo)

dθo

dt
= Kovd

Let θi = 0 and recollect that KoKd = K . Combining the equations above yields
the differential equation of the loop,

dθo

dt
= −K(1 + m sin ωmt) sin θo
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or rearranging yields

dθo

sin θo

= −K(1 + m sin ωmt) dt

Integrating both sides gives

ln

(
tan

θo

2

)
= −Kt + mK

ωm

cos ωmt + C

where C is a constant of integration. Taking exponentials

tan
θo

2
= exp(−Kt) exp

(
mK

ωm

cos ωmt

)
exp(C)

which vanishes for large t .
Therefore, if a PLL ultimately tracks with zero average phase error, the pres-

ence of amplitude modulation does not alter the equilibrium condition nor does
it introduce any phase modulation of the VCO. If steady-state phase error is not
zero, there is a complicated, nonlinear interaction between amplitude modulation
and phase error, an issue to be revisited when considering FM demodulators.

Coherent Amplitude Detectors Following the development of Chapter 6,
consider the input to the PLL of Fig. 16.2 to be an amplitude-modulated signal
plus additive narrowband Gaussian noise:

vin(t) = x(t)Vs sin(ωit + θi) + nc(t) cos(ωi t + θi) − ns(t) sin(ωit + θi)

Multiply the input vin by a 90◦ phase-shifted version vq = Vo sin(ωit + θo) of
the VCO output as in Fig. 16.2, whereupon the difference-frequency output of
the multiplier is

vdq(t) = Kd

[
x(t) cos θe + nc(t)

Vs

sin θe − ns(t)

Vs

cos θe

]

If the VCO is tracking properly, θe is nearly zero, so the output of the coherent
amplitude detector (CAD) is, closely,

vdq(t) ≈ Kd

[
x(t) − ns(t)

Vs

]
(16.10)

which consists of the linear sum of the desired amplitude modulation plus the
component of noise modulation that lies in phase with the carrier. The quadrature
noise component and moderate amounts of phase modulation are rejected. The
CAD performs amplitude demodulation.
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Amplitude demodulation also could have been performed by a simple enve-
lope detector, provided that x(t) is always positive. If x(t) becomes negative
(“overmodulation” in radio-engineering parlance), an envelope detector generates
severe distortion. The coherent amplitude detector imposes no such restriction;
it reproduces x(t) without distortion even if x(t) reverses polarity. Moreover,
the CAD will even demodulate a suppressed-carrier signal, provided that there is
some means of generating a properly phased local reference: that is, some means
of locking the VCO to the proper phase.

Coherent amplitude detectors are also used for low-distortion demodulation
of single-sideband (SSB) and vestigial sideband (VSB) signals. A remanent pilot
carrier must be transmitted with the signal if the local carrier reference is to
be phaselocked (as is essential for coherent demodulation of VSB). The I/Q
demodulators so common in the reception of digital data signals are all coherent
amplitude detectors, one for the in-phase components of the complex amplitude
modulation and one for the quadrature components.

A major advantage of a CAD lies in its linear processing of signal and noise.
Its output is the linear superposition of signal and noise; there is no intermodu-
lation between the two, irrespective of the input signal-to-noise ratio. Unlike an
envelope detector, a coherent amplitude demodulator does not suffer a threshold
degradation (also called squaring loss) if the input signal falls below the noise.

16.2.2 Phase Demodulation

Assume that the input signal is phase-modulated according to

vin(t) = Vs sin[ωit + θi(t)] (16.11)

where θi(t) is the phase modulation. If the peak phase excursion is small enough
that the PLL remains in its linear domain, the linear transfer-function analysis of
Chapter 2 applies and the output of the phase detector can be represented as

Vd(s) = KdE(s)θi(s) (16.12)

Since the error transfer function E(s) has a highpass response, phase modula-
tion of sufficiently high frequency appears unaltered at the output of the phase
detector. A lower-frequency component is reduced by the feedback factor at
that frequency.

Carrier-tracking coherent PM systems must be designed so that the demodu-
lator loop does not suppress the modulation. Subcarriers are often employed to
move the information spectrum outside the PLL bandwidth. A subcarrier also
moves the signal information away from low-frequency noise and drift distur-
bances of the VCO. Undistorted demodulation is achieved if the peak phase
excursion remains within the linear portion of the phase-detector s-curve. To
enhance linearity, an extended-range PD described in Chapter 10, might some-
times be useful. However, since all PD s-curves revert to sinusoidal for low input
SNR (Section 10.4.3), the sinusoidal s-curve is of great importance.
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Distortion can be tolerated in some applications; demodulation to a subcarrier
might be one example. The phaselock loop demands that the signal contain a
trackable carrier, but the modulation index is otherwise unrestricted. Assume
that the modulation is sinusoidal with a modulating frequency ωm that is outside
the bandwidth of the PLL. The modulated input phase is

θi(t) = �θ sin ωmt (16.13)

The loop is unable to track the modulation, so the phase error θe = θi and the
output of the phase detector is

vd(t) = Kd sin(�θ sin ωmt) (16.14)

which is a nonlinear function of the modulation.
Some examples of distorted output waveforms are given in Fig. 16.3 for var-

ious choices of peak deviation �θ . Distortion clearly worsens as �θ becomes
larger. The plots all are for a zero-mean value of θe; any phase offset would
cause asymmetric distortion. It is sometimes useful to select �θ so as to max-
imize the fundamental modulation-frequency output from the phase detector.
Equation (16.14) is periodic, so it can be expanded in a Fourier series of sinu-
soids; the Fourier coefficient of the nth harmonic is the nth-order Bessel function
Jn(�θ). The coefficient of the fundamental is J1(�θ), which has its maximum at
�θ = 103◦ (1.8 rad). The remanent carrier amplitude is proportional to J0(�θ).

More efficient signal design is achieved if the subcarrier has a square waveform
instead of a sinusoidal waveform. The amplitude of the fundamental compo-
nent of the subcarrier recovered from the demodulator is (4/π) sin �θ and the
amplitude of the remanent carrier is proportional to cos �θ . The peak of the
square-wave phase deviation is �θ . Figure 16.4 shows the modulation and car-
rier coefficients for sinusoidal and square modulation plotted against �θ . For

Figure 16.3 Phase demodulator waveforms: sinusoidal s-curve in a PD; sinusoidal mod-
ulation θi(t) = �θ sin ωmt .
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Figure 16.4 Phase modulation parameters.

equal levels of carrier suppression, the square wave provides larger amplitude of
recovered subcarrier at the PM demodulator.

If the modulation consists of multiple tones, nonlinearity causes intermod-
ulation [16.5] between the tones, as well as the production of harmonics. It is
entirely possible for IM products to be stronger than some of the recovered tones.
Design of a PM communications link [16.6] is a complex matter; the foregoing
paragraphs give only a few examples of some of the problems that may arise.

A coherent phase demodulator does not generate intermodulation between
signal and noise, despite the modulation distortion. Therefore, it is capable of
working deeply into noise without a squaring loss penalty. It shares this property
with the coherent amplitude detector, a fact that should be no surprise since
the two demodulators have identical circuits and differ only in the phase of the
local reference.

16.2.3 Frequency Demodulation

Suppose that a frequency-modulated input signal is applied to a PLL. For the
loop to remain in lock, it is necessary that the frequency of the VCO track the
incoming frequency very closely. The frequency of the VCO is proportional to
the control voltage (vc in Fig. 16.2), so the control voltage must be a close replica
of the modulation on the signal. Modulation may therefore be recovered from
the VCO control voltage. This is the principle of the phaselock FM demodulator
(PLD). The PLD is a modulation-tracking loop, as defined in Section 5.2.4.

A modulation-tracking loop can be used to demodulate large-deviation PM as
well as FM. Control voltage vc is an analog of frequency modulation, but the
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original phase modulation can be retrieved by integrating vc. Integration of vc is
a nontrivial problem, best accomplished in a digital PLL and integrator [16.7].

By use of the linear analysis of Chapter 2, the transfer function relating control
voltage Vc(s) to signal phase modulation θi(s) is found to be

Vc(s) = sθi(s)H(s)

Ko

(16.15)

Denote the instantaneous frequency modulation by m(t) in rad/sec. Phase and
frequency modulations are related by m(t) = dθi(t)/dt , since frequency is simply
the derivative of phase. Taking Laplace transforms gives L{m(t)} = M(s) =
sθi(s) and substituting into (16.15) gives

Vc(s) = M(s)H(s)

Ko

(16.16)

which shows the transfer function between frequency modulation and the result-
ing VCO control voltage. The message recovered is equivalent to the original
message, filtered by the closed-loop transfer function H(s) and divided by the
VCO gain factor Ko. If the loop is linear and if its bandwidth is large enough
compared to the message bandwidth, vc(t) is a faithful reproduction of m(t). To
avoid distortion, it is evident that the VCO control characteristic must be linear,
since Ko appears directly in (16.16); that is, Ko must truly be a constant and not
a function of vc.

Phase-detector gain enters (16.16) only through its influence on H(s), which
is significant only at higher modulation frequencies since H(0) = 1 irrespective
of Kd . For this reason, and because of the reduction of PD distortion by feedback
that is noted in Chapter 5, low-distortion operation is possible with a nonlinear
phase detector. Avoidance of linear filtering distortion, avoidance of nonlinear
PD distortion, and indeed, the very ability to maintain track (Chapter 5) are all
enhanced by large bandwidth of the PLL. These interrelated reasons all point to
a loop bandwidth that is larger than the message bandwidth. It becomes apparent
later that the loop bandwidth should actually be larger than the RF bandwidth of
the modulated signal, a conclusion that is not obvious at this point.

16.2.4 FM Noise

Let the frequency modulation be sinusoidal with peak deviation �f Hz and
modulating frequency fm Hz. Therefore, m(t) = 2π�f sin(2πfmt) and the input
signal becomes

vin(t) = Vs sin

(
ωit + �f

fm

cos 2πfmt

)

so the PLD output signal is

vc(t) = 1

Ko

2π �f sin 2πfmt (16.17)
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where it has been assumed that H(j2πfm) ≈ 1; that is, the loop does not filter
the modulation appreciably.

Preceding the demodulator is a bandpass filter centered at the signal frequency
ωi and with noise bandwidth Bi Hz. The filter is assumed to have sufficient
bandwidth, amplitude flatness, and phase linearity to cause negligible distortion
to the signal. A lower-bound constraint is Bi > 2�f , and practical bandwidths are
usually substantially larger. White Gaussian noise of one-sided density N0 V2/Hz
is added to the signal at the filter input. Signal-to-noise power ratio at the filter
output is

ρi = V 2
s

2BiN0
(16.18)

the carrier-to-noise ratio (CNR) that appears throughout the FM literature.
The effect of noise in a PLL is represented in Chapter 6 as an additive noise

generator n′(t), with one-sided spectral density Wn′(f ) rad2/Hz, inserted into
the linearized phase detector [Fig. 6.2 and equations (6.7) and (6.17)]. If the
bandpass filter has a rectangular passband (not a necessary assumption) and ρi �
l (necessary to assure linearity), Wn′(f ) = 2N0/V 2

s for 0 ≤ f < Bi/2 and is
zero otherwise.

By use of the transfer-function methods of Chapters 2 and 6, the spectral
density of noise appearing in the control voltage vc is found to be

Wvc(f ) = |(2πf )H(f )|2
K2

o

Wn′(f ) V2/Hz (16.19)

If Wn′(f ) is flat, Wvc(f ) has the familiar parabolic shape associated with demod-
ulated FM noise, within the passband of H(f ).

The signal and noise of the control voltage are processed through an external
lowpass post filter. As is customary, assume the passband to be rectangular with
cutoff frequency equal to the modulating frequency fm. The recovered modu-
lation is passed without loss, but all higher-frequency components of noise are
suppressed completely. Assume further that |H(f )| is flat from DC to fm. Noise
intensity at the output of the post filter is given by

σ 2
nf =

∫ fm

0
Wvc(f ) df ≈

∫ fm

0

(2πf )2Wn′(f )

K2
o

df = 8π2N0f
3
m

3K2
oV 2

s

V2 (16.20)

The output signal-to-noise ratio is given by the mean square of vc(t) in (16.17)
divided by the mean-squared noise (16.20):

SNRo = 3�f 2V 2
s

4N0f
3
m

= 3�f 2Biρi

2f 3
m

(16.21)

[Although (16.21) was derived for sinusoidal modulation, similar expressions can
be obtained for any other modulation format.]
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If �f = Bi/2 (the maximum deviation that remains within the input filter)
and if the modulation index is defined as β = �f/fm, then

SNRo = 3β3ρi (16.22)

which is the classical expression of FM improvement factor [16.8, 16.9]. This
result is exactly the same as that obtained for a conventional frequency discrim-
inator. For large CNR a PLD has noise performance identical to that of ordinary
discriminator circuits.

To achieve the FM improvement, a conventional discriminator must be pre-
ceded by a limiter. Ordinary discriminator circuits are amplitude sensitive and the
limiter is essential to suppress the AM component of noise. The PLD furnishes
the FM improvement without employing a limiter. In effect, the PLL ignores the
component of noise that lies in phase with the signal and is disturbed only by the
quadrature component. It is demonstrated in the next section that a limiter wors-
ens threshold performance; ability to deliver FM improvement without incurring
limiter loss is one motive for using a phaselocked discriminator in place of a
conventional circuit.

16.3 FM THRESHOLD

The ideal performance of (16.22) is achieved at high CNR, but below some min-
imum CNR, known as the threshold , the output SNRo deteriorates very rapidly
with further reduction of CNR. This section is devoted to an exposition of the
threshold effect and how a PLD can lower the threshold CNR compared to that
of conventional frequency discriminators.

Be forewarned that no good quantitative theory has yet been devised for rig-
orous explanation of the threshold of a PLD. Operation of the loop is in the
nonlinear region, but the nonlinear methods reported in earlier chapters are inad-
equate to cope with a PLL subjected to bandlimited additive noise together with
modulation. This section attempts a heuristic explanation of PLD threshold based
on experimental evidence. The explanations are inadequate in that the threshold
CNR cannot be predicted nor can the optimum loop configuration be calculated.
However, sufficient information is given so that an engineer can optimize design
parameters by experiment.

16.3.1 Threshold Characterization

Excessive deterioration of output SNRo is the best recognized manifestation of
the FM threshold, as sketched in Fig. 16.5. At high CNR the output SNRo is
linearly proportional to CNR, as in (16.21). The plot of SNRo vs. CNR has unit
slope on log-log coordinates for large CNR. There is a break in the slope at
threshold CNR and the curve is much steeper for low CNR. An exact breakpoint
is difficult to recognize since the curve and its slope are continuous. The point
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o

Figure 16.5 FM threshold effect on SNRo.

of 1-dB deterioration from the extended straight line of SNRo at high CNR is
the customary definition of threshold CNR, but that choice is entirely arbitrary.

The threshold performance of an ideal frequency discriminator is a reference
against which to compare other demodulators. A discriminator is ideal if it pro-
duces an output baseband voltage proportional to the rate of change of phase
of the bandpass process applied to its input: the instantaneous frequency of sig-
nal plus noise. The phase is that of the resultant of the desired signal plus added
noise. An ideal discriminator is insensitive to AM components of signal or noise;
performance of well-designed conventional limiter-discriminator circuits is close
to ideal.

The term ideal in no way implies optimum with regard to threshold. All
good discriminators have the same performance at large CNR, but the ideal
discriminator does not have the lowest threshold. If a discriminator has a lower
threshold than that of an ideal discriminator, it is said to be an extended-threshold
demodulator. An example of threshold extension is sketched in Fig. 16.5.

The subthreshold SNRo of an ideal discriminator can be calculated from an
exact analysis by Shimbo [16.10, 16.11], an analysis produced after a long series
of approximate analyses by earlier authors. The difficulty of the problem is per-
haps best illustrated by the fact that the exact analysis was not published until
some 45 years after the nature of FM was recognized [16.12].

In many applications the SNRo below threshold is of little interest because
normal operation occurs almost exclusively at CNR values above threshold.
(The disturbances accompanying below-threshold operation are often much more
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disruptive than might be expected from SNRo considerations alone; their nature
will be described shortly.) It is often sufficient, for signal design and link budget
purposes, to be able to predict the threshold CNR. A phaselock demodulator is
valuable because it offers threshold extension with a relatively simple circuit.
The amount of extension is not predictable by any existing theory and depends
on signal parameters. Very roughly, a few decibels of improvement are achieved
in typical applications.

16.3.2 FM Clicks

The prediction of threshold could, of course, be performed by evaluation of
Shimbo’s equations, but the approximate method by Rice [16.9] is easier to use
and also has concepts that aid understanding of the PLD. Outputs of below-
threshold discriminators are observed to contain large-amplitude short-duration
spikes or clicks (to use Rice’s term). These clicks appear only very rarely above
threshold. More frequent appearance of clicks is a manifestation of the onset
of threshold.

Note the wording of the last sentence. It is not stated that clicks cause thresh-
old or that clicks are the only manifestation of below-threshold operation; neither
would be true. Nonetheless, the threshold CNR can be predicted with good accu-
racy if the average click rate can be calculated.

A click results when noise causes the resultant of signal plus noise to take on
(or lose) one complete cycle as compared to the signal alone. A phaser diagram
(Fig. 16.6) illustrates the generation of clicks. The phaser reference is chosen so

Trajectory of
Resultant

Noise Phaser

Signal Phaser

Resultant

0

Figure 16.6 Phaser diagram of click generation.
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that the signal remains fixed at 0◦ and constant amplitude while the noise adds
to the signal with random fluctuating amplitude and phase. The resultant traces
out a continuous trajectory in the complex plane. A cycle is gained or lost (i.e.,
a click is generated) every time the trajectory encircles the origin.

A click is possible only if instantaneous noise exceeds the signal amplitude
and if the phase of the noise goes through opposition with the phase of the signal.
In the vicinity of threshold, the noise amplitude associated with a typical click
event is likely to be just slightly stronger than the signal, so the click trajectory
is likely to pass very close to the origin; that is, the amplitude of the resultant
often can be expected to be small in the middle of a click passage.

Under conditions of near cancellation of signal by the noise, a small change
of noise phase can cause a large change of resultant phase. Therefore, a click
trajectory can sweep around the origin very rapidly, much more quickly than
might be suggested by the restricted bandwidth of the input filter. These features
of amplitude and phase have considerable bearing on the response of a PLD.

Clicks may also be examined by means of phase and frequency waveforms, as
in Fig. 16.7. In the absence of noise, the fixed-signal phaser of Fig. 16.6 produces
a constant resultant phase of 0◦. Small noise causes small phase fluctuations
about zero, while a click causes the resultant phase waveform to have a 2π step
(Fig. 16.7a). Frequency is the time derivative of phase—the rate of rotation of
the resultant phaser—and is sketched in Fig. 16.7b. Small phase noise produces
small frequency noise, while a phase step produces a large frequency spike; this is
the spike or click that is heard in an audio message or observed in the laboratory.

Click waveforms vary greatly [16.13]; the only property they have in common
is that each has an area of 2π or an integer multiple thereof. Polarity of a click

Figure 16.7 Illustrative click waveforms: (a) phase; (b) frequency.
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pulse depends on whether a cycle is lost or gained. An individual click pulse is
essentially unipolar. The duration of a click event is usually short compared to
the reciprocal of baseband signal bandwidth. To calculate the influence of clicks
on output SNRo, it is useful to approximate the waveform as an impulse with area
2π . An impulse has a flat spectrum extending down to DC and with substantial
energy in the baseband.

Figure 16.7 also shows a large phase disturbance that does not cause a click:
a nonclick. The peak of the frequency pulse of the nonclick is much smaller than
that of a completed click. More significantly, the frequency pulse associated with
a nonclick is a doublet, which has its energy concentrated at high frequencies
and falls off to zero at DC. A doublet causes much less disturbance to a lowpass
system than does a unipolar pulse.

If the average click rate is known, the contribution to output noise can be
calculated [16.9, 16.14]. The CNR at which clicks increase total noise 1 dB above
that calculated by (16.20) alone is the customary formal definition of threshold.
There is substantial energy in a click, so threshold occurs at a surprisingly small
click rate. Rice [16.9] has determined the click rate for an ideal discriminator. It
is a function of CNR, input passband shape, and modulation parameters. Use of
his formulas provides a good prediction of threshold of an ideal discriminator.

16.3.3 Clicks in PLD

Unfortunately, no one has yet been able to analyze the output click rate of a phase-
lock demodulator. The click concept gives physical insight into the operation of
a PLD, but a quantitative theory has been unattainable. This section summarizes
the author’s qualitative understanding of the problem, based on largely unpub-
lished experimental work. (Smith [16.15, 16.16] has pursued a PLD approach
similar to that presented here, but neglecting the input filter.)

Filter and Bandwidth Considerations First, examine a complete block dia-
gram of phaselocked FM demodulator, as in Fig. 16.8. It is composed of an input
bandpass filter, a phase detector, a loop filter, a VCO, and a lowpass post filter.
All five elements are essential to proper operation of the PLD even though many
earlier publications have ignored the input and output filters completely. The
post filter contains the deemphasis networks, correction for linear-filter distortion

Bandpass
Filter

PD LF
Lowpass

FilterFM Signal
+ Noise

Recovered
Modulation

Figure 16.8 PLL FM demodulator (PLD).
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by the PLL transfer function, and the main baseband filtering of the recovered
message. This filtering is needed to achieve the FM improvement of (16.22).
However, the post filter processes the signal only after it is recovered from the
PLL; it clearly can have no influence on tracking performance and therefore
does not affect threshold. Neglect of the post filter is justified in a study of
threshold phenomena.

On the other hand, neglect of the input filter is completely wrong. It is com-
monplace to think of a PLL as a narrowband device that combats noise by means
of its narrow bandwidth. This is a misconception when applied to a PLD, where
the loop bandwidth must be rather large. In fact, the loop bandwidth is likely to
be considerably larger than the RF signal bandwidth.

The input filter must be wide enough to avoid excessive distortion of the
message; this is a very complex subject in itself and is not treated here. A lower
bound on input bandwidth is established by Carson’s rule [16.12]:

Bi > 2(�f + fm) (16.23)

which is appropriate for sinusoidal modulation, or a modified version,

Bi > 2(Bm + γ σf ) (16.24)

which is appropriate for Gaussian modulation with lowpass bandwidth Bm, rms
frequency deviation σf , and “crest factor” γ (see Section 5.2.4).

Experiments show that the best choice of loop bandwidth (discussed below)
is substantially larger than the Carson’s rule bandwidth. Loop bandwidth will
so exceed the input-filter bandwidth in a well-designed PLD that the loop will
provide no appreciable linear filtering of the RF noise. The only significant noise
reduction is provided by the input filter. For this reason, the input filter should
be as narrow as possible, consistent with signal-distortion specifications. A wider
filter admits extra noise, thereby degrading performance. This statement has been
tested by experiment. The results show conclusively that excessive bandwidth of
the input filter increases the threshold of the PLD. The amount of degradation
depends on the degree of bandwidth excess; some measured results are shown
in Fig. 16.9 for sinusoidal modulation and a first-order loop.

Frequency deviation out to the edges of the input filter passband raises con-
cerns with the response in the edges. Most filters roll off gradually at frequencies
away from center; frequency deviation of the signal imposes a corresponding
amplitude variation on the filter output. This incidental AM is quite noticeable
as a scalloping of the signal envelope applied to the PLL.

To a first approximation, the PLL output is insensitive to amplitude effects.
However, examined more closely, it becomes evident that the loop gain is pro-
portional to signal amplitude (in a multiplier PD without any limiter), so the
scalloping produces an instantaneous reduction in gain. In consequence, the
tracking ability of the PLL is impaired and the loop is less capable of track-
ing the modulation excursions. Therefore, the scalloping worsens the threshold,
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Figure 16.9 Measured threshold increase due to the excess bandwidth of an input filter.
Unity relative bandwidth corresponds to Carson’s rule [eq. (16.23)]. The ordinate shows
the additional signal power needed at the threshold because of a widened input bandwidth.

particularly in a first-order loop where maximum loop stress occurs at maximum
frequency deviation (Section 5.2.4). A desirable bandpass filter would have a flat
response over the entire frequency-deviation range.

PLD Response to Input Clicks If an input filter is good for use with a PLD it
is presumably also good with a conventional discriminator. Using identical input
filters, a PLD can exhibit a lower threshold than a conventional discriminator.
How does the improvement come about? Signal plus noise at the output of the
bandpass filter will have click events as described above. [Comment: A click is a
property of the input signal and noise, entirely independent of any demodulator.]
The average rate of clicks is given by Rice’s analysis. An ideal discriminator,
by definition, demodulates every one of the clicks in the signal applied to it.
A PLL is unable to follow some of the clicks, so its output remains closer to
the original message than the output of an ideal discriminator. It is this inability
to follow some of the input clicks that accounts for the improved threshold of a
PLD [16.17].

Why does the PLL fail to follow some clicks? One reason is that the PLL is a
limited-bandwidth element and a typical click is quite fast; the loop often cannot
move quickly enough to follow the click around the circle. The sluggishness is
emphasized when the noise nearly cancels the signal so that amplitude of the
resultant is very small as the trajectory whips around the origin. In the vicinity
of threshold CNR, most click events are associated with small amplitudes of
the resultant. A small amplitude means reduced gain of the PLL and therefore
reduced ability to follow the resultant phasor. Reduction of gain is a nonlinear
effect that, in this instance, apparently improves the threshold behavior.

Now it is possible to see why a limiter would worsen threshold perfor-
mance. An ideal hard limiter holds the amplitude of the resultant phasor constant,
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irrespective of any possible cancellation of signal by noise. If amplitude is large
as the trajectory goes around the circle, the PLL is better able to follow and
more input clicks are demodulated than when a limiter is omitted. Hess [16.17]
has shown the deleterious effects of a limiter by experiment and by approximate
analysis. Minimizing threshold demands that a limiter be omitted. Therefore, any
PD that implicitly uses a limiter should be avoided: a PD whose s-curve has a
sawtooth, rectangular, or triangular shape, or any sequential PD (see Chapter 10).

Sometimes one encounters the notion that PLD threshold is somehow “caused”
by the nonlinearity of the phase detector and that the threshold could be avoided,
or at least reduced, if only a linear PD were possible. That is not correct. Instead,
the argument here is that the reduced threshold of a PLD is at least partly due to
the nonlinearity of the PD and that a linear PD would yield the same threshold
as an ideal discriminator. Real-world PDs have a periodic s-curve, whereas a
wide-linear PD would include a means of counting cycles and therefore have a
straight-line s-curve extending to infinity in both directions. In equilibrium, both
types of PD cause the loop to track close to the PD null.

What happens when a fast input click appears? Assume that the loop is too
slow to follow the click immediately and just consider behavior after the input
click has ended. The periodic PD ignores the cyclic increment and the loop
continues to track as if the click had never occurred. However, the wide-linear PD
would recognize that an extra cycle has been accumulated, so it would produce an
output corresponding to a phase error of 2π . The loop would servo out that error
by adjusting the VCO phase by 2π to return to the PD null. In other words, the
PLD with a wide-linear PD would be unable to ignore input clicks and eventually
would track them all, even if quite slowly. A wide-linear PD would be just as
bad as an ideal discriminator. The periodic nonlinearity of a real PD contributes,
in part, to the improved threshold performance of a PLD.

Clearly, to ignore as many input clicks as possible, the loop bandwidth should
be as narrow as possible. If the bandwidth were very large, the loop would
follow all input clicks and performance would be the same as that of an ideal
discriminator. On the other hand, bandwidth must not be too narrow or else
modulation will cause cycle slipping even in the absence of noise (Chapter 5).
A loop that is overstressed by excessive modulation is very sensitive to slips
induced by small noise disturbances. A cycle slip is indistinguishable from a
demodulated input click at the demodulator output; for convenience they are all
called output clicks. It seems reasonable to suppose that a compromise bandwidth
will minimize the output click rate.

Measurements of PLD Clicks Figures 16.10 to 16.12 show representative
click-rate data that were measured on a second-order PLL. Table 16.1 gives the
experimental parameters. The click rate was measured using the instrumenta-
tion described in [16.18]. Each data point represents 100 sec of accumulating
output clicks. Figure 16.10 plainly bears out the prediction of an optimum loop
bandwidth. Substantial improvement in click rate can be obtained by choosing
the proper loop bandwidth. Or, stated negatively, a large penalty is incurred if
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Figure 16.10 Measured PLL click rates under the conditions of Table 16.1. Damping
ζ = 1.

the wrong bandwidth is used. Figure 16.11 shows a broad click-rate minimum
for damping in the vicinity of 1 to 2. Other data suggest that a choice of 1 to
1.5 ought to be good.

The click-rate curves of Fig. 16.12 are plotted vs. CNR, with natural frequency
ωn as a parameter. The solid black curve labeled nr is a plot of Rice’s predic-
tion [16.9] of the click rate of an ideal discriminator with the same modulation
parameters and the same input filter. Data points for a wideband PLL
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Figure 16.11 Measured PLL click rates under the conditions of Table 16.1. Natural
frequency ωn/2π = 5 kHz.

(ωn/2π = 40 kHz) agree very closely with the Rice prediction, supporting the
statement that a wideband PLL has the same threshold as that of an ideal dis-
criminator.

The solid straight line labeled n shows the click rate that will increase output
noise of (16.20) by 1 dB. Threshold is formally defined by the intersection of
n and an actual click-rate curve. Intersection for the optimum-bandwidth PLL
is some 2.5 dB lower than that for the ideal discriminator. Choice of optimum
bandwidth is strongly dependent on modulation parameters; a priori knowledge
of message statistics is essential for designing a threshold extension PLD. Design
of a conventional discriminator virtually ignores message statistics, thereby incur-
ring a threshold penalty. On the other hand, a conventional discriminator is
relatively insensitive to changes of message statistics, whereas the PLD is affected
adversely and perhaps severely.

A second-order type 2 loop is not necessarily the configuration that provides
a minimum threshold. If the modulation index is small (as in the examples
shown), a first-order loop has nearly the same performance (as long as any
steady frequency offset is small compared to the loop bandwidth K). If the
modulation index is large, a PLL of higher type tracks with less phase error
(Fig. 5.10). Experiments have shown that type 2 loops outperform first-order
loops for large modulation index. The experimental data reported here were



16.3. FM THRESHOLD 401

Figure 16.12 Measured PLL click rates under the conditions of Table 16.1. Damping
ζ = 1.

TABLE 16.1 Click-Rate Experimental Parameters

Carrier frequency: 25 MHz
Modulation type: Gaussian-noise FM
Modulation baseband spectrum: essentially flat from DC to 2.4 kHz (Bm = 2.4 kHz)
Deviation: σf = 1485 Hz, rms
RF spectral occupancy: 2(Bm + γ σf ) = 15.2 kHz for γ = 3.5
Passband of input filter:

15.2 kHz at −1 dB
18.3 kHz at −3 dB
24 kHz at −30 dB
Noise bandwidth = 16.4 kHz

PLL configuration:
Second-order type 2
Analog circuits
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taken for a moderately small modulation index. Threshold extension of a PLD
improves, relative to an ideal discriminator, as the modulation index increases.

16.3.4 Formal Optimization

A PLD is not the optimum FM demodulator but only an approximation thereto.
The optimum demodulator would examine the entire message, even if it were of
infinite duration, before producing the maximum a posteriori (MAP) estimate of
the message. Viterbi [16.19] and Van Trees [16.20] give excellent discussions of
MAP estimation applied to FM demodulation.

The integral equation of the MAP estimator is nearly identical to that of a
phaselock loop. Because of the close resemblance between integral equations,
many investigators have hoped that the PLL would be a good approximation to
the MAP demodulator. The only difference between equations is in the limits of
integration. On paper the difference seems trivial, but the PLL must track in real
time—work with zero lag—and it cannot wait for the end of message before
starting to process the signal.

Although barred from achieving the ultimate MAP performance, one can still
ask: What is the optimum zero-lag stable PLD? To permit mathematical tractabil-
ity, it is common to assume linear operation of the PLL and to determine the
optimum realizable Wiener filter. Viterbi warns, emphatically, that this proce-
dure does not lead to the MAP performance, nor does it lead necessarily to
the lowest attainable threshold. Nonlinear behavior cannot be inferred from lin-
earized analysis.

The linear approximation to variance of VCO phase caused by untracked angle
modulation and additive noise is

σ 2
o =

∫ ∞

0

[
|1 − H(f )|2 Wm(f )

(2πf )2
+ Wn′(f )|H(f )|2

]
df (16.25)

where Wm(f ) is the spectral density of the frequency modulation on the signal,
in (rad/sec)2/Hz, and Wn′(f ) is the spectral density of additive noise as defined
in (6.7) and (6.16). The optimum Wiener filter is a particular choice of H(f )

that minimizes the phase-error variance.
However, a designer is concerned with minimizing threshold: Does the Wiener

filter design accomplish that also? The Wiener procedure assumes linear opera-
tion, but threshold is a strongly nonlinear phenomenon. No linear analysis can
be trusted without verification. Few reports of experimental testing of Wiener-
optimized loops can be found in the literature. By gleaning among several obscure
sources, it was discovered that the linearly derived Wiener filter in fact does not
minimize the threshold. At best, it is a starting point for an empirical search for
the minimum-threshold PLD.

The potential complexity of a Wiener filter is often unacceptable. A simpler
approach is to use a loop of ordinary form (e.g., a standard second-order loop)
and then minimize the threshold by adjusting the loop parameters (e.g., damping
and natural frequency in the second-order loop). An analytic approach could be
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attempted by explicitly writing H(f ) in terms of its parameters in (16.25) and
then minimizing by proper choice of parameters. If the spectra of modulation and
noise are at all complicated, the minimization must be accomplished by computer
search. Such a search was tried with a second-order loop and spectra as described
in Table 16.1. The following results were obtained:

ž Calculated values of phase-error variance were an oscillatory function of
natural frequency, suggesting that any automatic computation procedures
might get into difficulty.

ž The minima were extremely shallow. This comes about because of the nar-
rowband filter preceding the PLL; widening the loop bandwidth beyond that
of the filter bandwidth adds very little additional noise.

ž Experiments did not agree at all well with calculations. The natural fre-
quency producing a minimum click rate in the laboratory did not correspond
with the natural frequency that yielded a minimum calculated variance.

16.3.5 Modified PLD

Consider one other method before concluding that linearized phase variance is a
poor way to approach PLD threshold optimization. Represent the loop transfer
function in polar form H(f ) = |H | exp(jψ), where the frequency dependence
of the polar components has been suppressed for notational convenience. Sub-
stituting this form of H(f ) into (16.25) and performing some algebra yields
the variance

σ 2
o =

∫ ∞

0

[
(1 − 2|H | cos ψ + |H |2)Wm(f )

(2πf )2
+ Wn′(f )|H |2

]
df (16.26)

Irrespective of |H |, the variance will be minimized if cos ψ = +1. (The same
condition arises in the derivation of the optimum Wiener unrealizable infinite-lag
filter [16.21].) That is, ψ = 2πk, where k = integer.

The amplitude and phase response of a network are closely related; they cannot
be specified separately. Assuming a minimum-phase network and oversimplifying
somewhat, the phase condition implies that the amplitude response has a slope of
24k dB/octave. From (16.16), a flat response of |H(f )| is needed in the frequency
range of the modulation spectrum, so a choice of k = 0 deserves attention. In
conventional second-order PLLs that have equal numbers of poles and zeros in
the loop filter, the amplitude response |H(f )| is flat for low frequencies and falls
off at −6 dB/octave at high frequencies. The phase is zero at DC and approaches
−90◦ asymptotically for high frequency.

A realizable network with zero phase at all frequencies must also have constant
amplitude response at all frequencies; no finite-bandwidth PLL could have such a
response. Neglecting any parasitic elements, the rolloff of a conventional loop is
due to the integrator action of the VCO; if that could be overcome, a phase near
0◦ could be achieved over a much larger frequency range than is accomplished in
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an ordinary loop. Building a loop with proportional-plus-integral-plus-derivative
(PID) control achieves asymptotically zero phase at high, as well as low, fre-
quencies. Such a PLL is shown in Fig. 16.13 and its Bode plots are shown in
Figure 16.14.

Novick and Klapper [16.22, 16.23] arrived at essentially the same configu-
ration, starting from an entirely different point of departure. They devised a
variance-minimization algorithm and found that minimum variance occurs if
Kτ1τ3/τ2 = 1. (The notation is shown in Fig. 16.13.) Therefore, at high frequen-
cies, |G| approaches 1 and |H | approaches 0.5. The phase of the closed-loop
approaches zero at high and low frequencies but must exhibit a lag in the vicin-
ity of the break in open-loop amplitude slope. Since response is flat at high
frequencies, the noise bandwidth of this circuit would be infinite. Yet the authors
report a significant lowering of threshold from that of a conventional PLL. If the
technique proves to be generally applicable, it could be an important advance in
the PLD art.

Figure 16.13 PLL with a proportional-plus-integral-plus-derivative (PID) controller.
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Figure 16.14 Bode plot of a PLL with a PID controller: (a) open loop (compare to
Fig. 3.13); (b) closed loop.

16.3.6 FM PLD Threshold: Summary

ž An input filter is an integral part of a PLD and should not be neglected.
ž The bandwidth of the input filter should be the minimum consistent with

acceptable message distortion. A larger bandwidth entails a threshold penalty.
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ž Amplitude response of the input filter should be substantially flat over the
full range of frequency deviation, to avoid interaction with PLL gain.

ž A limiter is not needed in a PLD, and its inclusion raises the threshold level.
ž The bandwidth of the PLL must be substantially larger than that of the

message and probably larger than that of the input filter.
ž For any loop configuration, there exists an optimum loop bandwidth that

yields a minimum output click rate. The optimum is a weak function of the
input CNR and a strong function of modulation conditions.

ž Present methods are inadequate to determine the optimum analytically;
experiments with the actual signal and hardware to be used are perhaps
the best approach open to design engineers.

ž If a second-order loop is employed, experiments suggest that damping of
about 1 to 1.5 is optimum.

ž A standard second-order PLL is not likely to be the optimum configuration.
ž Wiener optimization of a linearized loop appears not to offer guidance to

the practical minimum-threshold PLD.
ž Adding derivative control to a loop filter seems to be helpful.
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CHAPTER 17

MISCELLANEOUS APPLICATIONS
OF PHASELOCK LOOPS

Several different applications of phaselock loops are mentioned briefly in this
chapter to show how PLLs have been employed.

17.1 SYNCHRONIZATION OF DATA SIGNALS

Most data signals are generated as a stream of uniformly spaced symbols that are
transmitted either directly as a baseband signal or modulated onto a carrier for
transmission as a passband signal. A receiver of data signals must synchronize to
the received symbols (symbol timing recovery) and, if reception is to be coherent,
synchronize to the received carrier.

The subject of synchronization is much too broad to cover adequately in this
book. Moreover, although PLLs are employed extensively in synchronizers, PLL
issues are minor compared to the main issues of synchronization. The PLL princi-
ples enumerated in earlier chapters are readily applied to phaselock synchronizers
as well. Therefore, this section gives only a cursory overview of synchronization.

In the past, almost all synchronizers were implemented in analog circuits.
References [17.1–17.4] and references cited therein provide examples of the era.
More recently there has been a division into two separate approaches. In one line
of work, the signal formats are complicated (and growing even more complicated
as the communications profession becomes ever more sophisticated); excellent,
near-perfect performance is essential. The data receivers for this approach are
implemented digitally to the greatest extent permitted by current technology.
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Synchronizers, as essential parts of the receivers, are also implemented dig-
itally, replacing analog implementation almost entirely. A large and intricate
body of knowledge of digital synchronizers has grown up rapidly, as exemplified
in [17.5–17.7].

The other approach is directed primarily toward high-speed, baseband data
signals of relatively simple format (e.g., binary symbols). Signal environments
are otherwise relatively benign, at least in comparison to the complicated sig-
nal formats, noise, interference, multipath, transmission dispersion, and other
problems that beset the first class of signals. Excellent performance in noise
often can be sacrificed for speed and simplicity. High speeds for the signals
of the second class preclude digital implementation; analog circuits are needed.
Numerous circuits for 10-Gbps service had been described, and the frontier was
at 40 Gbps at the time this passage was written. Circuit examples have been
collected in [17.8] and [17.9]. Problems and methods for high-speed PLLs are
addressed in [17.10–17.12].

17.2 NETWORK CLOCKS

Digital telecommunications networks include large numbers of highly accurate
clocks synchronized to a common source [17.13]. Network synchronization is
arranged in a hierarchy, with timing propagated in a tree network from masters
to slaves. A slave clock typically might contain a precision oscillator as part of
a PLL that locks the oscillator to the timing propagated from a higher source.

Because of the high quality of a good slave clock and the need to reduce
timing fluctuations, the bandwidth of the slave PLLs might be very small—an
example bandwidth of one cycle per day (11.6 µHz) has been shown in the
literature [17.14]. No practical analog PLL can operate with such small band-
widths. Instead, digital loop filtering is used, with its nonvolatile integration and
frequency memory. The output of the loop filter is applied to a digital-to-analog
converter (DAC) that provides the control voltage to adjust the frequency of the
oscillator. A tuning range of 1 ppm is appropriate for highly precise oscillators.
Because of the small bandwidth, ordinary noise in the oscillator, DAC, and loop
filter has to be kept small since it is not tracked out by feedback. Refer to [17.14]
for further details of a particular design.

17.3 VARIOUS LOCKED OSCILLATORS

A phaselock loop includes a locked oscillator, by definition. It may seem redun-
dant to devote a separate section to locked oscillators in a book on PLLs.
Nonetheless, there are applications in which the primary objective of the PLL
is to lock an oscillator, usually to improve its stability or accuracy of its oper-
ating frequency or to generate a new frequency. Some of those applications are
presented here.
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17.3.1 Oscillator Stabilization

There are two diametrically opposed varieties of oscillator stabilization: narrow-
band and wideband. In the first, a narrowband PLL is employed as a filter to
clean up another oscillator or other signal that is accompanied by noise. In the
second, a noisy drifting oscillator is phaselocked to a clean reference to stabilize
the locked oscillator.

Narrowband Stabilization Crystal oscillators used as frequency standards
have their best long-term frequency stability if they are operated at extremely
low RF power levels (crystal aging is slower at the low levels). However, as is
noted in Section 9.3.1, the best short-term phase stability is obtained at an inter-
mediate power level, with amplitude of the RF signal much larger than circuit
noise. The best results are obtained if two separate oscillators are used: a very
low-level one for good long-term stability and a second oscillator, phase-locked
to the first, operated at a higher power level for good short-term stability. Band-
width of the loop should be as narrow as possible consistent with maintaining
reliable lock. Output is taken from the locked oscillator. Using the PLL is equiva-
lent to passing the phase noise of the first oscillator through an extremely narrow
filter to reduce the noise substantially. The same technique is useful for clean-
ing up the output of frequency synthesizers, in which harmonics and multiplier
products are often present.

Wideband Stabilization Microwave oscillators with usefully large output
power can be built with transistors, klystrons, backward-wave tubes, IMPATT or
TRAPATT diodes, or Gunn diodes. Electronic tuning is accomplished by chang-
ing operating biases on the active device, by using a varactor diode, or by using
a magnetically variable YIG resonator. These diverse oscillators share a common
trait of poor phase stability. Without additional stabilization, they are unusable
in narrowband applications. An effective method of stabilization is to lock the
microwave oscillator to a harmonic of a stable, low-frequency source, such as a
crystal oscillator. The PLL tracks out the phase fluctuations of the locked oscil-
lator, so the output has the stability of the frequency-multiplied reference source.

One configuration of oscillator stabilization is shown in Fig. 17.1. The only
novel element is the frequency multiplier needed to obtain the proper harmonic
of the stable low-frequency source. Often, the multiplier is incorporated into the
phase detector itself using a harmonic-lock PD as described in Section 14.2. Large

×N PD LF

fr

Reference
Source

VCO

Output
fo = Nfr

Figure 17.1 Harmonic-locked oscillator.
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numbers of such phaselock oscillators are sold as complete packages with acqui-
sition circuitry included. The packages are widely used for transmitters and for
receiver local oscillators in fixed-frequency service. A phaselock source is usually
more economical of power than is a multiplier string of equal output power.

17.3.2 Frequency-Multiplier PLLs

An oscillator often must be locked to a harmonic of an input reference frequency.
The preceding section illustrated methods employing frequency multipliers or
harmonic phase detectors to generate the harmonic in a straightforward manner.
Locking to high harmonics can be troublesome, partly because of difficulties of
generating high harmonics at a large-enough amplitude and partly because of
the possibility of locking to the wrong harmonic when they are closely spaced
compared to the tuning range of the VCO.

Another popular technique utilizes frequency dividers in the feedback path
to reduce the oscillator frequency to that of the reference. The technique is
especially attractive at frequencies low enough to permit the use of digital coun-
ters as the dividers. A digital counter has a unique division ratio that does not
permit the loop to lock to a wrong, closeby harmonic. A frequency-multiplier
PLL may be regarded as a fixed-frequency synthesizer, as treated in Chapter 15.
Reference clocks are commonly distributed between modules in a computer at
a comparatively low frequency and then boosted to a higher clock frequency
within individual modules by means of an on-chip frequency-multiplier PLL.

17.3.3 Frequency-Translation PLLs

A frequency translator shifts an input frequency fi by an amount fb to an out-
put frequency fi ± fb. The benefits of translating by means of a PLL may be
seen from an example. Suppose that a 30-MHz signal had to be offset by 1 kHz.
One way to accomplish this would be by means of conventional single-sideband
techniques, but good suppression of carrier and rejected sideband would depend
on critical circuit adjustments. A phaselock offset can be less critical and per-
form better.

In the example offset PLL shown in Fig. 17.2, a VCO normally running at a
frequency close to the desired output frequency is heterodyned with the incoming

Mixer PD LF
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Oscillator
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Output
fo = fi ± fb

Figure 17.2 Frequency-translation PLL.
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frequency fi so that the mixer output frequency is close to the desired offset
frequency fb. Then mixer output is compared in a PD to an oscillator whose
frequency is exactly fb, and the loop is closed back to the VCO, forcing the
mixer output into lock with the frequency-offset oscillator. At first appearance,
it would seem that phaselock has completely eliminated the residual carrier and
unwanted sidebands that remain in conventional SSB techniques. Such perfection
is not really obtainable; any phase-detector ripple will modulate the VCO and
produce unwanted sidebands in the output. Suppose that the PD is a perfect
multiplier and that both inputs to it are pure sinusoids. The ripple output of the
PD will be a sinusoid at 2fb and ripple modulation of the VCO will generate
a pair of sidebands at fo ± 2fb. If the desired output frequency is fo = fi +
fb, the sidebands will be at fi − fb and fi + 3fb. Other phase detectors will
have additional ripple components in their outputs and so will cause additional
unwanted sidebands to appear in the VCO output.

Ripple may be reduced to any desired extent by means of brute-force non-
critical lowpass filtering in the loop (see Appendix 10A). Such filtering usually
requires a narrowing of loop bandwidth. A phase detector with low inherent rip-
ple (e.g., a PFD or a sample and hold PD; see Chapter 10) may be more effective
than any practical filtering in suppressing ripple.

The PLL of Fig. 17.2 is capable of locking its VCO to either of the two
frequencies fi + fb or fi − fb. In most instances just one frequency is wanted
and the other is an undesired image. Provision must be made to avoid locking to
the image. No problem exists if the VCO is unable to tune to the image. More
generally, if the VCO can tune both to the desired signal and to the image, other
measures must be taken to avoid image lock.

One approach is to use an image-rejecting phase detector, as shown in Fig. 17.3.
This circuit is a variation on conventional single-sideband mixers and is applicable
in any long loop where image rejection is needed. It is a variation on the complex
phase detector of Fig. 10.16. The input signal at frequency fi is heterodyned to
the offset (IF) frequency in a pair of identical mixers. Filters select the desired
difference-frequency product and reject the unwanted the sum-frequency products
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Figure 17.3 Complex-signal frequency translation.
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Figure 17.4 Generation of quadrature signals by digital counters.

from the mixers. Because the two mixers have quadrature local drive, the two IF
outputs are 90◦ apart in phase. (The same 90◦ relation could be achieved with
a single mixer and a 90◦ phase-splitting network at the intermediate frequency.
Alternatively, it is often convenient to produce quadrature drives using binary
counters as in Fig. 17.4.)

Each IF signal drives a phase detector whose other input comes from the off-
set oscillator at frequency fb. A 90◦ phasing is imposed between the fb drive
voltages to the two phase detectors. Each phase detector must be a true mul-
tiplier, and waveforms on both input ports must be sinusoidal so that the only
ripple component is a sinusoid at frequency 2fb. When the PLL is locked, the
ripple components of the PD outputs cancel each other while the zero-frequency
components add together. This feature may permit loop bandwidth to exceed the
offset frequency fb —an impossible achievement in a conventional PLL.

An ordinary PLL could lock the VCO equally well to either the desired fre-
quency or its image, depending on which was encountered first during acquisition.
An image-rejecting PLL ideally can lock to only one of the two frequencies,
determined by whether the PD outputs are added or subtracted. If cancellation
is perfect, the image is rejected completely. Perfect cancellation is impossi-
ble to achieve, so a weak lock may still be possible at the image frequency.
Acquisition aiding, such as rapid sweep, is needed to override locking to the
weak image.

Perfect cancellation also suppresses PD ripple completely, thereby suppressing
the spurious image sidebands located 2fb away from the desired VCO output
signal. Imperfect cancellation permits residual ripple to propagate through to
the VCO and generate the spurious sidebands, but with amplitude reduced by
the cancellation factor. Attenuation of the image sidebands then is provided by
cancellation as well as filtering in the PLL.

A complete image-rejecting PLL is often overly elaborate for merely avoiding
lock to the unwanted sideband. A simple quadrature phase detector (Fig. 8.14)
has one polarity of output for lock on the upper sideband and the opposite
polarity on the lower sideband. This polarity information can be furnished to
acquisition-aiding circuits to prevent the loop from locking up at the wrong
sideband.
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17.4 PLLs IN TELEVISION RECEIVERS

A television receiver might use a number of phaselock loops, for the follow-
ing purposes:

ž Synchronization of horizontal and vertical scans [17.15]
ž Establishing a phase reference for demodulation of the color subcarrier

[17.16]
ž Demodulation of FM sound (Section 16.2.3)
ž Coherent demodulation of a vestigial-sideband video signal (Section 16.2.1)
ž Frequency synthesizer for the RF tuner (Chapter 15)

17.5 PLLs IN DIGITAL SYSTEMS

Computers and other digital systems make use of PLLs in various ways. This
section describes two examples.

17.5.1 Compensation of Timing Skew

High-speed computers and other digital systems incur delays in their clock-
distribution paths, delays causing timing offsets—skew —between data and
clock. An example is shown in Fig. 17.5a. The reference clock is applied to
chip 1 through a clock tree that has internal delay. Data are written into the
output latch at instants determined by the delayed clock. Data from chip 1 are
transferred to a latch in chip 2. Transfer is timed by the reference clock, which is
not properly aligned with the instants of state change of the chip 1 output latch
because of the clock delay internal to chip 1. Timing skew exists between the
output data and the reference clock.

Figure 17.5b shows how a PLL can be used to compensate for the delay. The
delayed clock applied to the chip 1 output latch is compared against the reference
clock in a phase detector. Output from the PD goes through a loop filter and then
a VCO that drives the clock tree at the frequency of the reference clock but
at an adjusted phase that causes the delayed output of the clock tree to align
with the reference clock. Now the output latch on chip 1 is clocked at the same
instants as the input latch on chip 2; the PLL has removed the skew. Accuracy
of compensation depends on the accuracy of the phase detector and the delay
equality of the data and clock paths between the two chips.

17.5.2 Jitter Attenuators

Timing jitter tends to build up in digital-communications chains (see Sec-
tion 14.5); or, the original digital data may be irregularly timed in some sys-
tems. Telecommunications links require stringent limits on jitter for satisfactory
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operation. Phaselock jitter attenuators, widespread throughout the telecommuni-
cations networks of the world, are employed to suppress jitter before it can build
up to harmful levels. A basic jitter attenuator is shown in Fig. 17.6. Irregularly
timed input data are written into the FIFO (first-in, first-out buffer memory) with
the aid of the accompanying Write clock, which has the same timing irregularities
as the input data. A smoothed Read clock is produced with the aid of a PLL.
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The FIFO has provision for monitoring its number of occupied cells and deliv-
ering that information externally—the digital information labeled “fill gauge”
in Fig. 17.6. Fill information is compared to a desired fill condition (typically
half-full) to generate a fill error that serves as a phase-error measurement. (The
comparison is omitted from the figure; it is a simple numerical operation.) Phase
error is applied to a digital loop filter whose output controls the frequency of a
DCO. A digital-to-analog converter, a filter, and a slicer produce a rectangular
wave for the Read clock.

When the PLL is locked, the average frequency of the Read clock is the same
as the average frequency of the Write clock. Rigorous long-term equality of the
average clock frequencies is essential to avoid underflow or overflow of the FIFO,
with consequent loss of data. Phaselocking assures that equality of frequencies.
The size of the FIFO is chosen so that the FIFO can absorb the worst-case jitter
without saturation. A FIFO tolerates far greater timing excursions than does any
ordinary phase detector. The bandwidth of the PLL is chosen to be small enough
to attenuate specified input-jitter conditions to acceptable output-jitter conditions.
Digital implementation of the loop filter is appropriate if the bandwidth has to be
small; very narrow bandwidths require inconveniently large component values
for analog loop filters. The fixed oscillator (not shown in the figure) that clocks
the DCO has to have good jitter properties since its jitter appears directly in the
Write clock.

17.6 PLLs FOR MOTOR SPEED CONTROL

Phaselocked motor controls have been used for extremely accurate control of
average speed of motors. Early publications on the subject include [17.17]
and [17.18]. Presumably, numerous later articles appear in the control system
literature.

17.6.1 Basic Operation

Figure 17.7 shows the essential elements of a motor-speed PLL. A reference
oscillator produces a reference frequency that is an integer multiple of the desired
rotation speed of the motor; high accuracy in the reference frequency is readily
provided. The motor drives a tone wheel , an electro- or optomechanical device
that produces a tone or a series of pulses whose frequency depends on the motor
speed. The tone wheel might be a cog with a magnetic sensor, or it might be an
optical disk with alternating transparent and opaque markings around the disk. A
photodetector would be the sensor for an optical disk. The reference signal and
electric output of the sensor are applied to the two inputs of the phase detector,
whose output is a phase-error indication to the loop filter. A power amplifier
(PA) then drives the motor. The tone frequency from the tone wheel is forced
to be equal to the reference frequency when the PLL is locked, whereupon the
average speed of the motor has been set to the accuracy of the reference.
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Figure 17.7 Phaselock motor-speed control.

17.6.2 Electromechanical Considerations

Superficially, the speed-control loop of Fig. 17.7 appears to be similar to an
ordinary all-electronic PLL whose VCO has been replaced by a motor and tone
wheel. The similarity is instructive, but important differences exist. One differ-
ence arises in the mechanical nature of the motor, in that it has an inertial load
and a frictional load, both of which might change from time to time. The inertia
and friction combine to insert a low-frequency lowpass pole into the loop, a
pole that is usually absent or can be neglected in a VCO. Mechanical loading is
a well-known issue in control system engineering, but its electronic equivalent
usually is neglected, often justifiably, in PLL engineering.

Another difference is in the substantial power required to drive a motor as
opposed to trivial power involved in control of the frequency of a VCO. The PA
might apply a voltage drive to the motor, in which case the equilibrium speed is
proportional to the applied voltage, or it might be preferable to apply a current
drive, which determines the motor’s torque. Either way, the PA is expected to
deliver all of the power needed to run the motor—a substantial amount of power
in a big motor.

In addition to the usual stability issues of a servomechanism, many phase
detectors (such as the sequential phase/frequency detector of Section 10.3) effec-
tively operate in a sampled manner. The loop becomes unstable if the sampling
frequency is too low (see Section 12.4); correspondingly, the PLL speed-control
loop goes unstable if the motor speed is too low [17.17].

Like most PLLs, a proportional-plus-integral control configuration (a type 2
PLL) is required in the loop filter to permit servo operation without requiring
a static phase error to support the designated motor speed. Indeed, the required
maximum speed might not be attainable with a type 1 loop of stable band-
width; either a P + I control has to be used or a bias must be applied to the
PA. Mechanical servos commonly also have tachometer feedback (equivalent to
proportional-plus-integral-plus derivative control) to improve the damping and
the stability of the loop.

17.6.3 Alternative Configurations

Alternative arrangements of a motor-speed PLL can be visualized. The ideas
presented are speculations but it would not be surprising to learn that they can
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be found in existing motor controls. Rather than a tone wheel, an optical angle-
encoder disk offers some advantages. Each time an encoder disk is sampled, it
delivers a b-bit digital word indicating its angular position. The sampling rate can
be fixed and independent of the motor speed or reference frequency. It can easily
be made high enough compared to servo bandwidth to do away with time-discrete
stability issues, yet be low enough not to overload ordinary digital processors.

A digital processor can calculate the sine and cosine of the angle captured by
each sampling of the angle encoder. The reference frequency can be supplied by
an NCO whose angle at each sample instant is converted to the corresponding sine
and cosine. The complex pairs from reference and processed encoder samples can
be compared in a complex phase detector such as that of Section 10.5. Because
operations are digital, the desired balance in these operations is nearly perfect,
limited only by the word lengths of the digital samples.

A complex phase detector can work down to zero frequency; indeed, it can
work through zero into negative frequencies, as can an NCO with complex out-
puts. This scheme allows speed control in either direction of rotation. A digital
loop filter is more versatile and uses much more compact components than does
an analog loop filter for the small bandwidths of a mechanical servo. Instead
of a linear power amplifier, a pulse-width-modulated switch would be far more
efficient in driving the motor.
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Acquisition of lock, 208
binary search for frequency, 202
characterization of, 183
frequency-aided acquisition, 195–203
frequency-discriminator aided, 199–204. See

also Frequency discriminators for
frequency sweep, 195–199

implementation, 197–199
slewing, 201
sweep-rate limits, 195–197

frequency switching, 202
hangup, 186
lock-in range �ωL, 186–188
of frequency, 189–204
of phase, 184–189

aided, 188–189
pull-in of frequency, 189–195

for type 3 PLLs, 194
frequency limits �ωp , 192–193
limitations of, 194–195
time Tp , 192
voltage vp , 190–192

wide-bandwidth methods, 205–206
Additive noise, see Noise
Alias locks, 340–341
Anomalous locks, 336–356

alias locks, 340–341

false locks, 343–353
harmonic locks, 341
sidelocks, 336–341
spurious locks, 342–343

Bandwidth
definitions, 17–18
tradeoff between additive noise and phase

noise, 163–164
tradeoff between reference noise and VCO

noise, 371–373
Bode plots, 38–49, 80–83

display options, 38
effect of delay in loop, 47
examples, 40–49
in charge-pump PLLs, 276
in DPLLs, 80–83
stability criterion, 39

Characteristic equation, 9
Charge-pump PLL, 271–281

charge-pump model, 271–273
fast-settling, 281
loop filter, 273
loop gain K , 273
nonlinearities in, 276–278
overload in, 274, 278
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Charge-pump PLL (continued)
ripple, 278–280
stability, 275–276, 280–281
static phase errors, 274
transfer functions of, 273

Coefficients of PLL elements, 9
Coherent amplitude detection, 385–386
Control voltage vc to VCO, 7
Cycle slips

in chains of PLLs, 353–354
in FM demodulators, 395–402
modulation-caused, 120
noise-caused, 134–139
phase-noise caused, 163
transient-caused, 116

Damping factor ζ , 13, 22–23, 27–28,
101–108, 111, 116–117, 130, 133–134,
169–171, 192, 196, 200–201, 399–400

DC gain KDC, 14, 98
DC offset, 268–269
Digital controlled oscillator (DCO), 226,

283–286. See also Number-controlled
oscillators (NCO)

period DCO, 283–284
phase-selector DCO, 284–286
recursive digital sinusoidal oscillator

(RDSO), 226
Digital PLLs (DPLLs), 65–96, 282–335

accumulate & dump in, 293–294
Bode plots for, 80–83
configuration, 66, 290–292
delay in, 68, 86–87
difference equations, 67–69
effect of bandwidth, 87–88
elements of, 66–69
frequency response, 79, 86–88
hybrid, 282
in digital data receivers, 290–294
loop filter, 70–71
loop gain κ , 71
lowpass filters in loop, 88–91
multirate processing, 292–294, 327–332
Nichols chart for, 83–85
nonlinear, see Incremental phase modulator

(IPM)
properties of, 65
quantization in, see Quantization
quasilinear, 282, 283–294
root-locus plots, 74–79
stability, 73–74, 91–96, 294
time-continuous approximation, 85–86
transfer functions, 66–73
zero-order hold in, 292–293
z-transforms of, 69

Error voltage vd from phase detector, 7

False locks, 343–353
FM threshold, 391–406

characterization, 391–393
clicks in PLD, 395–402
FM clicks, 393–395
formal optimization, 402–403
measured performance of phaselock

demodulator, 397–401
Frequency-demodulation PLL, see Phaselock

frequency discriminator (PLD)
Frequency discriminators for frequency-aided

acquisition, 199–204
implementation of, 203–204
linear s-curves, 199–201
nonlinear s-curves, 201–202
phase/frequency detector, 201
quadricorrelator, 203
rotational, 204
transfer functions, 199–200

Frequency quantization in PLL, see
Quantization

Frequency response, see Transfer functions
Frequency synthesizers, see Synthesizers

Gain crossover frequency ωgc , 21, 39–47,
50–52, 81–85, 281

Gain margin, see Stability, margins
Gain peaking, 18–19
Gaussian noise, see Noise

Hangup, 186
Harmonic locks, 341

Incremental phase modulator (IPM), 312–327
as bit synchronizer, 326–327
configuration of, 312–314
digit-controlled oscillator, 316
effects of additive noise, 324–326
frequency tracking limits, 312–321
limit cycles, 319
operation of, 319–322
phase acquisition, 319–320
phase detector, 314
response to input jitter, 321–322
state diagrams, 317–318
type 2, 322–324
up-down counter, 314–316

Limiters
bandpass, 256–258
behavior in noise, 256–258
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interference in, 168
phase noise propagation in, 159–160
signal suppression α, 257–258

Lock acquisition, see Acquisition
Lock failures in chains of PLLs, 353–354
Lock indicators, 204, 256
Lock-in range �ωL, 186–188
Loop filters, 1, 10–11, 267–270

active vs. passive, 267–268
beat note in, 270
DC offset, 268–269
integrator-only, 24
overload, 269–270
proportional-plus-integral, 10–11, 21–22,

56–59, 417
ripple in, 269

Loop gain K (analog PLLs)
examples, 21–28
general definition, 20–21
in Bode plots, 38–48
in charge-pump PLL, 273, 275–276,

280–281
in frequency- and phaselocked loop,

200–201
in Nichols charts, 50–52
in root-locus plots, 30, 32, 34–38, 52–54
lock acquisition, influence on, 184–187,

192–194
noise bandwidth BL, influence on, 130
of second order PLL, 14
response to phase modulation, influence on,

110–111, 120–121
transient response, influence on, 101,

104–105, 108
Loop gain κ (digital PLLs)

definition, 71–74
in Bode plots, 81–88,
in multirate DPLLs, 331–332
in root-locus plots, 76–78
noise bandwidth BL, influence on, 130–131
stability limits, 91–96

Motor speed control by PLL, 416–418

Natural frequency ωn, 13, 23, 44–46, 99–100,
101–104, 111–112, 120–121, 130, 192,
195–197, 399, 401

Network clocks, 409
Nichols charts, 49–51

examples, 50–52, 83–85
format, 49
M-contours, 50
stability criterion, 49–50

Noise bandwidth BL, 129–131

Noise, 123–142
analysis of

linear, 123–132
nonlinear, 135–139

cycle slips caused by, 134–135, 137–139
noise bandwidth BL, 129–131
noise model of phase detector, 123–126
phase jitter caused by, 129, 131–132,

135–137
PLL behavior at low SNRL, 133–135
signal-to-noise ratio SNRL in PLL, 131
spectrum, 127–128
transfer function in PLL, 129
variance of PLL output phase, 129

Nomenclature, 9
Number-controlled oscillator (NCO), 67,

225–226. See also Digital-controlled
oscillator (DCO)

Nyquist diagrams, 49

Oscillators, 209–236. See also Phase noise;
Voltage-, Number-, or Digital-controlled
oscillator

analysis of phase noise
advanced (nonlinear), 217–221
qualitative (linear), 210–215

classifications of, 210, 215–217
disturbances other than phase noise,

221–223
examples of phase-noise spectra, 213–214
frequency drift, 145
frequency jumps, 222–223
impulse sensitivity function, 218–219
Leeson’s model of phase noise, 210–215

design guide from, 212–213
shortcomings of, 214–215

properties desired, 209
tuning, 223–231

continuous, 223–224
discrete, 224–226
gain variation with, 227
latch-up, 228
methods, 228–231
speed of, 231
tuning curve, 227–228
varactor, 229–231

Overload
in charge-pump PLL, 274, 278
in loop filter, 113, 269–270

Parameters of PLL
damping, see Damping factor ζ

DC gain KDC, 14, 98, 112
gain, see Loop gain K ; Loop gain κ
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Parameters of PLL (continued)
gain-crossover frequency ωgc , 21, 39–40,

81–83
natural frequency, see Natural frequency ωn

noise bandwidth BL, 101, 106–108,
129–132, 164

normalization, 25, 275–276, 297–298
Phase demodulation by PLL, 386–388
Phase detectors, 1, 237–266. See also

Phase/frequency detector
behavior in noise, 256–260
classes of, 237
complex, 262, 289–290
diode ring, 242–243
flip-flop implementation, 246–248
gain Kd , Kp, 7, 125, 272
hybrid analog/digital, 286–289
modulators and mixers, 240–243
multiplier class, 237–246
multiplier model, 123–125
noise model, 123–128
noise threshold, 258
ripple modulation, 262–265
sample and hold, 243–244
sampling, 286–289
s-curves, 245, 252–253

degradation by noise, 259–260, 324–325
effect on PLL jitter, 260
extended, 113–114

sequential class, 246–256
switching, 238–244
two-phase, 262, 289–290

Phase error, 7
Phase/frequency detectors (PFD), 248–256

frequency detection, 253–254
lock indicator for, 256
missing or extra transitions, 255–256
s-curve, 252–253
state diagram, 251–252

Phase margin, see Stability, margins
Phase noise, 143–182

integrated untracked, 162–167, 169–171
integration of, 164–166, 169–177
integration of discrete lines in, 175–177
nonstationarity, 144–145
numerical integration of, 171–175
paradox of type 1 PLL, 165–166
propagation in auxiliary devices, 159–161
propagation in PLLs, 161–162
properties of, 144
specification of, 166–167
spectra, 146–159

baseband spectrum Wφ(f ), 149–159
frequency-noise spectrum Wω(f ), 152

interpretation of, 156–157
normalized passband spectrum L(�f ),

147, 157–159
RF spectra WRF(f ) and PRF(f ), 147–149
theoretical passband spectrum Wvo(f ),

146
Phase plane portraits, 114–116
Phaselock frequency discriminator (PLD),

388–407
filter and bandwidth, 395–397
FM threshold, 391–402, see also FM

threshold
frequency demodulation, 388–389
measurements of click rates, 398–402
modified PLD, 403–405
response to FM noise, 389–391
response to input clicks, 397–398

Phaselock loop (PLL)
as angle modulator, 380–383
complex (two-phase) signal, 412–413
for AM demodulation, 383–386
for frequency demodulation, see Phaselock

frequency discriminator (PLD)
for frequency multiplication, 411
for frequency translation, 411–413
for oscillator stabilization, 410–411
for phase demodulation, 386–388
in TV receivers, 414
linear operation in noise, 123–132
locked loop, 1
memory in, 206
noise propagation in, 369–376
nonlinear operation in strong noise, 132–140
order, 12

first order, 22
second-order, 10–20
second order type-2, 10–20
second order with lag filter, 23
second order with lag/lead filter, 23
third order type-2, 25–28

parameters, see Parameters of PLL
properties of, 2
response to amplitude modulation, 384–385
split loops, 351–353
type, 12

type 1, 22–24
type 2, 24–28
type 3, 28, 100

Quantization in DPLL, 294–312
effects of additive noise, 295
in phase detector or integrator, 311–312
limit cycles in DPLL, 295
quantization as additive noise, 294–295
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Quantization of NCO frequency, 296–311
effects of accumulation and delay, 302–304
effects of additive noise, 307–310
effects of gains κ1 and κ2, 305–307
excursion of phase-error limit cycle,

304–305
integer-frequency limit cycles, 301–302
noise-free limit cycles, 298–307
noise rule of thumb, 308–310
static phase error, 310–311
study model, 296–298

Ripple from phase detector
cancellation in complex phase detector,

260–262
in balanced modulators, 240, 242
in charge-pump PLL, 278–280
in flip-flop phase detector, 246–247
in multiplier, 124–125
in sample & hold phase detectors, 244
in switching phase detector, 239
overload caused by ripple, 269
phase modulation due to ripple, 262–265

Root locus plots, 30–38, 74–79
description, 30–32
effect of delay in loop, 38
examples, 33–38
for digital PLLs, 74–79
salient features, 52–56
stability criterion, 33

Sidelocks, 336–341
Signal-to-noise ratio SNRL in PLL, 131
Spectrum analyzers, 147–152, 156–157
Spectrum of phase noise, see Phase noise

spectra
Spectrum, one-sided vs. two-sided, 127
Split loops, 351–353
Spurious locks, 342–343
Stability of PLLs

bounds, 28, 36–37, 73–74, 91–96
conditional, 35, 49
criteria

in Bode plots, 39–49, 81
in charge-pump PLLs, 275–276, 281
in digital PLLs, 73–79, 294
in Nichols charts, 49–52, 83–85
in root locus plots, 33, 54–55, 74–79

margins, 39–40, 47, 81–85
Static phase error, 98–99
Synchronization of data signals, 408–409
Synthesizers, 357–376

configurations, 357–360
dual-modulus counters, 362–364

fractional-N PLLs with analog
compensation, 364–366

fractional-N PLLs with delta-sigma
modulators, 366–369

frequency dividers, 360–362
multiple-loop, 359–360
pulse-swallowing counters, 363
underlying conflict, 358

Time constants, 11, 25
Timing jitter, 167–168, 177–180
Timing jitter attenuation with PLL, 414–416
Timing skew compensation with PLL, 414
Tracking, 2, 97–122

acceleration error, 99–100
carrier tracking, 118
distortion in PD output, 118–119
error due to frequency offset, 98–99
error response to sinusoidal angle

modulation, 109–112
hold-in range �ωH , 112–113
linear operation, 97–112
modulation limits, 118–121
modulation tracking, 118–121
phase error of, 97
pull-out limit �ωpo , 116–117
static phase error, 98–99
steady state error, 98–100
steady-state lock limits, 112–121
transient errors, 100–109
transient lock limits, 114–117
unlock behavior, 120–121

Transfer functions
error E(s), 8
examples, 20–28
for additive noise, 129
for phase noise, 161, 369–376
for PLL with PID control, 403–405
frequency response, 15–20, 52, 61–64
of analog elements, 7–8
of analog PLLs, 6–28
of charge-pump PLLs, 272–273
of digital PLLs, 66–72
of frequency-aided PLLs, 199–201
of loop filters, 56–60
of multirate digital PLLs, 327–333
open-loop G(s), 8, 56–60
system H(s), 8

Units, 9

Voltage-controlled oscillators, 1, 8, 223.
226–232. See also Number- or
Digital-controlled oscillators

White noise, see Noise
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