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EE344 Autumn 2000

Quick Reference Guide:
Using the Digitizing Scope to Make TDR Measurements

The HP 54120B digitizing oscilloscope in the lab can be used as a time-domain reflectometer. This
guide takes you through the calibration and introduces some of the basic features of the scope.

As with other equipment in the lab, the HP 54124A (sampling head) is static-sensitive, so be sure
to ground yourself to the chassis before connecting or removing your circuits.

Note: The softkeys at the bottom of the display are referred to as “menu keys,” and the softkeys
along the right side of the display are “function keys.”

Calibration:

1. Put the scope in the persist mode

Select |Display | from the bottom menu keys (you may need to press |More| to see all
play

the options).

Press the ‘Display Mode ‘ function key until the setting reads Persist.

Ensure the persist setting is 300ms.

2. Perform Calibration Sequence

Select ((More]) [ Network | from the bottom menu.

Select on the top function key.
Press |Preset Reflect Channel].

Press |Reflect Call|.

Connect the short from the BNC calibration kit.

Press |Reflect Cal|.

Connect the load termination from the BNC cal kit.
Press |Reflect Cal|.

Make measurements:

1. (Optional) Adjustments to the display

To stretch the time axis, select from the menu keys. Then use to

stretch the axis.

To adjust the vertical position, select from the menu keys, from the

function keys.
2. Use the cursor to read the display
Go back to the network mode (select from the menu keys).



This time, select on the top funcion key.
Hit the function key.

Turn the dial to the desired point in the waveform to make measurements of reflection
coefficient (p), characteristic impedance (Z), time (At), and distance (d). Be sure that
the measurements make sense.

Plot:

1. Generate plot

Select from the menu keys.
Make sure reads on.

Make sure |[Pen Speed |reads Fast.

Generate your plot in three steps by pressing the keys labeled| Plot Waveforms |, | Plot Graticule]|
and |[Plot Factors].

2. Abort plot

Press | Pause|, | Continue |, then | Abort |

Other tips:
Don’t set anything heavy (or valuable!) on the front ledge of the cart-it is not very sturdy.
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Passive Components

1.0 Introduction

In this chapter, we examine the properties of passive components commonly used in RF
work. Because parasitic effects can easily dominate behavior at GHz frequencies, our
focus is on the development of simple analytical models for parasitic inductance and
capacitance of various discrete components.

2.0 Resistors

Even a component as simple as aresistor exhibits complex behavior at high frequencies.
We may construct a very ssimple model by acknowledging first that current flows in both
the connecting leads and the resistor proper. The energy stored in the magnetic field asso-
ciated with that current implies the presence of some series inductance (typically about
0.5nH/mm for leads in axial packages, as a rough approxi mationl). In addition, thereis
necessarily some capacitance that shunts the resistor as well, since we have a conductor
pair separated by a distance. The simplest (but by no means unique) RF lumped circuit
model for a physical resistor might then appear as follows:

FIGURE 1. Simplelumped RF resistor model

L R
C

The presence of parasitic inductance and capacitance causes the impedance to depart from
apure, frequency-independent resistance. Very low values of resistance suffer from an
early impedanceincrease, starting approximately at afrequency where the reactance of the
series inductance becomes significant compared with the resistance. Similarly, high resis-
tances suffer a premature impedance decrease from the shunt capacitance. The frequency
range over which the impedance remains roughly constant (at least for our simple model)
is maximized for some intermediate (and definite) resistance value. As one might suspect
from transmission line theory, this magic value is simply given by

_ L _
Root = ﬁ =27, ®

1. For various eguations for inductance and capacitance, see Chapter 2 of T. Lee, The Design of CMOS
Radio-Frequency Integrated Circuits, Cambridge University Press, 1998.
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HO#6: DRAFT: RF Laboratory Experiments, Measurements and Practice

The formal derivation of Egn. 1 (which we will not carry out here) begins by writing an
expression for the impedance magnitude, and then solving for the condition of maximal
flatness by maximizing the number of derivatives whose value is zero at zero frequencyz.
If the resistor value is smaller than Z;, the impedance of our model only rises, with a
radian corner frequency given approximately by R/L. If the resistance exceeds Z, the
impedance initialy drops, with a corner frequency of roughly 1/RC. If the resistance
equals Zg, the bandwidth f,55 over which the impedance remains approximately constant
isgiven by the resonant frequency of the LC combination. The smaller the LC product, the
greater the frequency range over which the resistor looks approximately resistive.

For reference, typical model parameter values for some representative resistors are given
in the following table. Note that the maximally-flat impedance levels are in the range of
100-200Q. That is yet another reason why transmission line impedances tend not to be far
removed from that range of values.

TABLE 1. Approximate element valuesfor simplelumped RF resistor model

Resistor type L C Z fmax
0.5W axial-lead (3cm total | 15nH 0.5pF 170Q 1.8GHz
length)
0.25W axial-lead (2cm 10nH 0.25pF 200Q 3.2GHz
total length)

Type 0805 surface mount 1nH 0.06pF 130Q 20GHz

Note that the values for Z; are all in excess of typical line impedances (such as 50Q). If,
for example, we are to provide terminations for a 50Q line, then the largest bandwidth is
obtained with a parallel combination of several devices, rather than with a single 50Q
resistor. Four 1/4W resistors of 200 ohms each will do avery good job of providing a 50Q
termination over a bandwidth in excess of 1GHz. Similarly, a parallel combination of
0805 surface mount resistors will provide an excellent termination over a bandwidth in
excess of 10GHz. The table also shows why conventional resistors (particularly the 1/2W
variety) arerarely used in microwave work. If higher power terminations arerequired, itis
preferable to make them out of parallel combinations of lower-power, higher-frequency
resistors for operation over the largest bandwidth.

As an aside, the numerical identifiers for surface mount components convey something
about the physical dimensions. Within truncation errors, the first pair of numbersis four

2. Lee, op. cit. Asmentioned there, it is often easier to carry out this procedure on the square of the magni-
tude.
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times the length in millimeters, while the second pair is four times the width. Some com-
mon sizes are shown in the following table, along with their power dissipation levels:

TABLE 2. Some surface mount resistor packages and characteristics

Dimensions Approx. min.
Package Pgiss (MW) capacitance
(mm x mm)
(pF)
0402 1x0.5 60 0.03
0603 1.6x0.8 60 0.05
0805 2x1.25 100 0.06
1206 3.2x1.6 125 0.09
1210 3.2x2.5 250 0.12
1812 4.5x3.2 500 0.16
2512 6.4x3.2 1w 0.18

To convey an idea of the parasitics associated with these packages, consider the largest
sizelisted in the table, the 2512, whose 6.4x3.2x3.2 dimensions are associated with
~2.5nH parasitic inductance and ~0.18pF shunt capacitance. If measured values are
unavailable, one may estimate the series inductance for the other packages with the aid of
the following equation for the inductance of an infinitesimally thin flat sheet:

_ul 2lo, w

Thisformulais appropriate because the resistive material isamost awaysaflat, thin layer
deposited on the top surface of a much thicker insulating substrate (even for “thick film”
resistors). For the aspect ratios typically encountered in low-power surface mount compo-
nents, the inductance is usually in the range of 0.2-0.5nH/mm.

One uses this formula twice to estimate the total parasitic inductance. One component of
the total inductance is that of the main body, so itslength and width are first plugged into
the equation. To this (usually) dominant term, one must also add the inductance due to the
flat vertical portionsthat contact the ends of component, with the height now replacing the
width in Egn. 2. The solder meniscus effectively thickens these vertical stubs, however, so
itisn't quite fair to use the full inductance of each vertical section. As an arbitrary choice,
1/2 to 2/3 of the computed value of the vertical stubsis not an unreasonable factor. Using
the former factor, we estimate an inductance of about 2.6-2.7nH for the 2512 package, in
reasonably good agreement with measurements.

Note that the inductance per length here is considerably lower than the 1nH/mm rule of
thumb that typically applies to round component leads. The reason is that the thick and
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wide shape of the surface mount components spreads out the magnetic field lines, thereby
reducing flux density and, hence, inductance.

Estimating the capacitance of this type of structure is somewhat complicated, both
because of the dominance of fringing and because the value when mounted on a PC board
will generally differ from that measured in isolation with no other dielectrics nearby.
Compounding this difficulty is the variability of the dielectric material which formsthe
body of the resistor. Despite all of these issues, we can offer a cheesy approximation based
on the formulafor the capacitance per length of a dipole antennamade out of a cylindrical
conductor (see the chapter on antennas for a derivation):

- 1 _2mg 55ex10 .
Mol relo 2o _ R0 _ e
210 _ Inc—5-0.75 In~5-0.75
C 2T[[In O, O 0.75} O, 0 O, 0

This equation yields an estimate of the capacitance (per length) between ground and a
conductor of length | and radiusr. Table 2 provides approximate minimum shunt capaci-
tance values based on this ssimple (and admittedly ssimple-minded) equation. These values
are arough lower bound, and assume (among other things) a unit dielectric constant and
no additional metal pads, etc. The capacitances will be boosted by the dielectric constant
of the package, aswell asthat of FR4. Even so, the valuesin Table 2 are not terribly far off
from values typically observed experimentally (typically within afactor of 1.5), because
external fringing dominates.

This approximate method may be used to estimate package parasitic capacitances of sur-
face mount inductors, as well as those of ordinary components of circular cross-section.
Just remember that package parasitics may account for only a part of the total; some para-
sitics may arise internaly (e.g., turn to turn winding capacitance in inductors). The com-
puted package capacitance is therefore an estimate of alower bound on the parasitic
capacitance.

Asafinal comment, note that many axial-lead resistors are based on a carbon composi-
tion, which consists of aresistive powder formed into acylindrical shape. Unfortunately
such resistors can exhibit significant 1/f noise, with a power spectral density proportional
to the dc bias current flowing through the resistor. Carbon film resistors are substantially
better in thisregard, while metal film resistors are even better. Although the 1/f corners are
generally well below the RF range, one must be aware that oscillators can upconvert low
frequency noise into phase noise near the carri er.3 Thus, even though 1/f noise is usually
not an issue in circuits such as RF amplifiers, it cannot be completely neglected in all RF
circuits. Fortunately, surface-mount resistors are generaly of the film variety.

3. Leeg op. cit.
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3.0 Capacitors

Many different dielectric materials are used in an effort to satisfy the numerous conflicting
demands made on capacitor performance. Trade-offs among breakdown voltage, tempera-
ture coefficient, RF loss, and capacitance density inevitably lead to the many types of
capacitors presently available. Space does not permit an encyclopedic review of all capac-
itor types, so we focus only on those that are commonly encountered in high frequency
circuits.

The lowest-loss capacitors are made with air (or vacuum) as the dielectric. Higher densi-
tieswith low loss may be obtained with mica (a naturally occurring mineral) and polysty-
rene. Although polystyrene has excellent electrical properties, it possesses an
unfortunately low melting point, which limits use to temperatures below 85°C. One must
consequently exercise great care in soldering. PTFE is also an exceptionally low loss
dielectric, as noted earlier. Because of the expense of fabricating good thin films of PTFE,
however, capacitors made with it tend to have rather large dielectric thicknesses, leading
to low capacitance densities (but very high breakdown voltages).

Ceramic capacitors themselves come in anumber of varieties, distinguished by the charac-
teristics of their dielectrics. To keep track of the many permutations, the Electronics Indus-
try Association has settled on athree-character nomenclature. Thefirst character is aletter
that indicates the minimum operating temperature. The second character is a number that
indicates the maximum temperature, and the third character is aletter that conveysthe
maximum capacitance change over the entire operating temperature range. The particulars
are shown in the following table:

TABLE 3. Capacitor codes (EIA)

temp. (°C) | temp. (*C) temp. range temp. range
X:-55 3: +45 A+l P. £10
Y: =30 4: +65 B: 1.5 R: 15
Z:+10 5. +85 C: 22 S +22
6: +105 D: 3.3 T. =33, +22
7:+125 E: 4.7 U: -56, +22
F. +7.5 V: 82, +22

For example, a capacitor with a designation of X 7R exhibits at most a £15% capacitance
variation over an operating temperature range of -55°C to +125°C.

Although a zero temperature coefficient is most commonly desired, there are important
instances in which one wants instead a nonzero TC of a specified value. Oscillators are

(01999 Thomas H. Lee, rev. April 6, 2001; All rights reserved Page 5 of 17
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one example; inductors typically exhibit a positive TC? 0 capacitors possessing a com-
pensating negative TC are needed to produce an oscillation frequency with an overall zero
TC. The characteristics of capacitors with controlled TC are identified by the letter N (for
“negative’) or, more rarely, the letter P (yes, for positive), followed by the maximum TC
magnitude in ppm per degree C. A designation of N750 thus represents a capacitor with a
—750ppm/°C temperature coefficient. Just to make things confusing, however, thereis an
alternate system of codes that conveys the same information. Designed to save space for
printing on small components, the three-digit EIA code unfortunately does not directly
convey numerical information about the actual TC. The following table provides the nec-
essary translation between the two labeling conventions:

TABLE 4. Capacitor TC codes

Older Three- Older Three-
designation | digit EIA || designation | digit EIA
NPO CO0G N330 S2H
NO33 S1G N470 T2H
NO75 UlG N750 u2J
N150 P2G N1500 P3K
N220 R2G N2200 R3L

Thefirst letter in the 3-digit TC convention conveysinformation about the TC’s significant
digits. The values are a subset of the values of standard resistors. For example, one can
discern fromthetablethat P=15 R=2.2,S=33,T=4.7,and U = 7.5. The middle digit
of the code is the exponent. The NPO designation (COG) stands for “negative-positive-
zero” and refers to the characteristics of a composite of negative- and positive-TC materi-
alstoyield anominally zero TC (typically, a maximum of w_L30ppm/°C).5 The capacitance
thus stays within approximately 0.15% of the nominal value over the military temperature
range (-55°C to 125°C). Capacitance values of up to about 10nF are available in the stan-
dard surface mount package sizes. The loss of NPO/COG is the lowest of the standard
types, with peak Q valuesin excess of 500-600 at low frequencies. This material also
exhibits alow voltage coefficient.

Other commonly used materials include the somewhat less stable, but higher dielectric
constant, X 7R ceramic. Surface mount types with values up to about 100nF are available.
As mentioned earlier the capacitance might vary as much as £15% over the military tem-
perature range. Unlike COG, the capacitance decreases (roughly linearly) with increasing
DC bias, with up to an additional 30% drop at the rated voltage. This variation with volt-
age is associated with the piezoel ectric nature of the dielectric, and the nonlinear behavior

4. Consider that inductance is dimensionally proportional to length, and that most materials expand when
heated. Thus, most physical inductors possess positive TCs.

5. Note that these designations contain the numeral 0 and not the letter O.
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can generate significant distortion when these capacitors are used in the signal path. In
addition, most X7R formulations are two orders of magnitude lossier than COG materials.

High-K (high dielectric constant) ceramics, such as Y5V, give us capacitors that are phys-
icaly the smallest, but which suffer from extremely high TCs (e.g., up to an astounding
80% drop in capacitance at zero bias over atemperature range of —30°C to 85°C), and
losses that are athird of X7R. The voltage coefficient is also strongly negative, and one
may expect a capacitance drop of up to 75% at the rated voltage. Such capacitances actu-
ally make effective mixers, so beware (or exploit this behavior). Furthermore, such dielec-
trics are piezoelectric to asurprising degree. It is not unusual for a sharp mechanical shock
to generate spikes of volts (sometimes many tens of volts). Even if the spike does not
cause direct damage to delicate circuitry, it should be obvious that the microphonic behav-
ior of high-K capacitors can lead to a host of objectionable problems, especialy if con-
nected to sensitive circuit nodes and subjected to vibration (asin mobile applications). The
most common use of these capacitorsis therefore as supply bypasses, rather than in the
signal path. Values up to about 1F are available in the standard surface mount packages.

One should not overlook the option of making capacitors with the PC board as the dielec-
tric. It is frequently convenient for trimming purposes to realize some part of adesired
capacitance in PC board form to permit adjustment after fabrication. In any case, it'sa
good ideato be aware of how much capacitance is associated with a given area of conduc-
tor, if for no other reason than to estimate layout parasitics. With FR4, one can expect
about 5pF/cm? with a 1/32” (0.8mm) thick substrate, or roughly 2.5F/cm? on a 1/16”
(1.6mm) substrate. The loss of FR4 is quite tolerable, being modestly better than that of
X7R or Y5V. Still lower loss (and somewhat lower capacitance), of course, is obtained
with a higher-quality board material, such as PTFE or RO4003. More discussion on the
use of PC board traces for realizing capacitances and inductances is found in the chapter
on microstrip.

Capacitor values are encoded as three digits stamped somewhere on the body (if the digits
fit), followed by aletter that identifies the tolerance (see Table 5). Thefirst two digitsarea
mantissa, and the third is an exponent. The implicitly understood unit is the picofarad.

TABLE 5. Capacitor tolerance codes (EIA)

Identifier | Tolerance (pF) | Tolerance (%)
B +0.1
C +0.25
D +0.5
E +25
F +1 +1
H +2
J +5
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TABLE 5. Capacitor tolerance codes (EIA)

Identifier | Tolerance (pF) | Tolerance (%)

K +10
M +20

Hence, “221K” stands for a 220pF capacitor with +10% tolerance, and “ 105M” stands for
a 1uF, +20% capacitor. Occasionally, some other conventions are used, but this schemeis
by far the most widespread. If in doubt, one can always verify a conjecture with an actual
measurement.

Just as with resistors, parasitic effects cannot be ignored at radio frequencies. The simplest
lumped RF model for real capacitorsincludes lead or terminal inductance (as before, this
may be estimated as roughly 1nH/mm for round wire leads), and aresistive term to
account for losses:

FIGURE 2. Simplelumped capacitor model

cC L R
A

The inductance for surface-mount packages can be estimated using Eqgn. 2, as before.

Theresistive term of the model accountsfor the effect of at |east two distinct mechanisms.
Oneistheloss of the dielectric, and the other is conductor loss (which is exacerbated at
high frequencies by skin effect). Loss is often characterized by either a dissipation factor,
D (or, equivalently, aloss tangent, tand). Dissipation factor is simply the reciprocal of Q,
while loss tangent is defined as the ratio of the imaginary and real parts of the dielectric
constant. Strictly speaking, loss tangent applies only to the dielectric material, but it is
often used to include all lossesin a capacitor. In thislatter case, loss tangent isthe same as
the capacitor dissipation factor. The reason for these multiple ways of describing lossis
cultural. Power electronics folks tend to think in terms of power factor (the cosine of the
phase angle between voltage and current, which angle is the same as that of the imped-
ance), RF engineers generally think in terms of Q, and materials scientists tend to focus on
loss tangent (dissipation factor, D).

The definition of power factor meansthat it is equal to the cosine of the arctangent of Q
(the proof isleft to you, because it is obvious that you don’t have enough fun). For suffi-
ciently large Q, the power and dissipation factors converge. For example, aQ valuein
excess of 7 assures an error of less than about 1%. For all capacitors worth using in the
signal path, Q will certainly be large enough that one may take loss tangent and power fac-
tor to be equal in practice.

Given these definitions, the component of effective series resistance (ESR) due to dielec-
triclossis
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D
R= —. 4
woC 4
Thisformulaisvalid only at frequencies well below the series resonance. Clearly, ESR is
afrequency dependent quantity, especially when skin-effect conductor lossis considered
aswell.

At frequencies well above resonance, the resistance becomes proportional to frequency
because the inductive reactance dominates, |eading to the following approximation:

R=DwL. ©)

We can deduce several important facts from the series RLC model. Above the resonant fre-
guency of the network, the combination appears inductive, and the impedance therefore
increases with frequency. The minimum impedance is reached at the resonant frequency.
If acapacitor is used, say, as apower supply bypass, it isimportant to recognize that the
quality of the bypassing will diminish at higher frequencies because of series inductance.
Simply exhibiting inductive behavior need not preclude use, however, since the most rele-
vant quantity is the magnitude of the impedance. If thisis sufficiently low, the capacitor
can still act satisfactorily as a bypass element, even when operating above the resonant
frequency.

As arough calibration on the magnitudes of these parasitic elements, consider the follow-
ing table of parameters (at 100MHz):

TABLE 6. Representative capacitors and lumped model parametersat 100MHz

Type C L R SRF
Ceramic disc (COG/NPO) 10nF 10nH 0.5Q 17MHz
0805 COG/NPO 10nF ~1nH 0.03Q S50MHz
0805 COG/NPO 100pF ~1nH 0.25Q 500MHz

In the table, the disc capacitor is assumed to have atotal length (measured from the tip of
one lead, through the disc body, to the tip of the other lead) of about 10mm. The 100MHz
test frequency considerably exceeds the 17MHz self-resonant frequency in this case, so
the effective series resistance is due more to the lead inductance, rather than to the intrin-
sic capacitance. By exerting alittle effort to shorten lead length, it is possible both to
increase the self-resonant frequency and reduce R by modest amounts.

It should be reiterated that loss is a strong function of both frequency and dielectric com-
position. Thus, the resistance values in Table 6 cannot be treated as universal constants.
Your mileage may vary.
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4.0 Inductors

We have aready incorporated inductance in many of the foregoing equations in a piece-
meal manner. We now present a number of additional formulas for commonly-encoun-
tered geometries. In all that follows, the equations strictly apply only at DC, unless stated
otherwise. At high frequencies, inductance drops because the shrinking of skin depth
causes the contribution of internal flux to diminish. Fortunately, internal flux generally
accountsfor only asmall percentage (e.g., below 5%) of thetotal, so its reduction does not
cause dramatic changes in the overall inductance. Nonetheless, it is worthwhile avoiding
unpleasant surprises by knowing explicitly what assumptions have gone into the deriva-
tions of formulas.

4.1 Flat sheets

We' ve already presented aformulafor the inductance of a current sheet. We repeat it here
so that all the inductance formulas are in one place for easy reference:

| | 7 |
=K [%m%ﬁvg WJ = 2x10 {oslngﬁvg WJ ©)

sheet

4.2 Wireinductors

It isfrequently desirable to know the inductance of lengths of conductor, either because
parasitics need to be quantified, or because one desires to use the inductance as a circuit
element. If we may neglect the influence of nearby conductors (i.e., if we assume that the
return currents are infinitely far away), the DC inductance of around wireisgiven by

o I
In| -7 In|
L~[In E%D_OISJ = 2x10 I[In E%D—OJS} (7

21
For a2mm long standard | C bondwire, this formulayields 2.00nH, leading to an oft-cited
rule of thumb that the inductance of thin, round conductorsis approximately 1nH/mm.
Notice that the inductance does grow faster than linearly with length because thereis
mutual coupling between parts of the wire (i.e., there is aweak transformer action) with a
polarity that aids the inductance. From the logarithmic term, however, we see that this
effect is minor. For example, going from 5mm to 10mm changes the DC inductance per
mm from 1.19nH to 1.33nH (at least according to Eqn. 7). The inductance is similarly
insensitive to the wire diameter, so even the larger conductors found in discrete circuits
possess inductances of the same general order (e.g., 0.5 nH/mm).

If there is a conducting plane nearby, defined loosely as closer than a distance approxi-
mately equal to the length of the wire, then the inductance will be noticeably lower than

6. The ARRL Handbook, American Radio Relay League, 1992, p. 2-18. The proximity of conducting planes
may beignored as long as they are located a distance away equal to one or two lengths, at minimum.
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that given by Eqgn. 7. Intuitively, this reduction comes about as follows. Current flowing in
the wire (which may be thought of, say, as positive charges moving in the x-direction)
induces an image current in the ground plane (e.g., negative charges also moving in the x-
direction). Opposite charges moving in the same direction are equivalent to two currents
flowing in opposite directions, so their magnetic fieldstend to cancel somewhat, leading to
areduction in magnetic flux. The closer the plane, the more dramatic the reduction in flux
(and, therefore, in inductance).

4.3 Air-core solenoids

Although our focusis on components that may be realized in alargely planar universe,
more inductance per volume can be obtained with a classic 3-D textbook structure: the
single-layer solenoid:

FIGURE 3. Single-layer solenoid

- | -

T

Assuming that, unlike the inductor shown in the figure, the turns are tightly packed
(“close-wound”), the inductance in microhenriesis given by afamous formula presented
by Wheeler in the late 1920s:

VVVVVV VYV VYV VYV
nturns

n2r2

or + 10l

~

(8)

wherer and | areininches.” In S| units, the formulais;

ponznr2

L=—— | 9
| +0.9r ®

where afree-space permeability is assumed. These formulas provide remarkable accuracy
(typically better than 1%) for close-wound single-layer coils aslong asthe length is
greater than the radi us.8

7. H. A. Wheeler, “ Simple Inductance Formulas for Radio Cails,” Proceedings of the IRE, v. 16, no. 10,
October, 1928, pp 1398-1400.

8. Asdiscussed later, the best Q is generally obtained when the winding pitch is approximately twice the
wire diameter.
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For those interested in the origin of this famous and very widely used equation, its deriva-
tion begins with the standard undergraduate physics equation for an infinitely long sole-
noid. For any segment of length | of thisinfinite structure, the inductance in SI unitsis
given by

2.2
U _N“TIr
L = uonz'la‘ =2 o (10)

where Aisthe cross-sectional area of the solenoid and n is the number of turns contained
in the segment under consideration. The important thing to note is that the inductance
drops as the solenoid lengthens, all other parameters held constant.

The magnetic field strength along a finite-length solenoid naturally diminishes near the
ends. The inductance therefore drops; the solenoid acts asiif it were longer than its physi-
cal length. If the solenoid is very much longer than its radius, the finiteness is not felt as
acutely. Thus, the correction for end effects is afunction of the length-to-radius ratio. A
famous paper by Nagaoka provides a table and curves for the correction factor, and later
work by Grover provides an infinite series which may be truncated as necessary for a
given level of accuracy. From these works one may discern that, as afirst approximation, a
simple estimate for the effective electrical length isthe physical length, augmented by the
radius. This ad hoc correction is similar to that for the fringing term in capacitors, and
turns out to be surprisingly good:

2
uonznr

L= — (11)
| +r

Thisformulais perfectly respectable, but more rigorous analysis reveals that it does
underestimate the inductance dli ghtlyg. Wheeler’s formula does a better job simply by
adding 90%, rather than 100%, of the radius to the length.

The effective shunt capacitance across the inductor terminals depends on the boundary
conditions to a significant degree. For example, if one terminal is grounded, the effective
capacitanceis largely independent of the capacitance between adjacent turns. Rather, it
depends more on external fringing. This latter capacitance is somewhat difficult to com-
pute analytically. To the best of the author’s knowledge, no analytical solution has ever
been published. Consequently, the best we can offer here is a semi-empirical formula
which assumes that the wire insulation has a relative dielectric constant close to unity, in
addition to one grounded terminal. Within the validity of these assumptions, the effective
shunt capacitance is approximately1°

9. Actualy, for rather loosely wound coils, the ad hoc approximation actually tends to do a bit better than
Wheeler’s formula, because flux density dips in the space between the windings. The consequent reduction
ininductanceis small, but may be accounted for by treating it as an additional effective increase in length.

10. Thisequation is based loosely on dataand aformula due to Medhurst, Wireless Eng., Feb., 1947, pp. 35-
43, and March, 1947, pp. 80-92. The coefficients have been chosen to improve accuracy and reduce com-
plexity over Medhurst's formula, aswell asto employ S| units.
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Cznso[OAEtl) +lg+0.9A/D/IJD. (12)

This equation matches Medhurst’s data within 5% for I/D valuesranging from 0.1 to 50.11
Note that the primary dependence is on the coil diameter, with a weaker dependence on
total length. Hence, for a given value of inductance, the highest self-resonant frequencies
tend to be obtained with coils possessing the smallest radii. Regrettably, the resulting coil
form factor is generally at odds with the goal of maximizing Q.

To obtain accurate estimates of the total shunt capacitance, one must be careful to account
also for the capacitance associated with any length of ungrounded lead. For this purpose,

one may use the formulafor the capacitance of an isolated wire, repeated here for conve-

nience:

2"-[ _11

One problem with solenoid structuresis that they are not self-shielding. Unwanted, and
very troublesome, coupling can therefore occur between the inductor and other parts of a
circuit, with attendant negative performance implications. Cylindrical shields are thus
often placed over such inductors. However, such a shield is uncomfortably similar to
(actually, the same as) a shorted single-turn secondary transformer winding. To avoid seri-
ous reduction of inductance and Q from induced image currents (also known as eddy cur-
rents), the shield’s diameter should be at |east twice that of the coil (and preferably more)
to place the image currents a reasonably large distance away and render their effects negli-
gible.

An dlternative is to use atoroidal inductor. Such a structure is magnetically (but not elec-
trostatically) self-shielding if the core material is of sufficiently high permeability. The
magnetic flux will then be concentrated in the core, leaving little to leak out. Sadly, all
known magnetic core materials are rather lossy at high frequencies, so toroids are widely
used only at lower frequencies (e.g., typically well below afew hundred MHZz).

Most manufacturers of toroids specify the core’s “A| " value, which they often cite as
some number of mH per 1000 turns. Unfortunately, that convention implies alinear
dependence of inductance on the number of turns, and this often trips up the uninitiated
(or the slegpy). A more rigorous unit would be nH/turns?, which uses the same numerical
valueasA .

In addition to the inductance value and parasitic shunt capacitance, effective seriesresis-
tanceis of great importance. To estimate it, one would be tempted quite naturally to make
use of the skin effect formula. Unfortunately, that formula assumes a uniformly illumi-
nated semi-infinite block of conductor. In a solenoid, however, the conditions are quite

11. Medhurst claims much better accuracy for hisformula, but in fact his maximum error is as large as 8%.
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different: the magnetic field of one turn affects the current distribution of neighboring
turns, so that the boundary conditions (and consequently, the effective cross-sectional
areas) are considerably modified. Use of the skin effect formulatherefore usually leads to
rather gross errors. In particular, it predicts that Q should ultimately increase as the square-
root of frequency, since the inductive reactance increases linearly with frequency, while
the skin resistance grows as its square-root. In reality, Q does increase approximately in
thisfashion only at the lower frequencies, then generally reaches aroughly constant value
over areasonably broad frequency range, before plummeting as resonance is approached.
The broad constant range is due to eddy current losses in one turn induced by the current
flowing in nearby turns. These losses increase approximately linearly with frequency,
causi ng the ratio of inductive reactance to effective resistance to approach a constant
valuel?. Then, asone approaches resonance, the net reactance plunges, causing Q to do so
aswell.

Now, we know that interaction among turns must be considerable, for if it were not, induc-
tance would grow only linearly, rather than quadratically, with the number of turns. It is
thisinteraction that also explains the loss behavior, as well as why the maximum Q occurs
for aparticular turn-to-turn spacing: If the turns are too close together, the interaction
greatly reduces the effective cross-sectiona area, thereby increasing resistance. If the
turns are too far apart, the total wire length increases, again increasing total winding resis-
tance. At some intermediate value of spacing, Q is maximized. A number of studies have
shown that using awinding pitch approximately equal to twice the wire diameter, setting
the solenoid length at approximately twice the diameter, and using the largest practical
diameter allowed by, say, self-resonance criteria, produces the maximum Q for typical
solenoids!3. Fortunately, the optimum conditions are relatively flat, so the Q value
achieved is not overly sensitive to departures from the optimum conditions.

Given the foregoing observations, one may apparently use a skin-effect based calculation
only to establish alower bound on the series resistance. Sadly, there is no ssmple general
formulato predict the effective RF resistance for an arbitrary coil design, despite a consid-
erable number of efforts dating back to the 1920s. Readers are invited, even encouraged,
to take up this problem and solve it. The best that exists presently is still perhaps the com-
plicated formula, involving multiple lookup tables, found in Terman’s classic, Radio Engi-
neer’s Handbook. 14

Thelast bit of data that might be useful in designing these coils concerns the properties of
wire. The conductivity of pure copper is about 5.7x10’S/m. The diameter of bare copper
wireisusualy presented in tabular form, but a simple (though approximate) formulais

12. Dielectric loss behaves similarly, and may contribute significantly to Q degradation if the electric field
of theinductor permeates lossy dielectric materials.

13. For areview of some of these studies, see RCA Radiotron Handbook, 2nd ed., 1942. See also F.E. Ter-
man, Radio Engineer’s Handbook, first edition, McGraw-Hill, 1943. Terman shows that the optimum pitch
is actually aweak function of the length-to-diameter ratio. Since the optimum Q isitself not a strong func-
tion of pitch, the rule of thumb given is usually adequate.

14. McGraw-Hill, first edition, 1943, pp. 77-83. The equations presented there are based largely on the
extensive work of Butterworth in the late 1920s and early 1930s.
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0.32
= (14)
10(AWG) /20

where the diameter D isin inches, and AWG is the (American) wire gauge. Thisformula
yields values correct to within about 2% for wires between 10 and 40 gauge, arange that
spans the most commonly used sizes. Note that it implies a decrease in diameter by afac-
tor of ten for every wire gauge increase of 20, so the relative behavior of the wire gauge on
diameter isthe same as that of voltage expressed in dB.

There is no correspondingly simple formula for enameled wire, but adding an arbitrary
0.0045" to the values for bare wire yields diameters that are typically correct to approxi-
mately 5% or better. It should be mentioned that insulator thicknesses vary somewhat
from manufacturer to manufacturer, so values calculated from these equations must be
verified in al cases where it matters. These formulas are presented mainly as guides for
back-of-the-envel ope types of calculations.

4.4 Single loop

Another useful formulaisfor the inductance of asingle loop. Despite the ssmplicity of the
structure, there is no exact, closed-form expression for its inductance (elliptic functions
arise in the computation of the total flux). However, a useful “cocktail napkin” approxima-
tionisgiven by:

L=p,Tr. (15)
Thisformulatells usthat aloop of 1mm radius has an inductance of approximately 4nH.

In deriving this approximation, the flux density in the center of the loop is arbitrarily
assumed to be one-half the average value in the plane of the loop, then the inductanceis
computed as ssimply the ratio of total flux to the current. In view of the rather coarse
approximation involved, it is remarkable that the formula does as well as it typically does.

Note that, for asingle turn and in the limit of zero length, Wheeler’s formula (Egn. 8 and
Egn. 11) converges to within about 11% of pTr.

Much better accuracy is provided by the following equation, which takes into account a
nonzero wire diameter as well as magnetic coupling among infinitesimal wire segmentsls:

Lzuor[lnDaD—Z] (16)

where a isthe radius of the wire. With this equation, we see that Eqn. 14 strictly holds
only for an r/a ratio of about 20.

15. Ramo, Whinnery and Van Duzer, Fields and Waves in Modern Radio, Wiley, 1965, p. 311.
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To make a crude approximation even more so, Eqn. 14 can be extended to non-circular
cases by arguing that al loops with equal area have about the same inductance, regardless
of shape. Thus, we may also write:

L= poﬁ, 17

where A isthe area of the loop. A closed contour of one square centimeter area has an
inductance of about 7nH according to this formula. This equation, very approximate as it
is, turns out to be quite handy in estimating the magnitude of various component and lay-
out parasitics, as well asin evaluating the likely efficacy of proposed layout changes.

We can check the reasonabl eness of these equations by considering the inductance of a
loop of extremely large radius. Since we can treat any suitably short segment of such a
loop asif it were straight, we can use the equation for the inductance of aloop to estimate
the inductance of a straight piece of wire.

WEe've aready computed that a circular loop of 1mm radius has an inductance of 4nH, so
we have roughly 4nH per 6.3mm length (circumference), which isin the samerange asthe
value given by the more accurate formulas.

4.5 Magnetically coupled conductors

The magnetic fields surrounding conductors drop off relatively slowly with distance. Asa
result, there can be substantial magnetic coupling between adjacent (and even more
remote) conductors. A measure of this coupling is the mutual inductance between them.
For two infinitesimally thin round wires of equal length, this inductance is given approxi-
mately by:

p'ol (RlO D
M=_" || -1+, 18
ZH[nEBD IJ (19

where | isthe length of the wires, and D is the distance between them.16 For a 10mm
length and a spacing of 1mm, the mutual inductance works out to about 4nH. Since the
inductance of each wire inisolation is about 10nH, the 4nH mutual inductance represents
a coupling coefficient of 40%. The logarithmic dependence of M on spacing means that
the coupling decreases rather slowly with distance, so one must be aware of the possibility
of unwanted coupling between non-adjacent conductors.

One model for coupled inductorsis an inductive T-network in cascade with an ideal trans-
former:

16. Thisformulais adapted from Terman, op. cit.
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FIGURE 4. Coupled inductors and circuit model
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In this model, L, and L, are the values each inductor has with no current flowing in the
other. Resistive losses, as well as parasitic capacitances, are not shown in the ideal model
of Figure 4, but should be taken into account in critical designs.

5.0 Summary

WEe' ve seen that seemingly ordinary components must be modeled in progressively more
sophisticated ways as frequency increases. Nominally simple components are seen to have
important behaviors that may be ignored only at low frequencies. Even resistors, capaci-
tors and inductors must be treated as complicated impedances for proper design of micro-
wave circuits. As an aid to developing appropriate models, this chapter has presented
numerous equations and rules of thumb for estimating parasitic inductance and capaci-
tance.
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Time Domain Reflectometry

1.0 Introduction

Both time- and frequency-domain characterizations provide comprehensive information
about a system. The latter require the ability to generate and measure sinusoidal voltages
and currents over abroad frequency range. The network analyzer, in either scalar or vector
incarnations, is an example of such an instrument.

An aternative is to use time-domain methods to characterize a system. The principal tool
of thistype isthe time-domain reflectometer (TDR), which isin essence a miniature radar
system. The TDR launches a pulse (“the main bang”) into the device under test, and
observes any echoes. Thetiming of areflection with respect to the main bang indicates the
location of adiscontinuity, and the shape of the reflected pulse conveys important infor-
mation about its nature. With areflectometer, then, one can quickly locate and characterize
both resistive and reactive discontinuities (and evaluate their fixes). A network analyzer
can provide thisinformation as well, but requires considerably more labor to do so.

In this chapter, we study how a TDR works, and then show how to build a simple pulse
generator that is a handy instrument in its own right. A small modification of the pulse
generator yields afast risetime step generator which can be used in conjunction with afast
oscilloscope to construct a surprisingly inexpensive TDR with sub-nanosecond capability.

2.0 Applicationsof TDRs
There are two primary applications of TDRs: finding and characterizing impedance dis-

continuities. These capabilities trandate directly into the ability to correct defects and
evaluate the quality of any compensation performed.

2.1 Locating discontinuities
A TDR consists of just two main modules: a pulse generator, and an oscilloscope:

FIGURE 1. Time domain reflectometer
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A pulse generator applies afast risetime step to the device under test (DUT). A portion of
the signal is tapped off and fed to an oscilloscope, whose sweep is synchronized with the
step. The synchronizing signal istimed to allow the display of the voltage both abit before
therising edge and well after.

A pulse’srisetime determines its spectral content and, hence, the bandwidth over which
the TDR can perform a useful characterization. Similarly, the oscilloscope’'s bandwidth
must be consistent with the desired characterization bandwidth. A common rule of thumb
isthat the —3dB bandwidth of a step isrelated inversely to the 10-90% risetime as follows:

f_s4gt, =0.35 (1)

This relationship, athough strictly correct only for single-pole systems, allows us to esti-
mate the performance requirements of a TDR system. For example, suppose we wish to
characterize atransmission line up to 10GHz. Using our rule of thumb, we find that the
TDR’srisetime must be shorter than about 35ps. The fastest commercially available TDRs
are capable of characterizing systems beyond S0GHz, implying risetimes of under 7ps.1

The risetime of the incident pulse determines not only the bandwidth over which the sys-
tem is characterized, but also the spatial resolution of the characterization. If a pulse
reflects off of a discontinuity some distance x4 from the source, the total time taken in the
round trip back to the sourceis

t _ 2X4 @
prop
Vorop
So that
t Vv
pProp pro
Xy = 72'0 P 3)

where vy is the propagation velocity. Clearly, if the pulse’s risetimeis too slow, then
reflections will be obscured during the rising edge. Roughly speaking, the spatial resolu-
tion is approximately equal to the distance traveled during the risetime. The first reflecto-
meters were developed to locate faults in very long cables, where the ability to pin down
the location of an open or short to within 100 meters or so suffices. Given that the speed of
light along atypical cable is about 60-80% of the free space value, the corresponding
delay is about 4ns per meter. Risetimesin the range of hundreds of nanoseconds, imply-
ing bandwidths in the low MHz range, therefore can be satisfactory for such cable fault-
finding applications. The far faster sub-10ps risetimes cited earlier for today’s leading
edge gear correspond to the ability to locate discontinuities to a resolution of afew milli-
meters in free space. Such risetimes and their corresponding spatial resolutions are much
more compatible with the size of typical microwave circuit elements and modules.

1. Herewe are excluding systems that employ cryogenics and superconductors.
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It is not necessary to know the propagation velocity to locate a discontinuity, despite the
seeming implications of Eqn. 3. With microstrip, for example, just run afinger along the
line while observing the TDR trace. When the bump produced by your finger coincides
with the bump produced by the discontinuity you' re trying to investigate, you’ ve found it:
the discontinuity will be right underneath your finger. (Of course this method should not
be used if the TDR pulseis of an unusually high power!)

2.2 Characterizing discontinuities

One reason that the TDR is so valuableisthat it conveys much more information than
merely the location of discontinuities. That thisis so ismost directly understood from the
relationship between the reflection coefficient and the termination impedance:

Z -1
r=_tn @)
ZLn +1

where Z, , is the normalized |oad impedance:

N

L

Z =
Ln
Zy

Q)

Note that the reflection coefficient is a complex quantity in general, possessing both a
magnitude and phase (or real and imaginary part). It thus contains information about how
the spectral components of the step response are modified in reflecting off of the disconti-
nuity. Note also that I contains similarly compl ete information about the load impedance
(Egn. 4 may be solved for Z; , interms of I"). Adding the assumption of linearity allows us
to bring to bear on the problem all of the powerful tools of linear system theory. In partic-
ular, finding the step response is amoldy staple of system theory, and that is precisely
what the TDR displays. Even though we'll start with aforma mathematical approach,
we' |l quickly examine afew representative cases to extract physical insight to see how
one might guess the correct answer for these and many other cases of practical relevance.

The response to any input is the sum of the input excitation as well as any reflection that
arises. Thereflectionismerely I' timesthe incident signal. Hence the transfer function that
relates the total output to the input is

2Z
O0““Ln O
= + = -
H(s) = 1+T DZL + 10 (6)
n
When using this equation, it's important to keep track of the fact that the inverse Laplace
transform of Eqgn. 6isonly valid for times greater than the roundtrip time-of-flight,

2Xy 0

prop -
Vprop

t
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Before this time, the response isjust the value of the input alone (e.g., one volt if we have
assumed a unit step excitation).

Using these relationships, it is straightforward to determine the TDR traces for several
commonly encountered cases. For example, consider open- and short-circuit loads. In
those two cases, the normalized load impedances are infinite and zero, respectively, with
corresponding values of two and zero for H(s). Keeping in mind that these values apply
only after the time-of-flight delay, the unit step responses thus appear as follows:

FIGURE 2. Idealized TDR trace for open, shorted and resistive loads

2V Z =
Z>2g
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Z <2y
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For resistive loads in between these two extremes, the step response will jump to some
level between zero and 2V. If the load resistance is less than the characteristic impedance,
thefinal value will be below 1V. If greater, the final value will lie between 1V and 2V; and
if equal to Zy, no discontinuity will be observed.

Now consider the step response when reactive loads terminate aline. If theload element is
a capacitance, then

2Z, _ 2 _ 2
Z . *1 1+i 1+sz,C

ZLn

(8)

Thisis simply the transfer function of a single-pole low-pass filter, whose step response
should be familiar:

FIGURE 3. Idealized TDR trace of capacitively terminated transmission line
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In like manner, the step response for any number of discontinuities can be readily deter-
mined. Without providing detailed derivations (which are left as a pleasant exercise for the
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reader), hereis ashort catalog of simple, but practically relevant, discontinuities and their
corresponding TDR traces:

FIGURE 4. Idealized TDR tracesfor several discontinuities (incident amplitude=1V in all cases)
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The shapes of the TDR traces can be anticipated from purely physical arguments with a
minimum of mathematics. In all of the reactive examples, there is only one time constant
because we have considered only single-reactance loads. A single time constant implies a
single exponential factor. An inductive termination (case a) appearsinitially as an open
circuit, but ultimately acts as a short. The time constant of the exponential transition
between these two conditions is the ratio of inductance to the effective resistance it sees
(here, Zy). In case c, the inductance sees atotal resistance of 27 (one Z each to the left
and right), and the final valueis 1V.

In case b, that of a series resistive discontinuity, the step response must jump up because
the effective load resistance is the resistance as viewed from the discontinuity to the right.
Here, that is the sum of R and Z,. A simple voltage divider equation yields the result
shown in the figure (just remember that the open-circuit step amplitudeis 2V).

Arguments similar to the foregoing can be used to sketch the TDR tracesfor the rest of the
examples given.

In practice, the observed TDR traces will differ (perhaps greatly) from the idealized ones
shown in the figure. The main difference is due to the finite risetime of the step excitation.
If one considers a practical step to be the result of low-pass filtering an infinitely fast one,
the actual TDR traces may be deduced by low-passfiltering theideal tracesthrough afilter
whose step response has the same risetime as that of the actual step. Thisfilter will Slow
down rising edges and cause a rounding of sharp corners.

2.3 Parameter extraction

Using our catalog of TDR traces, it is often possible to measure small inductances and
capacitances, or even extract a more complex circuit model, from a measured step
response. To do so requires that we consider explicitly how the limited bandwidth of all
real systems affects the shape of the waveform. As a specific example, consider a shunt
capacitive discontinuity:

FIGURE 5. Ideal and morerealistic TDR tracesfor shunt capacitance
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The reflection coefficient is seen to have a pole at afrequency given by

w= 2 (10
cz,

Spectral components above this pole frequency are attenuated by the low-pass filter effec-
tively formed with the capacitor. Thisfiltering isthe reason for the change in shape shown
in Figure 5. The sharp edge gets smeared out, resulting in the smooth bump shown in the
bottom trace. If, asis usually the case, the capacitive discontinuity is small enough that
thisfiltering effect may be neglected, then the reflection coefficient may be approximated

by

—SCZO
M= 1
5 (11)

The incident and reflected signals thus may be related approximately by a derivative:

-CZ,dv,
V. =TV = — (12)
r ! 2 dt

The peak value of V, is proportional to the peak value of the input slope, and thus C is
approximately

-1 -1
o Vv Y, Mo -
z, " z, M

where V; hcisasshownin Figure 5, V; is the amplitude of the input step, and 7 isthe time
constant of the input step. (We have used the fact that, for a single-pole system, the maxi-
mum slope of the step response is simply the amplitude of the step, divided by the time
constant.) The 10%-90% risetime of a step is approximately equal to 2.2t, so we could
also write:

0

~ ‘Vr,pk‘ [fLseD
11z, Hy O

(14)

An analogous derivation for the case of a series inductive discontinuity yields the follow-
ing estimate:
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-1 ZV
L=27V Vi ~ 0 rpk dLSED (15)
0Vr Ly U 11 Oy O
|

where atypical waveformisasfollows:

FIGURE 6. Somewhat morerealistic TDR trace for seriesinductance
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This method can provide remarkable measurement resolution. Suppose, for example, that
agiven TDR system possessed the ability to resolve avoltage as small as 1mV, along with
al5psrisetime, 1V step. The smallest measurable capacitance and inductance would be
about 0.3fF and 0.7pH! Needlessto say, it is exceedingly difficult to make measurements
of such small values using any other method. From this calculation, it is clear that even
relatively insensitive, slow TDR systems are capable of impressive measurements of
inductance and capacitance.

2.4 Compensation

By identifying the location and type of discontinuity, the TDR enables you to design com-
pensators, should that prove necessary. Because of the speed with which TDR character-
izations may be performed, the efficacy of any compensation scheme israpidly evaluated.
As a specific example, consider the mitered bend:

FIGURE 7. Mitered bend

The optimum amount of mitering is easily determined experimentally with a TDR. Pieces
of the corner are dliced off until the reflections are minimized. To achieve this same result
with, say, avector network analyzer, or aslotted line SWR measurement would require
more (and perhaps considerably more) work.

An important consideration is that a given discontinuity may mask the existence or size of
other discontinuities further down the line. For example, alarge series inductance (or a
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large shunt capacitance) may reduce the bandwidth of the TDR pulse downstream of the
discontinuity, reducing the ability to characterize discontinuities past the inductor. There-
fore, the proper method is to fix the discontinuity nearest the source first, retest with the
TDR, fix the next discontinuity, and so forth until al problems are fixed.

3.0 Summary and Conclusions

The TDR is an indispensable complement to traditional frequency-domain equipment,
permitting the characterization of microwave systems over a broad frequency rangein a
remarkably short time. The ability to locate discontinuitiesis a particularly valuable capa-
bility of TDRs, asistherelated ability to evaluate expediently the quality of any compen-
sation methods over a broad band of frequencies.

4.0 Projects. Homegrown Fast Pulse and Step Generators

The art of fast pulse and step generation is highly specialized, and it is unrealistic to
expect to generate pul ses with risetimes competitive with state of the art instrumentsusing
what’s available in the typical home laboratory. However, you may be pleasantly surprised
tofind that it isn’t difficult to generate pulses with risetimes in the neighborhood of 200ps
using components readily available to hobbyists. Such a pul se generator is especialy valu-
able for evaluating the quality of oscilloscopes and particularly of scope probes.

A trivial modification to the pulse generator convertsit into atriggerable step generator
with 200ps risetime. The risetime is short enough to locate discontinuities to a resolution
of approximately 7cm in free space, or roughly 5cm in microstrip. When coupled with a
suitably fast oscilloscope, the step generator enables the time-domain characterization of
circuits up to approximately 2GHz, making it a good match with the homegrown focus of
this book, with BNC connectors mated to microstrip on FR4.

4.1 Free-running sub-ns pulse generator

Of the possible ways to generate fast pulses, the most economical for hobbyists is unques-
tionably to make use of an abnormal mode of transistor operation: avalanche breakdown.
In thistype of breakdown, the collector voltage is high enough to rip electrons from their
orbits, creating hole-electron pairs. The electrons accel erate toward the positive terminal
(here assumed to be the collector), while the holes accel erate toward the base. As the freed
carriers accelerate, some bash into other silicon atoms, creating still more hole-electron
pairs, and so on, causing arapid increase in collector current.

The following pulse generator circuit exploits this avalanching:
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FIGURE 8. Avalanche mode pulse generator

é >
AV < 500
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Inthiscircuit, the collector supply voltage is chosen well above the transistor’s breakdown
voltage, and its precise valueis not at all critical. However, under no circumstances
should you derivethisvoltage directly from the mains; it is ssmply too dangerousto do
so! Rather, a battery-operated circuit is highly recommended. A particularly handy source
of high voltage is the xenon flash circuitry of disposable cameras. These often may be
obtained at low cost (or even free) from neighborhood photo labs. Typically 200-300V
may be found across the one large capacitor in those units, and this level of voltageis
more than adequate to avalanche almost any transistor of interest. Exercise caution when
removing the board from the camera case, and certainly while wiring it up. The main
capacitor can store a dangerous amount of charge for quite some time.

The capacitor C; may be made out of copper foil tape over ground plane on 1/16” FR4. A
good starting value is a square strip approximately 0.75cm on aside. Foil may be added or
trimmed as necessary to adjust pulse duration and amplitude.

Once avalanching begins, the collector current increases rapidly for two reasons. Oneis
the direct effect of avalanche electron multiplication in the collector, and the other is the
increase in base current produced by the avalanching holes. The increased base current
increases the collector current through ordinary transistor action. This positive feedback
mechanism is enhanced by biasing the base through arelatively large impedance to allow
the hole current that comes out of the base to raise the base voltage significantly.

The collector load resistor R, is quite large, so the collector current is actually supplied by
the capacitor during the avalanche time. The large collector current quickly depletes the
charge in the capacitor C; , dropping the collector voltage below the avalanche threshold,
rapidly terminating the flow of current. The capacitor recharges slowly through the R,
and eventually causes another avalanche. The pulse repetition frequency is therefore
determined by the product of R__and C, , and istypically in the range of tens to hundreds
of kHz with commonly used values.

The pulse width depends on the size of the collector capacitor (larger capacitances lead to
taller and wider pulses) and the characteristics of the transistor. Low collector-base capac-
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itance is favored to allow the base and collector to move in opposite directions. A more
critical parameter istheratio of BV cgp t0 BV cgo. The former is ameasure of collector-
base breakdown voltage with the emitter open-circuited, while the latter is the breakdown
voltage with the base open-circuited. Thelatter isaways smaller than the former precisely
because of the same positive feedback mechanism aready described. For most small-sig-
nal transistors, the ratio of these two breakdown voltagesfallswithin therange 1.5-2, but a
few (such asthe 2N2369 or Zetex FMMT-417) exceed 2.5 or s0. Those few are the ones
that are particularly well suited for making avalanche pulsers.

It is important to underscore that transistors are almost never specified by manufacturers
for avalanche mode operation. Even if you do find atransistor that avalanches well, you
should not expect all transistors of agiven typeto avalanche similarly. Consequently some
hand selection will generally be necessary. That said, typically more than 75% of a given
batch of 2N2369 transistors will avalanche well enough to provide a5-10V peak pulse
into 50Q with rise and fall times close to 200ps, speeds which were state of the art for
expensive laboratory instruments in the mid-1960s. The ~1A/ns current Slew rate is quite
difficult to achieve through conventional means, so having to try a handful of transistors
seems amodest price to pay indeed. This high aslew rate also underscores the importance
of assiduously reducing parasitic inductance in series with the emitter circuit: just 1nH of
stray inductance drops a volt!

The pulse generator is a versatile instrument with multiple uses in high-speed work. As
one specific example, the bandwidth of a scope-probe combination can be rapidly evalu-
ated with such a generator by observing the displayed rise and fall times. Aberrations
introduced by defective or improperly calibrated instruments and cables are also readily
observed. Given that the typical aternative isto measure frequency response by sweeping
asinewave generator over a GHz range, the pulse generator is clearly an extremely inex-
pensive option.

4.2 Triggerable sub-nsstep generator

Sometimes it is more convenient to generate fast pul ses that possess widths significantly
longer than the risetime, that is, we might wish to generate approximations to step wave-
forms. Thisis particularly so for TDR purposes, where we often desire to evaluate step
responses directly. Fortunately, we can modify the pulse generator without too much trou-
ble and convert it into a step generator:
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FIGURE 9. Avalanche mode step generator

Here, the potentiometer is adjusted to place the transistor just below the threshold of spon-
taneous avalanching. A positive-going trigger pulse pushes the transistor over the edge,
initiating the avalanche. The output pulse duration is afunction of the size of the collector
capacitance. For best results, the collector capacitance should be realized as the paralé
combination of amicrostrip and a chip capacitor. The pulse width should be chosen much
longer than the full roundtrip time along the longest line you desire to characterize. The
risetime determines the shortest distance away from the source where a discontinuity may
be discerned. The shorter the risetime, the shorter the resolvable distance.

Thiscircuit is abit twitchy, and periodic adjustment of the potentiometer is generally nec-
essary to compensate for drift with temperature, and for changes in the actual value of the
high voltage.

The need for atrigger can be removed by adjusting the potentiometer well above the ava-
lanche voltage. The circuit then free runs with a pulse repetition frequency determined by
the collector load network. The circuit remains sensitive to the trigger, and synchroniza-
tion of the circuit to an external signal whose frequency is somewhat above the free-run-
ning frequency is possible.

5.0 Further Reading

An excellent applications note on the use of the TDR may be found in the February, 1964
issue of the Hewlett-Packard Journal (vol. 15, no. 6).
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Network Analyzers

1.0 Introduction

The development of the automatic vector network analyzer (VNA, or simply network ana-
lyzer) has revolutionized the characterization of microwave circuits. By computing all of
the s-parameters of a network over a broad frequency range, the network analyzer pro-
vides the designer with a comprehensive overview of circuit behavior that would be
extremely cumbersome to obtain manually.

This chapter begins with a description of one instrument that the VNA has largely dis-
placed, the dotted line. There are several motivations for this retrospection. Oneis peda-
gogical, for the slotted line affords us an opportunity to investigate directly the
quintessential wave phenomena of reflection and interference. Another is practical,
because the dlotted line exploits these phenomena to measure impedance at high frequen-
cies with comparatively inexpensive equipment. Yet another is that important calibration
issues that also apply to the VNA are quite naturally introduced with the dlotted line.
Finally, the labor involved in making accurate measurements with a slotted lineislarge
enough to explain what motivated development of the network analyzer.

A detailed description of the VNA follows, along with illustrative examples of how itis
used. Thereisafocus on identifying and mitigating sources of error, along with acompre-
hensive description of calibration techniques, because much of the modern VNA's power
derives from its ability to characterize and remove its own errors.

The chapter concludes with instructions on how to build an inexpensive slotted line sys-
tem capable of measuring impedance over a 1-5GHz range.

2.0 The Old Days. Sotted Line Impedance M easurement

Prior to the development of the network analyzer, characterization of microwave systems
was a cumbersome process. Consider first the basic problem of measuring impedance. At
low frequencies, it isarelatively simple matter to use a bridge measurement technique, or
to excite a network with, say, a voltage and measure the current that flowsin response.
Finding the ratio of voltage to current is straightforward, even if one must keep track of
the relative phase between them in order to compute both the real and imaginary parts of
the impedance:

Z = \I/ = |71&? 1

As frequency increases, however, the situation gets progressively more complicated. Add-
ing to the usual difficulties associated with making instruments operate at high frequencies
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are the very significant problems of fixturing: the impedance of a given length of conduc-
tor perturbs the measurement more and more significantly as frequency increases.

A recurring theme in good engineering is the conversion of aliability into an asset (“it's
not abug, it'safeature”). In this case we acknowledge a priori the futility of trying to
reduce fixturing impedances to insignificant levels. Rather than attempt to quantify and
remove the effect of the fixturing on the measured impedance, we consider instead the
effect of the load impedance on the fixturing. To understand why this change in viewpoint
is so valuable, recall that voltage isindependent of position only along a properly termi-
nated transmission line (or waveguide). Any mistermination gives rise to areflection
which periodically interferes constructively and destructively with the incident wave, pro-
ducing standing waves along the line. The amplitude and phase of the standing waves
depend uniquely on the mismatch between the load impedance and the line’s characteristic
impedance, Z,. Measurement of the standing waves, coupled with knowledge of Z, thus
allows computation of the load impedance Z, . The core of thisimpedance measurement
method is therefore the bi-unique relationship between impedance and reflection coeffi-
cient:

|_\
+
=

ZLn = 2

[
|
—

where Z| , is the normalized |oad impedance,

N

L

Z =
L
n Zo

©)

and the reflection coefficient is a complex quantity:

r=re? (4

The mathematical basis for the measurement technique becomes clear by first expressing
the voltage along a transmission line as the sum of forward and reflected components:

V(2) = V,+V, =V, (e 4Py = ve P (1+1e?) ®)

where z = 0 is defined as the location of the load, with zincreasingly negative as one
approaches the source, and [ is the phase constant, 217A.

The magnitude of the line voltage as a function of position is
V(@) = Ve P @+rd®)| = v[(1+re®) = v/ (1+]re @ )] g
where @ is the phase angle of the reflection coefficient. Note from Eqn. 6 that the voltage

magnitude is periodic. These standing waves have a periodicity of A/2, so the distance
between, say, minima corresponds to Tt radians of phase:
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FIGURE 1. Typical plot of amplitude vs. position for two values of I'
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The minimum and maximum voltages occur when the exponential factor is—1 and +1:

V
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Vi (1+]T1) ®
The standing wave ratio (SWR) is defined as the ratio of maximum to minimum voltage:

Vmax _ 1+
V . 1-1r]

min

SWR =

(©)

From Egn. 9 it is clear that measurement of SWR allows the computation of ||

To compl ete the measurement, we need @, the phase of I". The key is to note that the mini-
mum voltage occurs when

1+[r| @2 = 1|1 (10)
or, equivalently,
0+2Bz= (2n+1) Tt (11
where nis any integer. Therefore, the phase of I can be computed from:
¢ = (2n+1) M- 2Pz (12)

where z ils the location of the minimum (again, z is a negative quantity in our coordinate
system).

A practical consideration isthat the precise location of the electrical reference planez=0
is not always obvious. As a consegquence an experiment is generally required to determine
this piece of information. The traditional (and simplest) method is simply to terminate the
linein as good a short circuit as possible. Clearly, the minimawill be nulls (ideally, any-

1. Inprinciple, one could also use the maxima in the measurement. However, the minima are sharper, so
that a given amplitude measurement uncertainty translates into a smaller (perhaps much smaller) timing
uncertainty than if the maximawere used.
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way), again periodically disposed aong the line. Any of these nulls may be taken asthe
location of the reference plane z= 0, although it is customary to choose the one closest to
the short. Pick one and record its position. Also note the spacing between successive min-
ima (thisis equal to A/2), so that you can readily compute the phase constant 3. Then
replace the short with the impedance to be measured. Measure SWR to enable a calcula-
tion of ||, and note the shift in the position of the minima relative to the zero reference
established with the shorted load, counting shifts away from the load as having anegative
sign. Plug that value into Egn. 12 and solve for ¢. Then use Egn. 4 in Eqgn. 2 to find the
(normalized) load impedance. The actual load impedance is found simply by multiplying
thisvalue by Z;,.

The beauty of thistechnique is that the fixturing does not need to be short compared with
awavelength. In fact, the fixture's length actually must exceed a half wavelength (and
preferably be several half wavelengths) in order for standing waves to be characterized.

The measurement requires knowledge of the voltage asit varies along theline. In turn this
requires that we have physical accessto the line. A dotted-line system therefore consists
of an air-dielectric transmission line (or waveguide) that is slit open to admit a probe
(whichis generally a simple high impedance diode detector capacitively coupled to the
line). The dlit and probe are carefully designed to minimize disturbance of thefields. In the
case of acoaxial line, alengthwise dlit in the outer conductor has aminimal effect because
no currents flow circumferentially. The primary effect of the dlit isasmall reduction in
capacitance per unit length and a consequent small increase in characteristic impedance. A
suitably narrow slit minimizes this effect to negligible levels and aso ensures a minimum
of radiation and its attendant |osses.2

The probe is mounted on a slider with a calibrated ruler so that its position aong the line
can be measured (a coaxial lineis shown, but a slotted waveguide also works):

FIGURE 2. Coaxial slotted line

Detector -« —»>
Dielectric
support >4
Cross section Side view (end connectors not shown)

In most slotted lines, the probe’s depth into the line is adjustable, alowing a tradeoff
between detector sensitivity and disturbance of the field pattern. Fortunately, the probe’s

2. Aslong asthe dlit is comparable to, or narrower than, the wall thickness, it will act much likea
waveguide far beyond cutoff. As aresult, it isalmost always the case that radiation can be considered truly
negligible, and many texts don’t even bother to mention the possibility of radiation at all.
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presence does not affect the location of nulls (because the electric field is zero there), so
the probe may be adjusted for high sensitivity for determining that data accurately. How-
ever, the probe will affect the shape of the standing waves, with distortion increasing with
amplitude, leading to errors in measuring the value (and location) of the peaks. The
amount of asymmetry in amplitude-vs.-position provides a qualitative assessment of probe
disturbance.

2.1 An example

Having described the method and equipment, it’s helpful to go through an actual numeri-
cal example to elucidate the procedure.

Step 1: Establish the location of the reference plane: Connect a short-circuit load and note
the location of the minima (which should be nearly nullsif the short is reasonably good,
and if line losses are negligible). Feel free to increase the probe depth for greater detector
output to allow a more accurate pinpointing of the null locations.

Assume for our example that these minima occur at z=—-1mm, —121mm, and —241mm.
Note also that the wavelength is twice the distance between nulls, or 240mm.

Step 2: Replace the short with the impedance to be measured. Withdraw the probe enough
to reduce distortion of the pattern (as evaluated by symmetry), and aso verify that the
probe output is small enough to lie within its calibrated range. Readjust probe position if
necessary to satisfy both requirements. Note both the voltage SWR and the new locations
of the minima. If, asis generally the case, the probe produces an output voltage propor-
tional to power, don't forget to compute the SWR by taking the square root of the ratio of
the probe output at the maximaand minima.

Assume for our example that the measured SWR is 1.6 and that these new minima are
located at z=—-41mm, —161mm, and —281mm.

Step 3: Choose one of the null positions from step 1 asthe origin, and calculate the differ-
ence between this coordinate and the corresponding minimum observed with the load con-
nected.

Here, choose z=—-1mm asthe origin (it's the closest to the load). Then the displacement
we use in the calculation of @ is—41mm — (—1mm) = —-40mm. Given a wavelength of
240mm, we compute @ as

41t 51t
= (2n+1)t—-2Bz = 11— -40mm) = — 13
o= ( ) B 240mm( ) 3 (13)

where we have arbitrarily chosen n = 0.
Step 4: Computel.

First find |I'| from the SWR measurement:
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= SVR=L_ 052 (14)
SWR+1 26

Next, use the phase angle calculated in step 3 to compl ete the calculation of T:

Tt

°3 51t

_ j
r=1rld®=0.23e ° = 0.23[0035;+jsin3J ~0.115-j0.2 (15)

Step 5: Use Egn. 2 to compute the normalized impedance:

_1+(0115-j02) _ (1.115-j0.2) (0.885-j0.2)

N : =~ 1.15-j0.486 (16)
1- (0.115 | 0.2) 0.8852 + 0_22

Then multiply by Z (here assumed to be 50Q) to find the load impedance at |ast:
Z =57.5-j24.3 17)

We see that the load impedance (at this frequency) is equivalent to aresistance in series
with a moderate capacitance.

And that’s al thereisto it (more or less).

From the foregoing example, it should be clear that the slotted line method involves afair
amount of effort to characterize impedance over a broad frequency range. Thisis one rea
son that this method is used less frequently today, although it continuesto live on in milli-
meter wave work where VNAS are either prohibitively expensive or smply unavailable,
or where fixturing discontinuities may obscure measurement. It remains without question
the best option for hobbyists or labs on abudget, as slotted line gear isreadily available on
the surplus market at low cost. As an even lower cost aternative, instructions on how to
build a simple microstrip-based “dotted” line instrument are given in Section 5.0.

2.2 Error sources (and their mitigation)

Mechanical imperfections are one source of error. For example, if the center and outer
conductors are not perfectly cylindrical and truly concentric, the impedance of the line
won't be independent of position. Similarly, if the probe carriage assembly does not main-
tain a constant distance from the center conductor, a position-dependent error will arise.
Finally, the dielectric supports that are necessary for mechanical stability inevitably dis-
turb the field patterns as well. In Figure 2 the support is shown as continuous aong the
bottom, but periodically distributed posts, spaced as far apart as is consistent with provid-
ing adequate mechanical support, are aso frequently used to minimize perturbations. In
any case, the best dotted lines are superb examples of mechanical engineering, with near
perfect concentricity. Many are equipped with verniers to allow position measurement
with aprecision of better than 25um.
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Another (and generally dominant) source of error is associated with the characteristics of
the probe. Most probes are ssmple diode circuits intended to behave approximately as
square-law detectors. They thus generate an output voltage roughly proportional to power.

FIGURE 3. Schematic of typical probe

To probe tipo Il/.lp J_o To voltmeter or scope
R]_% R2% C

T

VNV

The resistor R; is not a physical component of slotted-line probes. It is shown in the sche-
matic simply to remind us that the voltage being sampled by the probeisthat of atrans-
mission line, whose impedance is about Z; (assuming that mismatches are small).

To gain acrude understanding of the attributes and limitations of a diode as a power detec-
tor, assume that the load capacitor in Figure 3 appears as such alow impedance at RF that
negligible voltage appears across it. Further assume that the diode continues to exhibit an
exponential relationship between current and voltage, even in the RF regime:

o = 1ofoeo] 7013 - o, 1 (o’ 1 VD 1l
p = ls®P 17 "I =g T 5 OG0 T3 00 T4 Og0 T

Next, let the diode voltage (which is equal to the probe voltage with the given assump-
tions) be a sinusoid:

Vp = Vpsinoot (19)

The diode current will consist of even and odd harmonics of the input frequency as aresult
of the nonlinearity. All of these harmonics have a zero time average, so the only contribu-
tion to a DC diode current is from the zero-frequency component. Only the even-order
termsin the expansion of Eqgn. 18 produce DC components, so

V, 2 V, 4
1 VpD~ 1 CAVpO }D o0

m,0= O = + = +
D SL! Her B 7 4 B U

Clearly, the quadratic term is the one that provides an average diode current proportional
to the square of the voltage, or proportional to power. All other terms contribute error, with
an increasing prominence as the voltage increases. If we are arbitrarily willing to tolerate,
say, a contribution from the cuartic term as large as 5% as that from the quadratic, then we
must satisfy

1V 1 {1 [ﬂVDDT

- < | = 21
2 Ut 20 20 BT H @)

or equivalently,
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2
\
E’%S <0.6. 22)

Therefore, as a very crude approximation we must limit peak diode voltage to values
Vg < 10657 = 20mv . 23)
q

Although practical diode detectorsvary considerably intheir characteristics, itisgenerally
the case that one should probably distrust output voltages readings when they exceed
about 5-10mV (perhaps corresponding to input powers on the order of —20dBm or there-
abouts). Deviations from ideal behavior increase rapidly as the output voltage increases
because the higher-order even termsrapidly increase in significance. The useful range can
be extended through the use of aresistive load, at the expense of reduced output level. To
understand why the simpletrick of resistive loading should be effective, note that the peak
open-circuit output voltage approaches the input voltage at high amplitudes, behavior
which islinear (and therefore clearly sub-quadratic). Loading the circuit with aresistor
produces a condition intermediate between the short-circuit case (where the current grows
too fast with large input amplitudes) and the open-circuit case (where the current doesn’t
grow fast enough), leading to a significant range extension. Best results are typically
found with aload within afactor of two of 470Q, with the optimum found by experiment.
With the proper load, the acceptable input power range can be extended another 10dB or
more. The reduction of output level, however, produces a tradeoff between sensitivity and
accuracy.

From the foregoing, it is clear that minimizing the peak voltages applied to the detector
improves accuracy. However, for agiven level of sensitivity, reducing the peak level
implies adesire to minimize the voltage ratio to be measured by the detector. If we mea-
sure the minimum line voltage, as well as some voltage other than the maximum (as well
asthe position at which this other voltage is measured), we can accomplish precisely this
reduction in the dynamic range required of the detector. This other voltage can be related
mathematically to the maximum because the precise shape of the standing wave is known.
Specifically it can be shown that the following relationship hol ds:3

SWR = L (24)
TIA

where the quantity A is as defined in the following figure:

3. Seeeg. Terman and Pettit, Electronic Measurements, McGraw-Hill, 2nd ed., 1952, p. 140. This method
is described also in Microwave Measurements, vol. XX of the MIT Radiation Laboratory Series, McGraw-
Hill, 1948.
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FIGURE 4. Alternate measurement method for high SWR
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This method requires only that the probe accurately measure a voltage ratio of about
1.41:1 (corresponding to a power ratio of 2:1). It is especially useful when attempting to
measure very high SWR values, where the maximum-to-minimum voltage ratios are large.

One obviousway to improve accuracy is simply to calibrate the probe to determine explic-
itly the actual relationship between input and output. However engineers, being the lazy
(oops, efficient) lot they are, have devised clever workarounds that completely bypass the
need to calibrate a probe atogether. Since al that isrequired is aratiometric measurement,
consider interposing a calibrated attenuator between the signal generator and the slotted
line. The attenuation is set to its minimum value (say), the probe is slid along the line until
aminimum is found, and the voltage there is noted. The probe is then moved to find the
maximum, and the attenuation factor increased until the output is the same as at the mini-
mum. This attenuation factor is precisely the desired ratio Viyay/Vimin. Note that this mea-
surement places essentially no demands on the probe at all, having replaced with areadily-
realized linear attenuator the need to characterize a nonlinear probe.

Finally, a considerable improvement in sensitivity is possible if the signal generator pro-
duces amodulated output. Rather than measuring the DC output of the probe, ademodul a-
tor, followed by a bandpass amplifier, provides the output. Using a modulating frequency
well above the 1/f noise corner of the system improves SNR, allowing the use of higher
post-detector gain and a consequent reduction in the required level of coupling of the
probe to the line. The reduction in perturbation improves accuracy.

3.0 TheVector Network Analyzer

3.1 Background

Each data point with a dotted line requires setting the frequency to the desired value,
locating the new reference null with a shorted load, and then measuring SWR and locating
the minimawith the DUT connected as load. The vector network analyzer (VNA) auto-
mates this process, and adds greater functionality aswell, permitting arapid and complete
characterization of all of the s-parameters of a microwave system over an exceptionally
broad frequency range (e.g., from 50MHz to 110GHz in one instrument!).

At the heart of the VNA isadevice (e.g., adirectional coupler) that miraculously resolves
signalsalong alineinto itsforward and reflected components. This decomposition into the
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two components is val uabl e because the measurement of impedance can be reduced to
measurement of reflection coefficient, as we' ve seen with the slotted line measurement
method. Similarly, measurement of power gain involves ratios of forward components,
and so on. Thus a VNA can characterize the full set of s-parameters for atwo-port.

A representative block diagram of aVNA reveals the central role of the directional cou-
pler (or equivalent):

FIGURE 5. Typical VNA core block diagram (simplified)
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As can be seen in the figure, afrequency synthesizer provides the input to the network
analyzer. Both the output power and frequency are controllable. A part of the synthesizer
output issampled astheincident signal, and therest is steered by apair of SPDT switches.
When the switches are in the position marked “F,” the DUT is driven in the forward direc-
tion, and the top directional coupler provides an auxiliary output that corresponds to the
signal reflected from port 1 of the DUT. At the same time, the lower directional coupler
provides an output corresponding to the power coming out of port 2 of the DUT.

To make measurements of reverse characteristics, the switches are moved to position “R,”
reversing the roles of ports 1 and 2 of the DUT.

The incident, reflected and transmitted signals are sent to a receiver/detector (not shown)
whose job is to measure the magnitude and phase of these signals, followed by processing
of the data and presentation in a display.
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Itisclear that aVNA comprises all of the building blocks of a complete transceiver, and
more. Not only does the VNA have to cover an exceptionally wide range of frequencies
(e.g., 50MHz to 110GHz in one instrument, abeit with degraded characteristics in the
lower decade), but it must make measurements of signals spanning a wide dynamic range
of amplitudes at the same time. Operation over such awide range requires identifying and
correcting as many sources of error, both external and internal, as possible. The modern
VNA employs sophisticated computational means to accomplish this error reduction, but
requires a knowledgeabl e operator to ensure that the calibration is performed correctly.
Mistakesin calibration are an all too common source of anomalous results, so we will
spend considerable time examining the error sources associated with the VNA's various
measurement modes.

3.2 Basic measurement modes and error sources

First consider making a transmission measurement (either in the forward or reverse direc-
tion). There will generally be some cable and fixturing external to the VNA. The total
electrical length and loss of these external elements are variable. More to the point, they
are beyond the control of the VNA because fixturing is a prerogative of the user.

FIGURE 6. Transmission measur ement

EEC

X

~3—DUT

One basic calibration step is therefore the measurement of fixturing loss and delay so that
these can be subtracted from a subsequent measurement performed with the DUT in place.
This step, called the through (often abbreviated as “thru”) measurement, involves remov-
ing the DUT and connecting the rest of the fixturing together directly. The VNA then mea-
sures the fixture's phase shift and loss over the user-specified frequency range, storing the
datafor later subtraction.

After athrough calibration, the DUT isinserted and the VNA isready to measureitsinser-
tion loss and phase shift. In many cases, one is interested in the time delay rather than
phase. Since delay is simply (minus) the derivative of phase with respect to frequency, the
VNA can readily compute the delay from phase data. There are some subtleties, however,
that one must appreciate if correct measurements are to be made. One such consideration
isthat the instrument measures phase at a discrete set of frequencies, rather than continu-
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ously over the entire band. Hence, the derivative must be approximated by aratio of finite
differences:

do _ A

25
do Aw )

The frequency interval in the denominator of Egn. 25 isknown as the frequency aperture,
and is controllable by the user. A narrow aperture provides fine resolution, but may be sen-
sitive to noisein the data. A wide aperture is less sensitive to noise because it effectively
performs an averaging over the frequency interval, but can miss fine structure precisely
because of this averaging. Modern instruments default to an aperture that is satisfactory
for most applications, but which may be overridden by the user if desired.

Another subtlety isthat the phase detector within aVNA functions over afinite interval,
modul o some phase. A typical detector range is£1tradians, so the VNA cannot distinguish
phase shifts outside of this range from those lying within it. Hence, apure time delay’s
phase appears as a periodic sawtooth when plotted against frequency in linear coordinates:

FIGURE 7. Phase shift vs. frequency, ideal vs. VNA display

P
T[__
VNA display
™0
_T[__
actual phase
\J

The user must employ physical arguments or other knowledge to splice the various
regions together properly; the VNA fundamentally lacks the information necessary to do
so. There is an advantage to the sawtooth-like display however, when plotting, asit
reduces the total vertical height for a given resolution.

A related consequence of the modulo-¢ behavior isthat if aVNA’'s computation of delay
uses an aperture value that corresponds to a phase step in excess of Ttradians, the dis-
played delay will be in error. To guard against these types of problems, it is good practice
to examine both the phase and delay curves, rather than just the delay. Simple checks of
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reasonableness are carried out rapidly, so there is hardly an excuse for not performing
them.

In addition to transmission measurements, the other basic VNA operating mode is mea-
surement of reflection. Just as with the slotted line, it is necessary to establish areference
plane. And, just as with the slotted line, a short-circuit load can be used for this purpose.
S0, inthe simplest calibration for areflection measurement, the best available short-circuit
load is connected to the test port in place of the DUT. The VNA measures the magnitude
and phase of the reflection over the specified frequency range and stores this data, using it
to locate the reference plane and correct for fixturing losses (the VNA cannot use the
information about fixturing losses from the through measurement because the latter does
not identify the loss over the relevant fixturing path length). After this calibration step, a
display of S;1 with the short-circuit load should consist of data pointstightly clustered
about the —1 point:

FIGURE 8. VNA display after calibration with short

If other than atight distribution is observed (e.g., an arc), carefully check the fixturing
(particularly the connectors), correct any problems, and repeat the calibration. After re-
verification, the VNA is ready to perform one-port reflectance measurements. As we saw
with the dotted line, such a measurement is equivalent to an impedance measurement.
Depending on context, the user may wish the data to be displayed as reflection coefficient
or impedance. The modern VNA can provide both adisplay of " in polar form, or imped-
ance on a Smith chart. The format is deliberately left unspecified in Figure 8 because for
the special case of a shorted load, the data are located in the same spot.

A subtleissueisthat the calibration with the shorted |oad establishes the reference plane at
the physical location of the short within the calibration standard. The fixturing may add
some physical length beyond that plane. One could correct for this by repeating the cali-
bration with a short at the actual DUT terminals. Another option is to make use of the
“port extension” feature of modern VNAS in which the instrument algorithmically adds
length, effectively moving the reference plane further away from the VNA connectors.
The correct extension is determined by producing the best possible short at the DUT ter-
minals, and varying the extension value to minimize the size of the distribution near the —
1 point on the Smith chart.

The foregoing description focuses on how external fixturing errors can be removed. Using
the through and short calibrations, the VNA can reduce by large amounts the errorsin
transmission and reflection measurements. For even greater accuracy, the VNA is capable
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of characterizing its own internal errors with the aid of additional calibration steps. To
appreciate how the VNA performs these additional corrections, it is necessary to identify
the errors corrected in these various calibrations.

The VNA depends on directional couplersto decompose signals into incident and
reflected components. As with everything else, practical directional couplers are imper-
fect. To quantify these imperfections, we need to define the various figures of merit which
apply to the directional coupler asit is configured for usein aVNA:

FIGURE 9. Directional coupler port definitions

I nput ——»

» 1hrough
Isolated output output

Auxiliary
output

It should be noted that Figure 5 and Figure 9 use a simplified symbol for the directional
coupler. One more commonly used symbol is

FIGURE 10. A more standard symbol for a directional coupler

Through
output

I nput

>

Auxiliary
output

| solated output

From both symbols, it is clear that the directional coupler is generally a4-port device, but
aVNA typically uses only three of them, terminating the fourth (the isolated output) in a
matched load.

Initially assume that the through output isterminated properly. Most of the power supplied
to the input port travels on to the through output, with a small portion coupled to the auxil-
iary output. One characteristic parameter is therefore the coupling factor, defined as the
ratio of input power to auxiliary power:

(26)

Forward
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Typical values of coupling factor range from 3 dB up to abit over 20dB. A larger coupling
factor means that more power is coupled to the main (through) output, not to the auxiliary
output. Therefore the lower the coupling factor, the greater the lossin going from the input
to the through output.

If the directional coupler is operated in reverse, with power now supplied to the through
output with the input terminated, ideally no signal should be measured at the auxiliary out-
put (that’s the reason for the “ directional” nomenclature). Inevitably, though, somereverse
power will leak through to the auxiliary output. A measure of how well the reverse leakage
is suppressed is the isolation factor, defined as

P
P

IN

| 27)

AUX Reverse

Isolation factors of 30-60dB are not uncommon.

The two quantities are often combined to yield afigure of merit called the directivity, D:

P
l - AUX‘Forward (29)

D
C PAUX‘

Reverse

Thus directivity is a measure of how well the coupler discriminates between forward and
reverse components. We desire an infinite directivity, but all real couplersfall short of the
ideal. In practice, directivities of 20-40dB are typical. The lack of infinite directivity isa
significant error source, and correcting for this deficiency isamajor aim of VNA calibra-
tion.

To illustrate how directivity errors can corrupt measurements, first examine Figure 5 and
Figure 9 to review how directional couplers are hooked up inside aVNA. Notice that the
main input of each directional coupler is connected to a port of the DUT. Thus when per-
forming areflectance measurement the synthesizer drives the through output. Power flows
from the synthesizer, “ backwards’ through the coupler, to the DUT. Any power reflected
by the DUT feeds back into the main input of the directional coupler, and a portion of the
reflected power exits the auxiliary port for sampling and measurement.

If the directivity wereinfinite, the auxiliary port signal would be due entirely to the power
reflected from the DUT, allowing direct measurement of the reflected power. However, a
finite directivity implies that some of the power flowing from the synthesizer to the main
input leaks out of the auxiliary port as well. The VNA would then measure an auxiliary
port signal that is aweighted sum of both the forward and reflected power. Because these
may add both in and out of phase over frequency, typical manifestations of imperfect
directivity areripplesin, say, the measured reflection coefficient as a function of fre-
quency.
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A representative calculation illustrates the magnitude of the problem. Suppose we have a
10dB coupler with 30dB directivity, and we attempt to measure the impedance of aload
that has a 20dB return loss. That is, C=10dB, D =30dB, | =C+ D =40dB and RL =
20dB. The signal reflected by the DUT is RL = 20dB below the incident power level, and
the amount of the reflected signal surviving to the auxiliary output is C = 10dB below that,
for atotal of 30dB below incident. The unwanted signal at the auxiliary portis| = 40dB
below incident. Thus we see that the error power is an unacceptable 10% of the signa
power in this example. If we were to attempt to measure areturn loss of 30dB, the situa-
tion would be even worse, for the error power would then equal the desired signal power.

Another error that behaves much like directivity error arises from reflections at interfaces
with adapters, cables and fixturing. These reflections necessarily produce signals at the
auxiliary output of the coupler and, asin the previous example, these parasitic signals can
obscure the component of signal that is due to the actual reflection from the DUT.

Source mismatch is yet another potential source of error. Consider the flow of power from
the source, through the coupler, and to the load. Some power reflects off of the load and
returns to the source. If there is a mismatch in source impedance, there will be a subse-
guent re-reflection from the source back through the coupler. Some of that power reflects
off the DUT, and finds its way out of the auxiliary port. From the qualitative description of
this process, this error term is clearly most significant when the load has a high reflection
coefficient.

A third type of error isrelated to one we' ve already examined: frequency response. The
couplers, cables, adapters and the part of the system that actually measures magnitude and
phase may all have frequency dependent characteristics.

The three types of one-port errors — directivity, source mismatch and frequency response —
can be removed by performing three experiments. For example, consider attaching a per-
fectly resistive matched load as the DUT. In this case, the auxiliary output of the direc-
tional coupler should have no signal. Any deviation from that condition indicates an
effective directivity error, which can be measured and stored for later removal. The extent
to which directivity errors are nulled out depends critically on the quality of the “perfect”
load used in this step of the calibration sequence.

A common choice for the other two experimentsisto use both ashorted and open load. As
with the perfect load, the ultimate accuracy of VNA measurements depends on how close
the impedance of the loads are to zero and infinity. It is particularly hard to implement a
good open-circuit at high frequencies because stray capacitance is difficult to control. To
underscore the difficulty involved, note that a 0.1pF stray capacitance (which is about the
value of an open-circuited APC-7 connector) has an impedance of only about 160Q at
10GHz. Also, radiation from the open end is also an increasing problem as frequency
increases, and this loss produces areal component of impedance in parallel with the para-
sitic shunt capacitance. This problem is mitigated by sliding a short along aline until itis
positioned a quarter wavelength away from the reference plane. The shorted lineisa
closed structure which prevents radiation.
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When calibrating for two-port operation, the three experiments are augmented with a
fourth: athrough measurement to characterize the frequency response of the fixturing, as
described earlier. Hence, the quartet of experimentsis often known as the “ short/open/
load/thru” (SOLT) two-port calibration method.

There are several minor variations on the SOLT technique, all aimed at solving the prob-
lem of imperfect impedance standards. One of these replaces the fixed matched load with
adliding load. Here, amovable load with anear-perfect matchisslid along an air line, and
the whole assembly used in place of the fixed load. Asthe load slides along the line, the
small reflections combine with the incident signals in a periodic manner, alternately add-
ing and subtracting, leading to a data set that isdistributed in acircle in the complex plane.
The directivity vector isthe center of that circle. Three points uniquely determine acircle,
so in principle only three measurements are needed. In practice, alarger number is used to
improve the error estimation. The sliding load is generally considered necessary above
approximately 2-3 GHz.

Yet another variation replaces the sliding load with an offset load, which may be thought
of asasdliding load in which the load no longer dlides. If two points and the angle of the
offset are known, the center of the circle can again be determined. These two points are
obtained with two loads of different length. The sliding or offset loads are popular at milli-
meter wave frequencies where ideal loads are simply not available. At these frequencies, a
shim of known thicknessisinserted between mounting flanges to produce the second mea-
surement.

An alternative calibration suite is known as the thru-reflect-line (TRL) method. This
method corrects for the same errors as the SOLT method, but depends less on the perfec-
tion of the impedance standards used as calibration loads. As the name of the method sug-
gests, the first step in the calibration is to connect the two ports of the external fixture
together in alow reflectivity through configuration to characterize the fixturing. The next
step isto connect a grossly mismatched load to each port of the fixture separately (hence
the name “reflect”). The precise nature of the mismatch isirrelevant, and its magnitude
need not be known. It just has to have the same high reflectance at both ports (a nominal
short is frequently used). Finally, the two ports are again connected together through the
low-reflectivity fixturing, but now with a different cable (or other fixturing) length than
was used in the through measurement.

The TRL method is particularly attractive for non-coaxial systems such as microstrip,
where impedance standards are difficult to realize (or are ssimply unavailable commer-
cially). It isaso attractive for coaxial media because impedance standards are expensive,
and the TRL procedure requires no expensive elements. However, the TRL calibration
only works over an octave range for a given length of cable, owing to the periodicity of
reflections. Progressively longer fixturing is needed to extend the TRL calibration to lower
and lower frequencies.

4. Thisisalso known as SLOT, LOST, SOT-L and avariety of other permutations.
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4.0 Special Considerationsfor Microstrip

Asimplied in the preceding paragraph, microstrip environments pose some challenges for
calibration. Consider, for example, amicrostrip fixture for measuring the s-parameters of a
transistor. It is not entirely obvious how to carry out, say, a SOLT calibration sequence for
such anon-coaxial structure. Since one important aim of calibration isto null out fixturing
artifacts, we evidently wish to implement and use a short, open, matched load, and a
through line at various stages of the calibration, all at the physical location wherethe DUT
(here, atransistor) would be placed. An open circuit sounds easy enough, and so does a
through. The former can be approximated simply by not installing a DUT, and the latter
can be approximated by a second fixture identical to the first, but in which the microstrip
line extends all the way across. Implementing a reasonable approximation to ashort is
similarly straightforward, with athird fixture (again otherwise identical to thefirst) in
which the ports are shorted to ground (e.g., through anice line of vias). The tough oneis
implementing a good matched termination. A surface mount resistor at the end of the
microstrip line, for example, might suffice for approximate work, for is unsatisfactory for
accurate characterization. Its seriesinductance and shunt capacitance cause the impedance
of the “matched” load to vary over frequency.

A reasonabl e solution to this problem becomes apparent when we re-examine what errors
are being calibrated out with the matched load connected to the VNA. For the most part,
internal VNA directivity errors are being nulled out at this step of a SOLT calibration, so
there is no need for the rest of the fixturing to beinvolved at all. Hence, the ordinary coax-
ial matched impedance standard may be connected directly to the VNA port without wor-
rying at all about whether a microstrip test environment will eventually be used. We will
call this method the modified SOLT technique.

The modified SOLT calibration unfortunately will not fix errorsin effective directivity
caused by a mismatch past the APC port. Hence, if that transition is poor, or if precise
answers are necessary, then a TRL calibration should be performed. For exacting work,
then, the TRL calibration method is better, but the modified SOLT is often good enough.

A final consideration isthat the “open” condition with amicrostrip isimperfect (asitis
with all open structures) because of fringing capacitance (on the order of 50fF). A partial
correction for thisis possible through the use of software connector subtraction. Many
VNASs have the ability to remove the effect of a connector through software means. Alas,
microstrip is not one of the ordinary options. Of the options that are typically available,
the best approximation isthe APC, whose ~100fF fringing capacitance is reasonably close
to that of atypical open line on FR4. A residual error remains, however, and one may use
the variable port extension feature of many VNASs to reduce thisresidual error substan-
tialy.

5.0 Summary of Calibration Methods

The foregoing section describes so many permutations that it is easy to get a bit confused
(and to make things even more confusing, we haven’'t covered al of the ones that exist).
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Hereisasummary of the calibration methods, along with some comments to remind you
what their relative attributes and weaknesses are, allowing you to make an informed
choice of calibration technique.

The simplest is the short-thru one- and two-port calibration, which only corrects for exter-
nal fixturing and detector frequency response errors. Errors from finite directivity and
source mismatch are not corrected. This technique is also known as response calibration.

Better for one-port measurements is the short-open-load (SOL) suite of calibrations. As
long as the impedance standards are perfect, this method is capable of nulling out errors
from finite directivity, as well as source mismatch and detector frequency response errors.

A thru measurement may be added to yield aSOLT calibration which is atwo-port method
that correctsfor all of the errors corrected by SOL, and also corrects for the remaining
cabling of atwo-port fixture.

Variations on the basic SOLT theme include replacing the load measurement with either a
dliding load or afixed offset load. The modified SOLT method employs an SOT sequence
with amicrostrip (or other non-coaxial) fixture to null out all but VNA directivity errors.
Use of a standard coaxial matched load without the fixture completes the calibration by
(almost) zeroing out directivity errors.

Finally, the thru-reflect-line (TRL) method eliminates the need for perfect impedance stan-
dards as calibration loads while correcting the same errors as the SOLT technique. The
TRL method is particularly attractive in characterizing non-coaxial systems such as
microstrip, but only functions over an octave of frequency for a given fixturing length.

With TRL calibration, it is possible to reduce directivity and source mismatch errors to
levels as low as—60dB at 18GHz, and essentially eliminate frequency response errors.
These values should be compared to —40dB directivity and —35dB source mismatch errors
typically achieved with the SOLT method (fixed load). The dliding and offset |oad options
improve the SOLT errorsto levels in between those of fixed SOLT and TRL methods.

6.0 Other M easurements

Thanks to the extensive use of computation, the modern VNA is capable of more than a
complete measurement of s-parameters. For example, once the s-parameters are measured
over a broad frequency range, the frequency response data can be transformed to time
response data. Step responses and TDR traces can be generated from VNA data. Although
the time taken to perform all of the measurements and computationsis substantially larger
than it would take for a“real” TDR, this additional functionality is nonetheless welcome.

Because of the algorithmic nature of the transform, it is possible to perform alittle mathe-
matical magic that would be impractical to carry out with actual time-domain instrumenta-
tion. For example, consider a case where a TDR trace contains reflections from multiple
sources. The early discontinuities can mask the effect of subsequent onesin areal TDR
measurement. A VNA, however, can remove the first discontinuity, allowing examination
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of the previously masked reflections. The extent to which aVNA can perform this
removal (called gated impedance or gated TDR measurements) depends on the accuracy
and noise of the s-parameter measurements.

7.0 References

Aside from the sources cited in footnotes, the reader may also find useful Vlector Measure-
ment of High Frequency Networks (Hewlett-Packard High Frequency Vector Measure-
ment Seminar notes, April 1989). These notes contain an excellent high-level summary of
how aVNA is used, with a concise discussion of error sources and calibration methods.
Another useful referenceis the user manual of almost any VNA, such as the HP8720C (a
130MHz to 20GHz instrument) or the HP8510C (capable of operating from 50MHz to
over 100GHz).

8.0 Appendix: Microstrip “ Slotted” Line Project

Aswe' ve seen, the modern network analyzer is atruly remarkable instrument, capable of
extremely accurate characterizations of microwave networks over a broad frequency
range. Unfortunately, this capability comes at aprice: A typical GHz VNA costs more than
the average sports utility vehicle, and the few that are available on the surplus market are
rarely significantly discounted. Clearly, aVNA isgenerally priced out of the reach of most
hobbyists (and even out of the reach of many academic laboratories), so the slotted lineis
the device of choice for those on a budget. On top of that, the slotted line is a superb peda-
gogical tool for teaching the principles of Smith chart manipulations (e.g., providing
explicit explanations for phrases such as “wavel engths toward the generator” and so
forth). As mentioned earlier, many slotted lines are available on the surplus market for
quite reasonable prices, at least for lines designed for use in the low GHz frequency range.

This section describes a much cheaper, and much cheesier aternative: amicrostrip “dlot-
ted” line system capable of functioning to 5GHz and beyond. Thisinstrument (and that is
aloose use of the term, to be sure) has important attributes: it costs very little (the total
parts and materials cost should not exceed $5-$10) and is extremely easy to make using
ordinary tools and materials. The tradeoff is that the instrument’s accuracy is not particu-
larly good, and the shaky mechanicals are not terribly robust. However the performanceis
adequate for virtually any home project in the low-GHz range of frequencies.

The design presented here is based on FR4 material and right-angle mounted bulkhead
BNCs of the type described in the chapter on microstrip, in keeping with afocus on mini-
mizing cost. In particular, amicrostrip line is much easier to make than a slotted coaxial
airline. Of course, better performance can be obtained by using lower loss PC board mate-
rial in tandem with better connectors, and the reader is certainly invited to improvise vari-
ations on the basic design as budget, patience and performance requirements dictate.

Thefirst step isto get a piece of FR4 longer than the largest electrical wavelength of inter-
est, but not so long that the loss is excessive over the desired operating frequency range.
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For a minimum operating frequency of 1GHz, agood compromise is about 25cm. A line
of thislength typically exhibits about 0.8dB of loss at 1GHz, and perhaps 4dB of |oss at
5GHz (compared with under 1dB for atrue coaxial sotted line). If you are going to use
the instrument only at the higher frequencies, performance will improve by shortening the
line to reduce the loss (we only need the line to be long enough to contain a couple of min-
ima, and the loss per wavelength is roughly constant, at a value of abit under 1dB per A).

Mount BNCs at the two ends, and then construct a 50Q microstrip line using copper foil
tape. It isimportant that the foil be as smooth as possible. Next, affix a nonconductive
metric ruler just below the line (if you don’t have a suitable ruler, use a photocopier to
duplicate the following metric ruler at twice scale):

FIGURE 11. Metric ruler for microstrip line (drawn at half size)
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Because photocopier accuracy varies considerably, verify that the enlargement hasn't dis-
torted the scale factor of the ruler. Careful interpolation between the 5mm markings
should allow a precision of ~1mm; accuracy is a different matter!

The next step isto construct the detector. Here we use a Schottky diode-based detector cir-
cuit capacitively coupled to the microstrip line. It's asimple circuit, and the biggest chal-
lenge you’ll face is mechanical, to construct the slider while guaranteeing proper and
consistent coupling of the detector to the line.

The probe is a common needle, such as the kind that comes with new clothes, carefully
jammed into the bottom side of one part of the dlider and cemented with alittle epoxy,
then clipped to length (see Figure 10). The probe is surrounded by a short length of insula-
tion (preferably Teflon) taken from a piece of hookup wire to act as the dielectric between
the probe and the line, and also to provide a smooth rolling action. The probe motion (and
the line itself) must be as smooth as possible to maintain a constant coupling as the probe
dides along theline.

The dlider assembly is made out of two pieces of FR4 that are bolted together. Teflon tape
(or very smooth copper foil tape) may be affixed to the inner surface of the piece that’s on
the line side of the unit to reduce dliding friction and abrasion. Its thickness needs to be
carefully controlled to ensure that the probe makes good contact with the line.

Thefoil side of both pieces faces the main board. The foil that contacts the ground plane
of the main board provides the ground contact for the probe circuitry.
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FIGURE 12. Bottom view of slotted line and side view of probe assembly (not to scale)
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The slider contains the probe circuitry, which consists of a diode detector and aresistive
load:

FIGURE 13. Schematic of probe assembly

to probetipo o to voltmeter or scope
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470Q (seetext)

The Schottky can be any low-capacitance, high-frequency unit (such as the HP 5082-2835
or -2860), the anode lead of which is connected to the actual probetip. The input signal
amplitudes must be small enough that the diode acts approximately as a square-law detec-
tor, making the output voltage roughly proportional to power. The proportionality con-
stant, aslong asit truly is a constant, is fortunately irrelevant since only ratios are used in
computing SWR. However, the square-law behavior necessitates taking the square-root of
the probe output voltages in order to compute SWR.

Theresistive load is shown as 470Q, but you are encouraged to experiment with its value
to maximize the detector’s useful range. A surface mount chip resistor is used to keep par-
asitics small.
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The capacitance of the dlider, plus the input capacitance of most meters and scopes to
which the output of the probe is connected, will generally be large enough not to require
any additional capacitance. To maximize usefulness, the ability to measure sub-mV sig-
nalsis desirable. Some amplification may be necessary to boost detector outputs to levels
that are conveniently measurable with inexpensive instruments.

So, when all is said and done, how good is the microstrip slotted line? The lossiness of
FR4 and the right-angle mounted BNCs, probe coupling irregularity, lack of probe calibra-
tion, and the hand-built nature of the line itself all conspire to make this impedance mea-
surement tool arather crude one. As arough rule of thumb, one can expect reasonable
accuracy for impedances between about Zy/5 and 5Z. For the most common case, that of
producing a good match to Zg, the tool works extremely well, allowing the attainment of
S;1 values below —15dB with ease. Results at 1GHz are generally surprisingly good, with
progressive degradation as the frequency increases to 5GHz and beyond.

If the instrument isto be used only at the higher frequencies, there are several necessary
refinements. Replace the right-angle BNCs with inline SMA connectors, use RO4003
instead of FR4, and abandon the idea of handcrafting the line out of copper foil tape; itis
insufficiently uniform, so conventional PC board manufacturing techniques are required.
Finally, a better diode may have to be used (e.g., the M/A-COM MA4E2054, which is
specified beyond 10GHZz). If the lineis shortened by afactor of 5 or so, satisfactory opera-
tion between 5 and 10GHz is possible when all of these refinements are combined.
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Derivation of Fringing Correction (Danger,
Will Robinson — Integrals, Cheese and a
Breeze Ahead!)

1.0 Introduction

A rigorous calculation of fringing capacitance is rather difficult. Although there are many
clever analytical methods, such as those based on Schwarz-Christoffel conformal mapping
techniques, there are often numerous practical restrictions on their applicability. When
precise answers are needed, or if the geometry is complex, often the best choiceisto
employ numerical methods. Unfortunately such an approach often obscures design
insight. As a complement to those valuable approaches, we offer an analytical expression
whose inaccuracy perhaps can be forgiven in view of its ssmplicity and near universality.
And although its derivation may not exactly fit on a cocktail napkin, the final result cer-
tainly does, aswill be clear shortly.

The approach we'll take isinspired by one of the many wonderful chaptersin Feynman's
Lectures on Physics, in particular, The Principle of Least Action. There, Feynman points
out that elegant and powerful minimum principles can frame novel solutions to old prob-
lems. For example, if you were to forget the current divider law for two parallel resistors,
you could deriveit using the principle that currentswill distribute themselvesin away that
minimizes the total power dissipation. Any other current distribution would result in a
higher total dissipation (try it!).

Similarly, if our task is to deduce the electric field between two conductors, it is valuable
to know that charges will distribute themselves to minimize the total energy stored in the
system, and also to remember that a unique potential distribution is linked to the charge
distribution. Since, for agiven voltage, energy is proportional to capacitance we may infer
from this minimum principle that the correct potential distribution is the one among all
possible distributions that minimizes the computed (:apacitance.2 We use this observation
by proposing a*“reasonable” functional form for the potential distribution, computing the
capacitance it implies, and then choosing parameters (if any) to minimize that capacitance.
Feynman’s minimum principle then says that we will have generated the best possible
approximation to the truth, for that particular guess (even if it iswrong). Furthermore, we
will know that our approximation error will always be positive (our approximate formula
will necessarily overestimate the true capacitance), so at least we'll know the sign of the
error.

To start, we equate two different formulas for the energy stored in a capacitor:

1. Chapter 19, Volume I, (Addison-Wesley, 1964).
2. The same minimum principle can be used to derive formulas for inductance.
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1_..» 1 2
ZCV, = ¢ (|OV“dVol , 1
0= 5 j\ | (1)

2 Vol

where [V is the gradient of the potential V (recall that the electric field is equal to minus
this gradient). The term on the left comes from ordinary circuit theory, that on the right
from field theory.

Next (and thisisthetricky part), guess a“reasonable’ form for the potential. To aid in
guessing, first look at our structure:

FIGURE 1. Very approximate field distribution for fringing capacitance estimation (side view)

B —
H

The electric field lines are idealized as perfectly vertical until the very end of thelineis
reached, then progressively curving outward more and more until they are perfectly circu-
lar at a distance H beyond the end. Along the radia line shown in the figure, and at an
angle 6 with respect to the ground plane, assume that the potential increases in some fash-
ion astheradiusr increases from 0 to H. Further assume fancifully that, at agivenr, the
potential increases linearly from O as the angle 6 varies from O to 177/2. Assume also that
negligible energy is stored in the electric field for r > H. This latter assumption avoids an
embarrassing prediction of potentialsin excess of the applied voltage, V, asthe radius
goesto infinity. It also causes us to underestimate the energy stored. This error is at least
in the right direction to offset the systematic overestimation inherent in the method when
used with any incorrect potential distribution (although thereisthe possibility of overcom-
pensation). Finally, assume that the plates are infinitesimally thin.

Given these assumptions (and they are just that), we may postul ate an approximate poten-
tial function of the following form:

v Or 0 260

V (r, 8) VOEHD OO )
where k is some parameter whose value isto be determined later. The tilde denotes that it
is a postulated, and approximate, potential. You can verify that this equation satisfies the
conditions stated above (but not necessarily all relevant boundary conditions; if it did, it
would have to be the correct solution). Note that we neglect variationsin the z- direction
(out of the plane of the page).

With that potential function in hand, therest isjust plugging and chugging:

Derivation of Fringing Correction (Danger, Will Robinson — Integrals, Cheese and a Breeze Ahead!)[11999 Thomas H. Lee, rev. April



EE414 Handout #9: Spring 2001

C = A'EzkID\N/ZdVoI = ngk [ ‘0V|%rdrde, ©)
T[2H Vol H™" Afea
and
OV =6 krk_l?+}rké. (4)

r

After combining these equations and evaluating the double integral asr ranges from 0 to
H, and as 0 varies from 0 to 172, we get

S ©)

where W is the width of theline.

Now, we want to select k to minimize the estimated capacitance. Setting the first deriva-
tive of Egn. 5to zero yields

k = @, (6)
Tt

which, given the approximate nature of this entire endeavor, may be treated as essentially
unity (meaning that we could have just started with k = 1 and ended up with pretty much
the same answer).

Substitution of this value of k into Egn. 5 finally gives us an approximate equation for the
per-width fringing capacitance:

C_ e
—= ™

W3

Note that this capacitance isindependent of H. To the extent that the approximations
leading to its derivation are valid, it is therefore a universal fringing correction, whose
valueis very roughly 5fF/mm (assuming a vacuum dielectric; multiply this figure by the
relative dielectric constant in general). That is, any open structure will contribute approxi-
mately this capacitance per length of edge, at least to cocktail napkin accuracy.3

Since capacitance is proportional to theratio of effective area WL« to plate spacing H, the
fringing capacitance is equivalent to an ideal fringing-free parallel plate capacitor whose
dimensions are Wby H/./3.

3. Thisstatement istrue for afinite-length conductor over an infinite ground plane. For two equal-size
plates, the universal correction is precisely half the value, or about 2.5fF/mm. But the length extension
remains H/ /3 (or, after rounding, H/2) per edge. Also remember that we haveignored field variationsin the
z-direction, so the correction getsincreasingly dubious as W/H diminishes.
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But wait, you say: Our correction has H/2, not H/@, init. Here's how we get H/2: First,
we know that our proposed functional form iswrong (consider its behavior at large radii).
So, by the minimum principle we know that our estimate is probably too high (/3 istoo
low), if thefield for r > H were truly negligible. But by how much? We don’t know (if we
did, we could remove the error altogether). But under the assumption that the estimate
isn’t too horribly wrong, we arbitrarily round the denominator upward alittle bit to get to
the closest convenient number, 2. Cheesy? You bet. Can we eval uate the amount of cheesi-
ness? Consider the following table, which presents correction factors for the capacitance
between circular parallel plates of diameter D and spacing H. We define a correction factor
astheratio of actual (or estimated) capacitance, to the value given by the simple fringing-
free undergraduate physics formula. Values in the second column are obtained from
numerical field solutions, and the third from assuming that the capacitors act as if we
extended the radius by an amount H/2 (so that the effective diameter isD + H).

TABLE 1. Circular parallel-plate capacitance

“Exact” Cheesy | peddual Cheesy Residual
) correction correction
H/D correction cheese cheese
factor factor error (%) f actor error (%)
(using H/2) (using H/V3)
0.005 1.023 1.010 1.2 1.012 1.1
0.01 1.042 1.020 2.1 1.023 1.6
0.025 1.094 1.051 4.0 1.059 3.2
0.05 1.167 1.102 55 1.119 4.1
0.10 1.286 1.210 5.9 1.244 3.3

As expected the correction factors are very close to unity for small spacings, so all three
formulas yield answers that differ negligibly from each other. As H/D ratios grow, how-
ever, the fringing-free parallel plate formula underestimates the true capacitance by
increasing amounts. The true capacitanceis nearly 30% larger than the value computed by
the fringing-free formulawhen the H/D ratio is 0.1. Application of the cheesy correction
factor resultsin aresidual error that is under 6% at that same spacing. This close tracking
IS encouraging, because the correction factor was derived for a rectangular structure, but
applied successfully to acircular one. The assertion of auniversal fringing correction thus
seems | ess unreasonabl e.

Asafina comment, if we use the H/ @ factor actually derived, instead of the H/2 arbi-
trarily substituted for it, the error improves a little bit in the particular case of Table 1, as
can be seen in the last two columns.™ At a normalized spacing of 0.1, the correction factor
becomes 1.24, reducing the error to almost afull order of magnitude below the fringing-
free estimate, to alittle bit above 3%. So, which to use? Fortunately, the contribution by

4. A value of 2H/3 is even better for this particular data set, with amost no error at H/D = 0.1.
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fringing itself typically constitutes a second-order correction to first-order formulas, so
small errorsin those corrections result in very small overall errors. The choice of whether
touse H/2 or H/ @ (or some other value) is therefore not one of critical import, and the
selection can be made on the basis of other criteria. The slothful author uses the simpler
value of H/2 amost all the time, since it minimizes another kind of energy, his own.
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Noise Figure Measurement

1.0 Introduction

One of the most important performance metrics for low-level amplifiersis noise figure or
noise factor. The two terms are used interchangeably in the literature. In this text, we
adopt the following arbitrary convention: We will denote noise figure by NF, and define it
asthe decibel version of the noise factor, F. We will be somewhat sloppy about using the
terms (reflecting common usage), but context should make clear whether or not the deci-
bel version is being discussed.

The definition of noise factor now in use wasfirst formally proposed by Harald Friist of
Bell Labs. At its core, the definition involves signal-to-noise ratios (SNRS):
SNR

SNR,

F

@

This definition shows that F is the factor by which an amplifier degrades the signal-to-
noise ratio of the input signal. As such, it is never smaller than unity. As simple and
straightforward as the definition appearsto be, numerous subtletiesare buried init, and the
definition isincomplete as presented. Accurate measurement of noise figure depends on a
full appreciation of all of these subtleties, and an understanding of how to identify and cor-
rect sources of measurement error. Aswe' |l soon see, automated noise figure instruments
do not eliminate the need for a knowledgeable operator. As has been noted, “ Automated
equipment merely lets you produce more wrong answers per unit time.” The purpose of
this chapter isto reduce the rate of erroneous answer generation.

2.0 Basic Definitions and Noise M easurement Theory

Oneimportant subtlety concerns the temperature at which the measurement of noisefigure
is made. Specifically, the temperature of the source has a profound effect on the noise fig-
ure. Intuitively, this temperature dependence may be understood as follows: The device
under test (DUT) generates its own internal noise, independent of the source temperature.
If the latter is very low, then the source noise will be correspondingly low, so the noise
added by the DUT will have a comparatively greater effect. The measured noise figure
will thus be higher than if the source were hotter. Because of this sensitivity, a meaningful
comparison of noise figures requires that the measurements be made at a standard temper-
ature. Friis proposed a reference temperature, denoted T, of 290 kelvins (about 62°F or
17°C), atemperature which is considerably cooler than the interior of most laboratories.
An oft-cited reason for this choice is the approximate equality of thistemperature with
that commonly seen by antennas used in terrestrial wireless communications. However, a

1. “Noise Figures of Radio Receivers,” Proc. of the IRE, July 1944, pp. 419-422.
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stronger motivation for its selection issimply that KTy is then 4.00 x 10213, around num-
ber with undeniable appeal in an era of slide rule computation, particularly to an eminently
practical engineer like Friis.

The final statement on standard conditions, made by a committee of the Institute of Radio
Engineers (aforerunner of the IEEE), is that the noise figure measurement is to be made
with a source whose available noise power is the same as that of an input termination
whose temperature is 290K . Recall that available power is defined as the power that could
be delivered to a (conjugately) matched load. Hence, even if the source does not in fact
happen to drive amatched load, the power remains available. Available power is precisely
what the words imply: a potential power, independent of the actual load. Confusion about
thisdefinition isall too common, and can lead to serious errors, aswill be made clear later
in this chapter.

A second consideration is that determining input and output signal-to-noise ratios is by no
means trivial. Since noise figure is an intrinsic property of the DUT aone (assuming lin-
earity), and therefore not of how you drive the DUT, it should be possible to devise a mea-
surement that does not involve the use of an explicit signal. To do so, it is helpful to note
that the noise appearing at the output of the DUT results from two contributions. Oneis
the amplified available source noise power (with the source at Tp = 290K), which has a
value

Ny = KT BG,,, 2

where B is the noise (brickwall) bandwidth and G, is the available power gain of the
DUT.

The other component of output noise is simply the noise added by the DUT itself. We call
this noise contribution N,. The total available output noise power is therefore

N, = kT,BG_,+N,. 3
Now let’s revisit the noise figure definition of Eqn. 1.

SNR  S/N,

SNR,  S/N,

(0]

F

(4)

Interpreting all quantities as available powers, the ratio of output signal S, to input signal
S istheavailable gain, G, The availableinput noise power issimply KTpB, and the avail -
able output noise power is N; as defined in Egn. 3. So we may write

[’\Io 1 d\llD _ Nl _ kTOBGav+ Na 5
IND "¢ ONO T N~ kT.BG
i Gav I\Ii Nos kTOBGav

F = SI/NI = i
S/N, G,

o

O _
0=

The last expression on the right,
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_ kKT,BG,,+ N,

F=——— (6)
kT,BG,,

isthe definition officially adopted by the IRE. It initially appears more attractive asabasis
for measurement than Eqgn. 1 because it contains no terms related to an explicit input or
output signal. Using Eqgn. 6, measurement of noise figure reduces to the measurement of
noise, available gain and bandwidth. Unfortunately, there are till serious practical diffi-
culties associated with trying to base a measurement directly on this equation. In particu-
lar, it is not easy to measure the product of the effective noise bandwidth and available
gain, BG,,, with high accuracy. The experimental difficulties are best appreciated after
comparing the various noise measurement methods discussed in Section 6.0.

One of these alternative noise figure evaluation methods, which isimplemented in com-
mercial instruments such as the HP8970A, cleverly sidesteps the need to measure gain-
bandwidth by employing aratio of noise measurements performed at two different source
temperatures. As ageneral philosophy, it is always advantageous to replace absolute mea-
surements with ratiometric ones wherever dimensional considerations permit it. Fortu-
nately noise factor is a dimensionless quantity, so a purely ratiometric measurement is
possible. Gain-bandwidth product is not dimensionless, so measuring it should not be fun-
damentally necessary here.

The basis for the ratiometric technique is that the use of a hot source increases the compo-
nent of output noise due to the source, without changing the noise added by the DUT. If
the ratio of the source temperatures is accurately known, then measuring the output noise
powers under the hot and cold conditions permits us to solve for the noise added by the
DUT and, hence, compute the noise figure.

The following plot of output noise power as afunction of source temperature illustrates
how such aratiometric measurement solves our problem:

FIGURE 1. Output noise power vs. source temperature

Available output A

noise power (W)
Ny —
Np—
N
I/ >
Ts(K)

Comparing features of this drawing with Egn. 6, note that the slope and y-intercept tell us
everything we need to compute F:
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kT.BG_ +N N i
_ 0Py e a _ 4. y-intercept

1+ — = =1+ 2 == 7
kT,BG,, kT,BG,, (T,) (slope) 0
Clearly, the need to measure gain-bandwidth has disappeared because two points deter-
mine aline. Despite the straightforward nature of this observation, engineers have devised
asurprising number of different ways to use noise data from two points to determine noise
figure. Just keep in mind that underlying the seeming complexity in what follows is the
extremely simple geometric picture of Figure 1.

If we make a noise power measurement at a source temperature, T, that is above the ref-
erence temperature by an amount T, then the available output noise power becomes

N, = kBG_ T, +N_ = kBG_ (T,+T,) +N,. (8)

Combining the hot measurement with the one at Tp (Eqgn. 3), alittle algebra allows usto
find that the noise factor may be expressed as

- T To

9)
-1

Z‘Z
N

[y

Theratio No/N4 isoften called the Y factor” in the literature (why? because it comes after
X...). Figure 1 shows a cold temperature equal to the reference temperature, Ty, but it
should be clear that any temperature other than Ty, could be used to figure out the slope and
intercept of the line. More generally, if the cold temperature T, is not Ty, the numerator
changes, so that the noise factor is

Tex DTC U
Ik Y -
TO |].I-O
F = . (10)
Y-1

Theratio Tg,/Tg is aproperty of the noise source, and is information (almost) supplied by
the manufacturer. The qualifier “almost” applies because the manufacturer actually speci-
fiesadightly different quantity called the excess noise ratio (ENR), which is defined as
the ratio of noise powers actually delivered to a 50Q load (or occasionally some other
standard impedance level). However theratio T, /T results from a consideration of avail-
able powers (as does the Y factor). The two ratios are equivaent only in the special case
where the noise source happens to have an impedance of precisely 50Q. Despite the best
efforts of manufacturers, this condition is not perfectly satisfied in practice, so substituting
ENR for To /T isone (generally small) potential source of error. Becauseit is much easier
to determine ENR, however, that’s what the manufacturer measures and reports.

Inthe “old days,” actual hot and cold sources were used, commonly with resistors at 77K
(the boiling point of liquid nitrogen) and 373K (the boiling point of water). Clearly, the
greater the temperature difference, the more accurately we can compute the slope and

Noise Figure Measurement 11999 Thomas H. Lee, rev. April 16, 2001; All rights reserved Page 4 of 22



EE414 Handout #10: Spring 2001

intercept, for agiven uncertainty in the power measurement. A limitation on the hot sideis
the difficulty of accurately determining or controlling the temperature. And the higher the
temperature, the more significant the problems of materials properties (e.g., melting).

Nowadays, it is common to use noise diodes (see the chapter on RF diodes) which can
produce the noise of an exceptionally hot source (e.g., 10,000K, higher than the melting
point of any known metal) while remaining at room temperature. The same diode can pro-
vide the cold reference as well, smply by turning it off, causing an internal resistive
matching network to provide an available noise power that corresponds to the ambient
temperature (RF choke RFC is ssimply an inductor large enough to be considered an open-
circuit at all frequencies of interest):

FIGURE 2. Typical noise diode

DC bias current

RFC DC block

|—o ouT

N

One drawback is that, unlike true hot and cold resistors, such diodes are not fundamental
standards; their hot noise cannot be computed from first principles. Since ENR must be
known to great accuracy to be useful, it is usually traceable to a primary noise standard
maintained by national laboratories, such asthe NIST (National Institute for Standards
and Technology, formerly the National Bureau of Standards). Thistraceability accountsin
part for the relatively high cost of noise diodes.

3.0 Noise Temperature

Noise temperature, Ty, is an alternative figure of merit used in place of noise figurein
some cases. As seen in Figure 1, noise temperature is (minus) the extrapolated intercept of
the noise power curve with the temperature axis. An intuitively appealing meaning of
noise temperature can be extracted by translating the noise power curveto theright by a
temperature equal to the noise temperature:
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FIGURE 3. Noisetemperature

Available output A

noise power (W)
Ny —
Ny
%
1 ! ! >
—Te 0 To To+Te Ts(K)

The trandated curve isthat of anoiseless amplifier (because the noise at zero source tem-
perature is zero) with the same slope (= available gain-bandwidth product, times k) as the
original amplifier. As can be seen, this noiseless amplifier produces an available output
noise power equal to the available output noise of the original amplifier, if the sourceis
now heated to atemperature Tp + Te. The increase in available output noise power due to
the hotter source is precisely equal to the available noise (N,) added by the original DUT:

N, = kT_BG,,. (11)

Noise temperature is used most often in satellite communi cations systems for several rea-
sons. Oneisthat objectsin the sky generally don’t have an effective temperature any-
where near 290K, so choosing such a reference temperature has a weaker physical
judtification. The other is that space communication systems generally have exceptionally
low noise figures, and noise temperature is a higher resolution measure of very low noise
figure values. The following table compares noise figure, noise factor and noise tempera-
ture over arange generally considered very low noise:

TABLE 1. Comparison of noisefigure, noise factor and noisetemperature

NF (dB) F Te (kelvins)
0.5 1.122 354
0.6 1.148 43.0
0.7 1.175 50.7
0.8 1.202 58.7
0.9 1.230 66.8
1.0 1.259 75.1
1.1 1.288 83.6
1.2 1.318 92.3

It is sometimes helpful to note that, in the very low noise figure regime (e.g., below about
1dB), the noise figure in dB is approximately the noise temperature divided by 70-75.
Stated alternatively, each tenth of adB correspondsto roughly 7-7.5K.
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To relate noise temperature and noise factor, return again to the official IRE noise figure
definition:

N, KkT,BG,,+N,

L (12)
Noo KT,BG,,
Substituting Eqgn. 11 for N, yields
KT,BG,,+N, KT,BG,, +kTBG,,
F = = : (13)
KT,BG,, KT,BG,,
which simplifiesto
Te
F=1+_—. (14)
290

If the noise added by the DUT equals the noise power of the source, the noise figure will
be 3dB, corresponding to a noise temperature of 290K. Many LNAs with effective noise
temperatures well below 100K (corresponding to noise figures below 1.3dB) are commer-
cially available.

The noise temperature may be found indirectly by relating Egn. 14 to Eqgn. 9, or directly
from the hot and cold noise measurements of Figure 1. Pursuing the latter strategy, we
may write

N, = kT,BG,,+N, = k(T +T,) BG,, (15)
and
N, = kT.BG,,+N, =k(T +T)BG,,. (16)
so that
N k(T.+T,)BG
y=_?%=__°¢ M "a 17)
N, k(Te+ TC) BGav
Solving for Ty yields
T -YT
h c
T = . 18
e Vo1 (18)

Another reason that noise temperature is used in some contexts is that the quantity F — 1

recurs frequently in certain calculations (particularly of cascaded noise figure, as we shall
see in Section 4.0). By rearranging Eqn. 14, it’s clear that noise temperature T iS propor-
tional to F — 1, so its use simplifies such calculations.

Noise Figure Measurement 11999 Thomas H. Lee, rev. April 16, 2001; All rights reserved Page 7 of 22



EE414 Handout #10: Spring 2001

Because both noise figure and noise temperature fully convey the information of the other
(asimplied by Eqgn. 14, for example), you may use either. The choice of which to useis
made largely on the basis of culture and convenience.

3.1 Spot noisefigure

In many cases, oneisinterested in the noise performance of an amplifier as a function of
frequency. In those situations, the measurement bandwidth is restricted to some known
value (e.g, 1IMHz) and the noise figure for that bandwidth is reported at a specific fre-
guency. Since the parameter is anoise figure measured in anarrow band centered around a
specific spot, it is known as the spot noise figure. The noise figures most often reported in
the literature are usually spot noise figures.

4.0 Friis Formulafor the Noise Figure of Cascaded Systems

Computing the noise figure of a cascade of systemsis often carried out incorrectly. Once
again, the problem is afailure to appreciate certain subtleties. One difficulty isthat indi-
vidual noise figures do not combine in any simple way to yield the overall cascaded noise
figure. Another is that each stage may see a different source impedance, and the noise fig-
ure of each stage must be computed with respect to that impedance. To understand these
and other issuesin detail, we now derive the correct equation for the cascaded noise fig-
ure, called Friis formula

Consider anoisy system that is driven by yet another noisy system:

FIGURE 4. Cascaded systems

DUT 1 DUT 2

Rs
Gy, Fp Gy, F> I,

The first stage has a noise factor F, and available power gain G; measured with Rg as
source resistance. The second stage has an available power gain G, and a noise factor F,
when these quantities are measured with the output impedance of the previous stage as
source resistance. If there were additional stages, the available gain and noise figure of
each one would be determined using the output impedance of the preceding stage as the
source resistance. A common error is to use Rg as the source impedance for all stages, but
this choice is correct only if the output impedances happen to be R

The easiest way to derive Friis formulais to make use of the concept of noise tempera-
ture. Because the available output noise power added by each DUT isKTBG,,, the avail-
able noise power at the output of thefirst DUT is
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N, = KTBG, , +kTBG,,, = k(T +T,)BG,,. (19)
The second stage takes this noise, amplifiesit, and adds to it another KT.BG,, of its own:

N, = k(T +T,,) BG +KT,BG,,- (20)

aleavz
We could just as well regard the overall system as asingle amplifier with available gain
Gav1Gave, driven by a source Rq. Hence, we may also write

Ny, = k(T +T (21)

) BG

el2 aleav2’

where Tg12 isthe overall noise temperature of the cascade. Equating Eqn. 20 and Eqgn. 21
yields

e (22)

avl

The overall noise temperature is therefore the noise temperature of the first stage, plusthe
input-referred noise temperature of the second stage. This formula reflects the understand-
ing that the signal boost provided by the first stage diminishes the effect of noise of subse-
guent stages. Clearly, Eqn. 22 can be extended to an arbitrary number of stages, yielding
one form of Friis formula:

T T
_ e2 e3
Te12 = Tel + G + G G +.... (23

avl avl ~av2

An alternative expression in terms of noise factorsis readily derived by using Egn. 14 to
relate noise temperature and noise factor:

F,-1 F,-1
=F, + + o (24)
G G, .G

avl avl —av2

F

12

From inspection of the last two equations, we see that the expression for cascaded noise
temperature is somewhat simpler (none of those pesky —1 termsto clutter up the equation).
The noise temperature contributed by the nth stage can be computed simply by dividing
through by the product of the available gains of the (n — 1) stages preceding it. For this
reason, the noise temperature formulation is frequently favored when considering cas-
caded systems.

5.0 Noise Measure

From Friis formula, we see that if an amplifier has good noise figure but low gain, sup-

pression of noise from subsequent stages is poor. Unfortunately, classical noise optimiza-
tion design methods sometimes lead to an “optimum” amplifier design with precisaly this
combination of characteristics. Because both the noise figure and gain of an amplifier are
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important in general, another figure of merit known as noise measure is sometimes used to
guide engineers toward a balanced design. Its formal definition initially seemsto combine
these two quantitiesin a puzzling way:

v F1

(25)
1- 1

Gav

The rationale for this definition becomes clear when we examine Friis formulafor the
specia case of an infinite cascade of identical amplifiers:

Ftot:F+F_1+F_1+..., (26)
G 2
av av
which ultimately smplifiesto
F-1
Fiot =17 1 =1+M. (27)
1-——
Gav

Therefore, this definition of noise measure is actually the normalized noise temperature of
the infinite cascade:

Te, tot

-1)T, =MT,0 M = . (28)

T .= (F
TO

e, tot

tot

Just to keep you on your toes, though, noise measure is defined in some references as Fy,
rather than as F,; — 1. Be sure to identify which definition is being used, as the difference
can introduce considerable error for low noise systems. Finally, note that this definition of
noise measure has no particular relationship to the definition of noise measure for negative
resistance devices, such as Gunn and tunnel diodes (see chapter on RF diodes).

6.0 Typical Noise Figure lnstrumentation

Having derived multiple expressions for noise figure, we' re now in a position to examine
severa different methods for carrying out an actual measurement. As usual, we start with
alittle history, partly for entertainment, but partly because methods that were used long
ago tend to be ones that hobbyists can implement economically today.

6.1 The (good?) old days

From Figure 1 we see that measuring noise figure is equivalent to determining the equa-
tion of the noise power-vs.-source temperature line. Measuring two pointsalong thelineis
sufficient, but so is knowing a single point and the line's slope. The former method is the

Noise Figure Measurement 11999 Thomas H. Lee, rev. April 16, 2001; All rights reserved Page 10 of 22



EE414 Handout #10: Spring 2001

modern way, but it is worthwhile discussing the latter. Even though it poses nontrivial
experimental challenges, the equipment required is within the reach of most RF hobbyists,
so adescription of this technique merits inclusion here.

Prior to the development of calibrated hot and cold sources, the only noise source avail-
able was one at room temperature. With that limitation, one can determine the available
output noise only at that one (perhaps inaccurately known and poorly controlled) tempera-
ture. So immediately, we see one error source: the noise source is probably at atempera-
ture higher than 290K, unless the laboratory is also used for storing beer. Even so, this
error source is usually not the dominant one.

Thetricky part isthat of determining the slope of the line, kG,4,B. Boltzmann’'s constant is
pretty solid, but measuring the product of available power gain and noise bandwidth
(which generally does not equal the —3dB bandwidth) is fraught with difficulty. The exper-
imental setup for doing so is straightforward in principle; it's just the practice that’s hard.

To measure G,,B, ssimply connect asignal %enerator to the DUT and sweep the frequency
to plot the power gain-vs.-frequency curve:

FIGURE 5. Signal generator method for noise figure measurement

&%

0

Power meter

.__/\_‘ DUT @T——~—

Signal generator

In most cases, no provisions are made to ensure a conjugate match (because it is exceed-
ingly tediousto do so at each of many test frequencies), so the power gain that is measured
differs from the available gain, leading to potential errors. The power frequency response
curveisintegrated (e.g., graphically, or by measuring the —3dB bandwidth and multiply-
ing by some fudge factor between 1 and 1.57) to find the product GB.

To complete the experiment, the output power N, is measured with the noise source (e.g.,
asimpleresistor of value Rg) connected to the input. The noise factor is then

R
N KT,BG,,

F (29)

This measurement method requires simple apparatus. asignal generator, calibrated power
meter (or oscilloscope; see the appendix for eyeball methods of estimating noise) and a
resistor (which might be provided by simply turning off the generator). Figuring out the

2. If the signal generator’s output is not constant over the band, it is hecessary to measure its output to per-
form a proper gain calculation. Failure to do so is a common source of error.
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gain-bandwidth product from the measured frequency response is rather labor-intensive,
but if you don’t want to have to choose between buying a car and buying an automated
noise figure meter, the traditional method is the best choice. That said, it is quite difficult
to reduce noise figure uncertainties below about 1-2dB with this method, so characteriza-
tion of very low noise amplifiers with this technique is generally out of the question, prac-
tically speaking.

Another issueis that the measurement time per frequency point islarge, so that it is cum-
bersome to make real-time evaluations of tweaks made to improve noise figure. It takes
patience to use the signal generator method.

There is one case (at least, thisis the only one the author can think of) where the signal
generator method is favored, however. Consider the problem of measuring accurately the
noise figure of an exceptionally noisy system. In particular, suppose that the DUT is so
noisy that the noise temperature greatly exceeds the reference temperature. In this case, it
is possible for the output noise powers under the hot and cold conditions to be rather simi-
lar, leading to a Y factor close to unity. Because the formulafor noise factor with a hot/
cold measurement method contains aterm (Y — 1) in the denominator, the measurement
can be quite sensitive to small errorsin Y when Y is nearly unity. The signal generator
method, on the other hand, does not suffer from this sensitivity because it does not infer
slope from measuring noise at two temperatures; there are no subtractions along the way.
So it may be said that, for low noise amplifiers, the hot/cold method is better, and for
extremely noisy systems, the signal generator method may be better.

6.2 Ontothemodern era...

When a calibrated hot noise source is available, it becomes considerably easier to make
accurate noise figure determinations. As mentioned previously, early sources used actual
resistors heated or cooled to easily determined or controlled temperatures, such as the
boiling points of water and liquid nitrogen. A hot source at the temperature of boiling
water isentirely feasible for the home experimenter (just be careful not to burn yourself or
start afire), and highly accurate aslong as the water is reasonably pure and corrections are
made for boiling point shifts with atitude.

Many commercial cold loads operate at 77K, but not many hobbyists happen to have a
Dewar full of LN, about the house. Perhaps a more practical choice for the weekend
experimenter is to use aroom temperature cold source, but accurate measurements
demand knowledge of the actual room temperature. A modest improvement is possible by
using icein water to provide a 273K cold temperature. If you have access to acetone and
dry ice, an equilibrium mixture of those two substances will have a temperature of about
203K (=70°C). However, acetone is quite flammable, so if you do choose this mixture, be
sure to observe all appropriate safety precautions (in particular, keep the acetone well
away from whatever makes the hot source hot). Also, it isimportant to keep in mind that
acetoneisapowerful solvent for most plastics, so you can’t put the mixture in astyrofoam
cup! Additionally, itsfumes are toxic aswell asflammable, so use only in awell ventilated
room. Except for the possibility of death by fire, asphyxiation or cancer, this mixtureis
ideal for realizing the cold source at home.
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Once you have both a hot and cold source, there are several measurement options from
which to choose. One method, called the * Y-factor method” for reasons that will become
clear, avoids the need for a calibrated power meter, replacing it instead with amore easily
realized calibrated adjustable attenuator:

FIGURE 6. Y-factor measurement technique (simplified)

source

Power meter

This measurement technique relies on the fact that the ratio of output powers with the hot
and cold source (=Y), plus knowledge of the hot and cold temperatures, is sufficient to
compute noise figure. To carry out a measurement with this method, set the attenuation
factor to unity, connect the cold load, and note the output power reading on the meter. The
absolute value is completely unimportant. Then connect the hot load and adjust the attenu-
ator until you obtain the same power reading as before. Since the attenuation factor is
therefore the value that reduces a power N, to avalue N4, the attenuation factor is pre-
cisely equal to Y. The noise factor is then computed from Egn. 10:

a
B

C_
0
Y-1

ex

— =Y
0

=

F = (30)

The accuracy achieved depends on the accuracy of the Y factor determination, aswell as
on the knowledge of the hot and cold temperatures. With assiduous attention to controlling
all error sources, this technique can provide accuracies that are on a par with what can be
achieved with commercial instrumentation. The tradeoff is again one of time per measure-
ment.

Actual Y factor noise determinations are usually carried out with adlightly different con-
figuration to permit measurement of spot noise figure as a function of frequency, rather
than a gross noise figure over the entire bandwidth of the amplifier. The typical setup mod-
ifies the one shown in Figure 6 by adding a mixer, local oscillator and intermediate-fre-
guency (IF) amplifier, just asin a superheterodyne receiver:3

3. AnLO, mixer and IF amplifier can also be added to the setup of Figure 5 to improve the signal generator
method, readily permitting evaluation of spot noise figure with that system. The noise bandwidth of the IF
filter determines the width of the spot, and its value needs to be known to cal cul ate spot noise figure cor-
rectly.
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FIGURE 7. Moretypical Y-factor measurement setup

Noise IF filter/ Variable /x
source buT amplifier attenuator

L Power meter

Here, the LO frequency is swept to sample the noise from the DUT at different frequen-
cies. The IF amplifier/filter combination ensures that this noise is measured over some nar-
row, controlled bandwidth centered about the frequency determined by the LO setting. In
many implementations, afilter is additionally interposed between the DUT and the instru-
mentation to limit bandwidth (perhaps to attenuate image response, for example).

If aspectrum analyzer is used as the power meter in any of these methods, it is necessary
to precede it with a high-gain, low-noise preamplifier because spectrum analyzers gener-
aly have rather high noise figures (e.g., 30dB), as aresult of design trade-offs madein
favor of good large signal linearity. The gain of the preamp must be large compared with
the noise figure of the analyzer in order to effect a substantial reduction in NF. The overall
noise figure will then be close to that of the preamp alone. Even so, the noise figure of the
preamp-spectrum analyzer combination will generally remain high enough that it cannot
beignored, and Friis’ formulafor cascaded noise figure should be used to correct the mea-
sured values. As a concrete numerical example, assume that the preamp has a noise figure
and available power gain of 3dB and 40dB, respectively, and that the analyzer has a noise
figure of 30dB. The combination has a noise factor given by Friis’ formula,

1000 -1 _
10*

F=2+ 2.1, (31)

or 3.2dB, alarge improvement over 30dB and now only slightly greater than the preamp’s
inherent noise figure. Friis formulawill ultimately be used again, once the DUT is con-
nected to the combination, with 3.2dB now considered the second stage’s noise figure, and
the DUT’ s available gain used in the denominator. If the noise figure of the preamp is not
known, connect the hot and cold sources directly to itsinput, and make a measurement of
noise figure. Once the combination has been characterized in this manner, it may be used
to determine the noise figure of the DUT.

When making spot noise figure measurements with the spectrum analyzer, set the analyz-
er's resolution bandwidth equal to the desired width of the spot. Choose a video band-

width (much) narrower than the resol ution bandwidth to reduce noise in the displayed data
(recall that video bandwidth controls the averaging of the output signal, after the detector).

The basic arrangement shown in Figure 6 is aso quite close to what lies at the core of
most modern automatic noise figure instruments. The HP8970, for example, contains all
of those components, with the addition of afilter and preamplifier (asin the spectrum ana-
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lyzer example) and a collection of attenuators at the input and output. With these addi-
tional elements, the instrument is able to measure (and correct for) insertion gain (loss) of
the DUT and fixturing during the noise figure measurement. Additionally, the noise figure
of the meter circuitry must also be known in order to complete an accurate noise figure
measurement. What follows is atypical sequence of operations for making a noise figure
measurement with acommercial instrument (specifically, the 8970B).

1) Read off the ENR calibration values for the hot/cold noise source, and enter those num-
bersinto the instrument’s memory. The 8970B has alist of the common calibration fre-
guencies already in ROM, so the user normally only has to enter the ENR values.

2) Select the start frequency, stop frequency and frequency increment (step size).

3) Connect the noise source to the instrument in order to permit measurement of the
meter’s noise figure, set frequency to the desired value, and press the “ calibrate” key to
initiate the calibration sequence. The meter successively activates and deactivates the
noise source to compute the meter’s hot and cold noise powers:

P, = k(T,+T,)BG, (32)

hm

P = k(T +T,)BG,. (33)
Theratio of these two powersis completely insensitive to gain-bandwidth product and has
only the noise temperature of the meter as an unknown:

th _ Th + Tem - I:)cmTh a thTc. (34)

I:)cm Tc + Tem o th - I:)cm

The 8970 allows the results of several calibration runsto be averaged. The number of runs
is controlled with the “increase” key. Hold it down until the desired number of runsisdis-
played. This step precedes activation of the “calibrate” mode.

4) Insert the DUT between the noise source and the instrument and select “ noise figure
and gain.” To the maximum practical extent, avoid cables. The shorter the fixturing, the
better, to minimize pre-DUT loss (and thus any errorsintroduced by uncertaintiesin its
subsequent subtraction). The instrument then measures the hot and cold powers of the cas-
cade (DUT + meter):

Poo = K(T, +T

o) BG.Gpyr (35)

h, tot e to

P = k(T + Tg o) BG,G

¢, tot (36)

DUT"

The ratio of these two powersis also insensitive to gain-bandwidth product and has only
the noise temperature of the DUT/meter combination as an unknown:
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Ph, tot _ T+ Te, tot _ I:)c, tot Th™ I:)h, tot T
c, tot c e, tot h, tot c, tot
The ratio of the differences of noise powers enables computation of the DUT s gain:
P -P
GDUT — rll;tot - I:)c:,tot (39)
hm cm

The gain of the meter has dropped out completely, so its value is theoretically irrelevant.
Having computed the gain of the DUT, the noise temperature of the meter, and the noise
temperature of the meter and DUT combination, Friis formula can be used to solve for the
noise figure of the DUT alone:

T T

_ em _ em
T =T +G7DTDUT_Te,tot_G7

g tot DUT : (39)
DUT DUT

Note that the resulting calculation is correct only if GpTisequal to the available gain.
Mismatches may make these unequal and thereby introduce error.

The 8970 also alows the user to enter the cold temperature. The default is 296.5K, which
is closer to typical room temperatures.

A separate measurement of fixturing loss (e.g., with a network analyzer) enables correc-
tion for any pre-DUT fixturing attenuation. Most instruments allow the user to enter loss
values (viathe “loss compensation” feature of the 8970, for example), and automatically
perform the subtraction of the loss factor. The instrument converts noise temperature into
noise figure, and displays both NF and Gp 1. It takes you much longer to read this
description than it does for the instrument to carry out the measurement.

7.0 Error Sources

There are several ways in which noise figure measurements can go awry. Understanding
what these are is a key to making accurate measurements. What followsis a short list of
common problems, mistakes and their fixes.

7.1 External noise

More than occasionally, external interference couplesinto the test setup. Thisinterference
can be noise radiated by RF sources ranging from TV and radio, to digital equipment (par-
ticularly computers and their monitors). Noise figure measurements are best carried out in
a shielded screen room to prevent this interference from injecting into the system. If this
option is not available, the next best choice is to make a spot noise measurement at a fre-
guency removed from the interference, assuming that it is narrowband enough to enable
this strategy. Many noise figure measurement systems provide for an oscilloscope connec-
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tion to monitor the spectrum (generally at the output of the noise figure meter’s I F stage).
If such an output is not available, anormal spectrum analyzer may be used instead. With
the aid of amonitor, discrete peaks caused by interference can be identified quite easily,
and the measurement frequency moved appropriately away from the interference.

7.2 Fixturing loss

Fixturing anomalies are an endless source of errors. For example, a proper measurement
of noise figure requires accurate characterization of any loss (e.g., from cable attenuation)
that precedes the DUT proper. Thisloss (in dB) is subtracted from the measured overall
NF to yield the DUT s true NF. If the lossis large, however, the uncertainty in the fina
answer can be considerable because the instrument will have subtracted two nearly equal
numbers. For example, suppose that the pre-DUT fixturing power lossis 20dB (thisis
frighteningly large), and the DUT itself has a 2dB noise figure. The noise figure meter will
measure a 22dB noise figure, but within some error (say, optimistically, 0.5dB). Assume
for now that the error results in a composite measured NF of 21.5dB. A separate measure-
ment of the fixturing loss might have a similar uncertainty of 0.5dB; suppose we measure
20.5dB in this case. After subtraction, we compute aDUT NF of 1dB, instead of the cor-
rect value of 2dB, a huge error. In fact, for amplifiers with very low noisefigure, it is
entirely possible to compute negative values! Therefore, be suspicious of noise figure
measurements in which alarge attenuation has been mathematically removed. As a gen-
erd rule, it isdesirable to limit any such pre-DUT attenuation to values smaller than the
anticipated noise figure. The lower thisloss, the better.

7.3 Second stage contribution

Another common error is afailure to take into account the noise of stages that follow the
DUT (the “second stage contribution”). A related consideration is that all commercial
noise figure meters assume that the measured DUT gain is the same as the available gain.
If the DUT has alarge output impedance mismatch with that of the noise figure meter’s
input port, this assumption will be a poor one, and the calculation of the second stage con-
tribution will be in error, as can be seen from Eqgn. 39.

Impedance mismatch between the output of the noise source and the input of the DUT is
also a concern. Reflections off of the DUT input travel back to the noise source where any
mismatch there causes a re-reflection back toward the DUT. The superposition of the inci-
dent power and this reflected power can cause the noise power from the source to differ
from what it would be with a matched load. Complicating the situation is that the noise
source may have a different impedance in the hot and cold modes, compounding the error.

Correction for al of these errors requires knowledge of all three of the mismatches, as can
be seen from the following formula:®

4. Fundamentals of RF and Microwave Noise Figure Measurements, HP Application Note 57-1, July 1983.
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) (1—\rs\2)\1—r1r2\2
(1—\r2\2)\1—r1rs\2

e (40)

Here, K isthe factor by which the measured insertion gain should be multiplied in order
to yield the correct value of available gain. The reflection coefficients are referred to vari-
ous ports as follows: I 1 is defined looking into the input of the noise measurement instru-
mentation, I, into the output of the DUT, and I 5 into the output of the noise source. Note
that if these reflection coefficients are zero, K¢ is unity. Note also that knowledge of the
both the magnitude and phase of the reflection coefficientsis necessary to perform the cor-
rection. If only the magnitudes of the reflection coefficient are known, the best one can do
is bound the error. As a specific example of the latter, assume that the magnitudes of I 4,
o, and I'gare 0.33, 0.33, and 0.11, respectively. Then the true available gain could be any-
where between about 0.95 and 1.3 times the measured insertion gain.

7.4 Noise source calibration uncertainty

Uncertainty in the ENR of the noise source is an additional error source. As stated earlier,
noise diodes must be calibrated against a standard. Calibrations are never perfect, and
noise diodes are not perfectly stable (although good ones are remarkably good). One may
typically expect instrument-grade noise diodes (such as the popular HP346B) to possess
uncertaintiesin ENR on the order of 0.1dB at low frequencies (e.g., 10MHz), increasing to
perhaps 0.2dB at higher frequencies (e.g., 18GHz). The percentage error represented by
these uncertainties gets progressively more significant as the noise figure of the DUT
diminishes.

Because a noise diode's output is not perfectly constant over the operating frequency
range, nor follows any other ssmple functional law, noise source calibrations are made at a
number of discrete frequencies (10 or 20 isatypical number). In between the calibration
points, you (or the noise figure meter) hasto perform interpolations. The actual noise out-
put may differ from the interpolated value, adding another error term.

7.5 Cold temperature# T,

Yet another common problem is that the cold noise source temperature is rarely 290K. A
diode noise source has a cold temperature equal to that of the ambient, and most laborato-
ries are 4-5°C warmer than Tp. As arough rule of thumb, the measured noise temperature
istoo low by one degree for each degree the noise sourceis above T. Thusit istypical to
underestimate the noise figure of a DUT because of the warm laboratory problem. For
more rigorous corrections, an accurate measurement of the cold temperature must be
made, and Egn. 10 used to compute the adjustment. This correction is most important in
the case of very low noise figures.
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7.6 Failureof linearity: diode detectors

The straight line of Figure 1 underlies both the definition and measurement of noisefigure.
If the device under test is nonlinear, noise figure can’t be uniquely defined. A relevant
exampleisthat of diodes used as square-law detectors (frequently known as video detec-
torsfor historical reasons). In cases such as these, a different figure of merit is used to con-
vey information about noise performance.

One such figure of merit istangential signal sensitivity (TSS). Itsoriginal definitionisa
highly subjective evaluation of noise: An operator observes the noisy output of the detec-
tor on an oscilloscope in the absence of any signal and notes the position of the positive
noise peaks. Then the signal is turned on, and the operator adjusts the amplitude until the
negative-going noise peaks with signal present appear just to touch the positive-going
noise peaks noted earlier with the signal absent. TSSis defined asthe level of input signal
that produces this condition. The problem with this definition is that noise, being random,
has theoretically unbounded peaks. So, the operator has to make an arbitrary judgment
when an equality of peaks occurs, and different operators may guess differently (the same
operator may also make different determinations at different times). To eliminate this sub-
jectivity, most diode manufacturers now define TSS as the available input signal power
that causes an output power SNR of 8dB. A typical value of TSS for diodes might be —
60dBm.

Another figure of merit isthe nominal detectable signal (NDS) which is defined as the
available input power that resultsin an output SNR of unity. Both TSS and NDS are gen-
erally functions of frequency and bias current, so these must be specified to make TSS and
NDS values meaningful.

8.0 Special considerationsfor mixers

When the DUT isamixer, there is a question of whether one should perform asingle-side-
band (SSB) or double sideband (DSB) noise figure measurement. In most cases, the SSB
noise figure is the appropriate choice, as few communications systems transmit the same
signal in both the main and image bands. The only two exceptions the author is aware of
are direct-conversion (homodyne) receivers, in which the main signal occupies the same
spectrum as itsimage, and in deep-space radiometry where noise (that of the universe) is
the signal. Because DSB noise figure islower by 3dB (assuming equal conversion gains
for the two sidebands), “ specmanship” games are all too frequent, and this figure is often
reported instead of SSB.

To place the DSB-SSB issue on afirm foundation, consider that the IRE (now |EEE) noise
figure definition has in its numerator all output noise, but has in the denominator only sig-
nal-related noise. If the signal is contained in only one sideband, then the relevant spectra
appear roughly as follows:
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FIGURE 8. Spectrum of SSB input to mixer

B A B>
A
Noise
LO-IF LO LO+HIF

Herethe signal exists only within bandwidth B,. From this picture the correct definition of
noise factor is:

_ N, +KT,G,B, +KT(G,B,

Feen = (41)
SsB
kT,G,B,
Note that the formula alows for the possibility of unequal receiver bandwidths and
unequal conversion gains for the two bands.
Intherarer DSB case, the desired signal resides in both bands:
FIGURE 9. Spectrum of DSB input to mixer
B, A B,
A A
Noise
LOHF LO LO+IF
The corresponding noise factor is:
N_+kT.G,B, +kT,G,B
_ a 0~1°1 07272 42)

F
DSB
kT,G,B; +KkT,G,B,

If the bandwidths are equal, and the conversion gains are equal, the DSB NF will be 3dB
lower than the SSB value, as stated earlier. More generally, allowing for unequal conver-
sion gains (but still assuming equal bandwidths),

G
_ 1
Fssg = FDSBBl+ GO (43)
2
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In many cases, amixer is preceded by an image-suppression filter. In this commonly
occurring situation, it is appropriate to characterize the combination of thefilter and mixer
asaunit. Because the job of thefilter isto produce unequal conversion gains to the two
sidebands, there will no longer be a 3dB difference between the SSB and DSB NF.

Another important subtlety concerns the nature of terminations on the several mixer ports.
Because amixer has three ports— RF, IF and LO — misterminations on any of the ports can
result in complicated reflections capable of corrupting measurements. A particularly com-
mon error isto terminate the IF port of a passive mixer in aload that is matched only at,
say, the difference frequency, exhibiting ahighly reactive impedance at the sum frequency.
Even though we might only wish to use the difference component, the sum component
nonethel ess exists also. Reflections at the sum frequency can cause pathological behavior
of both noise figure and conversion gain.

Finally, the gain and noise characteristics of mixerstypically vary with LO power. For the
measurements to be meaningful, then, the LO power must be specified. Preferably, the
noise figure (and conversion gain) should be presented as a function of LO power over a
range that spans practical values.

9.0 References

Various applications notes from Hewlett-Packard (now Agilent Technologies) are excel-
lent sources of information about noise measurement. Some that are of particular interest
include:

Accurate and Automatic Noise Figure Measurements, HP Application Note 64-3, June
1980.

Fundamentals of RF and Microwave Noise Figure Measurements, HP Application Note
57-1, July 1983.

Another good source of information is the documentation for the HP8970B noise figure
meter, which describes in detail the theory underlying the operation of this instrument.

10.0 Appendix: Two Cheesy Eyeball M ethods

For very quick assessments of relatively large amounts of noise, a crude measurement is
sometimes acceptable. In those cases, an oscilloscope and your eyeball may be the only
instruments you need. If we assume that the noise is Gaussian, then the peak-to-peak val-
ues very rarely exceed about 5-7 times the rms value. So, the level zero eyeball measure-
ment is to connect the noisy DUT to the oscilloscope, make some judgment about what
the displayed peak-to-peak value seemsto be, then divide by about six to develop an esti-
mate of the rms value.

This method is very crude, of course, and in no small measure because of the difficulty in
determining what the “true”’ peak-to-peak value happensto be. The situation is further
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complicated by the fact that the oscilloscope brightness setting affects what appear to be
the peaks; the brighter the trace, the taller the apparent peaks. And, as with TSS, the same
operator may aso make significantly different determinations at different times, as afunc-
tion of sleep deprivation, emotional state, and caffeine levels.

A clever extension of the eyeball technique removes much of this uncertainty by convert-
ing the measurement into a differential one.” Here, the noisy signal drives both channels
of adual-trace oscilloscope. With a sufficiently large initial position difference, there will
be a dark band between these two traces. The operator adjusts the position controls until
the dark band just disappears, with the two traces merging into asingle blurry messwith a
monotonically decreasing brightness from the center outward. Note that this description
implies an independence of the result on the absolute intensity. The noisy signals are then
removed, and the distance between the two baselines measured. The resulting value is
twice the rms voltage to a good approximation. Absolute accuracies of about 1dB are pos-
sible with this simple method.

The basis of thistechniqueis that a sum of two identical gaussian distributions has a max-
imally flat top when the two distributions are separated by exactly twice the rms value.

Because the eye is an imperfect judge of contrast, it is not possible to establish with infi-
nite precision when the dark band disappears. When following the procedure as outlined,
most people will perceive the band to have disappeared alittle before it actually does. The
error resulting from this uncertainty is on the order of 1dB for most people. Thus, perhaps
0.5dB should be subtracted from the measurement if you are very fussy. An aternativeis
to measure the noise two different ways, one using the procedure given, and another with
the two tracesinitially on top of each other. With the latter initial condition, adjust the
spacing until the darker areafirst seems to appear. Use the average of the two readings to
compute your noise estimate, and al so compute the difference between the two readingsto
provide an estimate of your measurement uncertainty. With care and alittle practice, sub-
1dB repeatability isreadily achievable.

5. G. Franklin and T. Hatley, “Don’'t Eyeball Noise,” Electronic Design 24, Nov. 22, 1973, pp. 184-187.
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Narrowband LNA Design Lab

1.0 Introduction

In this lab experiment, you will design, construct and test alow noise amplifier for use at
1GHz. The design goals are: NF of ~2dB (if you can achieve 1.XdB, | want to seeit),
power gain of 10dB or more, and return loss greater than 10dB (both input and output).
The 2SC3302 should be barely capable of the noise figure and power gain specified, so
you can’t be too terribly sloppy. The noise figure is competitive with what is achieved by
many cell phones, by the way (although to be fair, they have more junk between the
antenna and the amplifier). The return loss specifications are pretty generous, and you
should be able to do substantially better than 10dB without much trouble.

2.0 Summary of Bipolar Noise M odel

Be sureto read the handout on LNA design. Excerpted figures and equations are provided
here to cut down on the amount of paper you have to haul around:

FIGURE 1. Model for noisefigure calculation

4KTr b
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FIGURE 2. Narrowband L NA biasing details

Notice that the figure shows no input impedance transformer. In general, you will need
one, so don’t forget to design it in. The input capacitor (not shown in the notes) is needed
to prevent the output of the generator from fighting the bias of your amplifier.

Other hints. Power attenuation ahead of the amplifier adds directly to noise figure, dB for
dB. Since the minimum NF for the transistor is aready around 1.7dB, you can’t afford to
throw away very much before you exceed the 2dB specification. So mount your transistor
reasonably close to the input BNC, because you will be picking up close to 0.1dB of loss
for every inch of line leading up to your amplifier. Leave enough room for your matching
network, certainly, but not awhole lot more.

The collector bypass capacitor may have to be a parallel combination of two capacitors.
Put a small-value capacitor as close to the line as possible (and with as short a path to
ground as possible) for best high-frequency bypassing. Then parallel that with a higher
value capacitor (say, 10 to 100nF) to take care of any lower frequency junk. That second
capacitor can have longer path lengths to the collector circuit and ground.

Finally, the noise of the bias resistors will have the least effect if you can connect their
common point (the junction of Ry and Ry) to the lower impedance side of your matching
transformer network. Of course, this only works if your transformer has a DC path to the
base! (And make sure it doesn’t short the base to ground at DC!)
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Narrowband LNA Design

1.0 Introduction

Thefirst stage of areceiver istypically alow-noise amplifier (LNA), whose main function
isto provide enough gain to overcome the noise of subsequent stages (typically a mixer).
Aside from providing this gain while adding as little noise as possible, an LNA should
accommodate large signals without distortion, and frequently must also present a specific
impedance, such as 50Q, to the input source. Thislast consideration is particularly impor-
tant if afilter precedesthe LNA, since the transfer characteristics of many filters (both pas-
sive and active) are quite sensitive to the quality of the termination.

We will see that one can obtain the minimum noise figure from a given device by using a
particular magic source impedance whose value depends on the characteristics of the
device. Unfortunately this source impedance generally differs, perhaps considerably, from
that which maximizes power gain. Henceit is possible for poor gain and a bad input match
to accompany a good noise figure. One aim of this chapter isto place this tradeoff on a
quantitative basis to assure a satisfactory design without painful iteration.

We will focus on a single narrowband LNA architecture that it is capable of delivering
near-minimum noise figures, along with an excellent impedance match and reasonable
power gain. The narrowband nature of the amplifier is not necessarily aliability, as many
applications require filtering anyway. The LNA we'll study thus exhibits a balance of
many desirable characteristics.

2.0 Derivation of a Bipolar Noise M oddl

Before we can appreciate the attributes (and limitations) of the narrowband LNA topol-
ogy, it's necessary first to derive an appropriate noise model for a bipolar transistor. To
make the analysis tractable and facilitate the acquisition of design insight, we' |l need to
make a number of simplifying assumptions. These assumptions are not seriously errone-
ous aslong asthe device is operated at frequencieswell below (say, at least afactor of five
below) f1. At still higher frequencies, rapid degradation of other device characteristics
(such as gain) militates against the use of the device in the first place, and therefore obvi-
ates the need for analysis, accurate or otherwise.

Each of the two junctionsin a bipolar transistor produces shot noise, modeled by a shunt
current source whose mean-square spectral density is 29l pc, where Ip¢ isthe value of the
bias current through the junction. The shot noise currents from the two junctions may be
treated as uncorrelated for most practical purposes, so we will ignore correlationsin all
that follows. This neglect will allow usto add noise powers directly. That is, afunny (and
very useful) kind of superposition is enabled by invoking statistical independence of noise
Sources.
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In addition to the shot noise components (which are in a sense fundamental, because no
cleverness in device design can eliminate them), there is also a source of thermal noise:
series base resistance, ry,. This noiseis represented by a series voltage source whose mean-
square density is 4ktrp,. In modern devicesiits noise usually dominates (by a good margin)
over that due to any series emitter or collector resistance, so we will neglect these. As
we'll see, ry, ishighly undesirable. Aside from generating noise (and thereby degrading
noise figure), its presence often raises to inconvenient values the source resistance that
yields minimum noise figure (aswe'll see).

Although it is tempting to attribute thermal noiseto all resistors appearing in atransistor
model (e.g., ryy), doing so can amount to double counting. For example, rresults from lin-
earizing junction behavior, and junction noise is already modeled by shot noise. Thereis
thus a difference between resistances that result from such linearization, and those that are
simply ordinary resistors. The former do not generate thermal noise, while the latter do.

Finally, the collector-emitter output resistance is usually (but not always) large enough to
be neglected at high frequencies, so we will omit it in all subsequent analyses.1

A small-signal transistor model based on these considerations appears as follows:

FIGURE 1. Noise model for bipolar transistor

4KTr b C

M H
o collector

baseO—— ) Q‘QTB ¢ CH_JF%“ITI é}gmvn ¢2qlc
I

emitter

Thismodel, smple asit is, nonethel ess captures the most important effects for calculating
the noise figure of abipolar amplifier. In fact we now have enough information to derive a
usefully accurate expression for the noise figure of an amplifier, aswell asto discover the
value of the optimum source resistance.

Of the many possible ways to express noise factor, one that is especialy useful hereis.

total output noise power

F b
output noise power due to source

D

where, as usual, the source temperature is 290K.

1. The collector-emitter resistance models the Early effect, and is not thermally noisy becauseit is the result
of linearizing the effect of junction-width variations. Finally, there is a collector-base feedback resistance
that also arises from basewidth modulation. Its effect can almost always be completely ignored at RF.
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To calculate the noise factor using Egn. 1, connect a (thermally noisy) source resistance to
the circuit of Fig. 1 and calculate away:

FIGURE 2. Model for noisefigure calculation

4kTI’b o in
! VW >
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4KTRg %

Note that the circuit isterminated in a short. In an actual circuit, of course, the output
would be loaded with aresistor of some nonzero value, unless the goal isto make a high-
tech space heater. However it should be clear from Egn. 1 that a collector |oad resistance
appears as amultiplier in both the numerator and denominator. As a consequence, it ulti-
mately cancels out and any value is okay for our purposes. We have therefore chosen a
zero load resistance, a particularly convenient value.

A considerably sleazier trick is that we have arbitrarily eliminated the collector-base
capacitance. Its presence complicates the analysis enough that its removal is necessary
simply for clarity. Aslong asthe collector load is alow impedance, this neglect is usually
not too serious. In the general case, however, where arbitrary collector loads are to be con-
sidered, omitting C,, can result in significant error. The largest error isin computing the
source resistance that leads to the minimum noise figure. Depending on the detailed nature
of the load impedance, the optimum source resistance could go up or down. Fortunately,
the actual value of that minimum noise figure is usually not greatly affected, so we will
proceed to derive the noise figure with afull awareness of the several assumptions that
underlie its development.

Given those assumptions, and the use of a short-circuit load, then the noise factor is ssm-
ply aratio of short-circuit currents flowing in the collector branch labeled with i,. The
numerator isthe sum of the mean-square short circuit currents dueto all noise sources, and
the denominator is the mean-square short circuit current due only to the source noise.
Hence, we get

2
201 + 20157l (1, +RQ|02 + (4KTr, +4kTR)| ™ | ¢
Rg+rp+2,
2
AKTRy ™| @
Rg+rp+7,

where the simple additions of terms in the numerator are a direct consequence of neglect-
ing any correlations among the noise generators.
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It'sagood ideato study this equation one term at atime to try to make some sense of it. In
the denominator, the mean-square voltage spectral density of the source resistor noise,
4KTRg isfirst multiplied by the square of a voltage divide factor magnitude to find the
mean-square voltage across r,. That squared voltage in turn is multiplied by the square of
the transconductance, gy, to find the squared collector current and thus complete the
denominator.

Examining the terms in the numerator from right to left, note that the noise voltage gener-
ator of resistor ry, isin series with that of Rg, It therefore undergoes precisely the same
transformations, explaining why the last of the three additive terms in the numerator has
the form shown.

The base shot noise current sees a total impedance that is a parallel combination of z;
(which, in turn, isrin parallel with C,p) and the sum (rp + Rg). Multiplying the mean-
square shot noise current by the squared magnitude of that impedance gives us the mean-
sguare voltage across r;. Again multiplying that factor by the square of g, yields the base
shot noise contribution to the mean-square collector current.

Finally, the collector shot noise undergoes no scaling or other transformations at al, and
so it adds directly to all of the other contributions in the numerator.

The equation can be simplified by cancelling some common terms, yielding (after alittle
re-ordering)

r. 2ql.+2ql.z | (1, +RJ)|%g>
e, b, 2T 20l S)\Qm, 9

R 2
e 1S B S
Rstrp+2,

which simplifies still further to

r. 2qlR.+r +2z]% 2ql.(r. +R)?
F=1+£+qc‘s b nJ_'_qB(b s) @
Rg 4kTRS\ an 292m 4kTRg

We can continue to cancel common terms to obtain an even ssmpler form:

r Ro+r, +2/? r.+RY)?2
|:=1+£+‘S bZTJ+(b S)gm, (5)

S ZRS\ZTJZQm 2B:Rg

In getting to thislast expression, we have made use of the fact that the transconductance of
abipolar transistor is gl /KT, and that the ratio of collector to base current is Bg.

Note that the second term accounts for noise caused directly by the base resistance, the
third term is due to collector shot noise, and the last term is the base current shot noise
term. Thisisthe last form of the equation that allows us to make these identifications.
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Note also that Eqn. 5 contains three classes of terms (when everything is multiplied out).
One isindependent of Rg, another is proportional to Rg, and the third is inversely propor-
tional to Rg At very small source resistance the inversely proportional term dominates,
and at very large values the proportional term dominates. Somewhere between “very
small” and “very large” thereis an optimum value that minimizes the sum (and, therefore,
the noisefigure). Before computing the optimum itself, let’s understand intuitively why an
optimum Rg should exist at all.

At very low source resistances, the contribution by the base resistance is more significant
compared to that of the source itself, and noise figure therefore suffers.

At very high source resistances, the contribution to the output noise by the base shot noise
is greater (because the impedance it facesis larger, generating a greater voltage acrossr,
resulting in agreater current out of the collector). At the same time, the output noise dueto
the source itself is smaller, because of the harsher voltage divider seen by Rg. The magni-
tude of the collector shot noise does not change, but its size relative to the contribution by
Rgisworse, so noise figure degrades further still. The optimum balances the contribution
of the base resistance against the effects of base and collector shot noise.

The noise factor equation we will useis adlightly expanded version of Eqgn. 5:

r Ro+r)%+|z/2+2(R.+r.)Re r.+R)?2
F:1+£+(S b) H is b) {Zn}+(b S)gm.
Rs 2R§Z{ O 2BeRg

Let’s now do the math to derive the optimum value for Rg,

(6)

2.1 Optimum sourceresistance

The procedure for finding this optimum is straightforward enough: Take the first deriva-
tive with respect to the source resistance, set it equal to zero, and hope for a minimum:

r. |Re+r,.+2z12 (r,+RJ%g [0
£+‘s bZZrJJr b+ RY " =0, o
Rg ZRS‘er O 2BRs O

U
i[-’ll--l'
dR[J

Grinding inexorably toward the answer generates the following sequence of equations:

2 2 2. 2
dggﬁL(RsHb) +‘ZrJ +2(Rg+r.)Re{z} +(rb+RS+2rbRS)ng:0;(8)

dRs[Rg ZRS‘ZTJng 2BcRg 0
2, .2 2 2, 52
q Cr, +Rs+rb+‘ZrJ +2r Re{z} . (rb+Rs)gmg 0 o
dRs[Rg 2Rs\znfgm 2BRs O
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where, in thislast equation, we have taken out terms that are independent of Rgand there-
fore whose derivative is zero (we aready took out the unity additive factor in getting to
Eqgn. 5, in case you were wondering where it went). (If you ssmply want to use the final
answer, rather than follow each step of this derivation, feel free to skip ahead!)

Separating terms that are proportional to Rgfrom those that are inversely proportional to it
leads us to the following:

O  r2+|z]2+2r Re{z 20 O O
d 1Df b ‘q 2b {r} +gme+ = 12 +ng 0.
dRy R 1° 2z)%g,, 2P0 "2z%g,, 2Pe0
Taking the derivative at last, and setting it to zero yields
0100 rorzfeanRe(zt ol 1 o w
o] bt - :
R0 22)%,, 20 2z/%, 2B
so that the optimum source resistance (squared) is
r 2+‘znf+2rbRe{zr} +gmrﬁ
b 2 2
2|z.%g Be
RZ = 2 O , (12)
12 + Om
Z‘ZTJ gm ZBF
which reduces a bit to
Z‘Z]_J O fp*r +‘Z:J +2r Re{z} + ‘Z’J
RZ = (13)

R
Pe

Thislast equation isthe last form that is traceable directly to our noise model without
additional approximations. However, further simplification is possible if we allow one or
two very reasonable approximations. One is that the operational frequency iswell above
UrCy; (= wy/B), and the other is that the bias current is high enough that C,; is dominated
by the diffusion capacitance. With these assumptions,
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2 O
W~ 09y, = gsz ow D2[32
2 |1*)T[| F
RS = S . (14)
90
0 .0
1+ &
Be

If, asis often the case, the last term in the numerator is small compared to the term preced-
ing it, we may write

RS = m : (15)

As a specific numerical example, consider using a 2SC3302 microwave transistor at
1GHz. Assume that the collector bias current is 10mA, at which the transconductance is
400mS, B = 80, and wr is 10TGr/s. The remaining unknown is the value of ry, which
might remain unknown because it is rarely given in data sheets (the 2SC3302 is no excep-
tion). Fortunately, however, aplot of input impedance over frequency is given, and shows
aresonance at approximately 800MHz when the bias current is 20mA (at which we may
estimate C,; to be about 23pF, using other data sheet information). This resonance isthe
result of package and lead inductance interacting with C;. Under that resonant condition,
the input resistance is about midway on the Smith chart between the 25Q and 50Q con-
tours, so we' Il estimate the total resistance as 37-38Q Thisresistance isthe sum of rp and
areal term produced by the series emitter inductance associated with the packaging and
leads. Asis shown in the next section, thisinduced resistance has a value wyl,. The para-
sitic inductance is not easily estimated but one can cal culate from the resonance that the
total inductance is approximately 1.7nH. Thisvalueis also quite believable from the phys-
ical dimensions of the package. Assuming that thistotal inductance splits evenly between
base and emitter (even if it doesn’t) allows us to estimate that the contribution by the
induced resistance to the total is approximately 30Q. Because thisvalueis so close to the
total estimated input resistance, our uncertainty in ry, islarge. However, we'll press on,
and use avalue of 7-8Q for ry,.

Under these conditions, the optimum source resistance is ~35Q (at which the noise figure
is2dB at 1GHz), a value close enough to 50Q that only a modest NF penalty (of abit
greater than 0.1dB) isincurred in this case if one performs no impedance transformation.
At abias current of 5SmA, both the noise figure and the penalty for operating at 50Q
increase (the latter to about 0.2dB), for an overall minimum noise figure of about 3dB
(again, thisvalue isfor operation at 1GHz).
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Asacheck on our derivations, compare the cal culated noise figure of 2dB to the minimum
value of 1.7dB given in the data sheet for 1GHz operation. Repeating our calculation for
500MHz operation yieldsa 1.6dB noisefigure (at 5mA), compared with a data sheet value
of 1.5dB for that condition. Considering the crude nature of the approximations and
parameter extractions, the overall level of agreement is satisfactory.

Finally, remember to keep in mind that an amplifier has to amplify. Achieving alow noise
figureisimportant, but it is only half the battle. For this reason, selection of asuitable bias
must take into account gain as well as noise figure. In the specific case of the 2SC3302,
somewhat higher gain is obtained at the larger bias current, mainly because fyis near its
maximum value there. Since the minimum achievable noise figure does not change dra-
matically over the bias current range considered, there is considerable freedom, so other
factors (such as implementation issues) may be taken into account as well.

3.0 The Narrowband L NA

The derivations of the previous section show that the source impedance that yields mini-
mum noise factor is generally unrelated to the conditions that maximize power transfer.
Furthermore, the input impedance of a bipolar transistor isintrinsically capacitive, so pro-
viding a good match to a 50Q real source without degrading noise performance would
appear difficult. Since presenting a known resistive impedance to the external world is
almost always a critical requirement of LNAS, we will impose this requirement on our
design as well.

A particularly good method for producing areal input impedance without degrading noise
isto employ inductive emitter degeneration. With such an inductance, base current under-
goes an additional phase shift beyond the ordinary quadrature relationship expected of a
capacitor, causing the appearance of aresistive term in the input impedance. An important
advantage of this method is that one has control over the value of the real part of the
impedance through choice of inductance, asis clear from computing the input resistance
of the following circuit:

FIGURE 3. Inductively-degener ated common-emitter amplifier

louT
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To simplify the analysis, consider a device model that includes only a transconductance
and a base-emitter capacitance. In that case, it isnot hard to show that the input impedance
has the following form:

g
z :sL+i+—mL=sL+i+wTL. (16)

n sC, C. sC,,

Hence, the input impedance is that of a series RLC network, with aresistive term that is
directly proportional to the inductance value.

More generally, an arbitrary source degeneration impedance Z is modified by a factor
equal to [B(jw) + 1] when reflected to the gate circuit, where 3(jw) is the current gain:

. Wy
B(jw) = o (17)

The current gain magnitude goes to unity at wr asit should, and has a capacitive phase
angle because of C,;. Hence, for the general case,

. 1 . 1 Wy
Z, (jw) = - +[B(jw) +1] Z = - +Z+| — |Z. (18)
wC C, jw
Note that capacitive degeneration contributes a negative resistance to the input imped-
ance.? Hence, any parasitic capacitance from emitter to ground offsets the positive resis-
tance from inductive degeneration. It isimportant to take this effect into account in any
actual design (or use it to your advantage).

Whatever the value of thisresistiveterm, it isimportant to emphasize that it does not bring
with it the thermal noise of an ordinary resistor because a pure reactance is noiseless. We

may therefore exploit this property to provide a specified input impedance without degrad-
ing the noise performance of the amplifier.

Theform of Egn. 16 clearly showsthat the input impedanceis purely resistive at only one
frequency (at resonance), however, so this method can only provide a narrowband imped-
ance match. Fortunately, there are numerous instances when narrowband operation is not

only acceptable, but desirable, so inductive degeneration is certainly a valuable technique.
The LNA topology we will examine for the rest of this chapter istherefore as follows:

2. Capacitively-loaded source followers are infamous for their poor stability. This negative input resistance
is fundamentally responsible, and explains why adding some positive resistance in series with the gate cir-
cuit helps solve the problem.
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FIGURE 4. Narrowband L NA with inductive emitter degeneration (biasing not shown)

louT

The inductance L is chosen to provide the desired input resistance (equal to R, the source
resistance). Since the input impedance is purely resistive only at resonance, an additional
degree of freedom, provided by inductance L, is needed to guarantee this condition.3
Now, at resonance, the base-to-emitter voltageis Q times aslarge asthe input voltage. The
overall stage transconductance G,,, under this condition is therefore:

Im1 _ Y
w,C (Ry+w.L ) 2w R

Gm - glein - (19)

where we have used the approximation that wr is theratio of g1 to Cr;.

The design procedure is thus reasonably straightforward. First select a bias current consis-
tent with the gain and noise figure targets. Then compute the optimum source resistance to
minimize noise figure. Next add enough emitter degeneration inductance to produce an
input impedance whose real part is equal to the optimum source resistance, and then add
enough of the right kind of impedance (e.g., more inductance) in the base circuit to
remove any residual reactive input component and thereby bring the input loop into reso-
nance. Finally, interpose alossless matching network (if necessary) between the actual
source and the amplifier to transform from 50Q (or other source value) to the optimum
value of Rg. This matching network often can be merged with whatever inductance (for
example) is needed to resonate the input loop.

This particular procedure is attractive because it balances all parameters of interest. An
excellent match is guaranteed by the inductive degeneration, while providing nearly the
lowest noise figure possible at the given bias conditions. The resonant condition at the
input also assures good gain at the same time, since the effective stage transconductanceis
proportional to wr /w.

3. It can be the case that package and other parasitic inductance provides more than this value. In those
cases, a series capacitance may be needed to resonate the input loop at the desired frequency.
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4.0 A Few Practical Details

4.1 Realizingthe emitter degeneration inductance

The narrowband LNA depends on inductive emitter degeneration to produce areal termin
the input impedance. Quite often at microwave frequencies, the needed value is quite
small, and therefore difficult to produce. For example, continuing with a2SC3302 biased
at 10mA, we would require ~2nH to produce 50Q, and perhaps 2-3 times that inductance
if the bias were reduced to 5SmA (the increase in the impedance target for minimum noise
figure, plus the reduction in wr, causes the needed inductance to increase faster than you
might otherwise expect). However 2nH is not far from as small as one can expect to
achieve without extreme measures, particularly since afair fraction of thisamount is
already included in the packaging. Controlling the exact value is therefore challenging. In
cases where the packaging and lead inductance already exceed the value you need, the
input impedance will actually appear inductive, and thus require a capacitance to resonate
the input loop. To avoid this necessity, extreme carein layout and construction is essential.

4.2 Collector load

It isgenerally the case that aresonant collector load is desired. Such aload increases gain
by resonating out any output capacitance. Furthermore, the additional filtering of
unwanted signalsis highly desirable.

There are several practical optionsfor realizing such aload. Oneisto use a discrete induc-
tor of some appropriate value. A preferable one for our purposesis to implement the
inductor out of asuitable length of microstrip, because of its versatility:

FIGURE 5. Narrowband L NA with microstrip load (biasing not shown)

Vg Ql

The length is adjusted to produce resonance. And, if needed, a downward impedance
transformation is readily obtained by merely tapping the output off of some intermediate
position along the line. Clearly, the impedance is aminimum (zero) at the V¢ end of the
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line, and a maximum at the collector end. To afirst (and crude) approximation, the imped-
ance varies quadratically along the line.

The sharpness of the resonance can be adjusted by varying the width of the line. The width
controls the L/C ratio of the line, and therefore controls Q.

The other attractive attribute of the lineisthat it makes biasing relatively simple, as will
be seen in the next section.

4.3 Biasing

There are numerous waysto bias asingle-ended amplifier at low frequencies. Our options
narrow somewhat at microwave frequencies because we cannot always tolerate the imped-
ances that necessarily attend discrete implementations of bias networks. For example, itis
very common at lower frequencies to bias the base through a voltage divider, and then
insert a stabilizing emitter degeneration resistor. To buy back signal gain, a bypass capaci-
tor is placed across this resistor.

In our case, it is probably not practical to use this approach because any “junk” in the
emitter circuit only makes our job of implementing tiny inductances tougher. However,
since the goal of resistive emitter degeneration is to reduce DC gain through negative
feedback, we can seek alternative ways of accomplishing the same net goal. We can apply
negative feedback to the base from the collector:

FIGURE 6. Narrowband L NA biasing details

HA;U AA
<} 0000
(DI_

The details of operation are |eft as an exercise for the reader, but a quick qualitative
description isthat the voltage across R, isamultiplied-up version of the voltage across R;.
The latter, in turn, is the base emitter voltage of the transistor. Since Vgg is temperature
sengitive, so isthe output voltage. However, the variation is small enough for our purposes
that it is still auseful circuit.
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The collector load resistor, Rg, is bypassed by a capacitor to keep the top of the microstrip
load a reasonable signal ground. This bypassing need not be perfect, however, because
additional inductance here only forces usto shorten the load alittle bit. Moving the bias
feedback takeoff point from the emitter to the collector thus solves a thorny problem.

Asafinal note on this bias method, the resistors have to be chosen small enough so that
the current flowing through them is large compared with variationsin transistor base cur-
rent, if the bias point is to remain roughly insensitive to base current. This requirement is
somewhat at odds with the desire to keep the resistors large to minimize their contribution
to thermal noise. Fortunately, it isusually not difficult to find an acceptable compromise,
and net degradations in noise figure can be kept to the level of tenthsof adB or less.

5.0 Linearity and Large-Signal Performance

In addition to noise figure, gain and input match, linearity is also an important consider-
ation because an LNA must do more than simply amplify signals without adding much
noise. It must also remain linear even when strong signals are being received. In particu-
lar, the LNA must maintain linear operation when receiving aweak signal in the presence
of astrong interfering one, otherwise avariety of pathologies may result. These conse-
guences of intermodulation distortion include desensitization (also known as blocking)
and cross-modulation. Blocking occurs when the intermodulation products caused by the
strong interferer svamp out the desired weak signal, while cross-modulation results when
nonlinear interaction transfers the modulation of one signal to the carrier of another. Both
effects are undesirable, of course, so another responsibility of the LNA designer isto miti-
gate these problems to the maximum practical extent.

The LNA design procedure described in this chapter does not address linearity directly, so
we now develop some methods for evaluating the large-signal performance of amplifiers,
with afocus on the acquisition of design insight. Aswe’ll see, athough the narrowband
LNA topology achieves its good noise performance somewhat at the expense of linearity,
the trade-off is not serious enough to prevent the realization of LNASs with more than
enough dynamic range to satisfy demanding applications.

While there are many measures of linearity, the most commonly used are third-order inter-
cept (IP3) and 1dB compression point (PldB).4 To relate these measures to readily calcu-
lated circuit and device parameters, suppose that the amplifier’s output signal may be
represented by a power seri es.? Furthermore, assume that we will evaluate these measures
with signals small enough that truncating the series after the cubic term introduces negligi-
ble error:

: _ 2 3
I (VpetV) =Cytc Ve,V +cv, (20)

4. In direct-conversion (homodyne) receivers, the second-order intercept is more important.

5. We are also assuming that input and output are related through an anhysteretic (memoryless) process. A
more accurate method would employ Volterra series, for example, but the resulting complexity obscures
much of the design insight we are seeking.
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where Eqn. 20 describes the specific case of a transconductance.

Now consider two equal-amplitude sinusoidal input signals of slightly different frequen-
cies:

v = A[cos(w,t) +cos(w,t)] . (21)

Substituting Egn. 21 into Egn. 20 allows us, after simplification and collection of terms, to
identify the components of the output spectrum.6 The DC and fundamental components
are asfollows:

[Co + czAzj + [clA + ZC3A3J [cos (w;t) +cos(w,t)] . (22)

Note that the quadratic factor in the expansion contributes a DC term that adds to the out-
put bias. The cubic factor augments the fundamental term, but by a factor proportional to
the cube of the amplitude, and thus contributes more than asimple increasein gain. In
general, DC shifts come from even powers in the series expansion, while fundamental
terms come from odd factors.

There are also second- and third-harmonic terms, caused by the quadratic and cubic fac-
torsin the series expansion, respectively:

02A2 c3A3
> [cos (2w,t) +cos(2w,t)] + 4 [cos (3w, t) + cos(3w,t)] . (23)

In general, nth harmonics come from nth-order factors. Harmonic distortion products,
being of much higher frequencies than the fundamental, are usually attenuated enough in
tuned amplifiers so that other nonlinear products dominate.

The quadratic term also contributes a second-order intermodulation (IM) product, asin a
mixer (see next chapter):

[czAzj [cos (w; +w,)t+ cos(w, —w,)t]. (24)
As with the harmonic distortion products, these sum and difference frequency terms are
effectively attenuated in narrowband amplifiersif w; and w, are nearly equal, as assumed
here.

Finally, the cubic term gives rise to third-order intermodulation products:

%cﬁ% [cos (0, +2w,) t + cos (w,; = 2,) t +€0S (20, + W,) t +c0s (20, = W) 1] . (25)

6. Thisderivation makes considerable use of the following trigonometric identity:
(cosx)(cosy) = [cos(x+y) + cos(x-y)]/2.
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Note that these products grow asthe cube of the drive amplitude. In general, the amplitude
of an nth-order IM product is proportional to the nth-power of the drive amplitude.

The sum frequency third-order IM terms are of diminished importance in tuned amplifiers
because they typically lie far enough out of band to be significantly attenuated. The differ-
ence frequency components, however, can be quite troublesome since their frequencies
may liein band if w; and w, differ by only a small amount (as would be the case of asig-
nal and an adjacent-channel interferer, for example). It isfor this reason that the third-
order intercept is an important measure of linearity.

It is straightforward from the foregoing sequence of equations to compute the input-
referred third-order intercept (11P3) by setting the amplitude of the IM3 products equal to
the amplitude of the fundamental:

3 .3
chA

2 4

\ClA\ = S AT = (26)

where we have assumed only aweak departure from linearity in expressing the fundamen-
tal output amplitude. It isimportant to emphasize that the intercept is an extrapolated
value because the corresponding amplitudes computed from Egn. 26 are almost always so
large that truncating the series after the third-order term introduces significant error. In
both simulations and experiment, the intercept is evaluated by extrapolating trends
observed with relatively small amplitude inputs.

Since Egn. 26 yields the square of the voltage amplitude, dividing by twice the input resis-
tance Rg gives us the power at which the extrapolated equality of IM3 and fundamental
terms occurs:

C
IIP3=g

3lc

1

3

1
il 27)

S

The following figure summarizes the linearity definitions:
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FIGURE 7. Illustration of L NA performance parameters
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Inthisfigure, it is customary to plot the output powers as a function of the power of each
of the two (equal amplitude) input tones, rather than their sum.

Since third-order products grow as the cube of the drive amplitude, they have a slope that
isthreetimesthat of the first-order output when plotted on logarithmic scales, asin the fig-
ure. Note that, in the figure, the 1dB compression point occurs at alower input power than
I1P3. This general relationship is nearly aways the case (by a healthy margin) in practical

amplifiers.

Having defined the linearity measures, we now consider ways to estimate 11P3, with and
without the aid of Eqgn. 27.

5.1 Methodsfor Estimating I P3

Oneway to find IP3 isthrough atransient ssmulation in which two sinusoidal input signals
of equal amplitude and nearly equal frequency drive the amplifier. The third-order inter-
modulation products of the output spectrum are compared with the fundamental term as
the input amplitude varies and the intercept computed.

While smplein principle, there are severa significant practical difficulties with the
method. First, since the distortion products may be several orders of magnitude smaller
than the fundamental terms, numerical noise of the simulator can easily dominate the out-
put unless exceptionally tight tolerances arei mposed.7 A closely related consideration is
that the time steps must be small enough and equally spaced not to introduce artifacts in
the output spectrum.8 When these conditions are satisfied, the simulations typically exe-
cute quite slowly, and generate large output files.

7. Thetolerances must be much tighter, in fact, than the “accurate” default options commonly offered.
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Pure frequency-domain simulators (e.g., harmonic balance tools) can compute IP3 in
much lesstime, but are currently less widely available than time-domain simulators such
as SPICE.

Eqgn. 27 offersa simple expression for the third-order intercept in terms of the ratio of two
of the power series coefficients, and thus suggests an alternative method that might be
suitable for hand calculations. While one is rarely given these coefficients directly, itisa
straightforward matter to determine them if an analytical expression for the transfer char-
acteristic is available. Even without such an expression, thereis an extremely simple pro-
cedure, easily implemented in “ordinary” simulators such as SPICE, that allows rapid
estimation of 1P3. This technique, which we'll call the three-point method, exploits the
fact that knowing the incremental gain at three different input amplitudes is sufficient to
determine the three coefficients c;, ¢, and c3.°

To derive the three-point method, start with the series expansion that relates input and out-
put:
3

, N 2
I (VpetV) =cy+cCv+C,v +c v (28)

The incremental gain (transconductance) is the derivative of Eqn. 20:
g(v) =c,+2c,v+ 303v2. (29)

While any three different values of v would suffice in principle, particularly convenient
ones are 0, V and -V, where these voltages are interpreted as deviations from the DC bias
value. With those choices, one obtains the following expressions for the corresponding
incremental gains:

g(0) =c,, (30)
g (V) =c¢, +2¢,V +3c,V2, and (30)
g(-V) =c,~2c,V +3c,V°. (32)
Solving for the coefficients yields
¢, = 9(0), (33)
c, = g(V) ;\?(—V) and (34)

8. Thisrequirement stems from the assumption, made by all FFT algorithms used by practical simulators,
that the time samples are uniformly spaced.

9. Thismethod is an adaptation of a classic technique from the vacuum tube era which allows estimation of
harmonic distortion.
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- 9(V) +g9(-V) -29(0)
6V

c

s (35)

Substituting into Eqn. 27 these | ast three equations for the coefficients then gives us the
desired expression for 11P3 in terms of the three incrementa gains: 10

2
11P3 = 4VEr 9(0) . (36)
Ry lg(V) +g(-V) -2g(0)

Finding 11P3 with Eqgn. 36 is much faster than through a transient simulation because
determining the incremental gainsinvolves such little computation for either a simulator
or ahuman. The three-point method is thus particularly valuable for rapidly estimating
[1P3 in the early stages of a design.

6.0 Spurious-Free Dynamic Range (SFDR)

So far, we have identified two general limits on allowable input signal amplitudes. The
noise figure defines alower bound, while distortion sets an upper bound. Loosely speak-
ing, then, amplifiers can accommodate signals ranging from the noise floor to some linear-
ity limit. Using a dynamic range measure helps designers avoid the pitfall of improving
one parameter (e.g., hoise figure) while inadvertently destroying another.

This idea has been put on a quantitative basis through a parameter known as the spurious-
free dynamic range (SFDR). The term “ spurious’ means “undesired,” and is often short-
ened to “spur.” 111 the context of LNAS, it usual ly refers to the third-order products, but
may occasionally apply to other undesired output spectral components.

To understand the rationale behind using SFDR as a specific measure of dynamic range,
define as a more general measure the lesser of signal-to-noise or signal-to-distortion ratio,
and evaluate this measure as one varies the amplitude of the two tones applied to the
amplifier. As the input amplitude increases from zero, the first-order output initially hasa
negative signal-to-noise ratio but eventually emerges from the noise floor. Because third-
order distortion depends on the cube of the input amplitude, IM3 products will be well
below the noise floor at this point for any practical amplifier. Hence, the dynamic range
improves for awhile as the input signal continues to increase, since the desired output
increases while the undesired output (here, the noise) staysfixed. Eventually, however, the
third-order IM terms also emerge from the noise floor. Beyond that input level, the
dynamic range decreases, since the IM3 terms grow three times as fast (on adB basis) as
the first-order output.

10. Having determined all of the coefficientsin terms of readily measured gains, it is easy to derive similar
expressions for harmonic and second-order intermodulation distortion. The latter quantity is especialy rele-
vant for direct-conversion receivers.

11. Occasionally (and erroneously), “spurii” is used for the plural of “spurious,” even though “spurious’ is
not a Latin word. “ Spurs’ isthe preferred plural.
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The SFDR is defined as the signal-to-noise ratio corresponding to the input amplitude at
which an undesired product (here, the third-order IM power) just equals the noise power,
and is therefore the maximum dynamic range that an amplifier exhibits in the foregoing
experiment, asis clear from the following figure:

FIGURE 8. Spurious-free dynamic range (third-order)
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To incorporate explicitly the noise figure and 11P3 in an expression for SFDR, first define
N, asthe input-referred noise power in decibels. Then, since the third-order IM products
have a slope of three on adB scale, the input power below 11P3 at which theinput-referred
IM3 power equals N, is given by (again, all powers are expressed in decibels):

11P3- N,

The SFDR isjust the difference between the input power implied by Egn. 37 and N;:

11P3- N,

SFDR = (1IP3-AP)) =N = IIP3—f—N. = _(IIP3=N_), (39

ol

wWIN

where, again, al power quantities are in decibels.

Note that the input-referred noise power (in watts thistime) is simply the noise factor F
times the noise power KTAf. Note also that output-referred quantities may be used in
Eqgn. 38 because the same gain factor scales both terms.

It is satisfying that SFDR isindeed bounded on one end by I1P3, and on the other by the
noise floor, as argued qualitatively at the beginning of this section. The factor 2/3 comes
into play because of the particular way in which the limits are defined.
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WEe' ve seen that an inductively degenerated LNA achieves simultaneously an excellent
impedance match, nearly minimum noise figure, and reasonable gain.

The three-point method was also introduced, permitting an approximate, but quantitative,
assessment of linearity in much less time than is possible with straightforward time-
domain simulators. Even though the method neglects dynamics, measurements on practi-
cal amplifiers usually reveal reasonably good agreement with predictions. Reasonable
agreement may generally be expected as long as the device is operated well below wr.

If better linearity isrequired, either power consumption or gain must degrade in exchange
for the improved linearity. The bias conditions can be altered to decrease input Q, or nega-
tive feedback employed, for example. Finally, combining the signal amplitude limitations
implied by the noise and distortion figures of merit yields a measure of the maximum
dynamic range of an amplifier, the spurious-free dynamic range.

8.0 Appendix:

Noise Figure Equations

Repeated here are the equations for optimum source resistance (both “exact” and approxi-
mate), and the corresponding noise factor:

Z\ZTJ O, +r +‘Z]J +2r, Re{z} +

\Z:J

R (39)
s~ 2
7%
Be
2
[P)TD DZrb r, O 2rbrn
D—D —+—D+r +
w09y Be g0 aw0 B;Z:
O
Rs 5 Lo ,and (40)
e
1+ E’
F
r R.+r.)2%+ 24+2(R.+r.)Re r.+R.)?2
Foqa o, (BT = is Retzt | b+ R0y (41)
Rg ZRS\Z{ 9, 2BRg

It might also be helpful to have the following expressions related to the impedance z;;

Narrowband LNA Design

01997 Thomas H. Lee, rev. April 16, 2001; All rights reserved Page 20 of 21



EE414 Handout #12: Spring 2001

T
\z = and (42)
2
(wr CH“+1
rn
Re{z} = R (43)
(wr CH°+1
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Antennas

1.0 Introduction

It isimportant to remember that conventional lumped circuit theory results from approxi-
mating the way the universe behaves (in particular, from setting to zero some termsin
Maxwell’s equations, effectively making the speed of light infinite). The much vaunted
“laws’ of Kirchhoff! are not real ly laws at al; they are consequences of these approxima-
tions and, therefore, ultimately break down.2 It turns out that the | umped descriptions of
circuit theory, in which it is possible to identify elements as individual resistances, capaci-
tances and inductances, are allowable only when the elements are small relative to awave-
length. Although arigorous proof of thislength criterion is somewhat outside of the spirit
of avolume allegedly devoted to practical matters, perhaps a brief plausibility argument
might suffice for the present.

If you are willing to accept as an axiom that the finiteness of the speed of light is not
noticeable when the propagation delay T aong acircuit element of length Al isasmall
fraction of the shortest period of interest T,,i,,, then we would require

O Al 1
D = «T.. = _— (1)
- VD m fmax

where v is the propagation velocity and .54 is the maximum frequency of interest. When
rewritten, the inequality above may be expressed as

Al Y = Ain: @)
max

The wavelength A, is that of the highest frequency of interest.

Conventional circuit analysisisthusvalid aslong as circuit elements are “very small”
compared to the shortest relevant wavelength. You might be tempted to argue that the
restriction to “small” elementsis not a serious practical constraint, because we may
always subdivide a large structure into suitably small elements, each of which might be
described accurately by alumped approximation. However the problem with such an
approach isthat it quietly assumesthat al the energy in the network is confined to the
space occupied by the circuit el ements themselves. In this chapter, we remove that
assumption by allowing for the possibility of radiation of electromagnetic energy. In so
doing, we identify the conditions which must be satisfied for significant radiation to occur.
We shall see that radiation is theoretically possible from conductors of any length, but is

1. Please, two h’'sand two f's, and pronounced “keerk off” rather than “kirtch off.”

2. Failure to acknowledge this fact is the source of an infinite variety of false conundrums, many of which
are debated ad nauseam on various internet chat sites (“proof that physicsis broken” and that sort of thing,
written by folks who are often wrong, but never in doubt).
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facilitated by structures whose dimensions are at least a significant fraction of awave-
length. Understanding this length dependency explains why we may almost always
neglect radiation at low frequencies, and why practical antennas are as big asthey are.

Aswith filters, the subject of antennasis much too vast for comprehensive treatment in
just one chapter, of course.3 The main goal hereisto develop intuitive insights that are
infrequently provided by (or perhaps difficult to extract from) rigorous mathematical treat-
ments found in some texts, and to supplement the brief explanations commonly offered by
many “how-to” books. Because this chapter is thus intended to complement, rather than
replace, existing descriptions, be forewarned that we will sometimes (actually, often) sac-
rifice somerigor in favor of the development of design insight. In fact, there may be so
much handwaving that you will occasionally need a windbreaker.

Aside from arefreshing breeze, the most important tangible product of such an approach
isthe development of simple analytical circuit models for antennas, and an appreciation of
why there are so many different antenna configurations.

Although the book’sfocusis on planar circuits, we will begin with a study of the (electric)
dipole antenna, not only becauseit is so widely used, but also because its analysis eluci-
dates many issues common to all antennas. A clear understanding of adipol€e’s limitations
explains why certain modifications, such as the addition of “capacity hats’ or loading
coils, can greatly improve the radiation properties of short dipoles. Aswill be shown, this
same understanding reveals a relationship among normalized length, efficiency and
achievable bandwidth that is reminiscent of the gain-bandwidth tradeoffs found in many
amplifiers.

Equations describing the dipole also lead directly to a description of the magnetic loop
antenna because they are duals; the loop antennais a magnetic dipole antenna. In keeping
with our planar viewpoint, the chapter spends afair amount of time examining the micros-
trip patch antenna, which has become extremely popular in recent years because it is eas-
ily made with the same low-cost mass-production techniques that are used to make printed
circuit boards. As will be seen, the intuitive foundations established during a study of the
dipole serve well in understanding the patch antenna.

Because our preoccupation will be with equivalent circuit models for antennas, other
important characteristics, such as radiation patterns, directivity and gain are sadly omitted
here. The interested reader is directed to the references cited in Footnote 3 for excellent
treatments of these topics.

3. Three excellent texts on this topic are Antenna Theory and Design, by Stutzman and Thiele (Wiley), the
classic Antennas, by Kraus, and Antenna Theory (2nd ed.), by Constantine A. Balanis (Wiley). Much practi-
cal information on antenna construction for amateur radio work may be found in The ARRL Antenna Hand-
book and numerous other books by the ARRL (American Radio Relay League).
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2.0 Poynting’'s Theorem, Energy and Wires

To develop aunified viewpoint that explains when awireisawire, and when it’'s an
antenna, it is critically important to discard the mental imagery of electricity-as-a-fluid
traveling down wires-as-pipes, that is consciously implanted in students before and during
their undergraduate education. Instead understand that ideal wires, strictly speaking, do
not carry electromagnetic energy at all. Many (perhaps most) students and engineers, to
say nothing of lay people, find this statement somewhat controversial. Nevertheless, the
statement that wires do not carry energy is correct, and it is easy to show.

To do so, start with the formulafor power from ordinary low frequency circuit theory:

P = ;Re{VI*} . 3)

In simple words, delivery of real power requires voltage, current, and the right phase rela
tionship between them (the asterisk in Egn. 3 denotes complex conjugation). If either V or
| iszero, no power can be delivered to aload. Furthermore, even if both are nonzero, a
pure quadrature (90° phase) relationship still resultsin an inability to deliver real power.

The corresponding field theoretical expression of the same ideas is Poynting’s theorem,
which states that the (real) power associated with an electromagnetic wave is proportional
to the vector cross product of the electric and magnetic fields:

= ;Re{EXH*} . @)

To deliver real power, one must have E, H, and the right phase between them. If either E or
H iszero, or if they are in precise quadrature, no power can be delivered. Now, the electric
field inside a perfect conductor is zero. So, by Poynting's theorem, no (real) energy flows
inside such awire; if there isto be any energy flow, it must take place entirely in the space
outside of thewire* M any students who comfortably and correctly manipulate Poynting's
theorem to solve advanced graduate problems in field theory nonethel ess have atough

time when this particular necessary consequence is expressed in words, for it seemsto

defy common sense and ordinary experience (“1 get a shock only when | touch the wire”).

The resolution to this seeming paradox is that conductors guide the flow of electromag-
netic energy. This answer may seem like semantic hair-splitting, but it is actually a pro-
found insight that will help usto develop a unified understanding of wires, antennas,
cables, waveguides, and even optical fibers. So for the balance of this text (and of your
professional careers), retain thisidea of conductors as guides, rather than conduits, for the
electromagnetic energy that otherwise pervades space. Then many apparently different

4. Thisargument changes little when real conductors are considered. In that case, all that happensisthe
appearance of asmall tangential component of electric field, which isjust large enough to account for ohmic
loss.
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ways to deliver electromagnetic energy will be properly understood simply as variations
on asingle theme.

3.0 The Nature of Radiation

More than afew students have caught on to the fact that el ectrodynamic equations, rife
with gradient, divergence and curl, are a devious invention calculated to torment hapless
undergraduates. And from a professor’s perspective, that is unquestionably the most valu-
able attribute of E&M (S&M?) theory.

But perhaps understandably, the cerebral hemorrhaging associated with this trauma fre-
quently causes students to overlook important questions. What is radiation, exactly? How
does a piece of wire know when and when not to behave as an antenna? What are the ter-
minal electrical characteristics of an antenna? How are these affected by proximity to
objects? Who invented liquid soap, and Why’?5

Let’sbegin with afamiliar example from lumped circuit theory. Without |oss of generality,
consider driving a pure reactance (e.g. alossless capacitor or inductor) with a sinusoidal
source. If we examine the relationship between voltage and current, we find that they are
precisely in time quadrature (“ELI the ICE man” and all that).6 The average power deliv-
ered by the source to any pure reactance is zero because energy simply flows back and
forth between the source and the reactance. In one quarter cycle, say, some amount of
energy flows to the reactance, and in the next, that entire amount returns to the source. To
deliver nonzero average power requires that there be an in-phase component of voltage
and current. Adding a resistance across, or in series with, a reactance produces a shift in
phase from a pure 90° relationship, producing just such an in-phase component and an
associated power dissipation.

The question of power flow in electromagnetic fields involves precisely the same consid-
erations. Whenever the electric and magnetic fields are in precise time quadrature, there
can be no real power flow. If we define radiation as the conveyance of power to aremotely
located load, lack of real power flow therefore implies alack of radiation. We already
know from lumped circuit theory that quadrature relationships prevail in nominal reac-
tances at frequencies where all circuit dimensions are very short compared with the short-
est wavelength of interest. For example, we treat as an inductance a short length of wire
connected to ground, and as a capacitance a conductor suspended above a ground plane.
These treatments are possible because the fields surrounding the conductors are changing
“dowly.”

5. John Cusack in The Sure Thing, Embassy FilmsAssociates, Rob Reiner, director, 1985.

6. Just in case this mnemonic is unfamiliar to you, it isaway of keeping track of the impedance phase rela
tionsin inductors and capacitors. “EL1” tellsusthat E comes before (leads) | in inductors, and “ICE” tellsus
that | leads E in capacitors.
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Just as with those lumped reactance examples, real power delivery requires other than a
pure 90° phase relationship between the electric and magnetic fields. To produce such a
departure requires only the assistance of the finite speed of light to add extra del ay.7

To understand concretely how the finite speed of light hel ps produce (actually, enables)
radiation, consider afinite length of conductor driven at one end, say, by a sinusoidal volt-
age source. Near the source, the magnetic and electric fields may be well approximated as
in quadrature. However, because it takes nonzero time for the signal to propagate along
the conductor, the voltage (and, hence, the electric field) at the tip of the conductor is
somewhat delayed relative to the voltage and electric field at the driven end. The currents
(and their associated magnetic fields) at the two ends are similarly shifted in time. Thus
the electric field at the far end is no longer precisely 90° out of phase with the magnetic
field at the source end, and nonzero average power is consequently delivered by the driv-
ing source. A lumped circuit analogy that exhibits qualitatively similar featuresis the fol-
lowing network in which a capacitance is driven by two sinusoidal generators of equal
frequency:

FIGURE 1. Capacitancedriven by two isochronous sources

C

5 kve?

From a casual inspection of this particular network, one might be tempted to assert that
there can be no power dissipation because a capacitor is a pure reactance. In fact, thisis
the most common answer given by prospective Ph.D. candidates during qualifying exami-
nations. Let’s directly evaluate the correctness of this assertion by computing the imped-
ance seen by, say, the left source. The current through the capacitor is simply the voltage
acrossit, divided by the capacitive impedance. So,

Vs 1 1

Zy = : = = . — . (5)
Vi(1-ké%sC sC(1-ké¥) JwC[1-k(cosp+]jsing)]

The constant kis any real value (it is not meant to represent Boltzmann’'s constant). Notice
that the factor in brackets has a purely real value whenever the phase angle @is either zero

or 180°. Under those conditions, the phase angle of the impedance is £90°, implying zero

dissipation. Energy is simply stored in the capacitor in one quarter cycle, then returned to

the sources in the next. Any other phase angle produces the equivalent of areal component

to the impedance as seen by the sources. Despite the presence of a pure reactance, dissipa-
tion is nonethel ess possible. The capacitor certainly continues to dissipate zero power, but

there are still two sources to consider. A nonzero average power transfer between these

7. Of course, this departure from quadrature also occurs when areal resistance isin the circuit. Our focus
hereis on radiation, so we will not consider dissipative mechanisms any further.
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isochronous (i.e., equal frequency) sourcesis possible. That is, one source can perform
work on the other.

Analogous ideas apply to the radiation problem. Because of the finiteness of propagation
velocity, the electric and magnetic field components that normally simply store energy in
the space around the conductors, suddenly become capable of delivering real power to
some remotely located load; thisis radiation. As a consequence, the signal source that
drives the conductor must see the equivalent of aresistance, in addition to any reactance
that might be present. One way to think about it isthat this resistance, and radiation, result
fromwork performed by moving chargesin one part of the antenna on chargesin other
parts of the antenna.8 The fields associated with radiation are actual ly present all the time
(energy isn't in the conductors, it’s in space), but radiation results only when the proper
phase relationships exist.

From the foregoing description of radiation, it is also not difficult to understand why the
length of an antennaisimportant. If the conductor (antenna) is very short, the time delay
will be very short, leading to negligible departure from quadrature. More precisely, when
the length of the conductor isvery small compared to a wavelength, the resistive compo-
nent of the antennaimpedance will be correspondingly small. Normalization by the wave-
length makes sense because a given length produces a fixed amount of time delay, and this
time delay in turn represents alinearly increasing phase shift as frequency increases
(wavelength decreases).

Now that we have deduced that radiation is a necessary consequence of alack of pure
quadrature, let us seeif we can deduce the distance dependency of the radiation. Recalling
that the electric field of an isolated, stationary charge in free space fals asthe inverse
square of distance, we might be tempted to argue that radiation must also exhibit an
inverse square law.? To test thisidea (again with aminimum of field theory), suppose we
have a source of electromagnetic energy (it is completely unnecessary at this point to be
more specific). Let’s follow the outward flow of energy from the source through two suc-
cessive (and concentric) spheres. If thereisto be radiation, the total energy passing
through the two spherical shells must be equal, or else the total energy would increase or
decrease with distance, implying destruction or creation of energy.1 We may therefore
write:

Energy = ElAl = EzAz' (6)

where P isthe areal power density, and Aisthe area. Now, because the surface area of a
sphereis proportional to the square of theradius, constancy of total energy impliesthat the

8. Richard Feynman, the late Caltech physics Nobelist, described the process most succinctly of all: “If you
shake an electron, light comes out.” That is, radiation not only results from the fields of accelerated charges
acting on the fields of other charges (either in the antenna or in surrounding media), but also may result from
the action of an accelerated charge acting on its own field.

9. Because there’s no such thing as absol ute vel ocity, we may anticipate from elementary relativity consid-
erations that radiation cannot result from a uniform motion of charge; acceleration is required.

10. Or amonotonically increasing storage of energy in free space, which we also disallow.
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power density must decrease with the inverse distance squared. In free space, the electric
and magnetic fields are proportional to each other. Coupling this fact with Poynting's the-
orem, we know that the power density is proportional to the square of the field strength,

POIES |HE 12 (7)

r

Hence, we see that there must exist a component of electric or magnetic field whose
amplitude falls as the first power of distance in order for radiation to be possibl el This
development isremarkable, for if we had to depend solely on fields with an inverse-square
spatial dependence (such asthat of an isolated stationary charge), long-distance communi-
cations would be very difficult indeed (a U4 power rolloff would be a catastrophe). Fortu-
nately, a miracle of electrodynamics produces components of time-varying electric and
magnetic fields that roll off much less dramatically (again, in free space). These radiation
components are what make wireless communications practical. Although we certainly
have not derived the precise form of the fields, we have nonethel ess deduced important
facts about them from very elementary arguments.

In addition to allowing us to associate radiation with the existence of inverse-distance
fields, the foregoing tells us that the radiation of energy must be indistinguishable from
energy dissipated in aresistor, from the point of view of the source. Correspondingly, we
shall see that radiation contributes a resistive component to an antenna’s driving point
impedance, as asserted earlier.

Note also that the foregoing development actually makes arather strong statement: no dis-
tance dependency other than inverse-distance can be associated with free space radiation.
For example, if the fields were to fall off more rapidly, energy would have to accumulate
in the space between two successive concentric spheres. If the fields decayed more slowly,
energy would have to be supplied by that space. Since neither of these two conditionsis
compatible with the steady state, we conclude that such field components cannot support
radiation. Instead, those other components must represent, at best, stored (reactive)
energy, which flows back and forth between the source and the surrounding volume. Thus,
their effect is accounted for with either inductive or capacitive elementsin an antenna's
circuit model, the development of which we will turn to shortly.

Having extracted about as much insight asis possible without resorting to any higher
mathematics, we now turn to the practical problem of constructing and modeling real
antennas.

4.0 TheDipole Antenna

The most common antennais without question the dipole:

11. Itisimportant to keep in mind that this conclusion depends on the assumption of free space propagation.
If this assumption is violated (for example, by the presence of lossy media), then other conclusions may

apply.
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FIGURE 2. Short center-fed dipole antenna

v

Countless millions of dipolesin the form of “rabbit ears” have sat on top of television sets
for decades, and countless millions more are presently found in cell phones and on auto-
mobiles. Aswe'll see, the dipole operates on principlesthat follow directly the description
of radiation we' ve given.

4.1 Radiation resistance

As one might suspect, the resistive equivalent of radiation is an extremely important
parameter for an antenna. This radiation resistance determines, for example, how effec-
tively energy from a source can be coupled into radiated energy. At the same time, by the
principle of reciprocity, an antenna’s circuit model as atransmitter isthe same aswhen the
antennais used as areceiver.

To derive the radiation resistance of adipole from first principlesis difficult enough that
such antennas were used for along time before such a derivation was actually carried out.
An extremely useful engineering approximation is readily derived, however, by simply
assuming a current distribution along the antenna. Theorists were guided toward a reason-
able assumption by thinking about the dipole as approximately atwo-wire transmission
line (okay, it's abent one, but why be so picky?) that isterminated in an open circuit. Then
an approximately sinusoidal current distribution results, with a boundary condition of
nearly zero current at the open end of the wire.12

Using this assumed current distribution, and the assumption that the antenna is made of
infinitesimally thin superconductors, one can derive the following approximation of the
radiation resistance of a short dipole:

2
R = 2017 E;E . ®)

The formula provides reasonably accurate answersfor |/A up to about 0.3. At a half-wave-
length, the formula predicts a radiation resistance of about 50Q, compared to an actual

12. The current doesn’t quite go to zero at the end because there is some nonzero fringing capacitance, but
assuming that it does go to zero incurs a small enough error that the subsequent derivation is usefully accu-
rate.
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value of about 73Q.13 This value is a good match for the 75Q world of video equipment,
but some sort of matching network is needed for use in 50Q systems.

The accuracy of the formula can be improved alittle bit if one treats the antenna as
slightly longer than its physical length. This effective extension results from the fact that
the current along the antenna doesn’t quite go to zero at the tip because of fringing field.
We will later purposefully enhance this effect to improve (increase) the radiation resis-
tance of short dipoles. In any event, amore accurate set of formulasis givenin Table 1.

The length correction factor is a somewhat complicated, but rather weak, function of the
radius-to-wavelength ratio, and is commonly taken as approximately 5% for typical dipole
antennas. That is, the physical length should be multiplied by roughly 1.05, and that prod-
uct inserted into Eqn. 8.

One of Marconi’s key inventions is a valuable variation on the dipole antenna, in which
image charges induced in the earth (or other conducting plane) effectively double the
length of the antenna. For such a vertical monopole antenna over an ever-elusive perfect
ground &I ane, the radiation resistance will be precisely double the value given by

Eqgn. 8.

FIGURE 3. Short monopole antenna over ground plane

—f

¢

The doubling of effective length contributes a quadrupling of the radiation resistance.
However, only the real vertical monopole (not the image) actually radiates, halving that
guadrupling (got that?). The radiation resistance of a short monopole antennais thus:

2
R =401° E;E . o)

This equation is reasonably accurate for I/A values up to about 0.15-0.2. A quarter wave-
length monopole will have an impedance of approximately 37Q, compared to the formu-
la's prediction of 25Q. The length correction is again ~5%.

13. With conductors of finite diameter, the impedance is typically about 5% lower than this value.

14. A monopoleis often also called a dipole antenna, because their operating principles and current distribu-
tion are fundamentally the same. In thistext, we will use both terms, with the precise meaning to be inferred
from context.
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As does an open-circuited transmission line, both the monopole and dipole exhibit peri-
odic resonances. The functional form of the radiation resistance varies somewhat as a
function of resonant mode. For the center-fed dipole, approximate equations for the radia-
tion resistance are presented in the following table:1°

TABLE 1. Approximateradiation resistance for short and medium-length center-fed dipoles

Normalized
conductor Rrad
length, I/A
0-0.25 20 E{T'DZ
AU

2.4
0.25-0.5 047 51)'\%

4.17

0.5—0.64 111 51)'\%

The formulas of this table apply equally well to monopoles by doubling the constant mul-
tiplicative factor, and for normalized lengths that are half the values given in the first col-
umn. Again, the length is that of the actual conductor, not including the image.

4.2 Reactive components of antennaimpedance

As noted earlier, radiation carries energy away, so its effect is modeled with aresistance.
In general, however, some energy also generally remains in the vicinity of the antenna,
flowing back and forth between the source and the surrounding volume. This near-field
non-radiative component represents stored energy, and therefore contributes an imaginary
component to the terminal impedance.

To derive highly approximate expressions for the effective reactance (inductance and
capacitance) of short antennas, we again use the idea that a dipole antenna behaves much
like an open-circuited transmission line. If we assume TEM propagation and unit val ues of
relative permittivity and permeability, then the speed of light is expressed as

1
JLc

where L and C here are the inductance and capacitance per length. Now, we already have
the following equation for the approximate inductance per length of awire with circular
cross-section (see the chapter on passive components):

c= (10)

15. Stutzman and Thiele, op. cit, page 171.
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20
L=_— -0.75 11
ZH[ Op O J ()

The capacitance per unit length (in farads per meter) is thus very approximately:

C= 1 _ s 5 56x10 W
(20 20 '
Cz['”?m_wﬂ N0~ 075 '“DrD‘O'75

For typical dimensions, the capacitance per length is very roughly of the order of 10pF/m.
For example, a 10cm length of 18 gauge conductor (about 1mm in radius) has a capaci-
tance of amost exactly 1pF, according to the formula. Note that the inductance grows
somewhat faster, and the capacitance somewhat more slowly, than linearly with length.
Thus the capacitance per length is not a constant, but the 10pF/m estimate serves well for
back-of-the-envel ope calculations.

Again treating the dipole antenna as an open-circuited transmission line, we expect short
dipoles to exhibit a primarily capacitive reactance, changing to a pure resistance as we
lengthen the line toward resonance (at half wavelength), then to an inductance as we pass
resonance. This general trend is periodic, repeating every wavelength, but the peak-to-
peak variation in impedance diminishes because of the increasing loss.

The foregoing equations apply to the case of a short center-fed dipole. For a short end-fed
monopole over aground plane, the capacitance will be precisely double this amount. This
result may be understood by recognizing that there exists aplane of symmetry between the
two dipole segments. Interposing a grounded conducting plane at this location thus
changes nothing. The capacitance of a center-fed dipole may thus be considered the result
of two capacitances in series. Since each of these connects to ground, each series capaci-
tanceisin fact the value of the monopole capacitance. A similar argument alows usto
deduce that the inductance of amonopoleisone-half that for the center-fed dipole. Finally,
we may also infer that the driving-point impedance of a monopole changes periodically
every half wavel ength

Asafina comment, it must be reiterated that al of these equations assume that the
antennaisin free space, without any other objects nearby (except for aground planein the
case of the monopole). Measurements on real antennas often show significant deviations
from the predictions of these simple equations, partly because of the simplemindedness
underlying their derivation, but mainly because oneisrarely ablein practical circum-
stances to arrange for all objectsto be very far removed from the antenna. Objects less
than a few wavelengths away from the antenna can have an important influence on both
the reactance and the radiation resistance. Loosely and unreliably speaking, antenna reac-
tanceis primarily sensitive to the proximity of dielectric substances (if the antennais pri-

16. Again, loss due to radiation and any other dissipative mechanism causes the variation in impedance to
diminish.
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marily dependent on electric field) or of magnetic substances (if the antennais primarily
dependent on the magnetic field). Thereal termis generally most sensitive to nearby lossy
substances.

Summarizing the results of this section, ssmple lossless dipoles may be modeled by the
following ssimple circuit:

FIGURE 4. Circuit model for dipole antenna (one mode only)

RradA L “C
L O ©

In thismodel the generator represents the voltage induced by areceived signal. When the
antennais used as a transmitter, the generator is set to zero value (a short). Any loss (aris-
ing, say, from skin effect), would be modeled by an additional resistancein serieswith the
radiation resistance.

4.3 Capacitively loaded dipole

WEe' ve seen that the radiation resistance of a short dipole varies as the square of normal-
ized length. Hence, good radiation requires a dipole to be a reasonable fraction of awave-
length, or else the radiation resistance will be too low to permit coupling energy into (or
out of) it with high efficiency. Unfortunately, it is not always practical to lengthen an
antenna arbitrarily to satisfy this requirement, particularly at low frequencies (remember,
the free space wavelength at 1IMHz is 300 meters). Sometimes an important constraint is
imposed by a mechanical engineering problem, that of supporting atall, skinny thing.

One way to finesse the problem is to bend the antenna (it's easier to support along hori-
zontal thing than atall vertical thing). To understand why thisis potentially beneficial,
recall the observation that the fringing field of a straight dipole causes the antenna to act
somewhat longer than its physical length. The capacitance associated with the fringing
field prevents the current from going all the way to zero at the end, increasing the average
current along the antenna, thus raising the radiation resistance. Although the effect is nor-
mally small, resulting in alength correction of only ~5% for ordinary dipole antennas,
fringing can be purposefully enhanced to make short dipoles act significantly longer.2’ In
applications where longer dipoles are not permitted because of space limitationsin the
vertical dimension, one can employ capacitive loading, using what are known as capacity
(or capacitive) hats, to increase both the current at the end as well as the average current
over the length of the dipole. Various conductor arrangements may be, and have been,

17. It may be shown that the absol ute theoretical maximum impedance boost factor isfour, corresponding to
a constant amplitude current all along the dipole. In practice, the boost factors achieved are considerably
smaller than allowed by theory.
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used, including flat disks, spherical balls, and horizontal wires (the latter isused in the L-
and T-antenna). Alas, accurate equations for these different cases are not easily derived.

FIGURE 5. L-antenna

| e
oy

In the special case of an L-antenna, however, we can derive an approximate formula by
making the following assumption (windbreaker required here): Pretend that the current
distribution along a straight conductor is only moderately perturbed when the antennais
bent into an L-shape. If this cheesy assumption holds, then we have already derived the
relevant formula:

2
R =401° E';dg , (13)

where| and d are as defined in the figure, and the total length is assumed short compared
to awavelength. This equation is so approximate that one should expect the need to trim

the antennato the proper length. However, it is a reasonable guide to establish rough
dimensions for an initial design.

If the primary value of the horizontal segment isin boosting capacitance, then further
improvements might be enabled by using more segments. Commonly 2 (for a T-antenna),
3 and 4 horizontal conductors are used, symmetrically arranged about the vertical portion.
The capacity hat may be considered the limit of using an infinite number of radial conduc-
tors:

FIGURE 6. Antenna with capacity hat

—

Other capacitive structures, such as spheres and spheroids, have also been used in place of
the flat disk shown in Figure 6.
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4.4 Inductively loaded dipole

After al the discussion about how radiation is generaly insignificant until conductor
dimensions are some reasonable fraction of awavelength, it may be somewhat surprising
that the signal power available from a dipole antenna at any single frequency is actually
independent of itslength. Thisinvariance can be understood by observing first that shorter
dipoles deliver lower voltages. To first order, one may take the open-circuit voltage as
equal to the product of antennalength and received electric field strength, so voltage
scales linearly with length for short dipoles (up to a point). At the same time, we' ve seen
that the radiation resistance varies as the square of length. Hence the ratio of voltage
squared to resistance is independent of length. As the dipole length diminishes, the lower
voltage is delivered from lower Thévenin resistances (the radiation resistances), such that
the available power remains constant. For alossless monopole, for example, the available
power is

) (Epkl)2/8 ) (Epk)\)2

av (14)

o 320
4017 5\

Clearly, the available power isindependent of length, and instead depends only on the
field strength and wavelength. Thus, for the lossless dipol e assumed, theory says that we
could make antennas out of infinitesimally short segments. This conclusion is seemingly
at odds with ordinary experience, where radiation from ordinary wiresisroutinely ignored
with impunity inlow frequency circuit analysis, and where AM radio stations use antennas
of such a size that they must be supported by very tall towers. The resolution to this appar-
ent paradox is that the radiation resistance forms a voltage divider with the Thévenin
equivalent resistance of the driving source, augmented by ever present resistive lossesin
any circuit. Infact it is precisely thisimplicit impedance mismatch that allows usto glibly
ignore radiation from short wires used as interconnect. Any wire is capable of radiating at
any time, but if it's short, the impedance mismatch istypically so great that very little
energy is delivered to the radiation resistance. That's how a wire knows when and when
not to act as an antennain ordinary circuits.

Suppose, though, that we were able to avoid this impedance mismatch. After al, imped-
ance transformers are readily designed. Could we then make antennas arbitrarily short?
The answer isaqualified Yes. One qualification can be appreciated after recognizing that
bandwidth and normalized antenna length are actually coupled. Because short dipoles
have a capacitive reactive component, addition of a suitable inductance will permit the
antenna circuit to be brought into resonance at a given desired frequency of operation.
Electrically speaking, the antenna acts longer insofar as the disappearance of areactive
term is concerned. These loading inductances are usually placed either at the base of the
dipole (i.e, at the feedpoint), or near the center of the dipole. However, as the antenna
shrinks, so doesiits capacitance. To maintain resonance, the compensating (loading) induc-
tance must increase. Recalling that the Q of a series resonant circuit is
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JL/C
Q= R (15)

it should be clear that Q increases as the antenna shortens (assuming no losses), because
both inductance and capacitance are roughly proportional to length, and the radiation
resistance is proportional to the square of the length. The bandwidth is therefore propor-
tional to the first power of length. As aresult allowable reductions in antenna length are
limited by the desired communication bandwidth. Furthermore, the narrower the band-
width, the more sensitive the antenna’s center frequency to the proximity of objects. Pur-
poseful addition of series resistance to mitigate this sensitivity and also improve
bandwidth is accompanied by an unfortunate increase in loss. Even if no additional resis-
tance is provided intentionally, there is always some loss. If efficiency isto remain high,
the additional series resistance representing thisloss must be small compared with the
radiation resistance. To underscore the practical difficultiesinvolved, consider amonopole
antennathat is 1% of awavelength. The radiation resistance isthen about 0.04Q. Needless
to say, it is exceedingly difficult to arrange for all RF losses to be small compared to resis-
tances of forty milliohnms! The fundamental tradeoff between efficiency and bandwidth
thus tightly constrains the practical extent to which a dipole may be shortened. The cou-
pling among bandwidth, normalized length and efficiency drives most antenna designs to
at least aslong as about 10% of wavelength. Practical dipole antennas are rarely much
shorter than this value, except for applications where the available signal power isso large
that inefficient antennas are acceptable.

Occasionally, one will encounter antennas that employ both capacitive and inductive load-
ing (e.g., capacity hat plusloading coil). The additional degree of freedom can permit one
to relax the tradeoff to a certain extent.

4.5 Magnetic loop

The dual of an electric dipoleis the magnetic dipole formed by aloop of current. Just as
the dipole antenna is sensitive primarily to the electric field, the loop antennais sensitive
mainly to the magnetic field component of an incoming wave. We' [l see momentarily that
this duality makes the loop antenna attractive in many situations where the dipole antenna
suffers from serious problems. In particular, at low frequencies, aloop antennadesignis
frequently more practical than its electric dipole counterpart, explaining why loop anten-
nas are almost universally used in portable AM radios and in many pagers, for example.
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FIGURE 7. Loop antenna

The following equation for the effective radiation resistance of a circular loop antenna
assumes that the diameter is very short compared to awavelength, and that no magnetic
materials are used.1®

N 8o n’d’

Rr ad T ’ (16)

wheren, d, and | are the number of turns, loop diameter and loop length, respectively.

Just as the short electric dipole antenna produces a net capacitive reactance, the magnetic
loop antenna has a net inductive reactance. Wheeler’s famous formula can be used to pre-
dict the inductance of an air-core loop:

10Tt n2r2
L= L, (17)
9r + 10l

which assumes dimensions and inductance in Sl units, unlike Wheeler’s original formula-
tion, which uses dimensionsin inches.

It isimportant to take note of a new degree of freedom not present in the dipole case: one
can add more turnsto increase radiation resistance. This improvement comes about in the
same way as does the impedance transformation of a conventional transformer. The
changing magnetic field of the incoming wave induces the same voltage in each turn, so
we get n times the per-turn voltage at the antenna terminals. Since energy must be con-
served, the current must drop by this same factor n, so that the resistance (the ratio of volt-
age to current, says Professor Ohm) increases by n.

We may now appreciate how the loop antenna can solve the thorny problem of AM radio
reception. Signals at the lower end of the AM band possess a wavelength of almost 600
meters. The maximum allowable dimensions of any portable device will necessarily be an

18. H. A. Wheeler, Fundamental Limitations of Small Antennas, Proc. IRE, Dec. 1947, pp. 1479-1488. If
magnetic materials are used, then the radiation resistance is multiplied by a factor that is afunction of the
permeability and the geometry.
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absurdly small fraction of this wavelength. A standard dipole antenna of any human-sized
dimensions would thus have an infinitesimal radiation resistance, making efficient opera-
tion practically impossible. The loop antenna offers awelcome aternative. It ischiefly for
this reason that |oop antennas are the only type of antenna used in portable AM radios.
Further improvements are provided by winding the antenna around a ferrite core, whose
large permeability concentrates the magnetic field. These “loopstick” antennas dominate
portable applications up to frequencies where the lossiness of ferrites negates their useful -
ness (perhaps as high as the VHF range). Loop antennas are also the choice in pagers,
where the desire for avery small form factor makes it difficult to realize an efficient
dipole. The loop is conveniently shaped as a rectangle and mounted inside the case of the

pager.

5.0 TheMicrostrip Patch Antenna

WEe' ve seen that whenever a conductor is an appreciable fraction of awavelength, radia-
tion becomes practical. This effect is not always wanted; for example, radiation |osses
increase the attenuation of microstrip lines. While undesirable in that context, such radia-
tionisof course precisely what is required to make antennas. When built out of microstrip,
these radiators are known as patch antennas. They have become extremely popular
because of their planar nature, making them amenable to inexpensive batch fabrication,
just as any other printed circuit. Despite anumber of important limitations (excessive Q or,
equivalently, excessively narrow bandwidth, and a tendency to radiate from the feed), the
convenience and compactness more than compensate in many applications.

To first order, the patch antenna can be considered the limiting case of connecting a planar
array of thin dipolesin parallel so that they form a sheet. As such, the primary radiation is
normal to the surface of the patch. The precise nature of the radiation pattern can be
adjusted within fairly wide limits by controlling how one feeds the antenna. Typically,
patches arefed at one end, at the center of an edge (see figure). However, one may also use
off-center feeds (offset feeds) to excite other than linear polarizations. This ability is
highly valuable, for many microwave communications systems employ polarizations to
provide a measure of multipath mitigati on.1?

19. Reflection off of an object reverses the sense of polarization, changing a counterclockwise polarization
into a clockwise one, for example. Using an antennathat selectively rejects one of these thus reduces a com-
munications link’s susceptibility to troublesome reflections.
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FIGURE 8. Halfwave patch antenna (conductor pattern and per spective view)

For the antennain Figure 8, assume that the length L is chosen equal to a half wavelength.
In that case, the current iszero at x =0 and x = L, with amaximum at L/2, asin aclassic
dipole antenna. At the same time, the voltage isaminimum at L/2, and a maximum at the
source and far end, again just asin aclassic dipole.

One important characteristic of a patch antennaisits relatively narrow bandwidth (typi-
cally ranging from afraction of apercent to afew percent). Thisquality is a double-edged
sword; it endows the patch with an ability to filter off-frequency signals, but it also
demands more of manufacturing precision and material stability. The variability of FR4 is
large enough that a certain amount of cutting-and-trying isto be expected, generally limit-
ing its use to prototyping and hobbyist applications.

Numerous design equations have appeared in the literature, spanning a broad range of
complexity. In the interest of preserving the maximum level of intuitive value consistent
with usefulness, the equations presented here are ssmple. They aretypically in error by an
amount similar to that caused by parameter variation in general-purpose PC board materi-
alsand manufacture. That'sjust afancy way of saying that one should still expect the need
to perform some trimming, whether you use the following equations or not.

As suggested earlier, the classic patch antennais designed as a half-wave radiator, so its
electrical length is chosen equal to a half wavelength:

Lest =

N>

(18)

Inrelating electrical and physical lengths, it'simportant to consider both fringing field and
the effective dielectric constant:

- HO _
Leff"«/er,effa"'-zzlj = @(L+H), (19)
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where H is the thickness of the dielectric, and the length correction per edge, H/2, isthe
same as derived in the appendix of the chapter on microstrip.

The effective dielectric constant is given by

AW 1255
4O
which is the same formula as used for ordinary microstrip lines (asis the correction for

fringing in Egn. 19). Marginally easier to remember is the following alternative approxi-
mation:

€ o~ 1+ 0.630(e, -1) U ,(W/H>0.6) , (20)

1

5 OWEe
1+ g O(e, — 1) DEﬂD ,(W/H>0.6) . (21)

Since the width W of atypical patch antennais so much greater than the dielectric thick-
ness H, the effective dielectric constant is usually quite close to the dielectric constant of
the materia (say, only 5% below it). For that reason, design formulas presented in many
references do not make a distinction between these two dielectric constants.

Er, eff =

We need to perform a similar accommodation of fringing effects on the effective width:

_ HO _
W= [t o W20 = e o (WHH). @

Continuing with our design equations, we obtain:

8
fo: 1.5x10 | )
L
eff

and

(L +H) 0%
90 %r eff |
Z = (WHH) =

€

(24)
0

roeff 1

Notice that one way to control the impedance of a patch antennaisto choose an appropri-
ate ratio of length to width. For patches made on FR4 with an effective relative dielectric
constant of 4.2, this formula says that a ~50Q feedpoint impedance results from a W/L

ratio of about 3, whereas a square patch typically presents an impedance of about 500Q.

Because the length is set by the desired center frequency, increasing the width to provide a
lower driving point impedance sometimes results in patches of inconveniently large size.

In those situations, one may use aternative impedance transformation techniques. A clas-
sical oneisto interpose a quarter-wavelength segment of line between the source and the
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antenna. If the transforming line’s characteristic impedance is made equal to the geometric
mean of the source and load impedances, a match results.

As a specific numerical example, suppose we need to design a50Q patch antenna for use
in a portable application in the 2.5GHz ISM (industrial, scientific and medical) frequency
band. Using FR4, arectangular patch would have dimensions of about 27mm by 80mm.
The length of just a bit over an inch is reasonable, but the width isn’t quite compatible
with most portable form factors. Suppose that we choose a square patch instead, whose
impedance is 500Q. A 160Q quarter-wavelength line would perform the necessary trans-
formation. Realizing such an impedance generally requires a very narrow line, and manu-
facturing tolerances are consequently critical in such a case.

Yet another impedance transformer option is available with patches (indeed, with any res-
onant antenna). Because of the standing wave set up in the antenna, voltages and currents
vary along the patch. In the half-wave case we' ve been studying, the boundary conditions
force the current to be aminimum at the feedpoint and at the far end of the patch, with a
maximum in the middle. At the same time, the voltage is aminimum in the middle, and at
amaximum at the source and far end. The impedance, being the ratio of voltage to current,
therefore varies along the antenna, from a minimum at the normal feedpoint, to a maxi-
mum at the middle of the patch. One may exploit thisimpedance variation by using an
inset feed, as shown in the following figure:

FIGURE 9. Halfwave patch antenna with impedance-transfor ming inset feed (top view)

| o

To afirst approximation, the standing waves (voltage and current) vary sinusoidally along
the length of the patch (these assumptions are the same as those used in deriving the radia-
tion resistance of an ordinary dipole). The current is nearly zero at both ends of the patch,
increasing roughly sinusoidally as one moves toward the center. At the same time, the
voltageisapeak at the ends, sinusoidally decaying toward zero in the center. Therefore, as
one moves the feedpoint toward the center, the ratio of voltage to current varies approxi-
mately quadratically because voltage decreases sinusoidally at the same rate that the cur-
rent increases. The impedance therefore gets multiplied by the following factor:

AL
Z = (Zedge) %OST[LD : (25)

where Zgqqe is the driving point impedance in the absence of an inset feed.
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For our example, we need to transform downward by the comparatively large factor of
about 10.8, implying that

AL = Facos3 L O<qar . (26)

m  Uj08Y

Note that theinset is nearly all the way to the middle. Because the change in voltage with
distance is large near the middl e, the precise value of the impedance is a sensitive func-
tion of distance in the vicinity of thisinset’'slocation. That, plus the uncertainty inherent in
our approximations, means again that some empirical adjustment will probably be neces-
sary to obtain the correct impedance.

One convenient method for trimming such an inset patch isfirst to use a deeper-than-nom-
inal inset. Then, upward impedance adjustments are easily effected by placing a shorting
strip across some portion of the inset:

FIGURE 10. Adjustment method for inset patch (top view)

This particular method avoids the need for precision cutting, and also facilitates multiple
iterations. Soldering (and unsoldering) a piece of copper foil tape is much easier than
gouging out segments of copper cladding.

A disadvantage of the inset feed isthat it perturbs the field distributions, with the amount
increasing with the depth of the inset. The three impedance matching methods (controlling
WIL, quarter-wave transformer and inset feed) provide important degrees of freedom for
trading off parameters of interest. For example, one may use arectangular patch with
dimensions that produce a 200Q impedance, combine it with an inset feed to drop it to
100Q, then finish with a quarterwave match (whose line impedance is 71Q) to get to 50Q.
Since the impedance transformations at each step along the way involve relatively small
ratios, amore practical, robust design results. 2

20. Thevoltageisaminimum in the center, but its spatial derivative is a maximum there.

21. Of course, one could also use a sequence of quarterwave transformers, or some other variations. There
are many ways to accomplish the needed transformation, and the reader isinvited to explore alternatives
independently.
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6.0 Summary

WEe' ve seen that radiation is fundamentally the result of the finite propagation speed of
light. The need for areasonably large phase shift to produce areasonably high radiation
resistance explains why real antennas are a reasonable fraction of awavelength in extent,
at minimum.

Not only are elementary dipole antennas (both balanced and grounded) quite commonly
used, they serve as an important basis for understanding more complex antennas. Short
dipoles have low radiation resistances and are primarily capacitive. Capacity hats can be
used to increase radiation resistance, and inductances can be used to tune out any capaci-
tance. Such measures are effective up to alimit imposed by the need to provide agiven
minimum bandwidth or efficiency, and to produce an antenna whose characteristics are
not overly sensitive to small changes in dimensions or environmental conditions. The
tradeoffs are such that antennas much shorter than about a tenth of a wavelength are fre-
guently regarded as unsatisfactory.

The magnetic loop antenna may be viewed as the dual of the electric dipole. Unlike the
dipole, the radiation resistance depends on the number of turns, endowing it with an addi-
tional degree of freedom that makes it possible to realize compact antennas.

Finally the patch antenna can be considered a continuous parallel connection of an infinite
number of infinitesimally thin dipoles. Although its excessive Q is a definite disadvantage
in many situations its other attributes, such as amenability to batch manufacturing, often
more than compensate.
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Filters

1.0 Introduction

The subject of filter design is so vast that we have to abandon any hope of doing justice to
it as a subset of atextbook. Indeed, even though we have chosen to present this material
over two chapters, the limited aim here isto focus on important qualitative ideas and prac-
tical information about filters, instead of attempt a comprehensive review of all possible
filter types and supply complete mathematical details of their underlying theory. For those
interested in the rigor that we will tragically neglect, we will be sure to provide pointersto
the relevant literature. And for those who would rather ignore the small amount of rigor
that we do provide, the reader isinvited to skip directly to the appendices, which summa-
rizefilter design information in “cookbook” form.

Although our planar focus would normally imply a discussion limited to microstrip imple-
mentations, many such filters derive directly from lower frequency lumped prototypes.
Because so many key concepts may be understood by studying those prototypes, we will
follow aroughly historical path and begin with a discussion of lumped filter design. It is
definitely the case that certain fundamental insights are universal, and it is these that will
be emphasized in this chapter, despite differences in implementation details between
lumped and distributed realizations.

Only passive filters will be considered here, partly to limit the length of the chapter to
something manageable. Another reason is that, compared to passive filters, activefilters
generally suffer from higher noise and nonlinearity, limited operational frequency range,
higher power consumption, and relatively high sensitivity to parameter variations, particu-
larly at the GHz frequencies with which we are concerned in this textbook.

2.0 Background

2.1 A quick history

The use of frequency selective circuits certainly dates back at least to the earliest research
on electromagnetic waves. In his classic experiments of 1887-1888 Hertz himself used
dipole and loop antennas (ring resonators) to clean up the spectrum generated by his spark
gap apparatus and thereby impart a small measure of selectivity to his primitive receivers.
Wireless pioneer Sir Oliver Lodge of the U.K. coined the term “syntony” to describe the
action of tuned circuits, showing a conscious appreciation of the value of such tuning,
despite the hopelessly broadband nature of spark signal slAt nearly the same time, Nikola
Teslaand Guglielmo Marconi developed tuned circuits (Marconi’s patent #7777 was so

1. SeeH. Aitken’s excellent book, Syntony and Spark, Princeton, 1987, for atechnically detailed and fasci-
nating account of early work in wireless.
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valuable that it became the subject of bitter and protracted litigati on)2 for the specific pur-
pose of rejecting unwanted signal's, anticipating the advent of sinusoidal carrier based
communications.

Despite that foundation, however, modern filter theory does not trace directly back to
those early effortsin wireless. Rather the roots go back even further in time: it is research
into the properties of transmission linesfor telegraphy and telephony that primarily inform
early filter theory. In 1854 William Thomson (who would later become Lord Kelvin), car-
ried out the first analysis of atransmission line, considering only the line's distributed
resistance and capacitance. His work, inspired by what was to be the 3000-kilometer
Atlantic Cable Project, established arelationship between practical transmission rates and
line parameters. A bit over 20 years|ater, Oliver Heaviside and others augmented Kelvin's
analysis by including distributed inductance, thereby extending greatly the frequency
range over which transmission line behavior could be described accuratel y.3 Following up
on one particular implication of Heaviside's work, both George Ashley Campbell of the
American Bell Company and Michael Idvorsky Pupin of Columbia University suggested
around 1900 the insertion of lumped inductances at regularly spaced intervals along tele-
phone transmission lines to reduce dispersion (the smearing out of pul ses).4 This sugges-
tion isrelevant to the filter story because Heaviside recognized that a lumped line differs
from a continuous one in possessing a definite cutoff frequency. Campbell and Pupin pro-
vided design guidelines for guaranteeing a certain minimum bandwidith.>

In true engineering fashion, the apparent liability of alumped line's limited bandwidth
was quickly turned into an asset, and thus was established the main evolutionary branch of
filter design. The first published formalism is Campbell’s, whose classic 1922 paper
describes in fuller detail ideas he had developed and patented during WWiI SKarl Willy
Wagner also developed these ideas at about the same time, but German military authorities
delayed publication, giving Campbell priority.7 It is now acknowledged that credit should
be shared by these two pioneers, who independently and nearly simultaneously hit upon
the same great idea.

2. The U.S. Supreme Court eventualy ruled it invalid (in 1943) because of prior work by Lodge, Teslaand
others.

3. For additional background on this story, see Paul J. Nahin's excellent book, Oliver Heaviside: Sagein
Solitude, |EEE Press, 1987.

4. Aswith many key ideas of great commercial import, alegal battle erupted over this one. It is a matter of
record that the Bell System was already experimenting with loading coils devel oped by Campbell well
before publication of Pupin’s 1900 paper. Pupin’s self-promotional abilities were superior, though, and he
was able to obtain a patent nonetheless. He eventually earned royalties of over $400,000 from Campbell’'s
employer (at atime when there was no U.S. income tax) for his“invention.” To add to the insult, Pupin’s
Pulitzer-prize winning autobiography of 1924 shamefully fails to acknowledge Campbell and Heaviside.

5. A.T. Starr, Electric Circuits and Wave Filters, 2nd ed., Pitman and Sons, 1948.

6. G.A. Campbell, “Physical Theory of the Electric Wave-Filter,” Bell System Technical Journal, val. 1, no.
2, pp. 1-32, Nov. 1922. See also hisU. S. Patent #1,227,113, May 22, 1917.

7. “Spulen- und Kondensatorleitungen” (Inductor and Capacitor Lines), Archiv fur Electrotechnik, vol. 8,
July 1919.
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Campbell’s colleague, Otto J. Zobel, published a much-referenced extension of Camp-
bell’s work, but which was still limited to filters derived from transmission line ideas. In
the developments of subsequent decades one sees an evolving understanding of how
closely one may approach in practice the theoretical ideal of a perfectly flat passband, con-
stant group delay, and an infinitely steep transition to an infinitely attenuating stopband.
Conscious acknowledgment that this theoretical ideal is unattainable leads to the impor-
tant idea that one must settle for approximations. Some of the more important, practical
and well-defined of these approximations are the Butterworth, Chebyshev and Cauer
(elliptical) filter types we'll study in this chapter.

Shortly after WWI1, the subject of filter design advanced at an accelerated pace. Investiga
tion into methods for accommodating finite-Q elements in lumped filters offered hope for
improved predictability and accuracy. In the microwave domain, filter topol ogies based
directly on lumped prototypes came to be supplemented by ones that exploit, rather than
ignore, distributed effects. Many of these are readily implemented in microstrip form, and
are the ultimate focus of this chapter.

The advent of transistors assured that the size of active devices no longer dominated that
of acircuit. Numerous active filter topol ogies evolved to respond to agrowing demand for
miniaturization, replacing bulky passive inductor-capacitor circuits in many instances.
Aside from enabling dramatic size reductions, some active filters are also electronically
tunable. However, these attributes do come at a price: active filters consume power, suffer
from nonlinearity and noise, and possess diminished upper operational frequencies
because of the need to realize gain e ements with well-controlled characteristics at high
frequencies. These tradeoffs become increasingly serious as microwave frequencies are
approached. This statement should not be taken to mean that microwave active filters can
never be made to work well enough for some applications (because successful examples
certainly abound), but it remains true that the best filters at such frequencies continue to be
passive implementations. It isfor this reason that this chapter considers passive filters
exclusively.

The arrival of transistors also coincided with (and helped drive) arapidly decreasing cost
of computati on.? No longer limited to considering only straightforward analytical solu-
tions, theorists were free to pose the filter approximation problem much more generally,
e.g., “Place the poles and zeros of a network to minimize the mean-square error (or maxi-
mum error, or some other performance metric) in a particular frequency interval, relative
to an ideal response template.” Of great practical importance isthat a numerical approach
readily accommodates lossy inductors and capacitors, something that is difficult with ear-
lier analytical approaches. The resulting filters are optimum in the sense that one cannot
do better (as evaluated by whatever design criteriawere imposed in the first place) for a
given filter order. The tradeoff is that the resulting design may not be as easily understood

8. 0. J. Zobel, “Theory and Design of Uniform and Composite Electric Wave-filters,” Bell System Techni-
cal Journal, vol. 2, no. 1, pp. 1-46, Jan. 1923.

9. Regrettably, space limitations force usto neglect here the fascinating story of electrolytic tanks and other
analog computers used to design filters based on potential theory.
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as those based on analytical approaches. In many cases, element values are best obtained
from tables that summarize the results of extensive computations.

The same philosophical approach of numerical optimization is also how most modern
microwave filters are designed. And again, solutions for the more complex types are best
extracted from tables. The main purpose here is to provide an intuitive explanation for
how these filters work, leaving many of the mathematical details to published theoretical
treatments.

3.0 Filtersfrom Transmission Lines

We start with the “electric wave filters’ of Campbell, Zobel and Wagner. As mentioned,
these derive from lumped approximationsto transmission lines, so we begin by examining
such “artificial” linesto see how alimited bandwidth arises.

3.1 Constant-k filters

For convenience, we repeat here some of the cal culations from the chapter on distributed
systems. Recall that we first consider the driving point impedance, Z;,, of the following
infinite ladder network:

FIGURE 1. Infiniteladder network as artificial line

Z Z Z Z
A B C
AAA A A W—
2y —> %Y %Y %Y

In this drawing, the resistor symbols represent generalized impedances (Z) and admit-
tances (Y).

To simplify the derivation, it is helpful to note that the impedance looking to the right of

point A also equals Z;y, this being an infinite network. We can then collapse the infinite
network into amuch simpler finite one:

FIGURE 2. Conversion of infinitelineinto finite network

Zin_> %Y %Zin

Solving for the Z;, of this simple network yields:
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_Z+ %+ 4(Z/Y) _ Z 4
z, = ; =1 1e 1 )

where one would generally disallow negative values and thus choose only the sum solu-
tion.

As aspecific (but typical) case, consider alow-passfilter inwhich Y=jwC and Z = jwL.
Then, the input impedance of the infinite artificial lineis:

_jooL{ / 4 }
Z ="""/1+ 1-——|. )
" 2 szC

At very low frequencies, the factor under the radical is negative and large in magnitude,
making the term within the brackets almost purely imaginary. The overall Z;, in that fre-
guency range istherefore largely real, with

Z L
Zin:ﬁ = ﬁ = k. ©)

Because the ratio Z/Y is a constant here, such filters are often known as constant-k filters, 10

Aslong as the input impedance has areal component, nonzero average power will couple
into the line from the source. Above some particular frequency, however, the input imped-
ance becomes purely imaginary, as can be seen from inspection of Eqn. 2. Under this con-
dition, no real power can be delivered to the network, and the filter thus attenuates
heavily.11 For self-evident reasons the frequency at which the input impedance becomes
purely imaginary is called the cutoff frequency which, for thislow-passfilter example, is
given by:

2
JLc

Any practical filter must employ afinite number of sections, of course, leading to the
guestion of the relevancy of any analysis that assumes an infinite number of sections. Intu-
itively, it seems reasonable that a“sufficiently large” number of sections would lead to
acceptable agreement. Based on lumped network theory, we aso expect the ultimate rate
of rolloff to be determined by the filter order, and hence by the number of sectionsto
which the network is truncated (we' || have more to say on this subject later). The greater

W, = @

10. Campbell used the symbol k in precisely this context, but it was Zobel (op. cit.) who apparently first
used the actual term “constant-k.”

11. Attenuation without dissipative elements might initially seem intuitively unpal atable. However, consider
that afilter might also operate by reflecting energy, rather than by dissipating it. That is, afilter can function
by producing a purposeful impedance mismatch over some band of frequencies. In fact, many filter design
approaches are based directly on manipulation of the reflection coefficient as a function of frequency.
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the number of sections, the greater the rate of rolloff. Aswe'll see, there is also some (but
practically limited) flexibility in the choice of Z and Y, permitting a certain level of trade-
off among passband, transition band, and stopband characteristics. However, it remains
true that one limitation of filters based on artificial-line conceptsis the inability to specify
these characteristics in detail, if at al. Note, for example, the conspicuous absence of any
discussion about how the filter behaves near cutoff. We don’t know if the transition from
passband to stopband is gradual or abrupt, monotonic or oscillatory. We also don’t know
the precise shape of the passband. Finally, we don’t have any guide how to modify the
transition shape should we find it unsatisfactory. As we'll see, these shortcomings lead us
to consider other filter design approaches.

Once thefilter order is chosen (by whatever means), the next problem is one of termina-
tion. Note that the foregoing analysis assumes that the filter is terminated in an impedance
that behaves as described by Egn. 2. That is, our putative finite filter must be terminated in
the impedance produced by the prototype infinite ladder network: It must have a real
impedance at low frequencies, then become purely imaginary above the cutoff frequency.
Stated another way, rigorous satisfaction of the criteriaimplied by Eqn. 2 absurdly
requires that we supply aload element which itself isthe filter we desire! We should there-
fore not be too surprised to discover that a practical realization involves compromises, all
intimately related to the hopel ess task of mimicking the impedance behavior of an infinite
structure with afinite one. For example the near-universal choice isto terminate the fol-
lowing with a simple resistance R equal to k:

FIGURE 3. L ow-pass constant-k filter example using two cascaded T-sections

. L2 | L2 L2 | L2 L2 | L2 .
C/2J= 0000 OOOOC [ 0000 OOOOC [ 0000 OOOCO/ZJ_

LY

A source with a Thévenin resistance also of value k is assumed to drive thisfilter. Note
that this example uses two complete T-sections (shown in the boundaries), with a half-sec-
tion placed on each end. Termination in half sectionsis the traditional way to construct
such filters. The series-connected inductors, shown individually to identify clearly the sep-
arate contributions of the unit T-sections, are combined into a single inductance in prac-
tice. Alternatively one may implement the filter with Te-sections. With those, one uses
terminating half-sections that are mirror images of the ones shown. The choice of which
implementation to employ is often determined in practice by the nature of the parasitics
that dominate the input and output interfaces. If these parasitics are primarily capacitivein
nature, the T-section implementation shown is favored, since the parasitics may be
absorbed into the capacitances at the ends of the filter. Similarly, inductive parasitics are
most readily accommodated by afilter using internal Tesections.

The design equations for thisfilter are readily derived from combining Eqn. 3 and Eqgn. 4:
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2mM1
c= 020> 5)
EbohDR
and
_ 020
L = B2UR (6)
Ceo,

Thus, once one specifies the characteristic impedance, R, the desired cutoff frequency, and
the total number of sections, the filter design is complete.

Regrettably, deducing the number of sections required isabit of acut and try affair in
practice. There are equations that can provide guidance, but they are either cumbersome or
inaccurate enough that one typically increases the number of sections until simulations
reveal that the filter behaves as desired. Furthermore the unsophisticated termination of a
simple resistance leads to degradation of important filter characteristics, often resulting in
a hard-to-predict insertion loss and passband flatness, as well as reduced stopband attenu-
ation (relative to predictions based on true, infinite-length lines). These difficulties are
apparent from an inspection of the following table, which shows the attenuation at the cut-
off frequency, as well as the —3dB and —-6dB bandwidths (expressed as a fraction of the
cutoff frequency), of constant-k filters (both T- and T-implementations) as a function of
order. Inthe table, nisthe number of complete T- (or 1) sectionsin the central core of the
filter. Thefilter order istherefore 2n + 3.

TABLE 1. Characteristics of ideal constant-k filters

At;iﬂ?gf?n Normalized | Normalized | Normalized | Normalized

n frequency —3dB —6dB —60dB —10dB S$;1

(dB) Bandwidth | Bandwidth | Bandwidth | Bandwidth
0 3.0 1.000 1.201 10.000 0.693
1 7.0 0.911 0.980 3.050 0.810
2 10.0 0.934 0.963 1.887 0.695
3 123 0.954 0.969 1.486 0.773
4 14.2 0.967 0.976 1.302 0.696
5 15.7 0.976 0.981 1.203 0.756

Note that the attenuation at the nominal cutoff frequency, as well as the bandwidth, are
both dependent on the number of filter sections. Further note that the cutoff frequency (as
computed by Egn. 4) equals the —3dB bandwidth only for n = 0, and is as much as 10%
beyond the —3dB bandwidth in the worst case. In critical applications, the cutoff frequency
target may have to be altered accordingly to achieve a specified bandwidth.
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The following figure is a frequency response plot for a constant-k filter which consists of
five full sections, and a terminating half-section on each end. Note that the frequency axis
islinear, not logarithmic:

FIGURE 4. Response of six-section low pass constant-k filter (n = 5)

Aside from the ripple evident in the figure, it is aso unfortunate that the bandwidth over
which the return loss exceeds 10dB istypically only ~70-80% of the cutoff frequency. A
considerable improvement in performance is possible by using filter sections whose
impedance behavior better approximates a constant resistance over a broader frequency
range. One example, developed by Zobel, uses “m-derived” networks, either as terminat-
ing structures, or asfilter sections:

FIGURE 5. Low-pass m-derived filter using cascaded T-sections

L2 | Ly/2 L2 | L2 L2 | Ly/2

0000 OOOOL 0000 OOOOL 0000 | 0000 >

2 2 2L2

CI2 J; C ;L C ;L Cl2 1;
Aswith the prototype constant-k filter of Figure 5, this structure is both driven and termi-
nated with a resistance of value k ohms. The m-derived filter, which itself is a constant-k

structure, is best understood by noting that the prototype constant-k filter previously ana-
lyzed has a response that generally attenuates more strongly as the cutoff frequency wy is
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approached. At small fractions of the cutoff frequency, the responseisfairly flat, so it
should seem reasonabl e that increasing the cutoff frequency to some value w, should pro-
duce a more constant response within the original bandwidth w,. The first step in design-
ing an m-derived filter, then, consists ssimply of increasing the cutoff frequency of a
prototype constant-k filter. In the absence of inductor L,, we see that scaling the values of
L1 and C each, say, by afactor m (with mranging from O to 1) increases the cutoff fre-
quency by afactor of 1/m, from avalue wy, to wy = wy/m. The characteristic impedance
remains unchanged at k because theratio of L, to C is unaffected by this scaling.

Now to restore the original cutoff frequency, add an inductance L, to produce a series res-
onance with C. At the resonant frequency, this series arm presents a short circuit, creating
anotch in thefilter’stransmission. If this notch is placed at the right frequency (just a bit
above the desired cutoff frequency), the filter’s cutoff frequency can be brought back
down to w,. However, be aware that the filter response does pop back up above the notch
frequency (where the resonant branch then looks like a simple inductance). This character-
istic needs to be taken into account when using the m-derived filter.

An alternative to a series resonance in the shunt arm of each filter section isa parallel res-
onance in the series arm(s) of afilter section. Both types of m-derived filters will provide
the same behavior. The choice of topology in practice is often determined by which imple-
mentation uses more easily realized components, or which more gracefully accommodates
parasitic elements.

Following a procedure exactly analogous to that used in determining the cutoff frequency
of ordinary constant-k filters, we find that the cutoff frequency of an m-derived filter may
be expressed as

W = ™

To remove L, from the equation, note that the cutoff frequency may also be expressed as

2m
W, = : (8)
Ly

while the characteristic impedance is given by

R= | —. 9
c 9)

Combining these last three equations allows us to solve for Ly:
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_ (1-m)R
2mw,

L (10)

2
1

Solving Eqgn. 8 and Eqgn. 9 for L, and C yields

_ Amgl
C= 2= (11)
[, OR

and

_ 2mMg
L, = lemR' (12)

Use of the foregoing equations requires that the designer have an idea of what value of m
is desirable. As m approaches unity the response exhibits a monotonic rolloff (and there-
fore an increasing passband error), while passband peaking increases as m approaches
zero. In practice arather narrow range is encountered (say, within 25-30% of 0.5) asa
compromise between these two behaviors, and the parameter mis commonly chosen equal
to 0.6. Thisvalue yields areasonably broad frequency range over which the transmission
magnitude remains roughly constant. The following table enumerates (to more significant
digits than are practically significant) some of the more relevant characteristics of m-
derived filters, for the specific value of m= 0.6. Aswith Table 1, the parameter nisthe
number of complete T- (or T&) sections used in the filter. The column labeled “ minimum
stopband attenuation” gives the worst-case value of attenuation above the transmission
notch frequency, where the filter response pops back up.

TABLE 2. Characteristics of ideal m-derived filters (m = 0.6)

At;iﬂ?gf?n Normalized | Normalized | Normalized '\S/Itg;)lg L:}g‘

" frequency BarTg’\(/jv?dth Bar?g\(/jvli?’dth ggr?g\?vigtlﬁ attenuation
(dB) (dB)
0 1.34 1.031 1.063 0.965 8.21
1 3.87 0.993 1.013 0.956 21.24
2 6.27 0.988 0.999 0.969 34.25
3 8.30 0.989 0.996 0.979 47.09
4 10.00 0.991 0.995 0.954 59.81
5 11.44 0.993 0.996 0.961 72.43

Note that the cutoff frequency and —3dB bandwidth are much more nearly equal than for
the prototype constant-k case (the worst-case difference hereis about 3%). The bandwidth
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over which the return loss exceeds 10dB is also a much greater fraction of the cutoff fre-
guency (above 95%, in fact). Note also that the minimum stopband attenuation increases
by about 12-13dB per increment in n for this range of values.

The following figure illustrates how the use of m-derived sections can improve the magni-
tude response (note that the vertical axis now spans 80dB, rather than 50dB):

FIGURE 6. Freguency response of six-section m-derived low passfilter (m=0.6, n =5)

Compared with Figure 4, this response shows significantly less passband ripple, aswell as
amuch faster transition to stopband, owing to the stopband notch.

On the frequency scale of Figure 6, the characteristic notch isinvisible, asis the popping-

up of the response at higher frequencies. The following plot shows these features more
clearly:
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FIGURE 7. Frequency response of m-derived low passfilter, plotted over wider range

Aside from the potential for improved flatness over the passband, the notches that are
inherent in m-derived filters can be used to null out interfering signals at a specific fre-
guency (or frequencies, if sections with differing values of mare used). Later, we will see
that judicioudly distributed notches can be combined with passband ripple to produce what
are known as élliptic or Cauer filters whose responses exhibit even more dramatic transi-
tions from passband to stopband.

If the precise location of a notch is of importance, it is helpful to know that the frequency
of the null w,, isrelated to mas follows:

W,
% = 1 ’ (13)
W, 1-m2
so that the value of m needed to produce a notch at a specified frequency w,, is
2
m= |1- %g . (14)

(o]

A value of 0.6 for m corresponds to a notch frequency that is afactor of 1.25 timesthe cut-
off frequency.

Table 3 summarizes the design of constant-k and m-derived low pass filters. Component
values (again, to many more digitsthan are practically relevant) are for the specific case of
atermination (and source) resistance of 50Q and a cutoff frequency of 1GHz. The left two
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columns are for the simple constant-k case, and the last three columns give values for the
specific m-derived case where m = 0.6.

TABLE 3. Component valuesfor 1GHz constant-k and m-derived filters (Z = 50Q m = 0.6)

L C L, C L,

15.9155nH | 6.3662pF 9.5493nH 3.8197pF 4.2441nH

For filters with a cutoff frequency other than 1GHz, simply multiply all component values
by the ratio of 1GHz to the desired cutoff frequency. For a different characteristic imped-
ance, multiply all component impedances by the ratio of the desired impedance to 50Q.

One may also combine ordinary constant-k and m-derived sections because the individual
sections for both are constant-k in nature. Such a composite filter may be desirable, for
example, to effect acompromise between flathess and the production of notches at specific
frequencies. Unfortunately, design of such afilter is very much an ad hoc affair. One sim-
ply mixes and matches sections as seems sensible, then simulates to verify if the design
indeed functions satisfactorily.

3.1.1 High-pass, bandpass and bandstop shapes

At least in principle, a high-pass constant-k filter is readily constructed from the low pass
constant-k prototype simply by swapping the positions of the inductors and capacitors; the
values remain the same. Thus one may design, say, a 1GHz constant-k low-pass filter
using the values of Table 3, then interchange the Ls and Cs to synthesize a 1GHz high-
pass filter.

The reason for the qualifier “at least in principle” is that high-pass filters typically exhibit
serious deviations from desired behavior. These deviations motivate microwave filter
designersto avoid high-pass filters based on lower frequency prototypes. Although there
are many ways — too numerous to mention, in fact —in which a practical filter of any kind
can fall short of expectations, perhaps the following lumped high pass filter example will
suffice to illustrate the general nature of the problem. Specifically, consider:

FIGURE 8. High passfilter?
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Every practical inductor is shunted by some capacitance, and thus exhibits a resonance of
its own. Above the resonant frequency, the “inductor” actually appears as a capacitance.
Similarly every practical capacitance hasin series with it some inductance. Above the cor-
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responding series resonance, the capacitor actually appears inductive. Hence, at suffi-
ciently high frequencies, our high pass filter actually acts as alow passfilter.

A complementary effect afflicts low pass filters where, at high frequencies, it is possible
for the response to pop back up.

Asapractical workaround, it istraditional to employ a bandpass filter with a sufficiently
wide passband to approximate the desired filter shape. Of course, that solution presup-
poses knowledge of how to construct bandpassfilters. Fortunately, the constant-k structure
works here, too (we'll later examine alternative bandpass implementations aswell). Asa
general strategy for deriving a bandpass filter from alow-pass prototype, replace the
inductance of alow-pass prototype with a series LC combination, and the capacitance with
aparalel LC combination:

FIGURE 9. Bandpass constant-k filter example using two cascaded T-sections
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Unlike our previous figures, the individual T-sections are not shown, in order to simplify
the schematic.
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Note that this structure continues to exhibit the correct qualitative behavior even if induc-
tors ultimately become capacitors and vice-versa. This property is fundamental to the
potentially reduced sensitivity of this topology to parasitic effects.

The formulafor the inductance L, of the series resonator is the same as that for the induc-
tance in the prototype low pass filter, except that the bandwidth (defined by the difference
between the upper and lower cutoff frequencies) replaces the cutoff frequency. The capac-
itance C; is then chosen to produce a series resonance at the center frequency (defined
here as the geometric mean of the two cutoff frequenci %12). Hence

L, =-——-R (15)

and

12. In some of the literature, it is unfortunately left unclear as to what sort of mean should be used. For the
common case of small fractional bandwidths, this ambiguity is acceptable, for there is then little difference
between an arithmetic and geometric mean. Practical component tolerances make insignificant such minor
differences. However, the discrepancy grows with the fractional bandwidth, and the error can become quite
noticeable at large fractional bandwidths if the arithmetic mean is used.
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(w, - w,)
e 1 (16)
2, R
Similarly, the equation for the capacitance of the low-pass prototype is modified for the
bandpass case by replacing the cutoff frequency with the bandwidth. The resonating

inductance is again chosen to produce a resonance at the center frequency:

2 1
c,=__ < = (17)
2 (w,-w) R
and
(w, —w,)
L= > YR (18)
2
20

0

Values for a constant-k bandpass filter with cutoff frequencies of 950MHz and 1.05GHz
(corresponding to a center frequency of approximately 998.75MHz) are given in the fol-
lowing table:

TABLE 4. Component values for a 100M Hz bandwidth, constant-k bandpassfilter at 1GHz

L1 Cq Lo C

159.15nH 0.15955pF 0.39888nH | 63.662pF

Asisitslow-pass counterpart, the bandpass filter is terminated in half-sections. Each half-
section consists of components of value L1/2, 2C4, 2L, and Cy/2. Theresulting filters have
the same characteristics enumerated in Table 1, where the bandwidth normalizations con-
tinue to be performed, sensibly enough, with respect to the bandwidth, rather than the cen-
ter frequency.

The following figure shows the frequency response of a bandpass filter derived from a
low-pass constant-k filter with six sections (n = 5). The design bandwidth is 100MHz, cen-
tered at 1GHz. Not surprisingly, the behavior at the passband edges resembles that of the
low-pass prototype.
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FIGURE 10. Frequency response for bandpass filter derived from six-section constant-k (n = 5)

For adifferent bandwidth, multiply C4 and L by the ratio of the new bandwidth to
100MHz, and reduce L4 and C, by the same factor. For a different center frequency,
reduce C; and L, each by the square of the ratio of the new center frequency to 1GHz.
Finally, for adifferent characteristic impedance, increase the impedance of all four com-
ponents by the ratio of the new impedance to 50Q.

The bandpass filter can be converted into a bandstop (also known as a band-reject) filter
simply by swapping the positions of the series and parallel resonators. Asin the conver-
sion from low pass to high pass, the values remain unchanged.

From the tables and examples given, it is clear that the constant-k and m-derived filtersare
extremely simple to design, since they consist of identical iterated sections (plus a termi-
nating half-section on each end). This simplicity is precisely their greatest attribute. In
exchangefor this ease of design, however, the foregoing procedures neglect certain details
(such as passband ripple) because they do not incorporate any specific constraints on
response shape. It is clear from the tables, for example, that the cutoff frequency doesn’t
correspond to a certain fixed attenuation value, such as—6dB, and monotonicity isfar from
guaranteed. Stopband behavior is similarly mysterious. Finally, because the source and
load terminations are assumed equal in value, any necessary impedance transformations
have to be provided separately. It should seem reasonable, however, to expect that a more
advanced synthesis technique might, on occasion, accommodate impedance transforma-
tion as a natural accompaniment to the filtering operation. Shortcomings such as these
explain why there are alternative filter design approaches. Because the relative merits of
these alternatives are best appreciated after identification and definition of key filter per-
formance metrics, we now consider a brief sidebar and introduce these parameters.
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4.0 Filter Classifications and Specifications

Filters may be classified broadly by their general response shapes — e.g., low-pass, band-
pass, band reject and high-pass — and further subdivided according to bandwidth, shape
factor (or skirt selectivity), and amount of ripple (in either the phase or magnitude
response, and in either the passband, stopband, or both). This subdivision is an acknowl-
edgment that ideal, brickwall filter shapes are simply unrealizable (not merely impracti-
cal). Different approaches to approximating ideal characteristics result in different
tradeoffs, and the consequences of these compromises require characterization.

Bandwidth is perhaps the most basic descriptive parameter, and is conventionally defined
using —3dB points in the response. However, it isimportant to recognize that 3dB is quite
an arbitrary choice (there is nothing fundamental about the half-power point, after all), and
we will use other bandwidth definitions that may be more appropriate from timeto time. It
is certainly an incompl ete specification, because there are infinitely many filter shapes that
share acommon —3dB bandwidth. Shape factor is an attempt to convey some information
about the filter’s response at frequencies well removed from the —3dB point. It is defined
astheratio of bandwidths measured at two different attenuation values (i.e., values at two
different points on the skirt). Asan arbitrary example a“6/60” shape factor specificationis
defined as the bandwidth at —60dB attenuation, divided by the bandwidth at -6dB attenua-
tion:

FIGURE 11. lllustration of 6/60 shape factor
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Clearly from the definition of shape factor, values approaching unity imply response
shapes that approach infinitely steep transitions from passband to stopband. A single-pole
lowpass filter (or a standard single-L.C bandpass resonator) has a 6/60 shape factor of
roughly 600, a value generally regarded as pathetically Iarge.13 Thistrio of numbersis
easily remembered, though, because of the decimal progression.

13. The actua number is closer to 577, but has less of a mnemonic value than 600.
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Because the relevance of a given shape factor depends very much on context, there cannot
be asingle, universally relevant definition. Thus although 6/60 happens to be a common
one, other specifications are often encountered.

As stated earlier, the inability of practical filtersto provide perfectly flat passbands and
infinitely steep transitions to infinitely attenuating stopbands implies that we must always
accept approximations to the ideal. In the best case we have the opportunity to quantify
and specify bounds on the approximation error. The traditional way of doing so is to spec-
ify the following parameters:

FIGURE 12. General filter response template (shown for the low pass case)
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Note that the square of the magnitude is plotted in the figure, rather than the magnitude
itself, becauseit is proportional to power gain. This convention isn’t universally followed,
but it is quite common because of the RF engineer’stypical preoccupation with power
gain.

Note also the pervasiveness of reciprocal quantities on the vertical axis. This annoying
feature is avoided by plotting attenuation, rather than gain, as afunction of frequency,
explaining why many treatments present data in precisely that manner.

Note further that the filter response template accommodates some amount of variation
within the passband (whose upper limit is denoted wy), with a maximum permitted devia-
tion of 1/(1+32). Additionally, afinite transition between the passband and stopband
(whose lower frequency limit is denoted wg) is aso permitted, with a minimum allowed
power attenuation of A< in the stopband. Specification of these parameters thus allows the
design of real filters. We now consider several important classes of approximations which
make use of these parameters.

5.0 Modern Filters: Common Approximations

The constant-k filter’s limitations ultimately derive from a synthesis procedure which
ignores the control over filter response afforded by direct manipulation of the pole (and
zero) locations. Thislimitation is a natural consequence of the transmission-line theoreti-
cal basisfor constant-k filters; because transmission lines are infinite-order systems, con-
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sideration of pole locations there would be unnatural, and in any case would lead to
numerous analytical difficulties.

However if one no longer insists on treating filters from atransmission line viewpoint,
these difficulties disappear (but are replaced by new ones). Additional, and highly power-
ful, techniques then may be brought to bear on thefilter analysis and synthesis problem. In
this section, we underscore this point by following a synthesis procedure not possible with
the constant-k filter: starting from a specification of adesired frequency response, compute
a corresponding pole-zero constellation, and then synthesize alumped network that exhib-
its the prescribed characteristics.

5.1 Butterworth filters

Some applications are entirely intolerant of ripple, limiting the number of options for
response shape. As do all practical filters, the Butterworth seeks to approximate the ideal
rectangular brickwall shape. The Butterworth filter’s monotonic response shape mini-
mizes the approximation error in the vicinity of zero frequency by maximizing the number
of derivativeswhose value is zero there. For afilter of order n, that maximum number hap-
pensto be 2n — 1. Asthefilter order approaches infinity, the filter shape progressively
approximates better the ideal brickwall shape.

A natural, but potentially undesirable consequence of a design philosophy which places
greater importance on the approximation error at low frequenciesisthat the error grows as
the cutoff frequency is approached. If this characteristic isindeed undesirable, one must
seek shapes other than the Butterworth. Some of these alternatives are discussed in subse-
guent sections. 14

The Butterworth’s response magnitude (squared) as a function of frequency is given for
the low pass case by the following expression:

: 1
H(wl*= ———, (19)

2
14+ 000™
(o,

where wy is the frequency at which the power gain has dropped to 05 The parameter n
isthe order of thefilter, and equals the number of independent energy storage elements, as
well as the power of w with which the response magnitude ultimately rolls off. From the
equation, it is straightforward to conclude that the response is indeed monotonic.

14. Aswill be discussed later, one of these alternatives, the Type |1 Chebyshev, actually achieves better
passband flatness than the Butterworth (making it flatter than maximally flat), by permitting stopband ripple,
while preserving a monotonic passband response.

15. Although not rigorously correct (because of the possibility of unequal input and output impedances), we
will frequently use the term “power gain” interchangeably with the more cumbersome “response magnitude
squared.”
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In designing a Butterworth filter, one may specify wy directly, but to maintain consistency
with the template of Figure 12, let us derive w. from the other filter parameters. First we
may express the power gain at the passband and stopband edges as follows:

= (20)

and

1
= (21)

2n’
1+ s
0.0
c

1
A2
Solving these two equations for the required filter order, n, yields

) In(e//A*-1)

n

(22)

Thus, once the attenuation at the passband edge, minimum attenuation at the stopband
edge, and the frequencies of those edges are specified, the required filter order isimmedi-
ately determined. Because Eqgn. 22 generally yields non-integer values, one must choose
the next higher integer as thefilter order. In that case, the resulting filter will exhibit char-
acteristics that are superior to those originally sought. One way to use the “surplus’ per-
formance isto retain the original wy, in which case the filter will exhibit greater
attenuation at wg than required. Alternatively, one may instead retain the original w, in
which case the filter exhibits smaller attenuation (i.e. smaller error) at the passband edge
than originally targeted. Or, one may elect a strategy that is intermediate between these
two choices.

Pursuing the strategy of retaining the originally sought performance at the passband edge,
the —3dB corner frequency w. may be computed from the foregoing equations as

w

- p
w, = .
¢ 1/

gl/n

(23)

Alternatively, Egn. 21 may be solved for a (generally different) w. derived from a specifi-
cation of ws

Because its approximation error is very small near DC, the Butterworth shapeis also
described as maximally flat.1® However it isimportant to recognize that maximally flat
does not imply perfectlyflat.17 Rather, it implies the flattest passband that can be
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achieved, subject to the constraint of monotonicity (later, we will see that it is possible to
have an even flatter passband response if we are willing to permit ripple in the stopband).

Asadesign example, let us continue the exercise that we began with the constant-k topol -
ogy. We now have the ability to specify more filter parameters than in that case, so we'll
do so. Here, arbitrarily allow a 1dB loss (gain of 0.794) at the passband edge of 1GHz, and
require a 30dB factor of minimum attenuation at a 3GHz stopband edge.

From the passband specification, we find that € is approximately 0.5088. From the stop-
band specification, we see that AZis1000. As aresult, the minimum filter order required to
meet the specificationsis

o = In(05088/./999) _ -

In B0

which we round upward to four. Choosing to meet precisely the specification at the pass-
band edge, we find that the corresponding value of wy is approximately

w = "= 7.44Grps. (25)

From this point, we would typically consult atable of component valuesfor afourth-order
filter, scaling the values for the desired cutoff frequency (and, possibly, impedance
level).18 Asafinal check, it is always wise to simulate the proposed filter, just to make
sure that no computational errors (or typographical errors— some published tables have
incorrect entries!) have corrupted the design. In demanding applications, simulation is
also valuable for assessing the sensitivities of the filter to practical variationsin compo-
nent values, or to other imperfections (such asfinite Q or parasitics).

5.2 Chebyshev (equiripple or minimax) filters

Although monotonicity certainly has an esthetic appeal, insisting on it constrains other
valuable filter shape properties. These include the steepness of transitions from passband
to stopband, as well as the stopband attenuation for a given filter order. Alternative filters,
based on non-monotonic frequency response, are named after the folks who invented
them, or who devel oped the underlying mathematics. The Chebyshev filter, an example of

16. Thisterm was evidently introduced by V. D. Landon in his paper, “ Cascade Amplifiers with Maximal
Flatness,” RCA Review, vol. 5, pp. 347-362, January 1941. Coining of the term thus follows by more than a
decade Butterworth’s own exposition of the subject in “On the Theory of Filter Amplifiers,” Wireless Engr.,
vol. 7, pp. 536-541, Oct. 1930. Although others published similar results earlier, Butterworth and maximal
flatness are now seemingly linked forever.

17. Inthisway, “maximally flat” is used abit like “cremefilling” in describing the ingredients of an Oreo”
cookie; it means something alittle different from how it initially sounds.

18. Later, we will present a synthesis method that allows computation of component values directly.
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the latter, allows areduction in filter order precisely by relaxing the constraint of monoto-
ni(:ity.19 In contrast with the Butterworth approximation, which is preoccupied with mini-
mizing error at low frequencies, the Chebyshev minimizes the maximum approximation
error (relative to the ideal brickwall shape) throughout the entire passband. The resulting
minimax response shape thus exhibits some ripple, the amount of which may be specified
by the designer. For a given order, the Chebyshev filter shape offers a more dramatic tran-
sition from passband to stopband than a Butterworth offers. The steepness of the transition
isalso afunction of the passband ripple one alows; the greater the permissible ripple, the
steeper the transition.

A conseguence of minimizing the maximum error is that the ripples of a Chebyshev
response are al of equal amplitude. A rigorous proof of the minimax optimality of an
equiripple shapeis surprisingly involved, so we won't attempt one here. However, it
should seem intuitively reasonable that equiripple behavior would be optimal in the mini-
max sense for, if any one error peak were larger than the others, a better approximation
could probably be produced by reducing it, at the cost of increasing the size of one or
more of the others. Such tradings-off would proceed until all error peaks were equal,
because nothing would then be |eft to trade for anything else.

Similar advantages also accrue if the stopband, rather than the passband, is allowed to
exhibit ripple. The inverse Chebyshev filter (also known as a Type || Chebyshev filter) is
based on thisidea, and actually combines a flatter-than-Butterworth passband with an
equiripple stopband.

To understand how the simple act of allowing either stopband or passband ripple provides
these advantages, we need to review the properties of acomplex pole pair. First recall that
one standard (and perfectly general) form for the transfer function of such apair is:

1
H(s) = . (26)
i+£8+1
002 w0,

n

where wj, is the distance to the poles from the origin, and { (zeta) is the damping ratio:

19. Pafnuti L'vovich Chebyshev (1821-1894) did no work on filtersat all. In fact he devel oped his equations
during a study of mechanical linkages used in steam engines (see his posthumously published “ Théorie des
mécani smes connus sous |e nom de parallélogrammes,” (Theory of mechanisms known under the name of
parallelograms)), Oeuvres, vol. |, St. Petersburg, 1899. “Parallelograms’ translate rotary motion into an
approximation of rectilinear motion. By the way, the spelling of his name hereisjust one of many possible
trangliterations of Paf nutiy Ljvoviq Qb[ wev.

Filters 11999 Thomas H. Lee, rev. April 27, 2001; All rights reserved Page 22 of 38



EE414 Handout #14: Spring 2001

FIGURE 13. Two-pole constellation
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A zero damping ratio corresponds to purely imaginary poles, and a damping ratio of unity
corresponds to a pair of poles coincident on the real axis. The former condition appliesto
an oscillator, and the latter defines critical damping. Above a damping ratio of unity the
two poles split, with one moving toward the origin, the other toward minus infinity, all the
while remaining on the real axis. Whatever the value of damping, the frequency w,, aways
equals the geometric mean of the pole frequencies.

The property that is most relevant to the subject of filter design is the dependency of the
frequency response shape on the damping ratio. Whileit istrue that all zero-free two pole
systems have a frequency response that ultimately rolls off as w2, the frequency response
magnitude, and the slope, in the vicinity of the peak are very much functions of the damp-
ing ratio, increasing as ( decreases (Figure 14b). For damping ratios above 1/ ﬁ the fre-
guency response exhibits no peaking. Below that value of ¢, peaking increases without
bound as the damping ratio approaches zero. For small values of ¢, the peak gainis
inversely proportional to damping ratio. Stated alternatively, lower damping ratios lead to
greater ultimate attenuation, relative to the peak gain, and to slopes that are normally asso-
ciated with higher (and perhaps much higher) order systems.

Now consider ways afilter might exploit this {-dependent behavior. Specifically, suppose
we use a second-order section to improve the magnitude characteristics of a single-pole
filter. If we arrange for the peak of the second-order response to compensate (boost) the
response of the first-order section beyond where the latter has begun a significant rolloff,
the frequency range over which the magnitude of the cascade remains roughly constant
can be increased. At the same time, the rolloff beyond the compensation point can exhibit
arather highinitial slope, providing an improved transition from passband to stopband.
Clearly, additional sections may be used to effect even larger improvements, with each
added section possessing progressively smaller damping ratios. This latter requirement
stems from the need to provide larger boosts to compensate for ever larger attenuations.
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FIGURE 14. Step- and frequency-response of second-order lowpasstransfer characteristic

Vout A

-
time
a) Step response
Hi) A ( decreasing
()
1
-2
-
log w

b) Frequency response

Having developed this understanding, we may revisit the Butterworth and Chebyshev
approximations. The Butterworth condition results when the poles of the transfer charac-
teristic are arranged so that the modest amount of frequency response peaking of acom-
plex pole pair offsets, to a certain extent, the rolloff of any real pole present. The resulting
combination exhibits roughly flat transmission magnitude over a broader frequency range
than that of either the real pole or complex pair alone. Theresult isthat al of the poleslie
on asemicirclein the s-plane, distributed as if there were twice as many poles disposed at
equal angles along the circumference, the right half-plane poles being ignored.20 A third-
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order Butterworth, for example, has a single pole on the real axis, and a complex conju-
gate pair at 60° angles with the real axis. The distance from the origin to the polesisthe
3dB cutoff frequency.

FIGURE 15. Pole constellation for third order Butterworth low passfilter
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The element values, normalized to a 1Q impedance level, and to a 1 rad/sec passband
edge, for an nth-order Butterworth low-pass filter are given by the following set of equa-
tions:

% =1 (27)
and
o @*-nnm
g = Zsm{ 2n , (28)
where k ranges from 1 to n, and
9p.1 = 1. (29)

Conversion into abandpassfilter is easily achieved using the same transformations used in
the constant-k case.

The Chebyshev filter goes further by allowing passband (or stopband) ripple. Continuing
with our third-order example, the response of the real poleis alowed to drop below the
low-frequency value by some specified amount (the permissible ripple) before the com-
plex pair’s peaking is permitted to bring the response back up. The damping ratio of the
complex pair must be lower than that in the Butterworth case to produce enough addi-
tional peaking to compensate for the greater attenuation of the real pole. A side effect of

20. Okay, perhapsitisn’'t quite “intuitively obvious,” it is true, but finding the roots of Eqn. 19 to discover
the factoid about Butterworth poles lying on acircleisn’t al that bad.
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thislower damping is that there is a more dramatic rolloff beyond the cutoff frequency. In
this manner the Chebyshev filter permits the designer to trade passband flatness for better
stopband attenuation.

Although it is even lessintuitively obvious, the poles of a Chebyshev low passfilter are
located along a (semi)éellipse, remarkably with imaginary parts that are equal to those of a
corresponding Butterworth low pass fi Iter.2L Increasi ng the eccentricity of the ellipse
increases the ripple.

Inverse Chebyshev filters have poles|ocated at the reciprocals of the“normal” Chebyshev,
and purely imaginary zeros distributed in some complicated fashion. The resulting pole-
zero constellation roughly resembles the Greek letter Q rotated counter-clockwise by 90°.

FIGURE 16. Third order Butterworth and Chebyshev low passfilter pole constellations
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Mathematically, the Chebyshev response is of the general form
: 1
H(w)* = — ey (30)
1+€e°C_ o O
p
where wy, once again is the frequency at which the response magnitude squared has
dropped to avalue
1 (31)
1+¢2

asin the Butterworth case. For self-evident reasons € is known as the ripple parameter, and
is specified by the designer. The function C,(X) is known as a Chebyshev polynomial of

21. There are many references that provide excellent derivations of the Butterworth and Chebyshev condi-
tions. A particularly enlightening derivation may be found in chapters 12 and 13 of R. W. Hamming's vol-
ume, Digital Filters, Prentice-Hall, 2nd ed., 1983.
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order n. The most relevant property of such polynomialsisthat they oscillate between -1
and +1 as the argument x varies over the same interval. Outside of thisinterval the magni-
tude grows rapidly (as x" in fact). The filter’s (power) response thus varies between 1 and
1/(1+ 82) asthe frequency increases from DC to Wp- That entire frequency interval is often
called the ripple passband, and the parameter wy, the ripple bandwidth (or ripple cutoff fre-
guency). In general the ripple passband differs from the more conventional —3dB band-
width.

There are a couple of ways of generating Chebyshev polynomials algorithmically. Oneis
through arecursion formula,

C,(x) =2xC_ _,(x) =C_ _,(x), (32)

where Cy =1 and C; = x (just to get you started). As can be seen from the recursion for-
mula, the leading coefficient of Chebyshev polynomiasis 21 afact we shall uselater in
comparing Chebyshev and Butterworth polynomials.

Another method for generating the Chebyshev polynomialsisin terms of some trigono-
metric functions, from which the oscillation between —1 and +1 (for |x| < 1) isdirectly
deduced:

C,(x) = cos (ncos x) for [x| < 1. (33)
For arguments larger than unity, the formula changes alittle bit:
C,(x) = cosh (ncosh *x) for [x|> 1. (34)
Althoughitis probably far from obvious at this point, these functions are likely familiar to
you as Lissgjous figures, formed and displayed when sinewaves drive both the vertical and
horizontal deflection plates of an oscilloscope. That is, suppose that the horizontal deflec-
tion plates are driven by asignal
X = cost, (35
so that
t = cos ix. (36)
Further suppose that the vertical plates are simultaneously driven by asignal
y = cosnt. (37)

Substituting Egn. 36 into Eqgn. 37 to remove the time parameter yields

y = cos(ncos 1x), (38)
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which is seen to be the same as Eqgn. 33. That is, what’s displayed on an oscilloscope
drivenin thisfashion isin fact the Chebyshev polynomial for that order n, for values of |x|
up to one. Over that interval the function displayed looks very much like a sinusoid
sketched on a piece of paper, wrapped around a cylinder, and then viewed from a distance.

A few Chebyshev polynomials are sketched crudely in the following figure, and expres-
sions for the first ten Chebyshev polynomials are listed in Table 5:

FIGURE 17. Rough sketches of some Chebyshev polynomials
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TABLE 5. First ten Chebyshev polynomials

Order, n Polynomial
0 1
1 X
2 2x° -1
3 4x3 — 3x
4 8x*—8x%+1
5 16x° — 20x3 + 5x
6 328 — 48 + 18x° - 1
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TABLE 5. First ten Chebyshev polynomials

Order, n Polynomial
7 64x’ — 112x° + 56x° — 7x
8 128x8 — 256x8 + 160x* — 3252 + 1
9 256x° — 576’ + 432x° — 120x> + 9x

From the foregoing equations, we may derive an expression for thefilter order required to

satisfy the specified constraints:
cosh ™ 5 A% - }S
€

n = : (39)
cosht EESB

p

Aswith the Butterworth case, the order as computed by Eqgn. 39 should be rounded
upward to the next integer value. Again, the resulting “excess’ performance can be used to
improve some combination of passband and stopband characteristics.

One way in which the Chebyshev is superior to a Butterworth is in the ultimate stopband
attenuation provided. At high frequencies, the Butterworth provides an attenuation that is
approximately

2 _ ngzn_

(oo O (40)
c

i

Compare that asymptotic behavior with that of a Chebyshev (with € = 1 so that the —3dB
frequency of the Butterworth corresponds to the passband edge of the Chebyshev): 22

2 2n
WO~ Lp2n-2090
Agwcﬂ 2 oD (41)

Clearly the Chebyshev filter offers higher ultimate attenuation, by an amount equal to
3dB(2n - 2), for agiven order. As a specific example, a 7th-order Chebyshev ultimately
provides 36dB more stopband attenuation than does a 7th order Butterworth.

As another comparison, the relationship between the poles of a Butterworth and those of a
Chebyshev of the same order can be put on a quantitative basis by normalizing the two fil-
tersto have precisely the same —3dB bandwidth. It also may be shown (but not by us) that
the —3dB bandwidth of a Chebyshev may be reasonably well approximated by23

22. This comparison should not mislead you into thinking that such large ripple values are commonly used.
In fact, Chebyshev filters are typically designed with ripple values below 1dB.
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M. -1
[Esnh Nuny

Since the diameter of a Butterworth’s circular pole constellation is the —3dB bandwidth,
we normalize the Chebyshev’s ellipse to have a major axis defined by Eqn. 42. Theimagi-
nary parts of the poles of a Chebyshev filter are the same as for the Butterworth, while the
real parts of the Butterworth prototype are merely scaled by the factor

cosh (42)

A . 100
[Esmh [ED

toyield thereal parts of the poles of a Chebyshev filter. Thus design of a Chebyshev filter
is quite straightforward because it requires only a prototype Butterworth, and it’strivial to
design the latter. Clearly, the Butterworth may be considered merely a special case of a
Chebyshev, one for which the ripple parameter is zero.

tanh (43)

There is one subtlety that requires discussion, however, and this concerns the source and
termination impedances of a passive Chebyshev filter. From both the sketches and equa-
tions, it's clear that only odd-order Chebyshev polynomials have a zero value for zero
arguments. Hence, the DC value of the filter transfer function will be unity for such poly-
nomials (that is, the passband hits its ripple extremum at some frequency above DC). For
even-order Chebyshev filters, however, the filter’s transfer function starts off at aripple
extremum, with a DC power transmission value of 1/(1+ 82), implying atermination resis-
tance that is less than the source resistance. If, asis usually the case, such an impedance
transformation is undesired, one must either use only odd-order Chebyshev filters, or add
an impedance transformer to an even-order Chebyshev filter. Asthe former isless com-
plex, it isthe near universal choice to use only odd-order Chebyshev realizationsin prac-
tice.

Finally, recognizethat the elliptical pole distribution impliesthat theratio of the imaginary
to real parts of the poles, and hence the Qs of the poles, are higher for Chebyshevs than for
Butterworths of the same order. As aresult, Chebyshev filters are more strongly affected
by the finite Q of practical components. The problem increases rapidly in severity asthe
order of thefilter increases. Thisimportant practical issue must be kept in mind when
choosing afilter type.

Element values for the Chebyshev filter are given by the following sequence of equations.
Fi rstz,4compute four auxiliary quantities, whose significance may initially seem mysteri-
ous:

I‘Ar U

0
= |n rcoth ,
B PO 17 3750

(44)

23. See, for example, M. E. Van Vakenburg, Introduction to Modern Network Synthesis, Wiley, 1960, pp.
380-381.

24. After close examination, these remain mysterious. Sorry. At least | can tell you that the 17.372 factor is
40l0g1 e, asif that helps.
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where L, isin dB;

y = sinhZBn; (45)
a = Sin{(ztnl)n] (46)

and
b, = y2+sjn25l}nn%. 47)

Once the values of the auxiliary parameters are known, the following equations yield the
normalized element values:

9o = 1, (48)
23,
9, = — (49)
Y
4a__.a
k-1%-1
9,4+, = 1fornodd; (51)
and
g,,, = coth? SB for n even. (52)

5.3 Typell (Inverse) Chebyshev filters

We have aluded several times to the possibility of realizing aflatter-than-maximally flat
transfer characteristic. The Type 1 (also known as an inverse or reciprocal) Chebyshev fil-
ter achieves such flatness by permitting ripple in the stopband, while continuing to insist
on passband monotonicity.

The Type |l filter derives from the Type | (ordinary) Chebyshev through a pair of simple
transformations. In thefirst step, the Type | Chebyshev responseis simply subtracted from
unity, leading to the conversion of alow-passfilter into a high-pass one. Note that the
resulting response is monotonic in the new passband. The second step replaces w by 1L/w.
Since high frequencies are thus mapped into low ones, and vice-versa, this second trans-
formation converts the filter shape back into alow-pass response, but in away that
exchanges the ripple at low frequencies with ripple at high frequencies. This transforma-
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tion thus restores a monotonic passband, and also happens to map the Type | passband
edge into the stopband edge. Furthermore the larger the permissible stopband ripple, the
flatter the passband response.

Mathematically, these transformations ultimately result in the following power response
for aTypell filter:

2 2[9)pD
1 & Cn 0,0

W o0
1+€2C§ DapD 1+€2C§ DapD

H(jw)*=1- (59)

Although the Type I filter is not encountered as often asthe Butterworth, itsrelative rarity
should not be taken to imply a corresponding lack of utility. Despite the superior flatness
provided by the inverse Chebyshev, it appears that, for purely cultural reasons, the Butter-
worth filter continues to dominate in those applications where passband uniformity is
allegedly prized.

5.4 Elliptic (Cauer) filters

Having seen that allowing ripple in the passband or stopband confers desirable attributes,
perhaps it should not be surprising that the elliptic or Cauer filter further improves transi-
tion steepness by allowing ripplein both the passband and stopband si multaneously.25 Just
as acomplex pole pair provides peaking, acomplex zero pair provides notching. We' ve
seen this behavior aready, where the purely imaginary zeros of an m-derived filter provide
notches of infinite depth. Cauer filters exploit this notching to create a dramatic transition
from passband to stopband, at the expense of a stopband response that bounces back up
beyond the notch frequency (again, just asin an m-derived filter, and for the same rea-
sons). The name elliptic comes from the appearance of elliptic functions in the mathemat-
ics, and should not be confused with the elliptic pole distribution of a Chebyshev filter.

Elliptic filters have the following power transmission behavior:

1

2,,2000
l+¢ U”Eh)CD

H(jw)|? = (54)

where U, (x) isaJacobian elliptic function of order n:?®

25. These are also sometimes known as Darlington or Zolotarev filters. Sidney Darlington (of “Darlington
pair” famein bipolar circuits) made major contributions in the field of network synthesis. Igor Ivanovich
Zolotarev independently studied Chebyshev functions a decade or so before Chebyshev did.

26. These are named for the mathematician Karl Gustav Jacob Jacobi (1804-1851), who began studying
these functionsin the 1820s, at the start of his career.

Filters 11999 Thomas H. Lee, rev. April 27, 2001; All rights reserved Page 32 of 38



EE414 Handout #14: Spring 2001

R
0. (1-y?) (1-n%D)

These functions are messy enough that quantitative information about them is generally
presented in tabular form (but not here, though; see, e.g., the oft-cited work by G.W. Spen-
cely and R. M. Spencely, “Smithsonian Elliptic Function Tables,” Publication 3863,
Smithsonian Institution, Washington, D. C., 1947). Sufficeit to say that, just as Chebyshev
polynomials do, these elliptic functions oscillate within narrow limits for arguments [x|
smaller than unity, and rapidly grow in magnitude for arguments outside of that range.
However, unlike Chebyshev polynomials, whose magnitudes grow monotonically outside
of that range, these elliptic functions oscillate in some fashion between infinity and a spec-
ified finite value. Hence the filter response exhibits stopband ripples, with afinite number
of frequencies at which thefilter transmissionis (ideally) zero. The following figure shows
crude sketches of the first several Jacobian €lliptic functions, from which this behavior
may be discerned:

(55)

U,(x) =

FIGURE 18. Rough sketches of some Jacobian elliptic functions
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The attenuation poles correspond to transmission zeros (notches), in the proximity of
which the filter response changes rapidly. Thus, perhaps you can see how permitting such
ripples in the stopband allows for a much more dramatic transition from passband to stop-
band, and thus allows one to combine the attributes of ordinary and inverse Chebyshev fil-
ters.

Wilhelm Cauer isthe inventor whose deep physical insights (and intimate familiarity both
with the notches of Zobel’s m-derived filters, and with elliptic functionsin general)
allowed him first to recognize that this additional degree of freedom existed, and then to
exploit it, even though he did not offer aformal mathematical proof of the correctness of
his ideas.2’ At atime when minimizing component count was an obsession, Cauier was
able to use fewer inductors than the best filters that were then in use. According to lore,
publication of his patent reportedly sent Bell Labs engineers and mathematicians scurry-
ing off to the New York City Public Library to bone up on the then-obscure (okay, still-
obscure) literature on elliptic functi ons.28

6.0 Coupled Resonator Bandpass Filters

Up to now we' ve focused mainly on low passfilters, having derived other filter shapes
from low pass prototypes. It isworthwhile to develop additional insights, however, so that
we don’'t always have to return to the low pass case whenever we wish to design, say, a
bandpass filter. This freedom, in turn, allows us to analyze and synthesize filter types that
are not readily related to lumped networks at all.

WE' ve seen that the poles, say, of a“good” filter aren’t all coincident; they’ re distributed
in some manner. Viewed from a broad perspective, then, the goal of filter design isto dis-
tribute the transfer function poles and zeros in some manner to achieve a desired response
shape. Thisimportant ideais the basis for essentially all lumped filters, bandpass or other-
wise. A particularly simple way to synthesize bandpass filters with a variety of response
shapesisto exploit the mode splitting that occurs when two or more resonant systems
interact. That is, when two identical resonators are connected together in some fashion, the
poles of the resulting coupled system generally differ from those of the resonatorsin isola-
tion. By controlling the degree of interaction (coupling) the pole locations can be adjusted
to produce a desired response shape.

27. Cauer (1900-1945) became familiar with elliptic functions while studying at the University of Géttingen
with the mathematician David Hilbert. Hilbert was as well known for his absentmindedness as for his math-
ematics. Once he suddenly asked a close friend, physicist James Franck, “1s your wife as mean as mine?’
Though taken aback, Franck managed to respond, “Why, what has she done?’ Hilbert answered, “1 discov-
ered today that my wife does not give me an egg for breakfast. Heaven only knows how long this has been
going on.”

It is unfortunate that stories about Cauer are not as lighthearted. Tragically, he was shot to death during the
Soviet occupation of Berlin in the closing days of WWII, in a manner sadly reminiscent of the death of
Archimedes (see http://www-ft.ee.tu-berlin.de/geschichte/th_nachr.htm).

28. M. E. Van Vakenburg, Analog Filter Design, Harcourt Brace Jovanovich, 1982, p. 379.
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To illustrate thisimportant idea, consider two simple LC resonators whose inductors are
magnetically coupled to each other. Such a system may be modeled by representing the
coupled inductors with atransformer. The transformer in turn is modeled as a T-connec-
tion of three inductors:

FIGURE 19. Coupled LC resonators
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The inductance L is that which is present in each resonator in isolation. The mutual induc-
tance M isafraction of L, and depends on the magnitude of the coupling. The latter is cap-
tured in the coupling coefficient k, which ranges from zero to unity as the flux linkage of
the magnetic fields of the two inductors increases from zero to 100%.

To find the resonant frequencies of the resulting 4th-order system29 one can aways
employ a brute-force approach: Find the transfer function (first, one needs to define the
input and output terminals), then solve for the roots of the denominator polynomial. This
method is quite general, but also quite cumbersome, particularly for networks of order
higher than two or three. Here, the network happens to be symmetrical, a situation that
almost demands exploitation to simplify analysis by bypassing uninspired routes to the
answer.

First recall what poles are. Yes, they are the roots of the denominator of the transfer func-
tion, but a deeper significance isthat they are the natural frequencies of anetwork. That is,
if the system is given someinitial energy, the evolution of the system state in the absence
of any further input takes place with characteristic frequencies whose values are those of
the poles. Cleverly chosen initial conditions may excite only a subset of all possible
modes at a time, thus converting a difficult high-order problem into a collection of more
simply solved low-order ones. \Very clever (or lucky) choices can even result in the excita-
tion of asingle mode at atime.

We may use this understanding to devise a simple method for finding the poles of our cou-
pled resonator system. First, provide a common-mode excitation by depositing, say, an
equal amount of initial charge on the two capacitors. Regardless of what the network does
subsequently, we know by symmetry that the capacitor voltages must evolve the same
way. Because the two capacitor voltages are thus always equal, we may short the capaci-
tors together with impunity, resulting in the following network:

29. Despite there being five energy storage elementsin the network, the system is nonethel ess of the fourth
order, because not all of the elements are independent. Note, for example, that specifying the currentsin two
of the inductors automatically determines that flowing in the third, by Kirchhoff’s current law. Thus, the
three inductors actually contribute only two degrees of freedom, diminishing by one the order of the overall
network.
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FIGURE 20. Equivalent network of coupled LC resonatorsfor common-mode initial conditions
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The common-mode resonant frequency is thus that of a simple parallel LC network:

0000

1 1
W = = (56)

J[ (1—2k)L +kLJ2C (1+Kk)LC

There are two conjugate imaginary poles of this frequency, so we only need to find the
other two poles of this fourth-order network.

Since acommon-mode initial condition is so fruitful in discovering two of the poles, it
seems reasonable to try a differential initial condition next. Specifically, if one capacitor
voltage isinitially made equal to some voltage V, and the other to -V, (anti)symmetry
allows to assert that, however the system state evolves from thisinitial condition, it must
do so in amanner that guarantees zero voltage across the common shunt inductance of
value M. Consequently, no current flows through it, and the shunt inductance may be
removed (either by open- or short-circuiting it; both actions will lead to the same answer).
Removing that inductance yields the following differential-mode resonant frequency:

_ 1 _ 1
Wy = = (57)

J[z(l_k) L]g J(1-kLC

Now that we' ve found the pole frequencies, let’s see what intuition may be extracted from
the exercise. First consider extremely loose coupling, i.e., values of k very near zero. In
that situation the two mode frequencies are nearly the same, because we have two nearly
independent and identical tanks. As k increases, however, one resonant frequency
decreases, while the other increases; mode splitting occurs. The stronger the coupling, the
wider the separation in resonant frequencies.

Asanillustration that mode-splitting is an extremely general consequence of coupling res-
onators together, consider the use of capacitive coupling:

FIGURE 21. Capacitively coupled resonators
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Here, the individual resonator capacitances are arbitrarily expressed as a function of the
coupling capacitance. One could just as well have labeled the resonator capacitances ssim-
ply as C, but the choice shown simplifies the analytical expressions somewhat, as will be
seen.

Following an approach analogous to that used to analyze the magnetically coupled case,
we find that the two mode frequencies are given by:
1 1

® Jc-cyL :J(l—k)Lc

em = (58)

and

1 1
w = = (59)

M JcreyL  Ja+wic

For these equations, an explicit expression for the coupling coefficient, k, is found to be

k= " (60)

As with the magnetic case, the coupling coefficient cannot exceed unity (if negative ele-
ment values are disallowed) when expressed in this manner. As we can see, both magnetic
and capacitive coupling give rise to the same splitting of modes. This mechanism is so
genera that it explains a host of phenomena, such as the formation of energy bands in sol-
ids (here, the initialy identical mode frequencies — energy levels — of free atoms split as
the atoms are brought closer together to form a solid).

From Eqgn. 58 and Egn. 59, it should be clear that one may use a measurement of the two
mode frequencies to determine k experimentally. Indeed, for small values of coupling, the
difference in mode frequencies (normalized to their geometric mean) is approximately
equal to k.

The mode splitting that accompanies coupling permits placement of poles to produce
response shapes such as Butterworth and Chebyshev. Simply adding an input and output
port to the basic structure of Figure 21, for example, readily produces a bandpass filter
which may be extended to any number of stages:

FIGURE 22. Coupled resonator filter
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From the analysis of mode splitting, it should seem reasonable that small amounts of cou-
pling (small values of coupling capacitance in this particular example) produce narrow-
band filters, and that relatively large amounts of coupling produce broadband filters. When
thisideais placed on a quantitative basis, it is possible to express the bandpass filter
design problem entirely in terms of coupling coefficients, uncoupled resonant frequencies,
and tank loading. This reformulation in terms of invariant parameters (e.g., resonant fre-
guency, impedance levels, bandwidth) facilitates the design of microstrip filters where,
owing to their distributed nature, it is not always possible to identify individual lumped
elements.
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Microstrip Filters

1.0 Background

There are two broad classes of distributed filters. One derives from lumped prototypes,
and the other doesn’t.! For the former class, astrai ghtforward synthesis recipe devel oped
for some of the earliest microwave filters still works well for many applications: Simply
replace the discrete inductors and capacitors of alumped prototype with transmission line
sections.2 As discussed in the chapter on microstrip, transmission lines approximate well
the behavior of lumped elementsif the sections are a suitably small fraction of an electri-
cal wavelength in extent. A short section of open-circuited line functions well as a capaci-
tor, while a short piece of shorted line behaves as an inductor.

One important consideration to keep in mind, however, isthat thereis always a frequency
above which these pieces of line cease to be very short relative to awavelength. The atten-
dant impedance variation alters the filter response. For example, a microstrip low-pass fil-
ter may have aresponse that pops back up again above the nominal stopband. Since such
spurious responses are hardly unique to low-pass filters, one must evaluate carefully any
proposed realization to assure that all spurious responses are benign in magnitude or loca-
tion.

To see how distributed filters may derive from lumped prototypes, recall that the input
impedance of a short piece of open-circuited line is approximately

Zy
l= ————, D
jw(1/v)
so that its equivalent capacitanceis
I LJEr et
C=—_ = @
vZ, cZ,

One can expect about 1.3pF/cm with 50Q lines on FRA4.

Similarly, for the inductance of a short line terminated in a short circuit, we have

|1Z 1Z, e
L = 70 - 0 r,eff. 3
\' C

1. U. S. President Ulysses S. Grant is said to have quipped, “I know two tunes. Oneis‘ Yankee Doodle,” and
the other isn't.”

2. See, e.g., Chapter 10 of Microwave Transmission Circuits, MIT Radiation Laboratory Series, vol. 9,
McGraw-Hill, 1948.

Microstrip Filters 11996 Thomas H. Lee; All rights reserved Pagelof 7



EE414 Handout #15: Spring 2001

Aswe' ve often cited, atypical value for inductance is 1nH/mm for narrow (high imped-
ance) lines.

Keep in mind that these equations also apply approximately even when these line seg-
ments are not terminated in perfect open or short circuits. The foregoing equations remain
reasonably accurate as long as the segments are terminated in impedances that approxi-
mate opens or shorts in comparison with the characteristic impedance of the lines. Hence
we would want to choose Z as low as possible (or practical) to make a capacitor, and Zg
as high as possible to make an inductor.

One cannot specify arbitrarily high characteristic impedances, of course, because thereis
always alower bound on the width of lines that may be fabricated reliably. Assuming a
typical manufacturing tolerance of 2mils (50um), and supposing that this variation is
allowed to represent at most 20% of the total width, one may assume a minimum practical
linewidth of about 10mils (250pum). Hence, on 1/16” FRA4, practical line impedances
rarely exceed about 200Q.

There are also practical bounds on the maximum width of the lines because, again, al lin-
ear dimensions of amicrostrip element must be small compared to awavelength at all fre-
guencies of interest for close approximation to lumped element behavior. The associated
implicit lower bound on impedance depends on the operational frequency range, but as a
general rule, characteristic impedances below approximately 10-15Q are rarely used. In
realizing microstrip filters, then, it’s important to keep in mind that practical impedance
levels are thus generally within about a factor of four of 50Q.

2.0 Stepped-impedancefilters

One extremely simple method for transforming discrete prototypes into microstrip form
uses only the narrowest and widest lines that may be comfortably (or repeatably) accom-
modated. The narrow lines implement series inductors, and the wide lines implement
shunt capacitors. Lengths are adjusted to produce the desired component values. As one
might expect, the fundamentally approximate nature of the transformation limitsits utility.
Stepped-impedance filters are thus used in applications where one may tolerate relatively
large errors relative to the lumped filter prototype’s response. These errors generaly
increase in significance as one moves higher in frequency. At and below the design cutoff
frequency, the stepped impedance and lumped-parameter filters might behave similarly.
Beyond cutoff, however, the stepped impedance filter generally failsto roll off as quickly
as the prototype and, indeed, the attenuation may never exceed a certain level. Further-
more, the filter’s response may exhibit numerous spurious passbands.

That said, let’s examine how we may produce alow pass filter using the stepped imped-
ance architecture. As a specific example, assume that we desire a cutoff frequency of
1GHz, and that we use a constant-k prototype as the basis for the microstrip filter. If the
prototype has two complete T-sections, the stepped impedance filter will have seven seg-
ments. Assume further that the minimum and maximum line impedances are 15Q and
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200Q. To match the lumped element values of the prototype, we require an inductance of
15.915nH, which we implement with the narrowest available line, of alength given by

vL fAL
| = = , 4

Z0, max Z0, max

which works out to a normalized length for the inductor of about 28.647° at the cutoff fre-
quency.3 Similarly the main 6.3662pF capacitors should have alength

| = VCZy in = ACZg i 5)

0, min

which corresponds to a normalized length of about 28.742°.The half-section terminating
capacitors are exactly half that length.

The layout of the filter appears approximately as follows:

FIGURE 1. Stepped impedancefilter example (not drawn exactly to scale)

Simulations of thisfilter show 3.9dB of attenuation at the design cutoff frequency, and a
normalized —3dB bandwidth of 0.989. Compare those values with the constant-k proto-
type's 10dB attenuation at the cutoff frequency, and normalized —3dB bandwidth of 0.934.
Perhaps more important than those differences is the existence of spurious passbands at
around 5.4 and 5.8GHz for this particular implementation. The constant-k filter, of course,
theoretically exhibits no such spurious passbands, and this difference in behavior must be
taken into account in any practical implementation of distributed filters, stepped imped-
ance or otherwise.

3.0 Commensurate-linefilters

From Egn. 2 and Egn. 3, we seethat both the line length and characteristic impedance may
be varied to produce a desired inductance or capacitance. The stepped impedance filter
arbitrarily usesjust two fixed values of line impedance, and varies the length as necessary.
An alternative method that is frequently used, but which is ultimately no less arbitrary,
involves the use of commensurate lines.* The term refers to the equality of line lengths
used to implement thefilter elements. Aswith the stepped impedancefilter, short segments
of shorted line implement inductors, and short pieces of open-circuited line act as capaci-

3. Matching the impedances at the cutoff frequency is an arbitrary, but good, choice since behavior in the
vicinity of cutoff is often of great importance.

4. P I. Richard, “Resistor-Transmission Line Circuits,” Proc. IRE, v. 36, pp. 217-220, Feb 1948.
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tors. In Richard’s original description of the method (see Footnote 2), “short” is specifi-
cally taken to mean an eighth of awavelength at the cutoff frequency. That is, each
inductor or capacitor of alumped prototype is replaced by a A/8 length of transmission
line whose characteristic impedanceisvaried to produce the desired component value. For
this particular choice the resulting filter response is periodic in frequency, and may be con-
sidered the result of aliasing the lumped prototype’s response.

One practical consideration is that following Richard’s prescription precisely requires the
use of shorted lines to implement inductances. However it is often inconvenient to imple-
ment shorts in microstrip, because one would generally like to avoid the use of grounding
viasif at al possible. Fortunately, we may again use transmission line behavior to trans-
form inductorsinto capacitors, and thus avoid the need for shorted sections. Specific
examples of how to exploit thisideawill be presented in a future note.

4.0 Bandpassfilters

4.1 Half-wavefilters

The halfwave bandpass filter is actually alow-pass filter, in which what would normally
be considered a spurious passband is used as the main filter band. It resembles the stepped
impedance filter in some superficial ways, but the element lengths are no longer con-
strained to small fractions of awavelength. Indeed, the element lengths are specifically
selected to equal a half wavelength at the center of the intended passband:

FIGURE 2. Half wavelength bandpassfilter

N2 —»

Recall that atransmission line reproduces at its input the load impedance, whenever the
lineisan integer multiple of a half-wavelength in extent. For the structure shown, this
condition implies adriving point impedance that is equal to Zg, implying maximum power
transfer into the filter and, ultimately, to the load. At frequencies where the electrical
length of the filter sections differs significantly from the half wavelength condition, power
is coupled into (and out of) thefilter less efficiently. From this description, it is clear that
the filter behaves essentially as a bandpass filter, with periodically disposed passbands.
Note that zero is an integer, so the lowest-order passband is actually centered about zero
frequency. Inspection of the physical structure leads to the same conclusion, that the filter
indeed passes DC, as asserted at the beginning of this section.
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The quality of off-center rejection depends on amismatch of impedances between the line
and thefilter section. This observation implies that better stopband rejection should be
obtainable if each half-wavelength section is made as wide as possible. Furthermore, the
stopband rejection increases with the number of half wavelength sections.

The width of the passband is also afunction of the lengths of the line between the filter
sections.

4.2 Coupled resonator filters

WEe' ve already seen that both electrostatic and magnetic coupling are equally effective for
splitting modes. This observation forms the basis for a class of bandpass filters known as
coupled-line filters. The underlying idea can be, and has been, implemented in a great
many forms, and it is ssmply impossible to do more than survey a small number of them.
The comprehensive work in thisfield is by Matthael, Young and Jones (simply referred to
by microwave cognoscenti as MY J), and is amust for anyone who is serious about the
subject of microwave filters and impedance matchi ng.5 Unfortunately, this tome exists
only in one edition, and thus does not cover advances made in the last several decades. In
particular, microstrip implementations are not extensively covered, so key quantitative
design information is often absent.

A good conceptual (but not necessarily practical) starting point is asimple structure based
on the lumped prototype bandpass filter, in which the coupling capacitances are imple-
mented by simple gapsin aline:

FIGURE 3. Capacitively coupled microstrip bandpassfilter

|<-=)\/2—>|
T (T (T

The segments of line act as half-wave resonators (to avoid the grounded connections that
quarter-wave sections would require), and the widths of the interline gaps control the cou-
pling between the resonators. Note, asimplied in the figure, the resonator sections are laid
out shorter than a half-wavelength, as a consequence of fringing. The larger capacitance of
smaller gaps leads to greater coupling, and thus larger bandwidths. For typical FR4, each
resonator section is generally on the order of 3" long at 1GHz.

Asidefrom the difficulty of computing the dimensionsrequired to produce agiven level of
coupling, there is an additional problem: The required gaps are generally quite small for
typical filters. As aresult, reproducible filter behavior demands tight control of dimen-
sions.

5. G. L. Matthaei, L. Young and E. M. T. Jones, Microwave Filters, Impedance-Matching Networks and
Coupling Structures, McGraw-Hill, New York, 1964. It should be mentioned that this work also contains
important contributions by Seymour Cohn, who did extensive work on coupled line filters, among others.
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Coupling the resonators laterally, rather than smply end-on enables considerable relax-
ation of dimensional tolerances. Although the increased overlap may imply that the cou-
pling is no longer necessarily purely capacitive, we' ve already seen that both electrostatic
and magnetic coupling mechanisms are equally effective at producing the desired mode
splitting. Thus even though the quantitative analysis of coupled lines is somewhat compli-
cated, the intuitive ideas underlying their operation is straightforward.

A ssimple (aswell as simplified), but practical implementation of thisideais shown in the
following figure. As seen, the resonators are nominally a half wavelength in extent, and
overlap each other by a quarter wavel ength.6 The detailed response shape is controlled by
properly choosing the amount of overlap and the characteristic impedances of the lines
(for simplicity, al lines are shown of equal impedance level in the figure). To achieve the
same effective coupling as in the capacitively coupled case, the greater overlap must be
compensated by alarger line-to-line spacing, easing the tolerances as advertised.

FIGURE 4. Coupled line microstrip bandpassfilter
—| l—= M4

Thistype of bandpass filter works quite well, and is quite widely used as aresult. One crit-
icism, however, isthat the filter occupies arelatively large area (or at least it occupies an
irregularly shaped region), especialy if the filter uses many sections. In many cases, the
layout of the resonator array is rotated, and the input/output couplings suitably bent, to fill
better a rectangular space.

A popular aternative modification instead folds each individual resonator into a hairpin
shape, producing a more compact design:

6. The physical linelengths must be adjusted downward in practice to accommodate end fringing, just asin
the filter of Figure 3.
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FIGURE 5. Hairpin bandpassfilter

]

;nunun

Note that, as in other bent transmission lines, the resonator sections all use mitered bends
to minimize unwanted discontinuities.

Aside from the difficulty of tuning individual stages properly, spurious modes are the bane
of filter designers. Many practical filters may exhibit poor attenuation to certain signals
that are nominally in the stopband. These spurious responses may be afundamental prop-
erty of thefilter architecture (e.g., the natural periodicity of the impedance of a piece of
terminated line, or the excitation of surface or higher-order modesin a microstrip section),
or may result from parasitic elements associated with components used to build the filter.

5.0 Summary

WEe' ve seen that modern filters trace their lineage all the way back to Heaviside's hundred-
year old analysis of telegraph transmission lines, with important contributions by Camp-
bell, Wagner and Zobel shortly thereafter. Theinability to specify detailed response shapes
of such wave filters motivated the devel opment of the Butterworth, Chebyshev and Cauer
approximations.

Sensibly enough, coupled low-pass sections are used to make low-pass filters, and coupled
resonators can be used to make bandpass filters. These observations hold even when the
individual sections are realized with distributed (or quasi-distributed) elements, leading to
ahost of filter implementations that are amenable to realization in planar form. Examples
of these include the parallel-coupled, interdigitated, and hairpin microstrip filters.
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Antenna and Filter Design Lab

1.0 Introduction

In this lab experiment, you will design, construct and test two types of antennas intended
for use at 1GHz. The two kinds you will build are an ordinary monopole and a patch
antenna. It is particularly important to play around with them and see how sensitive the
impedance characteristics are to proximity to objects. Also pay attention to the accuracy of
the formulas presented. Do the lab’s physical characteristics satisfy the assumptions that
implicitly underlie the equations?

You will also build and test a ssmple bandpass filter.

Reading assignment: Handouts #13-15 (Antennas, Filters and Microstrip Filters); due
date: Friday, May 4. Thisisalot of reading if you try to understand every word, so don’t
do that. Instead, do a quick skim to see what’s there, then focus on the parts that are rele-
vant for thislab.

2.0 Monopole

The key design equation for a monopole over aground planeis:
200
R =401 a0 - @

In this experiment, the ground plane will be imperfect (asis generally the case). Specifi-
cally, you will continue to use the pre-cut pieces of FR4 as the ground plane (yes, very
cheesy; in general, one would like aground plane that extends at |east a quarter wave-
length away from the antennaiin all directions). The antennaitself isjust a stiff piece of
wire jammed into a BNC mounted on your board. If we can obtain some unassembled
male BNCs in time, you may be able to build the antenna with one of those. However,
don’'t count on this happening.

Do NOT jam thiswire into any connector attached to the network analyzer. Also, because
it will be altogether too easy to poke your (or someone else's) eye with such an antenna,
put aball of black electrical tape (or some other such contrivance) on the end. *** Email
Sergei that you have read and under stood both of these instructions.*** We want to
make sure that everyone finishes EE414 with as many functioning eyeballs as at the begin-
ning of the term, and that the network analyzer suffers a minimum of additional trauma.

You will face a small mechanical engineering challenge (thisis part of the experiment),
deciding where to mount the connectors, as well as choosing the length of the microstrip
feedline that goes from one connector to the other. Note that zero is a possible length.

Antenna and Filter Design Lab 01997 Thomas H. Lee, rev. April 27, 2001; All rights reserved Pagelof 3



EE414 Handout #16: Spring 2001

Cut the monopol e to produce a good match at 1GHz. Plot out S11 over both a broad fre-
guency range (e.g., octaves), and over a narrow one (below an octave, centered about
1GHz). Report the “impedance bandwidth,” which we will define here as the frequency
range over which the SWR isunder 2. Thisisacommon, arbitrary and very generous
specification. Because such alarge SWR isintolerable in many applications, also report
the range over which the SWR isbelow 1.5 and 1.2.

You will note a sensitivity to the proximity of objects, so you will have to decide on stan-
dard test conditions (e.g., monopole pointing up, partner facing east, you lying supine,
precisely Tt meters away).

After you' ve made these measurements, experiment with moving your hand near the
antenna, observing how the impedance changes. Fedl free to bring other objects near the
antenna. Try conductors and dielectrics. Can you say anything ~quantitative about how
close an object must get before it has a*“significant” effect on the impedance? How does
this measured distance compare with awavelength? Can you explain thisdistance in terms
of physics? Can you say anything about the nature of the perturbation (i.e., whether it
increases capacitance or inductance)?

3.0 Microstrip Patch Antenna

A haf-wave patch antennaat 1GHz is alittle too long to implement using our pre-cut FR4
boards. However, aquarter-wave antennais not out of the question. Using the formulasfor
effective electrical length, compute the physical length of the antenna (it should work out
roughly to about 1.4-1.5 inches). If you lay this out along one of the long edges of the
board, it will be easy to produce an excellent ground by merely folding alength of copper
foil tape over the edge and soldering.

Asto width, you will have to experiment to find the value that result in a good match.
Given the development in the notes, one might expect the width to be between 2 and 3
times the length. However, your mileage may vary.

After achieving agood match, fool around with it in the same way as the monopole. Char-
acterize the impedance bandwidth and sensitivity to nearby objects.
4.0 Capacitively Coupled Bandpass Filter

Design a simple bandpass filter centered at 1GHz, of the following type:

FIGURE 1. Capacitively coupled microstrip bandpassfilter

|<—=}\/2—>|
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Antenna and Filter Design Lab 01997 Thomas H. Lee, rev. April 27, 2001; All rights reserved Page2 of 3



EE414 Handout #16: Spring 2001

To simplify things, use only one half-wave section of 50Q impedance. Initially cut it to
your best estimate of exactly half a wavelength, knowing that you'll have to cut some
pieces off to bring the center frequency to 1GHz.

The —-3dB bandwidth target here is about 200MHz. It should be no less than 100MHz, and
no greater than 300MHz. Thisis aloose enough range that you should not have to spend
an inordinate amount of time to achieve satisfactory performance. The main trickiness
here is simply getting the coupling gaps to the right value to produce the desired response.

Once you' ve designed the filter, note the insertion loss (i.e., the loss at the center of the
passband), and compare to the 0.08dB/inch attenuation figure of a pure line. Also, note the
location and severity of several spurious passbands. In particular, note that the filter acts
like a bandpass filter at lower frequencies, but like a high passfilter at high frequencies.
You should be able to explain, with a minimum of mathematics, why you see what you
see.
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Narrowband PA Design Lab

Duedate: May 11, 2000

1.0 Introduction

In thislab experiment, you will design, construct and test a single-transistor power ampli-
fier for use at 1GHz. The design goals are: Output power at 1GHz into 50Q > 50mwW
(17dBm), power gain >8dB, input and output return losses greater than 10dB, and the
highest collector efficiency you can achieve while satisfying these conditions. Even
though the 2SC3302 is far from a high power device, it isthe transistor you are to use.
Because the power is limited, any RF-related biohazards are similarly limited. Despite
what you might think, we really do care about your health and safety!

Also, UNDER NO CIRCUMSTANCESARE YOU TO GENERATE MORE THAN
200mW OF OUTPUT POWER. You can actually get these wimpy transistorsto produce
more than this on a short-term basis, but | don’t want you even to try. Furthermore, the
network analyzers have an input power limit beyond which they distort, and another
beyond which they are damaged. Be sure to observe these limits.

Reading assignment: Chapter 13 (on power amplifiers) in the textbook. If you aso feel
the need for more knowledge about bipolar transistors, another handout will be made
available on request.

2.0 Issues

You have several design degrees of freedom. First, you are free to choose any topology.
There is no linearity specification here, so you have more freedom than in most redl life
PA designs. Another important set of decisions concerns the impedance level seen by the
collector. Although 50Q is the ultimate load impedance, there may be an advantage to pro-
viding an impedance transformation. The supply voltage is a variable you should exploit.
The decision will be constrained by aknowledge of the maximum voltage and current that
the 2SC3302 can tolerate reliably.

Often, producing an input match is a challenge with bipolar power amplifiers. The reason
issimple: Power amplifiers are large-signal beasts, and the input diode of abipolar transis-
tor isahighly nonlinear element under large-signal conditions. In many practical bipolar
amplifiers, this problem is handled in a shockingly brute-force fashion: Shunt the base-
emitter diode with a suitably low value resistor. With a sufficiently small resistor, the
impedance of the parallel combination will be dominated by the linear resistor, at the cost
of gain. The small-signal trick of inductive emitter degeneration isinadequate for power
amplifiers of any reasonable power level. For the modest specifications you areto meet in
this lab experiment, you might be able to get away with some combination of small-signal
tricks and resistive shunting.
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Synthesizer Design Lab

1.0 Introduction

In this lab experiment, you will design, construct and test a frequency synthesizer-based
local oscillator. Thisis by far the longest and most complicated lab exercise of the entire
course, and you have ~2 weeks in which to do everything. Do not wait until aweek has
gone by to begin the lab, for the amount of material to read and understand islarge, asis
the amount of labor, even though we are going to provide you with afair amount of pre-
fabricated items so that you don’t have to derive everything from first principles. But there
isstill alot of reading.

There will be only one more lab exercise in the course, in which you will integrate all of
the blocks into atransceiver, so we' re getting to the really exciting stuff! A mixer and filter
will be added at that final phase, but the design of these will involve minimal additional
labor.

The synthesizer consists of two main modules. A VCO and the rest of the PLL. It isadvis-
able for each partner to take ownership of one block’s design, so that you may work in
parallel. Close collaboration with other groups is also strongly encouraged.

The specifications are these: VCO frequency range of <900MHz to >1GHz for the receive
LO synthesizer (in the final lab, you will replicate your design for the transmitter, with a
dlightly different tuning range of <950MHz to >1.05GHz; if you can get enough tuning
range, then you will only have to copy asingle design); output power of 0dBm at absolute
minimum (and preferably 5-7dBm max) for driving adiode ring mixer. All spurs with the
loop closed should be at least 30dB below the carrier.

In your writeup, show your linearized PLL loop model, describe how you chose the loop
bandwidth, and give component values for your loop filter. Be sure to include a tuning
curve for your VCO (i.e., frequency vs. control voltage), and report the nominal, mini-
mum, and maximum values of VCO gain constant over the specified frequency range.
Design the PLL to possess a phase margin of at least 45° over the tuning range. In your
loop calculations, make sure that you don’'t confuse radians per second with hertz!

M easure the phase noise at 100kHz and 1M Hz offsets from the carrier. Also report the size
of the f, Spur, relative to the carrier. Is this the biggest spur? If not, what is, and how big
isit? Can you relate the frequency of this spur to “other periodic” signalsin the loop?

Reading assignment: Check the relevant sections of the textbook chapters on oscillators,
PLLs and synthesizers (Chapters 15 and 16). Those of you with aweak background on
feedback may wish to skim the chapter on feedback systems (Chapter 14), or else much of
the material on PLL loop filter design will be completely incomprehensible. Please also
read the handout on phase noise measurement.

Due date: Friday, May 18, 2001.
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2.0 VCO

| strongly recommend a Colpitts topology for the VCO, but you are certainly free to use
any topology you wish. If you do use something else, | would be very interested in seeing
the results of any such efforts. This handout will focus on a Col pitts implementation, but a
“negative resistance” oscillator will also be described briefly in class.

The Colpitts oscillator isjust a positive feedback system with a capacitively tapped reso-
nator. Many topological variations fit within that verbal description, but not all are equally
amenable to convenient biasing or provide good tuning range. For example, you could
ground the collector, or tie it to some positive V.. Or you could ground the base. Each of
these choices leads to a different collection of bias headaches and sensitivitiesto parasitic-
induced problems. You are therefore encouraged to investigate these alternatives some
day, after the course has ended and you have alot of freetime.

The following Col pitts implementation has worked well for me (and, perhaps more impor-
tant, for previous EE414 students). It is offered free, but without warranty (you get what

you pay for!):
FIGURE 1. Slightly simplified schematic of VCO (read text!)

1
N
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First note one significant feature of the circuit: the collector’s DC potential is ground; neg-
ative voltages are used to bias the transistor. Be sure that you under stand thisand hook
thingsup right, or else you will blow up parts, and have to re-do enor mous amounts
of work! This choice of polarity is driven by several considerations. Returning the tank to
ground is nice because it avoids having to bypass a collector supply (with either chokes or
BFCs), and also eliminates an output coupling capacitor. All of these simplifications make
it easy to terminate one end of the inductor in an excellent short (locate the inductor close
to the edge of the board to take full advantage of this topology). Furthermore, the control
voltage from the PLL is ground-referenced, so annoying biasing gymnastics are avoided
by connecting the varactor to the ground-referenced load structure.

In this configuration, asuitable length of line acts as an inductor (kinda sorta; more on this
later). That inductance resonates with a capacitance formed by the series combination of
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the varactor, and the sum of C, and the emitter capacitance. The tuning range is therefore
afunction of the varactor capacitance versusthat other total capacitance. Fortunately, with
the particular arrangement shown, it is possible to design things so that the total capaci-
tance is dominated by that of the varactor. This condition is readily produced by choosing
alarge enough C,, and is what we want in order to maximize tuning range. Unlike some
other Colpitts arrangements, then, parasitic capacitances across C, are relatively benign.
We can’'t make C,, arbitrarily large, however, becauseit is aso part of the feedback voltage
divider. If it istoo large, the feedback may diminish to the point where oscillation ceases.
Here, we have arbitrarily chosen C, equal to the maximum capacitance of the varactor.
What is this maximum? The PLL chip produces a control voltage that nominally swings
from 0.5V up to 4.5V. The MV 105 varactors nominally tune 8 to 18pF over that range. I'd
have preferred a 4pF to 9pF range, but these are the varactors we have in stock. Many past
EE414 students achieved excellent results by using the 2SC3302 emitter-base junction
capacitor in place of the MV 105, so you may wish to consider this option in your design.
If you do, it is advantageous to short the collector to the base (doing so removes an
antenna for noise injection, and reduces series resistance somewhat).

Another important consideration is to keep the base bypass path as short as possible. Any
inductance in series with the base can result in oddball parasitic oscillations at frequencies
you never imagined could exist!

2.1 Load inductor design

Assuming a net capacitance of 8pF at the center of the tuning range (calculated by using
the geometric mean of what you get when you look at 8pF, then 18pF, in series with
22pF+4pF of emitter cap and straysl), you’' d want an inductance of about 3nH. Thisis
going to be alittle tricky, but not impossible, to implement. You'll need to lay things out
rather carefully. In particular, the stray inductance of the varactor connection must be
absolutely minimized! If you succeed, the calculated tuning range will be about £15%
about the nominal frequency, comfortably in excess of the £5% that you are asked to pro-
vide. Inevitably some other factors conspire to reduce the range below the calcul ated
value, but you should still end up with enough margin here.

To ease the inductor design problem and simultaneously increase tuning range, you can
increase the voltage swing across the varactor to reduce its minimum capacitance. How-
ever, this means that you will have to design and build an amplifier to take the control
voltage from the PLL chip, and gain it up appropriately. So, you trade complexity in one
domain for complexity in another. Pick your poison.

2.2 Bias

From the chapter on oscillators, you know that the oscillation amplitude is a function of
bias current and losses (which include the action of the load resistance). Thelast itemis

1. Thisisapessimistic estimate of total “other” capacitance; your mileage may vary, especialy if you use a
transistor in place of the varactor.
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under your control to a certain extent through choice of output tap location. The shortness
of theload inductor limits the ease with which you can select and vary the tap location, so
bias current will be an important design variable for you. Depending on where you end up
tapping the output, a 0 to 7dBm output will probably result with bias currentsin the range
of low to medium numbers of milliamps. Be sure that, in laying out the bias network, you
avoid stray capacitance where it would affect the frequency of the tank, or tuning range
could degrade severely. As with the tapped LNA tank, thisload structure doesn’t guaran-
tee control over both the real and imaginary parts of the output impedance, so additional
matching may be required.

Another consideration is that the anode of the varactor may see a zero DC voltage, but
there will also be an AC component, too. The control voltage needs to be sufficiently
larger than the peak anode voltage to avoid forward-biasing the varactor. Oscillation might
even cease if this problem occurs, causing the loop to get confused. There istherefore a
constraint on the tank amplitude. So, don’t just apply a zillion amps to the oscillator think-
ing that bigger is automatically better.

The simplified schematic shows no values for the biasing components; these are left for
you to design. Bias stability is not specified in this lab, but choose values that lead to “rea-
sonable” stability, just asfor the LNA design. As a starting point, try dropping avolt or
two across the emitter resistor, and selecting the base bias dividers to carry a current of
approximately the collector current divided by 10. Fortunately, biasing this oscillator
involves less work than biasing the LNA, because we don’'t have to arrange for feedback
from the collector. Here, we're alowed to put junk into the emitter with relative impunity.

2.3 “It doesn’t work; now what do | do (after weeping uncontrollably)?”

Thetank inductor can be the source of difficulties because of its shortness. You might have
reasoned that, the narrower the line, the better the tuning range, because a shorter line
could then be used for a given impedance, leading the line to act more like a pure inductor
than a quasi-resonator. After al, resonator lossis only a second-order function of width
because most of the lossin FR4 is due to the dielectric, as mentioned in the notes on
microstrip, so using narrow lines may not be so unattractive here.

However, shortnessis a problem for largely mechanical reasons. To allow a somewhat
longer line to be used, you might consider awider line than you might normally try. Just
make sure that all dimensions remain well below a quarter wavelength, or else strong dis-
tributed effects will throw off your calculations. It is preferablein rea designsto choose a
length that will not produce high impedances at some multiple(s) of the oscillation fre-
guency, because those distortion products will not be filtered out by the tank (remember,
the “inductor” you've madeisin reality atransmission line that is terminated in a short).
In this lab experiment, however, there is no distortion specification, so you don’'t have to
obsess about thisissue here. It’'sjust mentioned here so that when you go out into “the real
world,” you can't rightly complain that some ivory tower academic never told you about
thisissue.
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Another mildly tricky issueisthat the tuning range is narrow enough, and the varactor tol-
erances loose enough, so that the center frequency of the VCO may not be quite the value
you want. If you’re close to the right frequency, you may not have to rip out the inductor
and start over. To raise the frequency alittle bit, add some copper near the ground end of
the line to decrease inductance. To decrease frequency atiny bit, add a solder blob (the
closer to the collector, the greater the effect), or narrow up the line by slicing alittle piece
out of it. To decrease frequency further, solder a short length of wider foil onto the line to
increase capacitance (again, the closer to the collector, the larger the effect).

If your output power level istoo low, the main cureis more bias current. If your power
varies wildly over the tuning range, the cure isto tap the output from a point closer to the
collector end of the line. Why? The loss of the line, and hence its effective resistance, var-
ies with frequency. If this frequency dependent loss dominates, then the amplitude will
vary significantly with frequency. Tapping the output closer to the collector loads down
the tank more severely, but at least the load is more constant. An increase in bias current
can compensate for the drop in average output power. The tradeoff is one of loop gain vs.
output power flatness vs. filtering quality (heavier loading implies degraded Q).

Careful thought given to layout issues before beginning construction will greatly increase
your chances of a successful design.

Stay tuned to the class website for additional hints and tips as they develop.

3.0 PLL Synthesizer

3.1 Overview

The overall transceiver uses frequency modulation and a 100MHz IF. You have the option
of modulating either the reference oscillator or the VCO inside the transmit PLL itself. If
you choose the former, remember that the frequency deviation corresponding to your
modulation will be multiplied upward by the same factor as the base reference frequency.
Also, you will need to select the PLL bandwidth to exceed the highest modulation fre-
guency you wish to employ, or the synthesizer will filter out the modulation.

On the other hand, if you employ direct FM, in which you modulate the transmit VCO'’s
control voltage directly, you will need to choose the PLL bandwidth well below the lowest
modulation frequency of interest. You should understand, and be able to explain, why the
requirements on loop bandwidth are completely opposite for these two choices. Also note
that no multiplication accompanies the use of direct FM. You should be able to explain the
consequences of multiplication (or lack thereof) on the received or demodulated signal.

Those preceding two paragraphs apply to the transmitter but, here, you are only asked to
design the receiver synthesizer. Those issues are raised here simply to orient your thinking
alittle bit in advance of final integration.
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We are very fortunate that M otorola makes a chip that contains most of the circuitry for
building a synthesi zer, otherwise you would never finish the lab (you' d spend all of your
time designing and wiring up a hulking mass of flip-flops, op-amps and still end up with
smoke-emitting semiconductors). The MC12181 contains crystal oscillator circuitry
(which will be used to generate alow frequency reference that the chip subsequently mul-
tiplies upward by a user-defined value), afour-bit digitally-controlled frequency divider, a
phase detector, and a charge pump. The user just hasto provide power, acrystal, aVCO
and aloop filter to complete the synthesizer. This portion of the lab, then, mainly concerns
designing the loop filter, with alittle crystal oscillator design thrown in.

The data sheet and applications notes for the MC12181 are attached to this handout. We
will provide you with a pre-made PC board that allows you to solder the 12181 and its
auxiliary componentsinto “the right places’ to save you enormous amounts of timein lay-
out and fabrication. Be sure to thank your TA, Moon Kim, for procuring parts, prototyp-
ing the synthesizer design, and laying out the PC board artwork! Without her efforts (all
performed under quite extreme time pressure), there is no chance that you would have any
hope at all of completing the design in finite time.

The schematic of the synthesizer you will build is amost exactly as shown in Figure 2 on
page 3 of the data sheet. Exceptions: Vp and Vcc will be tied together, so you can elimi-
nate one pair of bypass capacitors (either the one on pin 3 or 4); and C, isreplaced by a
dlightly more complicated LC circuit.

Asyou can see from the data sheet, the four-bit programming nibble allows you to control
the multiplication factor from 25 to 40 (control bit D on pin 13 isthe MSB, and the signals
are active high). The control pins have weak internal pullup resistors (~ 50-100 kilohms),
S0 you don’t have to add any external pullups. Grounding the pinsto produce alogic zero
is perfectly acceptable, as these pins were meant to be driven by standard CMOS gates.

3.2 Reference crystal oscillator

The reference frequency that is multiplied upward by the programmable factorsis con-
trolled by the crystal connected across pins 1 and 2, and is allowed to be as high as
25MHz. The minimum guaranteed upper frequency of operation istherefore 1GHz, which
isjust barely enough for our purposes. Naturally, we have procured a quantity of 25MHz
crystals. The oscillator topology inside the 12181 is atraditional Pierce circuit, in which
the crystal is placed across the gate and drain of a common-source FET amplifier. The
resistor between pins 1 and 2 biases the FET into the active region, and the two capacitors
provide additional phase shift beyond what the crystal provides, to satisfy the conditions
for oscillation. As mentioned in the textbook, the crystal in a Pierce thus operates at afre-
guency somewhat above its series resonance, so that it presents a net inductive impedance
under normal operation. The exact oscillation frequency depends on both the crystal and
the two capacitors, although it is much more sensitive to the crystal’s resonant frequency
(because of the vastly steeper reactance-vs.-frequency curve of crystals, relative to that of
capacitors). Each crystal intended for usein aPierce is specially cut to oscillate on fre-
guency only with a specified capacitive load. We will be using 15pF capacitors.
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As mentioned in the textbook, high frequency crystals are very thin, making them fragile
and difficult to manufacture. The designers of the 12181 know this, and consequently
specify a 25MHz upper frequency, which corresponds to about the maximum frequency at
which crystal manufacturers will provide an inexpensive fundamental-mode crystal.
Unfortunately, 25MHz is high enough that many manufacturers (including many of our
suppliers) prefer to make an 8.33MHz crystal to save cost, and expect the user to operateit
on the third overtone. An ordinary Pierce circuit (such as the one in the 12181), unfortu-
nately, may satisfy conditions for oscillation at both the fundamental and overtone fre-
guencies, so amodification must be made to poison the loop conditions at the fundamental
mode frequency or else some very weird and undesirable effects may result. The easiest
way to accomplish thisfeat isto add an inductance in series with one of the capacitorsto
produce a series resonance at the fundamental. This resonance produces a short to ground
that reduces loop gain to zero, preventing oscillation at that frequency. To restore proper
operation at the third overtone, a capacitor in shunt with the added inductor would have to
be provided. For our circuit, the necessary inductance is around 24jH, which is a some-
what large value. We may be able to obtain some physically small inductors of this value
in time for the lab, but if not (and thisis adistinct possibility), you can aways wind your
own (it'sfun, and good for you besides). Thereis plenty of enamel-covered “magnet” wire
in thelab, and you can use Wheeler’s formulafor inductance. Just be sure to scrape off the
translucent insulation on the ends of the wire (many students mistake the copper-colored
insulation for copper itself, and are disappointed at the infinite resistance). Sandpaper is
ideal for this purpose, and is provided. If the ends accept solder, then you have success-
fully removed the insulation.

Moon'’s inductor design uses 30 turns on a 25mm diameter form (an empty sample-size
plastic shampoo bottle in this case). The length of the inductor is about 20mm. After wind-
ing the coil, the form may beleft in placeif it isnot conductive or otherwise too lossy. The
winding capacitance is large enough that no additional capacitance acrossit is necessary
to make the reference oscillator operate on the third overtone. However, the frequency
might not be 1GHz to as many significant digits asis stamped on the crystal. We will not
worry about a~100-200 ppm error in frequency in thislab, but you would have to worry
about it in areal product. [ The capacitance of asmall surface mount inductor may be too
small, so you might end up having to add some!]

The feedback biasing resistor across the crystal should be 50 kilohms, according to the
data sheet (47k and 56k are the nearest standard 10% values). Itsvalue isn’t critical, but
higher values yield higher Q, and lower ones yield better bias stability.

3.3 Loop filter design

As discussed in the textbook, the loop filter’s purpose is to remove the “teeth” produced
by the phase detection process (which, if you recall, is fundamentally a sampled systemin
digital implementations, such asthisone). Since the control voltage directly modulatesthe
frequency of the VCO, any AC component of control voltage resultsin afrequency modu-
lation of the oscillator. If these components are periodic, they produce stationary side-
bands (spurs). One obsession of synthesizer designersis the systematic eradication of
spurs. Spurs unfortunately arise very easily from noise injected into the control line from
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supply noise or from external fields (computer monitors are a notorious source of spur-
inducing noise). Your VCOs may possess tuning sensitivities of tens of MHz per volt, so
even afew millivolts of noise will generate noticeable spectral artifacts,

For a given loop bandwidth, a higher order filter provides more attenuation of out-of-band
components. However, the higher the order, the more poles there are, and the more poles
there are, the harder it isto make the loop stable. For this reason, many cheesy synthesizer
loops are second order, but these rarely provide competitive performance.

Note that the data sheet circuit suggests aloop filter that contains three capacitors.
Remembering that the VCO adds another pole (at the origin), we see that the resulting
loop dynamics are fourth order (two too many for cheesy engineers!). In the past, design-
ing such afilter involved staring at lots of plots since no simple closed-form design
method existed. The result was that most designs were suboptimal because the labor
required to find an optimum was simply too great. Luckily this situation has changed quite
recently, thanksto the Ph.D. work of Stanford student Hamid Rategh. The following cook-
book procedure for a near-optimal loop filter design are those of Hamid.

Step 1: Specify a phase margin. Once this value is chosen, it sets a constraint on
capacitor values. Specificaly,

PM=atan(Jb+1) —aanD 1 O )

DA/b+ 1D'

where “atan” is Framespeak for “arctangent,” and

CO
Ch+Cy

2

Choosing a phase margin of 50° to provide alittle breathing room above the specified
value of 45° minimum, we find that b should be about 6.5.

Step 2: Select loop crossover frequency. Combined with the results of Step 1, we
find the location of the loop stabilizing zero as follows:

From the textbook discussion, we know that maximizing loop bandwidth maximizes the
frequency range over which the presumably superior phase noise characteristics of the
crystal oscillator are conferred on the output. Unfortunately, the loop is a sampled data
system, and we can only push up the crossover frequency to about a tenth of the phase
comparison frequency before we start to degrade phase margin seriously. In the 12181, the
phase comparison frequency is one-eighth the reference frequency because the reference
oscillator’s output isfirst divided by afixed factor of eight before feeding the phase detec-
tor. Assuming operation at 1GHz with a reference frequency of 25MHz, we find that the
phase comparison frequency is therefore 3.125MHz. Choosing a crossover frequency of
100kHz iswell below the danger point, so let’s use that valuein what follows (you are free
to choose some other value, within limits). Hamid says that
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© :Jb+1 _ Jo+1
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For our numbers, T, works out to 4.38s.

Step 3: Calculate Cp, the value of the zero-making capacitor.

_Lpﬁ b+2 b 1

C0 5 b —
T8N 1+ 1 +100C
b+1

(4)

where | p is the charge pump current (nominally 2.2mA for this part) and Ky is the VCO
gain constant in radians per second per volt.

Step 4: Calculate Ry = 1,/C. This completesthe design of the main part of theloop
filter.

Step 5: Select 1, = RyCyx within the following range:

TX
0.01< *<0.1. 5)

%

Within these wide limitsis considerable freedom of choice. You can choose to design for
the arithmetic mean, or the geometric mean, or some other kind of mean. Typically, one
selects T, to be 1/30 to 1/200f 1,. A bigger time constant results in somewhat better filter-
ing action, but tends to be associated with lower stability. Since loop constants aren’t con-
stant, it is prudent to design for some margin.

Step 6: Complete the remaining cal culations.

Back in Step 1, we developed a constraint on the capacitance ratios. Having found one of
the capacitances, we now know the sum of Cp and Cy. You are free to select the individual
values over aquite wide range, aslong as they sum to the correct value. Arbitrarily setting
them equal is a common choi ce.2 Havi ng done so then allows us to determine their abso-
lute values, which subsequently allows us to determine the value of Ry.

This completes the design of the loop filter.

Aswith the VCO, be sure to check the website and email frequently for updates and hints.

2. The noise generated by the resistorsin the filter will produce broadband modulation of the VCO, result-
ing in phase noise. Minimizing the phase noise would impose additional constraints on the loop filter design,
but complicates the situation enough that the cookbook procedure offered hereisal we'll consider.

Synthesizer Design Lab 02000 Thomas H. Lee, rev. May 9, 2001; All rights reserved Page 9 of 9



@ MOTOROLA

125-1000 MHz
Frequency Synthesizer

The MC12181 is a monolithic bipolar synthesizer integrating a high
performance prescaler, programmable divider, phase/frequency detector,
charge pump, and reference oscillator/buffer functions. The device is
capable of synthesizing a signal which is 25 to 40 times the input reference
signal. The device has a 4-bit parallel interface to set the proper total
multiplication which can range from 25 to 40. When combined with an
external passive loop filter and VCO, the MC12181 serves as a complete
PLL subsystem.

® 2.71t05.5V Operation

® Low power supply current of 4.25 mA typical

® On chip reference oscillator/buffer supporting wide frequency operating
range from 5 to 25 MHz

® 4-hit parallel interface for programming divider (N = 25 .... 40)

* Wide 125 — 1000 MHz frequency of operation

¢ Digital phase/frequency detector with linear transfer function

® Balanced Charge Pump Output

® Space efficient 16 lead SOIC package

® Operating Temperature Range of —40 to 85°C

® > 1000 V ESD Protection (1/0 to Ground, I/0O to Vc )

The device is suitable for applications where a fixed local oscillator (LO)
needs to be synthesized or where a limited number of LO frequencies need
to be generated. The device also has auxiliary open emitter outputs (Pout
and Rout) for observing the inputs to the phase detector for verification
purposes. In normal use the pins should be left open. The Reset input is
normally LOW. When this input is placed in the HIGH state the reference
prescaler is reset and the charge pump output (Do) is placed in the OFF
state.

The 4-bit programming interface maps into divider states ranging from 25
to 40. A is the LSB and D is the MSB. The data inputs (A,B,C, and D) are
CMOS compatible and have pull-up resistors. The inputs can be tied directly
to Vcc or Ground for programming or can be interfaced to an external data
latch/register. Table 1 below has a mapping of the programming states.

Table 1. Programming States

D C B A Divider
L L L L 25
L L L H 26
L L H L 27
L L H H 28
L H L L 29
L H L H 30
L H H L 31
L H H H 32
H L L L 33
H L L H 34
H L H L 35
H L H H 36
H H L L 37
H H L H 38
H H H L 39
H H H H 40

Order this document by

MC12181/D

MC12181

125 - 1000 MHZ
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Figure 1. MC12181 Programmable Synthesizer
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PIN NAMES
Pin No. Pin Function

1 OSCin An external parallel resonant, fundamental crystal is connected between OSCin and OSCout to form an internal
reference crystal oscillator. External capacitors C1 and C2 are required to set the proper crystal load capacitance
and oscillator frequency (Figure 2). For an external reference oscillator, a signal is ac—coupled into the OSCin pin.
In either mode a 50 kQ resistor MUST be connected between OSCin and OSCout.

2 OSCout Oscillator output, for use with an external crystal as shown in Figure 2.

3 Vp Positive power supply for charge pump. Vp MUST be greater than or equal to Vcc. Bypassing should be placed
as close as possible to this pin and be connected directly to the ground plane.

4 Vce Positive power supply. Bypassing should be placed as close as possible to this pin and be connected directly to
the ground plane.

5 Do Single ended phase/frequency detector output. Three—state current sink/source output for use as a loop error
signal when combined with an external low pass filter. The phase/frequency detector is characterized by a linear
transfer function.

6 GND Ground. This pin should be directly tied to the ground plane.

7 Fin Prescaler input — The VCO signal is ac—coupled into the Fin Pin.

8 Fin Complementary prescaler input — This pin should be capacitively coupled to ground.

9 GND Ground. This pin should be directly tied to the ground plane.

10 Rout Open emitter test point used to verify proper operation of the reference divider chain. In normal operation this pin
should be left OPEN.

11 Reset Test pin used to clear the prescalers (Reset = H). When the Reset is in the HIGH state, the charge pump output
is disabled. The Reset input has an internal pulldown. In normal operation it can be left open or tied to ground.

12 Pout Open emitter test point used to verify proper operation of the programmable divider chain. The output is a
divide—by-2 version of the programmable input to the phase/frequency detector. In normal operation this pin
should be left OPEN.

13 D Digital control inputs for setting the value of the programmable divider. A is the LSB and D is the MSB. In normal

14 C operation these pins can be tied to V¢ and/or ground to program a fixed divide or they can be driven by a CMOS

15 B logic level when used in a programmable mode. There is an internal pull-up resistor to Vcc on each input.

16 A

MOTOROLA RF/IF DEVICE DATA
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Figure 2. Typical Applications Example
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Figure 3. Typical Passive Loop Filter Topology
Rx
Do VCO Input
Ro Ca Cx
° L 1
RECOMMENDED OPERATING CONDITIONS
Parameter Symbol Min Max Unit
Supply Range Vce 2.7 55 VvDC
Maximum Supply Range Vccmax - -6.0 vDC
Maximum Charge Pump Voltage Vpmax - Vcc to +6.0 VDC
Temperature Ambient TA —-40 85 °C
Storage Temperature TsTG —65 150 °C
Maximum Input Signal (Any Pin) Vijnmax - Vcct0.5V VDC
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ELECTRICAL CHARACTERISTICS (Vcc=2.7t05.5V; Vp =Vcc to 6.0 V; Ta = —40 to +85°C, unless otherwise noted.)

Characteristic Symbol Min Typ Max Unit Condition

Supply Current for Vcc Icc - 4.0 5.5 mA Note 1
Supply Current for Vp Ip - 0.25 0.5 mA Note 1
Input Frequency Range OSCin 5 - 25 MHz Note 2
RF Input Frequency Range Fin 125 - 1000 MHz Note 3
Fin Input Sensitivity Vin 100 - 1000 mVpp | Note 4
OSCin Input Sensitivity Vosc 500 - 2200 mVpp | Note 4
Output Source Current (Do) loH -2.8 -2.2 -2.0 mA Note 5

2.4 -2.0 -1.6 Note 6
Output Sink Current (Do) loL 2.0 2.4 2.8 mA Note 5

16 2.0 24 Note 6
Output Leakage Current (Do) loz - 0.5 10 nA Vce=5.5;Vp=6.0V;

VDo=0.5t05.5V
Charge Pump Operating Volt VDo 0.5 - Vp-0.5
Input HIGH Voltage Reset, A, B, C, D VIH 0.7Vce - -
Input LOW Voltage Reset, A, B, C, D VL - - 0.3Vce \
Input HIGH Current A B,C,D IIH - - +1 HA
Reset - - +100
Input LOW Current A, B,C D L -100 - - HA
Reset -1 - +1

Output Amplitude (Pout, Rout) Vout 250 400 - mVpp | Note 7

NOTES: 1.Vcc and Vp = 5.5 V; Fin = 1.0 GHz; OSCin = 25 MHz; Do open.
2. Assumes C4 and C» (Figure 2) limited to <30 pF each including stray capacitance in crystal mode, ac coupled input for external reference mode.
3. AC coupling, Fin measured with a 1000pF capacitor.
4. Signal ac coupling in input.
5.Vcc =55V, Vp=6.0V,Vpp=3.0V.
6.Vp=Vcc=30V,Vpp=15V.
7. Minimum resistor value of 25 kQ to ground.

4 MOTOROLA RF/IF DEVICE DATA



MC12181
APPLICATIONS INFORMATION

The MC12181 is intended for applications where a fixed
LO, or a limited number of local oscillator frequencies is
required to be synthesized. The device acts as a x25 — 40
PLL. The 4—bit parallel interface allows 1 of 16 divide ratios to
be selected. Internally there are fixed divide by 8 prescalers
in the reference and programmable paths of the PLL. The
MC12181 operates from 125 MHz to 1000 MHz which makes
the part ideal for FCC Title 47; Part 15 applications in the 260
MHz to 470 MHz band and the 902 to 928 MHz Band.
Figure 4 shows a typical block diagram of the application.

Figure 4. Typical Block Diagram of Complete PLL

External MC12181 PLL
Ref VCO
Charge | | | Loop 250-400
10.0MHz Pump Filter - MHz

N
25-40 “E

As can be seen from the block diagram, with the addition
of a VCO, a loop filter, and either an external oscillator or
crystal, a complete PLL sub—system can be realized. Since
most of the PLL functions are integrated into the 12181, the
users focus is on the loop filter design and the crystal
reference oscillator circuit.

Crystal Oscillator Design

The PLL is used to transfer the high stability characteristic
of a low frequency reference source to the high frequency
VCO within the PLL loop. To facilitate this, the device
contains an input circuit which can be configured as a crystal
oscillator or a buffer for accepting an external signal source.

In the external reference mode, the reference source is
ac—coupling into the OSCin input pin. The level of this signal
should be between 500 — 2200 mVp—p. An external low noise
reference should be used when it is desired to obtain the best
close—in phase noise performance for the PLL. In addition the
input reference amplitude should be close to the upper
amplitude specification. This maximizes the slew rate of the
input signal as it switches against the internal voltage
reference.

In the crystal mode, an external parallel-resonant
fundamental mode crystal should be connected between the
OSCin and OSCout pins. This crystal must be between 5 and
25 MHz. External capacitors C1 and C2, as shown in
Figure 2, are required to set the proper crystal load
capacitance and oscillator frequency. The values of the
capacitors are dependent on the crystal choosen and the
input capacitance of the device as well as stray board
capacitance.

Since the MC12181 is realized with an all-bipolar ECL
style design, the internal oscillator circuitry is different from
more traditional CMOS oscillator designs which realize the
crystal oscillator with a modified inverter topology. These
CMOS designs typically excite the crystal with a rail-to-rail
signal which may overdrive the crystal resulting in damage or
unstable operation. The MC12181 design does not exhibit
this phenomena because the swing out of the OSCout pin is
less than 600 mVp—p. This has the added advantage of

minimizing EMI and switching noise which can be generated
by rail-to—rail CMOS outputs. The OSCout output should not
be used to drive other circuitry.

The oscillator buffer in the MC12181 is a single stage, high
speed, differential input/output amplifier; it may be
considered to be a form of the Pierce oscillator. A simplified
circuit diagram is seen in Figure 5.

Figure 5. Simplified Crystal Oscillator/Buffer Circuit

Vce ©
OSCout
ot § o P
Detector

Bias

OSCjp, drives the base of one input of an NPN transistor
differential pair. The non—inverting input of the differential pair
is internally biased. OSCgyt is the inverted input signal and is
buffered by an emitter follower with a 70 pA pull-down
current and has a voltage swing of about 600mVp—p. Open
loop output impedance is approximately 425 Q. The opposite
side of the differential amplifier output is used internally to
drive another buffer stage which drives the phase/frequency
detector. With the 50 kQ feedback resistor in place, OSCinp
and OSCqt are biased to approximately 1.1 V below Vcc.
The amplifier has a voltage gain of about 15dB and a
bandwidth in excess of 150 MHz. Adherence to good RF
design and layout techniques, including power supply pin
decoupling, is strongly recommended.

A typical crystal oscillator application is shown in Figure 2.
The crystal and the feedback resistor are connected directly
between OSCjp, and OSCqyt, while the loading capacitors, C1
and C2, are connected between OSCj, and ground, and
OSCgyt and ground respectively. Itis important to understand
that as far as the crystal is concerned, the two loading
capacitors are in series (albeit through ground). So when the
crystal specification defines a specific loading capacitance,
this refers to the total external (to the crystal) capacitance
seen across its two pins.

This capacitance consists of the capacitance contributed
by the amplifier (IC and packaging), layout capacitance, and
the series combination of the two loading capacitors. This is
illustrated in the equation below:

Cl x C2
Cl+C2

Provided the crystal and associated components are
located immediately next to the IC, thus minimizing the stray
capacitance, the combined value of Capp and CSTRAY iS
approximately 5pF. Note that the location of the OSCj, and
OSCqyt pins at the end of the package, facilitates placing the
crystal, resistor and the C1 and C2 capacitors very close to
the device. Usually, one of the capacitors is in parallel with an
adjustable capacitor used to trim the frequency of oscillation.

C| = CaMP + CSTRAY +
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It is important that the total external (to the IC) capacitance
seen by either OSCj, or OSCqyt, be no greater than 30pF.

In operation, the crystal oscillator will start up with the
application of power. If the crystal is in a can that is not
grounded it is often possible to monitor the frequency of
oscillation by connecting an oscilloscope probe to the can;
this technique minimizes any disturbance to the circuit. If this
is not possible, a high impedance, low capacitance, FET
probe can be connected to either OSCj or OSCqyt. Signals
typically seen at those points will be very nearly sinusoidal
with amplitudes of roughly 300-600mVp—p. Some distortion
is inevitable and has little bearing on the accuracy of the
signal going to the phase detector.

Loop Filter Design

Because the device is designed for a non—frequency agile
synthesizer (i.e., how fast it tunes is not critical) the loop filter
design is very straight forward. The current output of the
charge pump allows the loop filter to be realized without the
need of any active components. The preferred topology for
the filter is illustrated in Figure 6.

Figure 6. Loop Filter
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MC12181

The Ro/Co components realize the primary loop filter. C4 is
added to the loop filter to provide for reference sideband
suppression. If additional suppression is needed, the Ry/Cyx
realizes an additional filter. In most applications, this will not
be necessary. If all components are used, this results in a 4th
order PLL, which makes analysis difficult. To simplify this, the
loop design will be treated as a 2nd order loop (Rg/Cq) and
additional guidelines are provided to minimize the influence
of the other components. If more rigorous analysis is needed,
mathematical/system simulation tools should be used.

Component Guideline
Ca <0.1x Cq
Rx >10 X Rg
Cy <0.1xCq

The focus of the design effort is to determine what the
loop’s natural frequency, wg, should be. This is determined by
Ro, Co, Kp, Ky, and Nt. Because Kp, Ky, and Nt are given, itis
only necessary to calculate values for Rg and Cq. There are
3 considerations in selecting the loop bandwidth:

1) Maximum loop bandwidth for minimum tuning speed

2) Optimum loop bandwidth for best phase noise
performance

3) Minimum loop bandwidth for greatest reference sideband
suppression

Usually a compromise is struck between these 3 cases,
however, for a fixed frequency application, minimizing the
tuning speed is not a critical parameter.

To specify the loop bandwidth for optimal phase noise
performance, an understanding of the sources of phase
noise in the system and the effect of the loop filter on them is
required. There are 3 major sources of phase noise in the
phase—locked loop — the crystal reference, the VCO, and the
loop contribution. The loop filter acts as a low—pass filter to
the crystal reference and the loop contribution. The loop filter
acts as a high—pass filter to the VCO with an in—band gain
equal to unity. The loop contribution includes the PLL IC, as
well as noise in the system; supply noise, switching noise,
etc. For this example, a loop contribution of 15dB has been
selected, which corresponds to data in Figure NO TAG.

The crystal reference and the VCO are characterized as
high—order 1/f noise sources. Graphical analysis is used to
determine the optimum loop bandwidth. It is necessary to
have noise plots from the manufacturers of both devices.
This method provides a straightforward approximation
suitable for quickly estimating the optimal bandwidth. The
loop contribution is characterized as white—noise or
low—order 1/f noise given in the form of a noise factor which
combines all the noise effects into a single value. The phase
noise of the Crystal Reference is increased by the noise
factor of the PLL IC and related circuitry. It is further
increased by the total divide—by—N ratio of the loop. This is
illustrated in Figure 7.

The point at which the VCO phase noise crosses the
amplified phase noise of the Crystal Reference is the point of
the optimum loop bandwidth. In the example of Figure 7, the
optimum bandwidth is approximately 15 KHz.

Figure 7. Graphical Analysis of Optimum Bandwidth
Closed Loop Response
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Figure 8. Closed Loop Frequency Response for (=1
Natural Frequency
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To simplify analysis further a damping factor of 1 will be
selected. The normalized closed loop response is illustrated
in Figure 8 where the loop bandwidth is 2.5 times the loop
natural frequency (the loop natural frequency is the
frequency at which the loop would oscillate if it were
unstable). Therefore the optimum loop bandwidth is
15 kHz/2.5 or 6.0 kHz (37.7 krads) with a damping coefficient,
= 1. T(s) is the transfer function of the loop filter.

(%)s +1

RoCos + 1

(Eo)s? + RoCos + 1 ()2 + (Z)s + 1

KpK
(NCo):(A)wo: [Kpkv _, CO:< P V)
Koky/)  \wo2 NCo Nwo?2

2C 2C
RoCo = (“’_0) ~ Ro = ((Doco)

where Ni=Total PLL Divide Ratio — 8xN where (N = 25...40)
Ky = VCO Gain — Hz/V
Kp = Phase Detector/Charge Pump Gain — A
=(llonl +lloLl) /2

T(s) =

Technically, Ky, and Ky should be expressed in Radian
units [Ky (RAD/V), Kp (A/RAD)]. Since the component
design equation contains the Ky x Kp term. the 2m
cancels and the values can be epressed as above.

Figure 9. Design Equations for the 2nd Order System

In summary, follow the steps given below:

Step 1: Plot the phase noise of crystal reference and the
VCO on the same graph.

Step 2: Increase the phase noise of the crystal reference by
the noise contribution of the loop.

Step 3: Convert the divide—-by—N to dB (20log 8 x N) and
increase the phase noise of the crystal reference by
that amount.

Step 4: The point at which the VCO phase noise crosses the
amplified phase noise of the Crystal Reference is the
point of the optimum loop bandwidth. This is
approximately 15 kHz in Figure 7.

Step 5: Correlate this loop bandwidth to the loop natural
frequency per Figure 8. In this case the 3.0 dB
bandwidth for a damping coefficient of 1 is 2.5 times
the loop’s natural frequency. The relationship
between the 3.0 dB loop bandwidth and the loop’s
“natural” frequency will vary for different values of ¢.
Making use of the equations defined in Figure 9, a
math tool or spread sheet is useful to select the
values for Rg and Cg.

Appendix: Derivation of Loop Filter Transfer Function

The purpose of the loop filter is to convert the current from
the phase detector to a tuning voltage for the VCO. The total
transfer function is derived in two steps. Step 1 is to find the
voltage generated by the impedance of the loop filter. Step 2
is to find the transfer function from the input of the loop filter to
its output. The “voltage” times the “transfer function” is the
overall transfer function of the loop filter. To use these
equations in determining the overall transfer function of a PLL
multiply the filter’s impedance by the gain constant of the
phase detector then multiply that by the filter's transfer
function (Figure 10 contains the transfer function equations
for 2nd, 3rd and 4th order PLL filters.)
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Figure 10. Overall Transfer Function of the PLL

For the 2nd Order PLL:  Vp Vi

Ro RoCops + 1
% ZLF(s) =

Co C()S

Vi(s)
TLF(s) = Vol - 1, Vp(s) = Kp(S)ZLF(s)

For the 3rd Order PLL:  Vp Vi

1
%RO ICa ZLE(s) = RoCos + 1

CoRoCa52 + (Co + Cg)s

Vi(s)
TLF(s) = Vo) 1, Vp(s) = Kp(S)ZLF(s)

For the 4th Order PLL: Vp AN Vi
%R T " L
0 a X
ICO I l
(RoCos + 1) (RxCxs + 1)
ZLF(s) =

CoRoCaRxCxs3 + [ (Co + Ca)RxCx + CoRo(Cx + Ca)] s2 + (Co + Ca + Cx)s

Vi(s)
TR = 7 = ReGe 7D VPO = KpOZLFE)

Figure 11. Typical Charge Pump Current versus Temperature
(Vcc=55V;Vp=6.0V)

FIGURES 11 THRU 17 COULD NOT BE PROCESSED
FOR PDF FORMAT. FOR COMPLETE DOCUMENT
WITH ALL IMAGES, PLEASE ORDER FROM MFAX OR
LITERATURE DISTRIBUTION CENTER.
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OUTLINE DIMENSIONS

D SUFFIX
PLASTIC PACKAGE
CASE 751B-05

(SO-16)
ISSUE J
—A—
—— T — e — e — — oy —p | —m@ NOTES
H H H H H H H H 1. DIMENSIONING AND TOLERANCING PER ANSI
Y14.5M, 1982.
16 2. CONTROLLING DIMENSION: MILLIMETER.
3. DIMENSIONS A AND B DO NOT INCLUDE
P spL MOLD PROTRUSION.
4. MAXIMUM MOLD PROTRUSION 0.15 (0.006)
[9]0250.0100®[B O PER SIDE.
5. DIMENSION D DOES NOT INCLUDE DAMBAR

IN EXCESS OF THE D DIMENSION AT

H H H H H_H PROTRUSION. ALLOWABLE DAMBAR
_— PROTRUSION SHALL BE 0.127 (0.005) TOTAL

MAXIMUM MATERIAL CONDITION.
MILLIMETERS INCHES
[ DIM[ MIN | MAX | MIN | MAX
F A | 980 | 1000 | 0386 | 0393
K —| ¢ I‘— R x45° B | 380 | 400 ]| 0150 | 0.157
i . c | 135 | 175 | 0.054 | 0.068
D | 035 049 | 0.014 | 0,019
SEATING (1 T T T ~_ —E G 1.27BSC 0.050 BSC
PLANE J | 019 [ 025 [ 0.008 | 0.009
K | 010 | 025 | 0.004 | 0.009
D 16PL M 0° 70 0° 70
P | 580 | 620 | 0229 | 0.044
|$| 0.25 (0-010)®| T| B ©| A@| R | 025 | 050 0010 | 0019
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