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Basic Mechanisms and Modeling of Single-Event
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Abstract—Physical mechanisms responsible for nondestructive insight and predicting SEE in microelectronics. Finally, we con-
single-event effects in digital microelectronics are reviewed, con- clude with a look into technology trends that may affect future

centrating on silicon MOS devices and integrated circuits. A brief - ya\jce sysceptibility to SEE and areas of emerging concern, in-
historical overview of single-event effects in space and terrestrial . . . . .
gluding upsets in terrestrial microelectronics.

systems is given, and upset mechanisms in dynamic random acces
memories, static random access memories, and combinational
logic are detailed. Techniques for mitigating single-event upset II. SEE: A BRIEF HISTORY

are described, as well as methods for predicting device and circuit . . .
single-event response using computer simulations. The impact of Oddly enough, the first paper to ever deal with the issue of

technology trends on single-event susceptibility and future areas SEU was not a paper on the use of electronics in the space envi-
of concern are explored. ronment, but a paper assessing scaling trends in terrestrial mi-
Index Terms—Charge collection, heavy ion irradiation, radia- Croelectronics [1]. Inthis paper, the authors forecast the eventual
tion effects, radiation hardening, single-event effects, single-event occurrence of SEU in microelectronics due to terrestrial cosmic
upset, soft errors, terrestrial cosmic rays. rays and further predicted that the minimum volume of semicon-
ductor devices would be limited to about At on a side due to
these upsets! In fact, the authors wrote in 1962 that “already at
the present time the essential part of semiconductor devices, the
SLNGLE'EVENT effects (SEE) in microelectronics areactive region, is close to the minimum size possible” [1]. The
aused when highly energetic particles present in the n@ist confirmed report of cosmic-ray-induced upsets in space
ural space environment (e.g., protons, neutrons, alpha particlgas presented at the NSREC in 1975 by Bindeal. [2]. In
or other heavy iOﬂS) strike sensitive regions ofa microelectrorﬂqs paper, four upsets inl17 years of satellite Operation were ob-
circuit. Depending on several factors, the particle strike mayrved in bipolar J-K flip—flops operating in a communications
cause no observable effect, a transient disruption of circdtellite. The authors used scanning electron microscope (SEM)
operation, a change of logic state, or even permanent damaggosures to determine the sensitive transistors and, using a dif-
to the device or integrated circuit (IC). fusion model, calculated a predicted upset rate within a factor
In this paper, we will examine the basic physical mechanisng$ two of the observed rate. Perhaps because the numbers of
causing SEE in digital microelectronics for spaceborne appérrors observed was so small, it was a few years before the im-
cations. Reflecting their relative importance in the commercigbrtance of SEU was fully recognized, with significant num-
marketplace, we will concentrate on silicon MOS devices amérs of SEU-related papers not appearing at the NSREC until
digital ICs. Our focus is limited to nondestructive SEES; detg978—1979.
structive SEEs are covered elsewhere in this issue. We begirhe occurrence of soft errors in terrestrial microelectronics
with a brief historical overview of the discovery of single-evenfanifested itself shortly after the first observations of SEU in
upset (SEU) in space and terrestrial systems. We will then digyace [3]. This watershed paper from authors at Intel found a
cuss the mechanisms and characteristics of nondestructive Sigfpificant error rate in DRAMSs as integration density increased
in detail, with particular emphasis on SEU in dynamic randotg 16 and 64K, spurring a flurry of terrestrial SEU-related work
access memories (DRAM) and static random access memofieshe late 1970s [4]. The primary cause of soft errors at the
(SRAM) and single-event transients (SET) in logic. We discuggound level was quickly diagnosed as alpha-particle contam-
various techniques that have been used to mitigate SEU at hgnts in packaging materials [3]. For example, according to
device, circuit, and system levels. Next, we review modeling agegler, the Intel problem was traced to a new LS| ceramic pack-
simulation methods that have proved useful for gaining physicging plant that had just been built downstream from the tailings
of an abandoned uranium mine [5]. Radioactive contaminants in
the water used by the factory were contaminating the ceramic
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for predicting system error rates were formulated [7]. Bhecause of the increased functionality and performance they
this time satellite memory systems had increased in size, gmmovide, their relative sensitivity to SEE presented significant
on-orbit error rates of one per day could not be ignored aschallenges to maintaining system reliability. The second devel-
fluke. In combination with the reports of soft errors in terrestrimdpment was the continued advance in fabrication technologies
systems, the evidence was compelling that an important neward smaller IC feature sizes and the higher speeds and more
radiation effect had arrived. complex circuitry that scaling enables. These advances typi-
Although the first papers attributed memory upsets to direcally increase sensitivity to SEE, even to the point of terres-
ionization by heavy ions such as those in the iron group [2], [#}ial errors in a benign desktop environment, and may also lead
by 1979 two groups reported at the NSREC on errors causedtbyew failure mechanisms. Absent new mechanisms, Renen
proton and neutron indirect ionization effects [8], [9] (explainedl. have shown that simple scaling rules predict an increase in
in Section Ill). This was a very important discovery because ebft error susceptibility of about 40% per technology generation
the much higher abundance of protons relative to heavy ionsde [17].
in the natural space environment. In addition, it meant that notThese two developments of the past decade have led to an
only would SEE be caused by galactic cosmic rays, but also imgeresting convergence of mission from two historically dis-
solar event protons and protons trapped in the Earth’s radiatisarate communities within the integrated circuit field: space and
belts. In fact, proton-induced SEE often dominate the singlsiilitary vendors driven toward commercial (honradiation-hard-
eventresponse of commercial parts operating in low earth orbi#gied) circuits and commercial vendors driven toward a very real
The paper by Guenzest al. [9] was the first to use the term concern about SEE in the everyday consumer environment.
“single-event upset,” and this term was immediately adoptedIn the late 1990s, a renewed interest in SEE in combinational
by the community to describe upsets caused by both direct gind core) logic emerged. This resurgence was fueled by several
indirect ionization. The year 1979 also brought the first repofdctors including: 1) a perception that the memory soft error sit-
of single-event latchup (SEL), an important discovery given thetion was controllable with advanced technologies (e.g., SOI,
potentially destructive nature of the failure mode [10]. 10B-free materials, reduced-emission packaging) and the effec-
In the early 1980s, research on SEU continued to increatiegness of error detection and correction (EDAC) techniques
and by 1980, single-event phenomena had become a dedicft&d, [19]; 2) a growing concern, based on extrapolated empir-
session of the NSREC. Methods for hardening ICs to SEU weoal and theoretical data, that technology scaling could lead to
widely developed and used throughout this decade [11], [12]. &t inversion between the relative significance of memory-gener-
the same time, research into the fundamental mechanisms dted and core-logic-generated faults on observed soft error rates
hind SEEs was paying dividends in increased scientific undg¢p0]-[22]; and 3) observations that clock speeds were driving
standing of the problem. Much of the single-event research @b core-logic error rates [23], [24].
the 1980s focused on errors observed in latched circuitry, suchAs we enter the 21st century, increasing sensitivity to SEU is
as DRAMs, SRAMs, nonvolatile memories, latches, and regiesxpected to continue, both in memories and core logic. Upsets
ters. An understanding of this phenomenon, and its mitigatiam terrestrial electronics are a serious reliability concern for
for reliable data storage, proved critical to successful militagommercial manufacturers. In fact, single-event vulnerability
and space deployments of that decade. The flurry of work to dths become a mainstream product reliability metric for all
dress the extremely significant problem of soft errors in meméacets of the integrated circuit industry, as outlined by the
ries shaped the early single-event research landscape, especBMIATECH National Industry Association Roadmap [25]. A
within the NSRE conference community. recent all-day tutorial at the International Reliability Physics
There were, however, afew studies in the 1980s addressing@gmposium was devoted entirely to soft errors in commercial
other emerging and potentially troubling single-event issue: esemiconductor technologies [26] and in 2003 this topic became
rors duetosingle eventsin combinational orimbedded core logicregular technical session of that conference. At the same
In 1984, May and his coauthors from Intel were awarded “Besine, the feasibility of traditional SEU-hardening techniques
Paper” at the International Reliability Physics Symposium fas becoming questionable, especially in a paradigm where we
a very revealing single-event experiment on an Intel micropreee fewer dedicated rad-hard foundries to implement them.
cessorunderdynamicoperation[13]. Usinganexperimentalte@ircuit designs that are inherently radiation resistant [known
nigue of dynamic faultimaging, May demonstrated the temporas hardening by design (HBD)] are receiving considerable
progression of a single-event disturbance from a local perturlzdtention [27], [28]. Another current subject of interest is charge
tion to a massive fault condition encompassing most of the ngiellection and SEU in silicon-on-insulator (SOI) and SiGe
croprocessor circuitry. Other studies of combinational logic apipolar technologies [29], [30]. As these become mainstream
pearedinthelate 1980s (e.g.,[14]-[16]), butwere often overshdabrication technologies, their radiation response is of interest
owed by the volume of work addressing memory upset. to spacecraft designers ready to insert the latest technologies
The 1990s saw two major developments that continued itdo their systems.
increase the importance of SEEs. One was the dramatic de-
crease in the number of manufacturers offering radiation-hard- IIl. PHYSICAL ORIGINS OF SEU
ened (or more particularly to our purposes here, SEU-hardened)
digital ICs. This (among other factors) led to the increased usa@e
of commercial electronics in spacecraft systems. While manyThere are two primary methods by which ionizing radiation
system designers embraced the use of modern commercial t€lsases charge in a semiconductor device: direct ionization by

Charge Deposition
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the incident particle itself and ionization by secondary particles 30
created by nuclear reactions between the incident particle and

the struck device. Both mechanisms can lead to integrated cir- ___
cuit malfunction.

1) Direct lonization: When an energetic charged particle
passes through a semiconductor material it frees electron-hole
pairs along its path as it loses energy. When all of its energy
is lost, the particle comes to rest in the semiconductor, having
traveled a total path length referred to as the partiadlaige
We frequently use the terdinear energy transfefLET) to
describe the energy loss per unit path length of a particle as
it passes through a material. LET has units of Me\#ng, ' . ‘
because the energy loss per unit path length (in MeV/cm) is 00 20 40 60 80
normalized by the density of the target material (in mg¥j;rao
that LET may be quoted roughly independent of the target. We
can easily relate the LET of a particle to its charge deposition
per unit path Iength. In silicon, an LET of 97 Mev-éfmg Flgl !__inearenergytransfer(LET)versusdepth curve for 210-MeV chlorine

L. . . ions in silicon.
corresponds to a charge deposition of 1a@/ This conversion
factor of about 100 is handy to keep in mind to convert between
LET and charge deposition. direct ionization. Because these particles are much heavier than

A curve of particular interest for understanding the interathe original proton or neutron, they deposit higher charge den-
tion of a given energetic particle with matter is the LET of thsities as they travel and therefore may be capable of causing an
particle versus depth as it travels through the target materi@EU.

Fig. 1 shows such a curve for a 210-MeV chlorine ion traveling Inelastic collision products typically have fairly low energies
through silicon. Such curves are readily obtained using comnd do not travel far from the particle impact site. They also tend
puter codes derived from the work of Ziegler al. (e.g., the to be forward-scattered in the direction of the original particle;
TRIM and SRIM family of codes, [31]). This figure shows thehis has consequences for the SEU sensitivity as a function of
basic characteristics of ion-induced charge deposition as a futiee angle of incidence [37], [38]. Once a nuclear reaction has
tion of depth. The peak in charge deposition is referred to as thecurred, the charge deposition by secondary charged particles
Braggpeakand in general occurs as the particle reaches an énthe same as from a directly ionizing heavy ion strike.

ergy near 1 MeV/nucleon. A useful rule of thumb is that the

_maximu_m LET (in MeV-cn%/m_g) of an ipn is rqughly equal to B. Charge Collection

its atomic numbe?,. A more rigorous discussion of the Bragg

curve and the Bragg peak is found in [32]. The basic properties of charge collection following a particle

Directionization is the primary charge deposition mechanisstrike have been studied using a variety of experimental and
for upsets caused by heavy ions, where we define a heavy tbroretical methods. Broadbeam charge collection spectroscopy
as any ion with atomic number greater than or equal to twoeasurements have been used to determine SEU-sensitive
(i.e., particles other than protons, electrons, neutrons, or piong)lumes in SRAMs [39]-[41], and ion microbeams and lasers
Lighter particles such as protons do not usually produce enoutive been used with high-speed sampling oscilloscopes to
charge by direct ionization to cause upsets in memory circuitegasure charge-collection transients in Si devices [42]-[44].
but recent research has suggested that as devices becomelememicrobeams and lasers have also been used to map in-
more susceptible, upsets in digital ICs due to direct ionizatidegrated charge collection as a function of position in ICs
by protons may occur [33], [34]. [45], [46] and more recently as a function of both time and

2) Indirect lonization: Although direct ionization by light position [47]. The physics of charge collection have also been
particles does not usually produce enough charge to cause stpdied in detail through the use of two-dimensional (2-D) and
sets, this does not mean that we can ignore these particles. Fioee-dimensional (3-D) numerical simulation [48], [49]. It is
tons and neutrons can both produce significant upset rates duledgond the scope of this paper to comprehensively review the
indirect mechanisms. As a high-energy proton or neutron entengssive literature on charge collection; we seek to cover the
the semiconductor lattice it may undergo an inelastic collisianain highlights and recent developments only.
with a target nucleus. Any one of several nuclear reactions mayl) Basic Physics of Charge Transpor¥When a particle
occur; examples for protons and neutrons can be found in [3itikes a microelectronic device, the most sensitive regions are
and [36]. Possible reactions include: 1) elastic collisions thasually reverse-biased p/n junctions. The high field present in
produce Si recoils; 2) the emission of alpha or gamma particlegseverse-biased junction depletion region can very efficiently
and the recoil of a daughter nucleus (e.g., Si emits alpha-peollect the particle-induced charge through drift processes,
ticle and a recoiling Mg nucleus); and 3) spallation reactions, leading to a transient current at the junction contact. Strikes
which the target nucleus is broken into two fragments (e.g., S¢ar a depletion region can also result in significant transient
breaks into C and O ions), each of which can recoil. Any of thesarrents as carriers diffuse into the vicinity of the depletion
reaction products can now deposit energy along their pathsregion field where they can be efficiently collected. Even for
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-+ Region gained from these studies, and the reader is referred to [54]-[57]
for comprehensive discussions of funneling.
30V While in some cases important to charge collection in isolated

p/n junctions with constant applied bias, the role of the funnel
is less significant in the case of static circuits such as SRAMS,
where reverse-biased transistor junctions are connected to ac-
tive external circuitry. In this scenario, the applied voltage at
the struck junction is not constant, and in fact very often the
1.0V struck node may switch from being reverse-biased to zero-bi-
ased. This loss of bias at the struck node tends to lessen the im-
portance of drift collection (and hence the funnel) as the tran-
sient proceeds [58]. In such cases, funneling may play a role in
the early-time response of the circuit by helping to initially flip
the node voltage, but it is late-time collection by diffusion that
(@) ensures the bit stays flipped (see Section IV for further details
about the upset process in SRAM circuits).
2) Charge-Collection Mechanisms in Submicron
Devices: The charge-collection response of a single p/n
16 junction is generally presumed to accurately depict the re-
10 sponse of the sensitive junction of a transistor, typically a
reverse-biased drain region. Studies have indicated that a
10" new charge-collection mechanism may exist for submicron
MOS transistors that requires considering the entire transistor
[59]. Termed the alpha-particle source-drain penetration effect
(ALPEN), this charge-collection mechanism results from a
disturbance in the channel potential that the authors referred
to as a funneling effect. The effect is triggered by a particle
strike that passes through both the source and the drain at
near-grazing incidence. Immediately following the strike,
®) the electrostatic potential in the channel region is perturbed,
leading to a significant (but short-lived) source-drain conduc-
Fig. 2. lllustration of funneling in an t/p silicon junction following an tjion current that mimics the “on” state of the transistor. This
ion strike: (a) electrostatic potential and (b) electron concentration. Note that . . . .
contours of electrostatic potential are distorted along the path of the ion [51]meChanlsm was revealed by 3-D alpha-part|cle simulations and
has been experimentally verified. The experiments indicate
that source charge injection due to this mechanism increases
direct strikes, diffusion plays a role as carriers generated benggimy for effective gate lengths below about Q.. Later
the depletion region can diffuse back toward the junction.  work predicted the same direct channel conduction mechanism
Shortly following the discovery of SEU, researchers at IBMan occur in 0.3:m gate length MOSFETSs even for normal
used numerical device simulators to compute the response ofirgidence strikes and can lead to charge multiplication [60].
verse-biased p/n junctions to alpha-particle strikes [48], [50]. Arhis mechanism may forebode a serious vulnerability to SEU
important insight gained from these early charge-collection siffor deep submicron MOSFETS.
ulations was the existence of a transient disturbance in the juncA somewhat similar, but distinct mechanism exists when
tion electrostatic potential, which was termed the “field funnel 8lectrons or holes released by a particle strike are confined
Charge generated along the particle track can locally collaggea well or body region in which a transistor is located. For
the junction electric field due to the highly conductive nature @xample, for an n-channel MOS transistor located in a p-well,
the charge track and separation of charge by the depletion regétéctrons induced by a particle strike can be collected at either
field, as shown in Fig. 2 [51]. This funneling effect can increas@e drain/well junction or the well/substrate junction. However,
charge collection at the struck node by extending the juncti@® illustrated in Fig. 3, holes left in the well raise the well
electric field away from the junction and deep into the substrajsotential and lower the source/well potential barrier, and the
such that charge deposited some distance from the junction eaarce injects electrons into the channel [61]-[63]. These
be collected through the efficient drift process. electrons can be collected at the drain, where they add to the
The funnel effect has been investigated in further detail lyriginal particle-induced current and can cause an increased
later researchers [52], [53], with the analytical models for furSEU sensitivity. Because the electrons are injected over the
neling developed by McLean and Oldham [52] being an insource/well barrier, this is referred to as a bipolar transistor
portant early contribution to understanding several characterigfect, where the source acts as the emitter, the channel as
tics of funneling. Later research studied the influence of eghe base region, and the drain as the collector. Reducing the
taxial substrates on the transient charge-collection charactecdisannel length effectively decreases the base width, and the
tics [54]-[56]. Several important additional insights have beegffect becomes more pronounced [63].

—20V

n+ Region
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Source _Gate Drain

N-Substrate

Cell lon Strike Bit-Line lon Strike

Fig. 3. Electron concentration contours inside an n-channel MOS transistor
following a heavy ion strike [63]. Bipolar effect is evidenced by the contours
emanating from the source, showing that the source is injecting electrons into P substrate

the p-well, where they may be collected at the substrate or at the drain. !

Vbb

3) Charge Collection in Silicon-on-Insulator De- _ , _ o _
. . . . . . Fig. 4. One-transistor DRAM cell physical layout, illustrating ion strikes to
vices: Charge collection mechanisms in SOI devices aggg storage cell and bit-line.

covered in detail elsewhere in this issue, but essentially the

same bipolar effect discussed above occurs in SOI devices [64],

[65]. Following a particle strike to the body of an n-channePerit- Qerit is usually defined as the minimum amount of
SOl transistor, electrons can be collected at the source drge collected at a sensitive node necessary to cause a circuit
drain electrodes. Holes can only escape through the body Yieset. This definition is somewhat limited and is not totally
contact, if there is one, or slowly through recombination APPropriate in all circuit cases [68]. For exampig,:;; may
there are no body ties. Residual holes left in the body rai§et be a circuit constant, but can vary with the timing of the
the body potential and trigger the lateral parasitic bip0|§,trike relative to the dynamics of the circuit. The temporal
transistor inherent to the SOI transistor. This bipolar currefbaracteristics of the ion strike in relation to the dynamic
considerably lowers the SEU hardness of SOI. In some cas@gcking of the cell are also important.

bipolar amplification in concert with impact ionization can The most prevalent soft error source in DRAM arrays is
lead to snapback, a sustained high-current condition similargigle-event charge collection within each binary cell. These
latchup [29]. Even in devices with body ties, the bipolar effeg€ll errors, as first described by May and Woods [3], are caused
results in significant charge amplification, especially for ioRY a single-event strike in or near either the storage capacitor or
strikes far from the body ties [66]-[67]. the source of the access transistor, as illustrated in Fig. 4. Such
a strike directly affects the stored charge and the information
integrity by the collection of the ion-induced charge. A cell
upset due to charge collection is usually observed hs-a 0

A. SEU Mechanisms in DRAMs transition; the collected charge relaxes a stored charge state [3].

DRAM technology refers to the broad class of informatiod his upset mechanism has been the primary concern and focus
storage devices, usually one-transistor designs, which passivfiptudy since the early investigations of SEU in DRAMs.
store packets of charge to represent binary information. The keyin the late 1980s, Takedk al. reported the ALPEN source-
to DRAM upset is that the information storage is passive (ritrain penetration effect discussed in Section Ill [59]. While the
active regeneration path), and any (no matter how small) distiermal effect of an ion strike is to deplete charge from a DRAM
bance of the stored information by a particle strike is persistegtll storage capacitance, the ALPEN mechanism causes the op-
until corrected by external circuitry [19]. There is no inhererfosite result: the shunting of charge onto the storage node. Thus,
refreshing of this charge packet (e.g., charge resupply throuyh— 1 transitions can also be introduced by ion strikes. A
a load device) and no active regenerative feedback as one ®ilar phenomenon has been found to occur between adjacent
serves in latches and SRAM cells. What is so often referredtrench storage capacitors in trench-type DRAMs [69].
as a hit flip, the transition from one stable binary state to the Upsets can also occurin DRAMs due to bit-line strikes. When
other, is not required in DRAMSs for an SEU to occur. A degrahe bit lines are in a floating voltage state (e.g., during a read
dation of the stored signal to a level outside the noise marginafcle), DRAMs are sensitive to the collection of charge into
the supporting circuitry is sufficient to lead to erroneous intediffusion regions that are electrically connected to the bit ac-
pretation and a resultant error. cess lines [70]. This collection could arise from any of the ac-

There are two key parameters related to DRAM upsets: thess-transistor drains along the bit-line length or from a direct
noise margin associated with a bit signal and a critical tingtrike to the differential sense amplifier [71]. The bit-line SEU
window (because of the dynamic operation of the circuit, theechanism is the reduction of the sensing signal due to a charge
vulnerability to upset is not constant with time). The noisenbalance introduced on the precharged bit lines, either prior to
margin is closely linked with the concept of critical chargegr during the sensing operation.

IV. SEUIN MEMORY CIRCUITS
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Bit-line strikes are only possible during the floating precharge A Voo A
and sensing stages of operation, and therefore temporal char-

acteristics of the strike in relation to the clocking signals are
]I_ _| “on” p-channel
Rt

critical. Because the duty cycle of these stages to the overall (restoring transistor)

cycle time increases with increasing overall clock frequency, the
bit-line soft error rate is inversely proportional to DRAM cycle —N—’\—
time [71]. In contrast, cell upsets are independent of the DRAM

G;dback

1

cycle time. Bit-line errors also show a strong inverse correlation lon Strike

with the signal charge [71]. As chip densities and speeds grow,
bit-line errors are expected to be increasingly important. \—IW—
In 1988, Rajeevakumaat al. observed a new failure mode in R
DRAMs due to a synergistic effect of bit-line and storage cell I— -|
charge collection [72]. Both processes individually resulted in
less charge collection th&p.;;, but the combined effect during
a read operation caused an error. This effect, termed the com- - -
bined cell-bit line (CCB) failure mode, was shown to dominate N
?oth the cell and bit-line error components at very low cycl':ogv'e‘cr’hS %cérngeS“rzgp%e;‘;"gi?égeAﬁefsg?k process and the recovery process
imes.

Another very important factor in determining the SEU

“off” n-channel
(struck transistor)

susceptibility of DRAMs is the storage cell technology [19]. 5.0 J T T T T T T
Many different physical storage structures are used in DRAV _ [ Threshold LET ~ 42 MeV-cm?/mg
manufacture, ranging from various stacked capacitor desigr & 40| 7
to buried trench capacitors. These different physical structure &, - LET = 9 MeV-cm’/img

have been shown to have a dramatic effect on the observed s £ 3.0
error rate [73].

2.0

. . LET =40.5 MeV—cmzlmg
B. SEU Mechanisms in SRAMs 1

1.0

Struck Drain Vol

The upset process in SRAMs is quite different from DRAMS, LET = 45 MeV-cm’/mg _

due to the active feedback in the cross-coupled inverter pair thi
forms a typical SRAM memory cell as shown in Fig. 5. When . . . . . . .
an energetic particle strikes a sensitive location in a SRAM (typ 104 103 102 101 10° 10° 10° 107 10°©
ically the reverse-biased drain junction of a transistor biase:
in the “off” state [63], [74], for example the “off” n-channel
tran5|§tor shown in Fig. 5)’ .Charge collected b.y the ]unCtl.on I’Ei_g. 6. SRAM struck drain voltage transients for ion strikes with LET well
sults in a transient current in the struck transistor. As this CUisiow, just below, and just above the SEU threshold. Even the ion strike with
rent flows through the struck transistor, the restoring transistigET well below the actual SEU threshold is sufficiently ionizing to momentarily
(“on” p-channel transistor in Fig. 5) sources current in an altiP the struck node voltage.
tempt to balance the particle-induced current. Unfortunately,
the restoring transistor has a finite amount of current drive, andinside-the-well strikes are particularly interesting because of
equally importantly, a finite channel conductance. Current floghunt and bipolar effects that can occur in multilayer structures
through the restoring transistor therefore induces a voltage dép]. For the inside-the-well “off” strike, the initial drift current
at its drain. Thisoltagetransient in response to the single-evergulls down the struck node potential, initiating the upset process.
current transient is actually the mechanism that can cause upsethe transient proceeds, holes deposited in the p-well are col-
in SRAM cells. The voltage transient is essentially similar to lzcted at the p-well ties, raising the well potential and leading to
write pulse and can cause the wrong memory state to be lockejéction of electrons by the source [61], [62], [75]. This initi-
into the memory cell. ates the inside-the-well bipolar effect discussed in Section Il
In SRAM cells, there are four possible sensitive strike locand illustrated in Fig. 3. Electrons collected by the substrate
tions, namely the four transistor drains interior to the SRAMo not contribute to upset because the substrate is attached to
circuit. An important consideration for charge collection i3pp. However, electrons collected by the n-drain constitute a
whether the junction is located inside a well or in the substratgolar current in the same direction as the initial photocurrent
[63], [74], because the well-substrate junction provides and do contribute to the upset process [63]. For small geome-
potential barrier that prevents charge deposited deep within thies, the inside-the-well “off” strike can become an important
substrate from diffusing back to the struck drain junction. Fanechanism.
example, in the familiar outside-the-well “off” strike, because Interestingly, incident particles far below the upset threshold
the struck drain is not located in a well, charge deposited deaye often sufficiently ionizing to induce a momentary voltage
in the substrate can diffuse back to the drain junction. This‘ilip” at the struck node of an SRAM. For example, Fig. 6
the most sensitive strike location for most technologies [74]. shows drain voltage transients in an SRAM for a particle strike

0.0

Time (s)
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with LET well below the upset threshold, just below the upséb occur, or throw the IC into an idle state [84]. These events
threshold, and just above the upset threshold. Even the particdé® have serious consequences on system operation, sometimes
with LET well below the upset threshold causes a significanéquiring device reset to clear the condition [85].

voltage transient on SET at the struck drain. Whether an observ-
able SEU occurs depends on which happens faster: the feed-
back of the voltage transient through the opposite inverter, or
recovery of the struck node voltage as the single-event current

dies out [58], [76], [77]. Note that drift (including funneling ef-  The quantification of SEU effects in combinational logic cir-
fects) is responsible for the rapid initial flip of the cell, whilecyits (e.g., core logic of a microprocessor or microcontroller) is
long-term charge collection by diffusion prolongs the recovegyite different than in memories. Whether or not an erroneous
process; both mechanisms are critical to the upset process. data signal caused by a single-event ion strike is captured by a
The recovery time of an SRAM cell to a particle strike destorage element (latch or register) depends on the existence of
pends on many factors, such as the particle LET, the strike loggtive paths from the struck node to latches, the arrival time of
tion, etc. From a technology standpoint, the recovery time dgre erroneous signal at the latches, and the erroneous pulse time
pends on the restoring transistor current drive and minority C@iofile at the latch input. Even if the erroneous signal is cap-
rier lifetimes in the substrate [76], [77]. The cell feedback timgyred (stored) by one or more latches, there is still no guarantee
is simply the time required for the disturbed node voltage to feght it will propagate to the output. The erroneous information
back through the cross-coupled inverters and latch the struck ﬁ%y be blocked by superseding logic during the following clock
vice in its disturbed state. This time is related to the cell Writ@/des_i_e_, the Corrupted latch may become a “don’t care”
time and inits simplest form can be thought of as the RC delaygfember of a subsequent state of the logic. In core logic, the

the inverter pair. This RC time constant is thus a critical pararﬁoncepts of “faults” and “errors” are distinct from memory cir-
eter for determining SEU sensitivity in SRAMsthe smaller cyits and require precise definition.
the RC delay, the faster the cell can respond to voltage transients
(including write pulses) and the more susceptible the SRAM js
to SEU Obviously, this has implications for the sensitivity 01A'
future, higher speed technologies, as discussed in Section Vlllin a logic circuit, charge collection due to a single-event strike
on a particular node will generate a low-to-high or high-to-low
voltage transition or a transient noise pulse. If this pulse is larger
than the input noise margin of a subsequent gate, it will com-
Single-event multiple-bit upsets (MBUs) occur when asingi%ete .W'th the I_e_g|t|mate d|g_|ta| pulses propagating through the
. , . ircuit. The ability of the noise pulse to propagate depends not

particle strike causes more than one errorin an IC. For examp‘ie . . ; X

e . . only on its magnitude, but also on the active logic paths from
diffusion of charge to closely spaced junctions can upset more

than one bit in both SRAM and DRAM cells [56], [78]. For e node existing at that instant in time. An example of this is
' i shown in Fig. 7 [86].

a particle striking an IC at a grazing angle of incidence, theI Fig. 7 inal t strik ¢ it i ii
charge track may intersect several sensitive regions and caus® "'9: 7, asingie-event strike generates a voltage transition

multiple upsets [79]. The effects of MBU are typically allevion nodeF’ of this circuit. The possible propagation of this pulse

ated by a combination of error-correcting codes that work ont%alatch (storage) element depends on several factors. First, the

word-by-word basis (see Section V1) and layout rules that prgt_:tlve combinational paths at that instant in time. Two such dis-
ct paths (one for an input vector of 000 and one for an input

vent physically adjacent bits from belonging to the same WOHT - .
of memory. Still, single-word multiple-bit upsets (SMUs) Cal)(ector of 100) are shown by the arrows in Fig. 7. The active

occur and pose a substantial threat to system integrity [86 _rgb;nathnaclj Eattr;]s deptgncil on tze dyn?m|c statet 0(; th.fhkt).g'c
MBUs have been observed in on-orbit spacecraft data [81], [8 etermined by the particular code vectors executed with ime

As advanced technologies pack ever more bits into small are ,e presenF ‘state” of the Ioglc)'. Second, assuming that an ac-
MBU may become more prevalent. tive path exists for the propagation of the noise pulse, the pulse

will be shaped and phase delayed as it propagates through the
intervening gates en route to a latch. Third, the temporal char-
D. Functional Interrupts acteristics of the noise pulse as it arrives at a latch are impor-
tant. The pulse must arrive within the setup and hold (S/H) time

Single-event functional interrupts (SEFIs) are a complef the latch element to be captured (to be stored by the latch
failure mode whereby an ion strike triggers an IC test modelement). The clocking characteristics of the latch and the pre-
a reset mode, or some other mode that causes the ICvious state of the latch contribute to this mechanism. If all three
temporarily lose functionality [83]. As devices become increasf the above conditions are properly met, then the SE-generated
ingly complex, they may be more likely to exhibit SEFIs. Fonoise pulse will be captured by the latch as erroneous informa-
example, synchronous DRAMSs are very complicated ICs thidn—we define this as the generation odaft fault(SF).
incorporate built-in self-test (BIST) modes and self-repairing SFs may also be generated by direct single-event strikes to
boot sequences that remap nonfunctional bits in the memahg latch nodes, where the latch information is corrupted via a
with redundant bits on the chip. An ion strike to a SDRAMbit flip. This effect is analogous to SEUs in memory circuits and
with such circuits may initiate a BIST mode, cause a chip resgdn be modeled in a similar way [6].

V. SEE MECHANISMS IN LOGIC

Combinational Soft Faults

C. Single-Event Multiple Bit Upset
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Fig. 7. Example of a SET impulse propagating through a combinational logic system, taking various paths as a function of the system state, arldtcreating
soft fault [151].

B. Observable Error Events A. Technology Hardening

Once an SF has been identified, or a soft fault probability hasThe most fundamental method for hardening against SEU
been calculated, information is known about the vulnerabilif§ to reduce charge collection at sensitive nodes. This can be
of a circuit to single events and/or critical paths which may co@ccomplished in DRAMs and SRAMs by introducing extra
tribute a weak link for single-event tolerance. However, actuélPping layers to limit substrate charge collection [88]. In
upset metrics which map to the observable operation of a paflvanced SRAMSs, triple-well [89] and even quadruple-well
ticular circuit on orbit or in a beam experiment are not deliverd§0] structures have been proposed to decrease SEU sensitivity.
by knowledge of SFs. Internal SFs may not be observablel@tthis case, all strikes are basically “inside-the-well” strikes.
the interface pins of a circuit (or the I/O ports of a subcircuitfRetrograde wells and buried layers can also be used to provide
For example, the particular latch affected by the soft fault m&@p internal electric field that opposes collection of charge
be part of a “don’t care” state of the finite state machine; ttéeposited in the substrate [91], [92]. Even the simple use of
change of state has no effect on subsequent operation of the &fr-epitaxial substrate instead of a bulk substrate affords some
cuit. Or, the erroneous latch data may be part of a data regidfel of reduced charge collection [56].
that is scrubbed in a subsequent clock cycle. Thus, no observAnother effective technique for reducing charge collection in
able error actually occurs. silicon devices is the use of SOI substrates [65]. In this case,

However, if the soft fault eventually propagates to one or motee collection volume is reduced by the fact that the active de-
of the I/O ports of the circuit, then an externally observed errdice is fabricated in a thin silicon layer that is dielectrically iso-
exists; we define this and 0n|y this event asesror event It lated from the substrate. In a typiC&' thin-film SOI device, the
is clear that one soft fault may cause erroneous informations@urce and drain penetrate all the way to the buried isolation

many /O ports and that this erroneous information may appedfide (BOX). This substantially reduces the SEU-sensitive area
during many clock cycles. because the reverse-biased drain junction area is limited to the

depletion region between the drain and the body of the tran-
sistor. Charge deposited in the silicon substrate underneath the
BOX cannot be collected at the drain due to the dielectric iso-
lation, although recent research indicates that capacitive cou-
SEU mitigation techniques can be roughly classified intpling across the BOX can lead to unexpected charge collec-
three distinct categories. System-level techniques deal withn in SOI structures [93], [94]. Unfortunately, as briefly men-
SEU at the system architecture level. Circuit-level techniquésned in Section lll, charge deposited in the body region (for
rely on changes in the circuit design to reduce SEU sensitivigkample, by a particle strike to the gate region) can trigger a
Technology- or device-level hardening requires fundamentapolar mechanism that limits the SEU hardness of SOI circuits
changes to the underlying fabrication technology used to mg64], [65]. Body ties are sometimes used commercially to reduce
ufacture ICs. In this section, we will briefly present all threfoating-body effects under dc operation, and careful attention to
levels of hardening techniques. A review of several hardenibgdy tie design is crucial to maintaining good SEU performance
techniques is also found in [87]. [64], [95], [96]. Even in body-tied SOI designs, manufacturers

VI. MITIGATION OF SEU
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have found it necessary to incorporate other hardening methi 1072 -
for applications where very high upset thresholds are desir fzp/‘—“"'"“""' Part
-3
10

[93], [97], [98]. Fully depleted SOI transistors exhibit reduce

m’)

floating-body effects and in some (but not all) cases have sho
excellent SEU performance [99]. CART
[
(¢}
B. Circuit- and System-Level Hardening © 107° ' Ry= 50 k0
Because of the invasive nature of device-level hardening (. ﬁ -8
the requirement for fundamental changes in the manufacturi g 1071
process), methods to improved single-event tolerance at the  © 1077 | Ry= 160 kI —
cuit level have been a frequent topic of research.
Given an understanding of the upset mechanism in SRAN 107 :

we can immediately understand a typical technique used 0 50 100 150 200 250
harden SRAMs against SEU. We have discussed (Section | LET (MeV—cmz/mg)
how the SEU process in an SRAM is essentially a race conui-
tion between the feedback and recovery processes. To harg@_ns_ Measured SEU cross section of a 16-bit commercial microprocessor
an SRAM, we need to either slow the feedback process or dgswing the effectiveness of resistive hardening for mitigating SEU [100].
crease the recovery time. The feedback process can be slowed
by adding either resistance or capacitance to the feedbaclknother important technique for hardening circuits, espe-
loop [11]. Cross-coupled feedback resistalg{ in Fig. 5) are cially in a manner portable across any commercial fabrication
the classical method of increasing the cell feedback time pyocess, is sometimes referred to as HBD [108]. Several
increasing the RC delay in the feedback loop. This technigdesign-hardened SRAM and latch circuits have been proposed
is very effective, as illustrated in Fig. 8. This figure shows thand fabricated [109]-[114]. These memory cells typically rely
measured SEU cross section (area of the chip sensitive to SBd)redundant circuit elements (usually 12-16 transistors per
as a function of LET for a microprocessor before and aftenemory cell as opposed to six in a standard unhardened cell) to
hardening by resistive decoupling [100]. The predicted upgatotect against SEU. Because of the large number of transistors
rate in a geosynchronous orbit for the unhardened micropger cell, these designs consume more area (and consequently
cessor is about once a day, while in the resistively hardenembre power) than six transistor cells. Other latch/memory cell
part it is about once per century. designs employ spatial and/or temporal redundancy relative to
Unfortunately, because the SEU process in SRAMs looks juke localized single-event charge deposition in a way that does
like the write process, this same RC delay directly impacts thet require a & increase in transistor count [115], but sacrifice
write pulse width of the SRAM. Thus, the effectiveness of reggerformance in other ways (usually speed). While these cells
sistive hardening does not come without a price. In additiaran be appropriate for protecting critical data paths, they have
to the speed penalty incurred by adding feedback resistors, mot usually been suitable for very highly integrated circuits.
creased process complexity results from adding feedback re§tiH, as the gap widens between state-of-the-art commercial
tors. These resistors are typically implemented in the cell laydabrication processes and radiation-hardened processes, HBD
as lightly doped polysilicon regions. Because the resistivity téchniques are becoming increasingly attractive. These cir-
polysilicon is very sensitive to the doping concentration and nauit-hardening approaches are likely to be very important for
merous other factors, it is very difficult to control the resistadiuture high-performance radiation-hardened ICs.
value [101]. To add to this problem, polysilicon resistivity has Mitigation of SEEs in combinational (or core) logic can
a negative temperature dependence. This leads to a temperdtw@ve redundant data paths (as described above) or the
dependence of both the write speed and the SEU response emaancement of data paths with proper choices of circuit types.
makes it challenging to optimize a resistively hardened techn example is the elimination of all dynamic logic [116].
nology so that it will operate within specifications across a widBecause of its passive and highly charge-sensitive mode of
temperature range. operation, dynamic logic is highly vulnerable to SEEs, both
Other decoupling techniques have been proposed that plapace and terrestrial. Another method includes the choice of
resistors, diodes, or transistors in different locations within tigata path latches to include static or keeper-based designs
feedback path [102]-[106], usually for the purpose of reducifg17].
the impact of the resistors on timing parameters or increasingSystem-level hardening approaches include the use of error
manufacturability. For the most part, these techniques have detection and correction (EDAC) circuitry to monitor and cor-
been widely used (if at all) and have their own associated tradeet memory errors as they occur [118]-[120]. This approach
offs. Capacitors have been successfully used as a feedbackesuires that extra bits of information be stored with the data to
ement in SOl SRAMSs [65], [97], [98] and very recently as @aeconstruct the original data in the event of an upset. System
means to improve the soft-error performance of deep-subrirerhead can be nonnegligible, but this is sometimes the only
cron CMOS SRAMs for terrestrial applications [107]. Whilanethod available if relatively susceptible parts must be used.
adding capacitance still degrades timing parameters, one advanether important technique is triple-modular redundancy
tage is reduced temperature-dependence compared to resigliR), which can be implemented at the circuit, system board,
hardening. or module level. Cruder methods such as watchdog timers,
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lockstep operation, majority voting, etc., are commonly uséithe motion of individual carriers is followed as they drift
to detect control system errors [121]. While simple in concephy fields and interact with scattering centers until statistical
overhead can again be significant, but in many cases this is #ignificance is achieved. Few assumptions are involved other

only option available to the spacecraft engineer. than transport is described using classical physics. The penalty
is very high computational intensity as the trajectories of many
VII. M ODELING SINGLE-EVENT MECHANISMS thousands of particles must be tracked to attain meaningful

. . . ) ) statistics.
From the earliest history of numerical device modeling, the

radiation effects community has recognized the value of compy- \ idimensional Device Simulations

tational modeling for providing insight into the effects of ion-—

izing radiation on microelectronic devices. In fact, pioneering One of the many challenges of device simulation of radiation
work on one-dimensional drift-diffusion numerical modelingffects is the need for advanced 3-D modeling tools. The inher-
was presented at the NSREC as early as 1967 [122], [123], wéitly 3-D nature of an ion passing through a microelectronic
ning the Best Paper award for that year [122]. This early woglevice is difficult to address with the 2-D simulation programs
focused on transient radiation response, as SEU would notthat are routinely used in the semiconductor industry for de-
observed experimentally until several years later [2]. The dev&ice analysis. The development of full 3-D tools has been fairly
opment and use of numerical models for radiation effects heggent, however, and much insight has been gained in the past
proceeded on many levels: the interaction of ionizing particlé&rough the use of 2-D programs [48], [50], [61], [74], [76], [77],
with matter, physical device simulators that predict the resporid@6]-[133].

of devices to incident radiation, circuit simulators that model In @ 2-D rectangular simulation, all quantities are assumed
circuit response to a single event, and codes that predict the eifobe extruded into the third dimension, and heeiker the

rate that will be observed for a specific part flying in particulagorrect generated charge densitythe correct total charge can
orbit. In this paper, we will only review the models that modge simulated, not both. Scaling schemes have been proposed
directly pertain to the actual upset process itself, namely devidwt adjust the Auger recombination rate in an attempt to correct
and circuit models that predict the response of devices and dfc geometry effects [129]. Another method is to eg&si3-D

cuits to the ion track. Models for predicting error rates are coversions of the popular PISCES-II code, based on cylindrical

ered elsewhere in this issue. symmetry and coordinate transformations [134]. Many charge
collection and SEU studies have been performed using these
A. Physics-Based Device Models modified 2-D codes [53], [135]-[138]. Unfortunately, there are

few devices that exhibit circular symmetry, although through

Blever use of geometrical approximations, cylindrically sym-
etric simulations have proven revealing and surprisingly ac-
frate in some cases [78]. Full 3-D device codes are necessary

The most commonly used formalism for device simulatio
is that of drift-diffusion models. In a drift-diffusion model,
the semiconductor device equations are derived from t

Boltzmann_ transport equation using numerous apprqximatiol? model the effects of angled ion strikes [62], [139].
The equations to be solved are the Poisson equation and t Fully 3-D device simulators were first reported in the lit-

current continuity equations, together with the Co”StitUtiV&ature in the early 1980s [140], and some of the early work

relationships for current density (the actual drift-diffusion, "2 5 javice simulation was motivated by alpha-particle re-

equations [12.4])' These'equations are discretized and ,SOIYﬁ%ility issues [141], [142]. An early comparison of 2-D and

Olnzg nlge.sﬁh Ollj.?fmg. flnlte-(djlf:erencs orr]If|nlte-leledmengte(‘ihplqllj%gD charge-collection simulations showed that while the tran-
[ ]l'(. rt-cl tuilonbrlno els ar? t'lg )1lev9 ;/e » and rela |vte Ysient responses were qualitatively similar, significant quantita-
speaking, not terribly computationally Intensive, exCept I ¢ yigerences existed, both in the magnitude of the current re-

the case of 3-D models. Because of the assumptions they %Snse and the time scale over which collection was observed
A

based on, however, they are ill suited to treat many effeqts 5 11,0 implication of these results is that while 2-D simula-

becoming important in small-geometry devices, such as ons may provide basic insight, 3-D simulation is necessary if

locity overshoot, carrier heatlr_lg, and q“?‘s'ba”'s_t"? transpc%ly predictiveresults are to be obtained. Throughout the 1980s,
[124]2 Nevertheless, dug to thglr computational efficiency, .th mpanies developed internal 3-D device simulators, but most
remain the workhorse simulation tool, even for deep submmrg@ these were proprietary and optimized for supercomputers.

devices. . . . . )
. . . . . Only in the 1990s did numerical techniques and microprocessor
The next step up the device-simulation hierarchy is hydrodg— y d P

. q bal des. Based on f i eeds improve sufficiently to bring such tools to the desktop
namic and energy baljance codes. Based on 1ewer assUmpliig, siation. In the last several years fully 3-D device simulators
_these codes begin to treat n_onlocal effects_, but are correspopiye hecome commercially available [144]-[147]. Optimized
ingly more computer-intensive, base_d on f""? or six equatio O high-end workstations, a fairly large 3-D simulation can gen-
of state rather than the three of the drift-diffusion method [124 ;
) . . . rally be performed in a few hours.

The top rung of the device simulation ladder is Monte Carlo
simulation, which makes the fewest assumptions and approx-
imations [124]. Rather than being based on approximatioﬁs
to complicated macroscopic equations, Monte Carlo methoddn the previous sections, we discussed physics-based device
describe carrier transport on a fundamental, microscopic scailedels that simulate the charge collection in a device following
using classical equations of motion (e.g., Newton'’s first lawan ion strike. Stepping up in a hierarchical view, these models

Circuit Simulations
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can be incorporated into macro-models of the devices intercdrave been explored and the propagation of SETs in core logic
nected in a subcircuit. The macro view of the circuit will rehas been studied. However, as circuits grow exponentially in
late the collection of charge in individual device junctions tdensity and complexity, comprehensive circuit simulation is im-
changes in the circuit currents and voltages. practical. Over the past decade, other methods to track radiation
A common circuit model for the charge collection at a juncvulnerability at the circuit level have emerged, primarily in the
tion due to direct funneling or diffusion is a double-exponentiatgalm of core logic.
time-dependent current pulse [148]. Typical parameters of thisin the mid 1990s, Baze and Buchner performed a series of cir-
pulse are a rise time on the order of tens of picoseconds anduit simulations and laser experiments on combinational logic
fall time on the order of 200 to 300 ps [68]. The actual magnte extract general properties of single-event propagation [23],
tude and time profile of the current model depend on materidl49]. They concluded that: 1) the soft error rate is independent
parameters, the ion species, the ion energy, device dimensi@ishe frequency in latch circuits when the setup and hold time
and the hit location relative to the junction. If the time profile ofs much less than clock period; 2) the soft error rate increases
the collection current is not important to the circuit response limearly with the operating clock frequency in the combinational
the hit, then analytical current models such as these usually adiecuits; and 3) soft errors in latch circuits dominate in present
quately describe the induced current pulse. If, however, the tiday technologies, but the errors in the combinational circuits
profile is critical to the circuit response, more accurate modekdll dominate in future technologies.
for the current pulse are necessary, such as those from a devida 1997, Massengilét al. [150] presented a probabilistic de-
simulation. scription of single-event fault generation, propagation, and logic
Historically, it has become common practice to use the totatror events using a high-level VHDL circuit description. This
charge delivered by the current waveform as a single descriptoethod was demonstrated in simulation code at NSREC in 2000
of the particle strike’s impact on the affected circuit node. Thid51]. Seifertet al. [24], [117] have presented an analytical
can be an extremely dangerous simplification, since it assumigsscription of core logic soft error vulnerability based on the
the time profile of the charge delivery to a sensitive node fwindow of vulnerability” of in-data-path static and dynamic
unimportant to its response [58]. From this simplification coméatch elements, the synchronous clock, and other deterministic
the concept of critical charg€)..i;. Q. iS a property of the elements.
particular circuit (not the ion or environment) and is defined as
the minimum charge dglive_red by the transient current Wavg- \ixed Device/Circuit Simulations
form that causes that circuit to be upset. Of cou€gg;; tells
nothing about the time profile of the delivery of that charge. Crit- It should be obvious from the preceding sections that the
ical charge is commonly used as a figure of merit in the cortight coupling of device and circuit response to incident particle
parison of circuit design types and technologies. The quantiitrikes significantly complicates SEU modeling. In SRAMs, for
describes the relative vulnerability of a circuit to single evengxample, device modeling of the struck transistor with typical
without the complications of ion species, ion energies, LET, epnstant boundary conditions (or even including passive,
type of charge collection. lumped elements) will never result in an upset being observed
The importance (or lack thereof) of the precise time profile dh the simulation—by construction the device will always
SE current models depends entirely on the dominant high-freturn to its prestrike state. The best that can be done in this
guency pole associated with the circuit's hit node, given by tisituation is to study the charge-collection characteristics of the
open-circuit time constant (total node capacitance and equigiuck device and compare the collected charge to some critical
lent ac resistance) seen by the current source. That is, thechiarge to upset. However, the usefulness of this approach is
node acts as a low-pass filter, integrating the charge deliverecgtdremely limited for SRAMs, since the charge-collection
the node by the SE current pulse. If the response of the circuith@racteristics are greatly influenced by external loading
the collecting node is much slower than the characteristic tiragd the feedback mechanism in latches [58]. Nevertheless,
constant of the SE pulse, then the pulse is effectively integrateloaded device simulation has been useful for studying the
by the nodal capacitance and only the total charge deliveredlssic physical properties of charge collection, and for studying
the pulse is important to the circuit response. If, however, tiRRAMs, where loading effects are not as prevalent and critical
time constant at the node is much shorter than the time cafarge is well defined by noise margins [19].
stant of the SE pulse, then the circuit responds to the deliveredAs discussed in the previous section, for studying the upset
charge faster than the pulse can deliver it, so the pulse shapprizcess itself in SRAMSs, circuit simulation has been a useful
critically important to the circuit response. These concepts amol. One strength of this approach is the large scale of the circuit
essential to the accurate modeling of SEUs at the circuit levil, question that can be modeled; another is its computational
since they define the boundary between valid modeling usiefficiency. A drawback is the accuracy of the transient current
only the collected charge and modeling requiring a more acaused as the input stimulus. For example, if the current is based
rate description of the time profile of the charge collection. on device simulations of a struck, unloaded device [152], then
Deterministic circuit simulation of both memory elementshe circuit simulation inherits the inaccuracy of the improperly
and logic circuitry has been effectively performed in the circulbaded device simulation. Still, circuit simulations have pro-
domain using industry standard analysis codes such as Berkeligled considerable insight into SEU in memories and have re-
SPICE, Synopsys HSPICE, Orcad PSPICE, Cadence Spedrdted in improvements to hardening techniques for a variety of
and others. Using these techniques, hardened memory desujrauits [12], [87], [103], [153], [154].
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Recently, the simultaneous solution of device and circuit Voo
equations has been increasingly used. This technique, known
as mixed-modeor mixed-levelsimulation, was developed by
Rollins at USC/Aerospace in the late 1980s [155]. The term  Circuit
“mixed-level” is probably less confusing and more descriptive  Simulation
than “mixed-mode.” In a mixed-level simulation of SEU, the
struck device is modeled in the “device domain” (i.e., using
multi-dimensional device simulation), while the rest of the
memory cell is represented by SPICE-like compact circuit
models, as illustrated in Fig. 9 [58]. The two domains are
tied together by the boundary conditions at contacts, and tlh& 9. Mixed-mode simulation structure for SRAM cells. lillustration is of an
solution to both sets of equations is rolled into one matrixchannel “off” drain strike [58].
solution [155], [156]. The advantage is that only the struck

device is modeled in multiple dimensions, while the rest qf girectly compute the upset cross section of an SRAM [93].
the circuit consists of computationally efficient SPICE model§iege simulations were based on full-cell simulations, but sep-
This decreases simulation times and greatly increases 8o simulations were performed for ion strikes incident every
complexity of the external circuitry that can be modeled 5, throughout an SRAM unit cell. One set of simulations
Mixed-level capability has been incorporated into most of the, e 4 map of the SEU-sensitive area of the SRAM unit cell for
commercially-available 3-D device codes [144]-[147]. TheSeqiven jon and energy. By repeating the simulations for several
codes were first used to study SEU in CMOS SRAMSs in 1994 /anergy combinations, the authors generated the evolution
[157] and since then have received a great deal of continygdie sensitive area as a function of ion LET, as shown in
use for this purpose [49]. Fig. 11. Combining the information in the individual upset
maps, the full upset cross-section curve was predicted and
found to be in excellent agreement with experimental results
A drawback of the mixed-level method is that couplingg3]. The simulated cross section curve was based on nearly
effects between adjacent transistors have been shown to ex0 individual soft error simulations and took about 3 months
at the device level using 2-D simulations [129]. These effecfs perform on 30 nodes of a parallel computer. Continued

cannot be taken into account when only the struck deviceggvances in computational power may make such simulations
modeled at the device level. To address this difficulty, it igyore feasible in the future.

necessary to simulate the entire SRAM cell in the 3-D device Techniques like mixed-level simulation are useful for

domain [158]. An illustration of the technique is shown inn-depth studies of SEU in specific small-scale circuits and for
Fig. 10 [93]. Fig. 10(a) shows a top-down view of the SRAMyiven ion strikes. A system designer, however, is more likely to
cell layout, while Fig. 10(b) shows the actual computation@e interested in the total error rate for a large circuit containing
mesh used for simulations. When compared to the resultsiany transistors and operating in some particular environment
standard mixed-level simulations, it has been found that §1 interest. Because this is a very difficult problem, requiring
cases where no coupling effects between transistors eXifdtailed environmental models, the probability that a given
mixed-level simulations are adequate to reproduce the figh strike causes an SEU is usually treated using analytical
SRAM cell results. For some strike locations, however, cogethods such as the rectangular parallelepiped (RPP) model.
pling effects between adjacent transistors are observed [158]pical methods of solution are covered elsewhere in this
[159]. Mixed-level simulations are incapable of predictingssue. Two groups have recently reported on large-scale SEU
such effects. As interdevice spacing decreases with increaséif@ulation systems that are aimed at predicting system error

integration levels, coupling effects can be expected to becopges using a more first-principles basis of the interaction of
more important, and simulating the entire SRAM cell in theyns with devices [163]-[165].

device domain may become routinely necessary [158].
Standard single-point (i.e., one ion strike location) 3-D VIIl. FUTURE TRENDS

mixed-level simulations are known to predict upset thresholds _ )
in very good agreement with measured thresholds [63]. In thes¢”N€ Of the biggest concerns for SEU is how technology trends

simulations, the most sensitive strike location is assumed ba¥élj impact device susceptibility in the future. In this section,
on past experience. However, error rates in ICs are dependdftdiscuss key technology drivers, how technology trends may
not only on the threshold LET, but also on the sensitive are{feCt hardening strategies, and the phenomenon of SEEs in
which cannot be obtained from a single-point simulatiofground-based a_md aircraft mlcroelectronlcg, a topic of growing
Researchers have generated simplified step-function cross-§8icern as devices become more susceptible to SEU.

tion curves from theoretical and simulation results by makin
assumptions about the sensitive area [160], [161]. Charge-
lection contours in an SOI transistor have also been calculateKey technology parameters that influence SEU sensitivity
using 2-D simulations [162]. Using a customized version ofiaclude gate length, gate and drain area, and power supply
commercial 3-D device simulator running on a large parallgbltage. If all parameters are taken into account, the overall
computer, researchers have recently demonstrated the abilignd is a general increase in SEU susceptibility with each

Particle
Strike

Device
Simulation

E. Recent Enhancements

|- Technology Drivers Impacting SEEs

Authorized licensed use limited to: University of Electronic Science and Tech of China. Downloaded on August 03,2010 at 08:22:12 UTC from IEEE Xplore. Restrictions apply.



DODD AND MASSENGILL: BASIC MECHANISMS AND MODELING OF SINGLE-EVENT UPSET 595

S S
° ° Inverter #1
g D N X D S w
/ NMOS
PMOS< NMOS access
\F 7 transistors
r'q
D | o P S Inverter #2
S S o Unit cell size =

14.35 pm x 10.1 um

A LT
r 2l Ll

(b)

Fig. 10. (a) Layout of 256K six-transistor SRAM unit celD(= drain andS = source). Red box indicates the boundaries of the unit cell, green regions are
the gate polysilicon lines, and blue lines show the interconnections within the unit cell. (b) View of 3-D unit cell as laid out in device simulhtsizé/iss
approximately 100 000 points [93].

technology generation. This trend is shown in Fig. 12, whidh that as circuit speeds rise, the probability that a momentary
is a plot of the simulated and experimentally measured SEjlitch will be clocked as valid data and propagated through the
threshold for SRAMs without feedback resistors in three receogic path increases. For example, in Fig. 6 we saw that even a
Sandia CMOS technologies [63]. A factor that is at least gmurticle well below the upset threshold can cause a momentary
important as the fundamental changes to the physics is simfllg in the state of an SRAM cell. Consider the case where this
the reduction in total capacitance as technologies shrinkemory cell is actually a latch circuit in a microprocessor. In
Remember that the feedback time for the SRAM cell is to firshe example of Fig. 6, if this latch value is read 10 ps after an
order related to the RC delay in the inverter pair. As deviden strike and the value is clocked down the line, it matters little
areas shrink, the gate and drain capacitance shrinks, makingt the struck latch eventually returns to its original state, be-
the device faster but consequently much more susceptiblectuse the corrupt value has already been passed on to the next
SEU. SEU is therefore a grave concern for scaled technologistage of the circuit. These types of errors are likely to become
Another area that is becoming increasingly important is tleepervasive problem as clock speeds continue to increase and
propagation of SETSs in digital logic circuits. The problem herwill be difficult to protect against, especially in commercial mi-
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Fig. 11. Evolution of the soft-error sensitive area (black regions) of a 256K SRAM unit cell without feedback resistors as a function of incrdasind\iote
increasing sensitive area of reverse-biased NMOS drain. At an LET of 33 MéYxagnthe reverse-biased PMOS drain also becomes SEU-susceptible.

! ! ' ' lower capacitance, the feedback resistance required to harden
the cell has to be raised to compensate. Such large resistors
are very difficult to controllably manufacture and show a
significant temperature dependence [101]. Because of this
problem and stagnant performance levels, it is likely that for
applications requiring a high level of SEU hardness, devices
below about 0.5:m will utilize other hardening techniques,
such as SOI, active feedback elements, or circuit hardening.

-
o
o

C. Terrestrial and High-Altitude SEEs

Much of this review has concentrated on the natural space
radiation environment and its effect on microelectronics. A ra-
diation environment also exists in the Earth’s atmosphere and,
although less harsh than the space environment, it can also give
rise to SEE. The terrestrial radiation environment is covered

Threshold LET (MeV-cm?%mg)
o

1 ; ! = : elsewhere in this issue and will not be described here; in this

0.0 1.0 2.0 section, we briefly discuss the interaction of this environment
with microelectronics in aircraft systems and at ground level.

Feature Sze (um) As discussed in Section I, SEU in terrestrial electronics was

discovered in the late 1970s and was recognized as a signifi-
Fig. 12. Overall SEU threshold LET technology trend for three generationsoint reliability concern. However, after considerable early ac-
Sandia CMOS SRAMs without feedback resistors [63]. Points are the results[R}ity the terrestrial soft error problem was effectively allevi-
3-D mixed-level simulations, and shaded regions are the measured range. ! . .. . . Lo

ated by using low-activity materials and on-chip shielding coat-

] (ings [5], [6]. Occasionally, changes in suppliers or procedures
croprocessors where speed is paramount. It has been predigigch caused semiconductor manufacturers temporary but con-
that for circuits builtin technologies below 0.3, propagated sjgerable headaches due to raised radioactive contaminant levels
SETSs will be a primary SE failure mode [115]. Temporal samy materials such as nitric and phosphoric acid [5], [166]. The
pling circuit approaches have been developed that prevent iigych toward higher integration densities has made soft-error
propagation of SETs and also provide the equivalent of triplgyncerns a continual design consideration for advanced DRAM

spatial redundancy [115]. and SRAM development in the last decade. A particular area of
) i _ recent concern is flip-chip packaging technologies that place a
B. Hardening Design Strategies source of alpha particles (Pb-Sn solder bumps) right on the die

A considerable concern for SRAMSs requiring SEU hardnegself, where they cannot be shielded by coating layers [167].
in the future is whether traditional resistive hardening tect&limination of materials rich in°B, such as BPSG dielectric
niques will remain a viable option. The resistive decouplinigyers, has been shown to reduce the thermal neutron soft error
technique is fundamentally incompatible with high speedte (SER) by several orders of magnitude [168], [169].
because it relies on slowing the cell down so that it cannotEven in the absence of on-chip sources of radiation, recent
respond quickly to SEU voltage transients. This tends to mestudies have conclusively proved that terrestrial cosmic rays
that the write performance of hardened SRAM cells has to grimarily neutrons) are a significant source of soft errors in
kept at a nearly constant level to maintain a constant level lnédth DRAMs and SRAMs [170]-[172]. Upsets have been ob-
SEU hardness. Also, because a smaller, faster SRAM cell ls@sved both at ground level and in aircraft and have been con-
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vincingly correlated to the altitude and latitude variation of th O 043um12V ¥ 0.25um 33V
neutron flux [173], [170], [172]. Laget al. have shown that 10000 ® 014pm, 1.5V V 0.25pm,5V
even without alpha particles, a baseline of cosmic-ray upse e 2 0.16um, 1.5V A 0.35um, 3.3V SOl
still exists for high-density SRAMs [171]. O’Gorman has showr "23 025ym, 2533V § 0.5 pm, 5V
that neutron upsets disappear for DRAMs placed 200 m undeg 1000 ¢ *
ground in a salt mine, while they increase dramatically for sy: § Q. a ¢ .
tems operated above 10000 feet in Leadville, CO [170]. In ar - v * & .
dition to SEU observed in memories used in large computer sy t- 100 4 3
tems and aircraft, upsets have been observed in SRAMs use( 2 % 7
implantable medical devices such as cardiac defibrillators [17+ '-n'__,J 0l Y g §

Fig. 13 shows the measured cosmic-ray neutron SER vers 3 Y v
power supply voltage in several generations of SRAMs from FIT Rate in NYC
variety of vendors [175]. Terrestrial soft error failure rate spec 1 . . .
ifications are usually given in terms of FIT rates, where HT 0.0 20 4.0 6.0
Failure in Time= 1 error in 16 device hours. In this figure, Power Supply (V)

SER is reported in FIT/Mb of memory to allow comparison be-
tween memories of different sizes. For reference, an uncorreckigd 13. Soft error failure rate as a function of power supply voltage for
SER of 1000/Mb would lead to one error every three weelkRAMs manufactured in several different technologies by several vendors
in a system with 256 MB of memory. From this figure, it is[175]'
clear that low-voltage SRAMs exhibit unacceptably high SER
without error correction and that different IC technologies ca@nd severely impactIC performance. Commercial DRAMs have
have SER varying by two orders of magnitude ata given Vo|taglenerally exhibited a fairly constant SEU performance because
Destructive SEEs can also occur in ground-based syste@RAM manufacturers have intentionally maintained the unit
For example, neutron-induced single-event burnout has cau§gli capacitance through the use of clever modifications to the
destructive failures in large-area high-voltage power diod&&rage cell[19], [22]. The nodal capacitance for SRAMSs, how-
used for railroad applications in Europe [176]. It has recentf¥er, has been steadily shrinking [171]. To counteract increased
been experimentally demonstrated that significant neutron-f§Testrial SERs, manufacturers may find it necessary to explic-
duced latchup rates can occur in high-density SRAMs at groufiey @dd capacitance to high-density SRAMs [107], [171]. Lage
level [175]. has predicted that this will be necessary for the 4 Mb gener-
Revelations such as these have significant implications fafion of SRAMs and beyond [171]. Design-hardened circuits
manufacturers of commercial memory chips and computer sy8ay be useful for critical logic paths or circuitry, but because of
tems, because systems cannot realistically be shielded aga@i& Penalties will likely not be adopted on a large scale except
incident neutrons. Meeting specified failure rates is expectedd® @ 1ast resort. The use of error-correcting memory architec-
be a significant challenge for commercial semiconductor mafes is already becoming more common again and this trend
ufacturers. A typical specification is to maintain a FIT rate les4ill likely continue. Mitigating soft errors in high-speed digital
than 1000 [171]. A complicating factor is that since FIT rate@9ic circuits will be especially challenging. Fault-tolerant sys-
are often specifieier devicemeeting a constant FIT rate Spec:[ems are routinely used in aircraft mechanical systems and seem

ification actually requires reducing the error raier bitas the @natural choice for preventing neutron-induced SEU in avionics
number of bits per device is increased. [179]. SOl is a possible solution to the terrestrial SEU problem,

It has been suggested that because manufacturers of c8ffflough as noted previously SOl is not automatically upset im-
mercial microelectronics for terrestrial applications have had faune- In any event, the fact that commercial manufacturers will
deal with alpha-particle-induced upsets from packaging mafe studyllng'SEU should prove beneficial to the radiation effects
rials, commercial parts will by design remain hard to at lea§PMmunity inasmuch as it brings new resources to bear on the
the alpha-particle threshold [177]. Indeed, there is historical éoPlem.
idence supporting this view as data from more than ten years of
microprocessor evolution show a constant upset threshold jE)st
above the threshold for alpha particle upset [177]. However, itRarely is modern technology scaling manifest as simple
is also known that many manufacturers have specific soft-eriithography shrinks; concomitant changes in materials, designs,
driven design rules for placement of devices relative to on-chgmd circuit topologies accompany any movement from one
solder bumps and/or use hardened circuit designs for I1/O diechnology node to the next. Thus, future progress of integrated
cuitry that must be in the vicinity of such on-chip alpha sourcesrcuit technologies impacts SEE tolerance on a variety of
[178]. This clearly implies that many devices being manufatevels—potential new material particle emissions, reduced
tured are in fact already below the alpha-particle threshold fooise margins due to scaling, increased sensitivity due to
upset. new circuit topologies, increased operational speed, and the

Many of the techniques traditionally used in the radiation efacreased probability for errors due to ever-increasing density
fects community to SEU-harden devices are of such a nature tbhtinformation storage and processing. It is because of this
they are unlikely to be adopted by commercial manufacturertsicertainty that SE vulnerability has been, and continues to be,
They tend to consume more power, reduce manufacturabiligysignificant reliability concern across the industry.

Effects of Technology Node Advancement
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Fig. 14. Experimentally observed FIT rates for the DEC/Compag Alpha microprocessor exposed to alpha-particles as a function of technologymeigerati
as defined in the text [20].

One modern integrated circuit that has seen significant softFinally, the evolution of the Alpha processor to the EV68
error analysis and design throughout its developmental life is t(@18m, 1.6-V, 128-kB cache) shows a striking increase in
DEC Alpha microprocessor. The historical trend in alpha-paBEE vulnerability. This has been attributed to the introduction
ticle induced soft error rates of the Alpha microprocessor has rtflip-chip packaging due to the particulate emissions from the
been monotonic as the device has matured, both in design &t bump material.
fabrication technology, from one generation to the next. This ex-
ample illustrates the synergistic effects impacting single-event
vulnerability as a design surmounts several technology genera-
tions. Nondestructive SEE are caused by charge deposition by di-

As an example of this point, Fig. 14 shows the measured sofct ionization from heavy ions and indirect ionization from
error FIT rate for Alpha microprocessors as a function of tecprotons and neutrons. The deposited charge can be collected
nology node, starting with a 0.5m, 3.3-V technology (EV45) by drift and diffusion in semiconductor devices, causing cur-
with 32 kB of on-chip cache, and maturing to a 048, 1.6-V rent transients that can result in circuit malfunction. Funneling
technology with 128 kB of on-chip cache (EV68) [20]. can increase the charge collected due to drift processes and is

Before the implementation of ECC protection, the chip-levelspecially important for DRAMs and devices not fabricated on
SER had steadily increased from EV45 to EV5 (@155 3.3-V, epitaxial substrates. In SRAMs, voltage transients can cause up-
112-kB cache) to EV56 (0.3pm, 2.5-V, 120-kB cache) as sets by mimicking the write process. In complex and high-speed
would be expected with increased cache (a dominant contriircuits such as microprocessors, even a momentary glitch can
utor to SEE), reduced feature size, and reduced power supptppagate through an IC to cause upsets. Multiple-bit upsets
voltage. However, the increase in vulnerability between EMiccur when more than one bit in a digital circuit is upset by a
and EV56 (a technology shrink) is not as pronounced as woudihgle particle strike.
be expected based on simple scaling calculations. This is duditigation techniques for SEU include system-level methods
to the addition of a lid coating and a wirebond-attached chguch as error detection and correction, lockstep execution, and
capacitor (WACC) between the package and the surface of teedundant systems using voting. Circuit-level methods are also
chip, thus diminishing particle interactions from the packagirgffective, and several SEU-hardened latch designs have been
material. The bulk of the remaining SEEs in the EV56 desigroposed. These techniques have the advantage of allowing the
have been attributed to alpha-particle emissions from thee of commercial fabrication technologies but usually lead to
interconnect stack. greatly increased transistor counts and area penalties. Tradi-

Following the implementation of ECC in the EV6 (0.38a, tional radiation-hardened circuits use process techniques such
2.2-V, 128-kB cache), a dramatic reduction in SEE vulnerabiliggs lightly doped polysilicon feedback resistors to provide SEU
is seen, even though process scaling continues. This reductimmunity. While very effective, passive feedback elements re-
is enhanced by design modifications of the EV6, including thduce circuit performance and degrade IC manufacturability.
incorporation of new data-path latch designs that are static ratheSimulations of SEE have been crucial to developing an un-
than dynamic in operation [20]. derstanding of the mechanisms behind SEE and for suggesting

Scalingtothe EV67 (0.2%4m, 2.0-V, 128-kB cache) shows anmethods for hardening devices. As devices continue to evolve
increase invulnerability, clearly due to process scaling. Howevés, smaller dimensions, device-level modeling will encounter
as in previous cases, this increase is not as high as would berew challenges such as the ion strike affecting more than a
pected due to simple scaling rules. It has been determined thatdhegle transistor at a time. A greater level of usefulness can be
increase in sensitivity due to lowered power supply voltage anebched when simulation tools prove to be validated and pre-
nodal capacitances hasbeenmoderated by thereduced chargelaziive. At this level, simulations become essential during the
lection efficiency of the 0.25%+m technology [20]. design process for reducing the number of “fab-and-test” cycles

IX. SUMMARY
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that must be completed to develop radiation-hardened technolg-1]
gies.

Technology trends are unfortunately such that SEE are IikerlZ]
to become even more of a concern for the future. Decreasing
feature sizes, lower operating voltage, and higher speeds all con-
spire to increase susceptibility to SEU. Upset in avionics is a3
established concern. Upset at the ground level will continue to
be an increasing concern for manufacturers of microelectronighl
for terrestrial applications. The use of flip-chip packaging an
multiple levels of metals will further exacerbate the problem.
Typical methods of mitigation that either increase the transistof'®]
count or reduce IC performance will likely not be acceptable
to commercial manufacturers, and new methods will need to be
developed. SOI technology may help in this regard, but is not
a magic bullet to end all SEE concerns. Hopefully, the fact that
commercial manufacturers must deal with SEE concerns willl7]
provide a collateral benefit to the radiation effects community
as more resources are brought to bear on the problem. [18]
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