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Abstract 
 
The driving force for the semiconductor industry growth has been the elegant scaling nature of 
CMOS technology. In future CMOS technology generations, supply and threshold voltages will 
have to continually scale to sustain performance increase, limit energy consumption, control power 
dissipation, and maintain reliability. These continual scaling requirements on supply and threshold 
voltages pose several technology and circuit design challenges. One such challenge is the expected 
increase in threshold voltage variation due to worsening short channel effect. This thesis will 
address three specific circuit design challenges arising from increased threshold voltage variation 
and present prospective solutions. First, with supply voltage scaling, control of die-to-die threshold 
voltage variation becomes critical for maintaining high yield. An analytical model will be 
developed for existing circuit technique that adaptively biases the body terminal of MOSFET 
devices to control this threshold voltage variation. Based on this model, recommendations on how 
to effectively use the technique in future technologies will be presented. Second, with threshold 
voltage scaling, sub-threshold leakage power is expected to be a significant portion of total power 
in future CMOS systems. Therefore, it becomes imperative to accurately predict and minimize 
leakage power of such systems, especially with increasing within-die threshold voltage variation. 
A model that predicts system leakage based on first principles will be presented and a circuit 
technique to reduce system leakage without reducing system performance will be discussed. 
Finally, due to different processing steps and short channel effects, threshold voltage of devices of 
same or different polarities in the same neighborhood may not be matched. This will introduce 
mismatch in the device drive currents that will not be acceptable in some high performance 
circuits. In the last part of the thesis, voltage and current biasing schemes that minimize the impact 
of neighborhood threshold voltage mismatch will be introduced. 
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Chapter 1 

Introduction 
 

MOS transistor based integrated circuits have transformed the world we live in. It is estimated that 

there are more than 15 billion silicon semiconductor chips currently in use with an additional 

500,000 sold each day [1]. The ever shrinking size of the MOS transistors that result in faster, 

smaller, and cheaper systems have enabled ubiquitous use of these chips. Among these 

semiconductor chips, a prevalent component is the high-performance general-purpose 

microprocessor. Figure 1-1 illustrates the timeline on technology scaling and new high-

performance microprocessor architecture introductions in the past three decades [2]. This trend 

holds in general for other segments of the semiconductor industry as predicted by Moore’s law [3]. 

In 1965, Gordon Moore showed that for any MOS transistor technology there exists a minimum 

cost that maximizes the number of components per integrated circuits. He also showed as transistor 

dimensions are shrunk (or scaled) from one technology generation to the next, the minimal cost 

point allows significant increase of the number of components per integrated circuit as shown in 

Figure 1-2.  

 

 Historically, technology scaling resulted in scaling of vertical and lateral dimensions by 0.7X 

each generation resulting in delay of the logic gates to be scaled by 0.7X and the integration 

density of logic gates to be increased by 2X. From the timeline shown in Figure 1-1 it is clear that 

there were two distinct eras in technology scaling – constant voltage scaling and constant electric 

field scaling.  

 

 Constant voltage scaling era (First two decades): Technology scaling and new architectural 

introduction in this era happened every 3.6 years. Technology scaling should scale delay by 0.7X 

translating to 1.4X higher frequency. However, frequency scaled by 1.7X with the additional 
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increase primarily brought about by increase in the number of logic transistors. As it can be seen 

from Figure 1-1 the number of logic transistors increased by 3.3X in each of the new introductions. 

Technology scaling itself would have provided only 2X – the additional increase was enabled by 

increase in die area of about 1.5X every generation [4].  

Figure 1-1: Timeline on technology scaling and new microprocessor architecture introduction. 

Figure 1-2: Basic form of Moore’s law. 
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 Constant electric field scaling era (Past decade): Technology scaling and new architectural 

introduction in this era happened every 2 years along with voltage scaling of 0.7X. As always 

technology scaling should scale delay by 0.7X translating to 1.4X higher frequency, but frequency 

increased by 2X in each new introduction. The additional increase in frequency was primarily 

brought by decrease in logic depth through architectural and circuit design advancements. The 

number of logic transistors grew only by about 2.1X every generation, which could be achieved 

without significant increase in die area. Since switching power is proportional to Area x ε/distance 

x Vdd x Vdd x F, it increased by (1 x 1/0.7 x 0.7 x 0.7 x 2 =) 1.4X every generation. Although the 

die size growth is not required for logic transistor integration, it is important to note that the total 

die area did continue to grow at the rate of 1.5X per generation [4] due to increase amount of 

integrated memory. Relative die areas for the last nine microprocessor generations are shown in 

Figure 1-3.  

 

 

 

Figure 1-3: Relative die sizes of the last nine microprocessor generations. 

 

 In the past decade, technology and new architecture product cycles reduced from 3.6 years to 2 

years. From an operational perspective, this requires concurrent engineering in product design, 

process design, and manufacturing supply lines [5]. The past decade also required supply voltage 

scaling imposed by oxide reliability and the need to slow down the switching power growth rate. 

From the process design stand point supply voltage scaling requires threshold voltage scaling [6, 7] 

so that the technology scaling can continue to provide 1.4X frequency increase. To prolong the 

tremendous growth the industry has experienced in the past three decades threshold voltage scaling 

and concurrent engineering has to continue. These requirements pose several challenges in the 

coming years including increase in process variation, worsening interconnect RC delay, and 

increase in sub-threshold, gate, and tunneling leakage components [7, 8]. This thesis will focus on 

one of the challenges – the increasing importance of threshold voltage variation and how it impacts 

digital CMOS circuits used in microprocessors and other high-performance integrated circuits. 
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1.1 Thesis organization 

 In the subsequent chapters the effects of MOSFET threshold voltage variation on the leakage 

power, delay, and operation of high-performance digital CMOS circuits, and potential circuit 

solutions that alleviate these effects will be presented in the following order: 

• Chapter 2 provides a brief background on the reasons for the increasing importance of 

threshold voltage variation, existing solutions, and a detailed overview of the research 

concepts investigated in this thesis. 

• Chapter 3 focuses on different aspects of die-to-die threshold voltage variation and its 

impact on delay and power of the integrated circuit. Ineffectiveness of prior published 

circuit solution to minimize die-to-die threshold voltage variation as technology scales and 

the detrimental interaction this solution introduces between die-to-die and within-die 

threshold voltage variations are identified. An improved circuit solution that is void of 

these defects is described. 

• Chapter 4 introduces (i) the importance of taking into account the influence within-die 

threshold voltage variation will have on system’s leakage power especially as technology 

scales and (ii) a circuit technique to reduce system leakage power. 

• Chapter 5 describes circuit techniques to reduce the impact threshold voltage mismatch 

between MOS devices in the same neighborhood.  

• Summary of this work is described in Chapter 6. Suggestions for future work are also 

discussed in Chapter 6. 
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Chapter 2 

Background 
 

Conventionally, CMOS technology has been scaled to provide 30% smaller gate delay with 30% 

smaller dimensions, resulting in CMOS systems operating at about 40% higher frequency in half 

the area with reduced energy consumption. Scaled CMOS systems, such as new generation 

microprocessors, achieve at least an additional 60% frequency increase with augmented 

architecture and circuit techniques. This complexity increase results in higher energy consumption, 

peak power dissipation and power delivery requirements [4].  

 

 To limit the energy and power increase in future CMOS technology generations supply voltage 

will have to continually scale. The amount of energy reduction depends on the magnitude of supply 

voltage scaling [9]. Along with supply voltage scaling, MOSFET device threshold voltage will 

have to scale to sustain the traditional 30% gate delay reduction. This supply and threshold voltage 

scaling requirements pose several technology and circuit design challenges [4, 8, 10]. One such 

challenge is the expected increase in threshold voltage variation due to worsening short channel 

effects. This is explained in the following section.  

 

2.1 Technology scaling and threshold voltage variation 

 With technology scaling, the MOSFET’s channel length is reduced. As the channel length 

approaches the source-body and drain-body depletion widths, the charge in the channel due to these 

parasitic diodes become comparable to the depletion charge due to the MOSFET gate-body voltage 

[11], rendering the gate and body terminals to be less effective. As the band diagram illustrates in 

Figure 2-1, the finite depletion width of the parasitic diodes do not influence the energy barrier 

height to be overcome for inversion formation in a long channel device. However, as the channel 

length becomes shorter both channel length and drain voltage reduce this barrier height. This two-
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dimensional effect makes the barrier height to be modulated by channel length variation resulting 

in threshold voltage variation as shown in Figure 2-2. The amount of barrier height lowering, 

threshold voltage variation, and gate and body terminal’s channel control loss will directly depend 

on the charge contribution percentage of the parasitic diodes to the total channel charge. Figure 2-3 

shows measurements of 3σ threshold voltage variations for three device lengths in a 0.18-µm 

technology confirming this behavior. It is essential to mention that in sub-micron technologies 

variation in several physical and process parameters lead to variation in the electrical behavior of 

the MOS device. The discussions in this thesis will address variation in the electrical behavior 

manifested as threshold voltage variation because of parameter variation. In addition, the threshold 

voltage variations addressed here are due to short channel effect in scaled MOS devices and not on 

threshold voltage variation due to random dopant fluctuation effect. Random dopant fluctuation 

effect is expected to be one of the significant sources of threshold voltage variation in devices of 

small area [12].  

 
Figure 2-1: Barrier height lowering due to channel length reduction and drain voltage increase in an nMOS. 

 

Figure 2-2: Barrier lowering (BL) resulting in threshold voltage roll-off with channel length reduction. Drain 

induced barrier lowering (DIBL) reduces threshold voltage for short channel devices and increases threshold 

voltage roll-off. For short channel devices channel length variation (∆L) translates to threshold voltage 

variation (∆VT) 
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Figure 2-3: Dependence of threshold voltage variation on channel length and drain voltage; n is the number 

of MOS device samples measured.  

 

It was mentioned in Chapter 1 that in order to maintain the performance increase trend with 

technology scaling threshold voltage would have to be scaled along with supply voltage. However, 

reduction in threshold voltage increases the sub-threshold leakage current significantly. 

Relationship between threshold voltage and sub-threshold leakage is illustrated in Figure 2-4. 

Typically, reduction in threshold voltage of about 85 mV, as shown in Figure 2-4, will increase the 

sub-threshold leakage current by 10X.  

 

 

 
Figure 2-4: Relationship between threshold voltage (Vt) and sub-threshold leakage current (Ioff). 
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As indicated Chapter 1 switching power increases by 1.4X per generation. With scaling of 

threshold voltage sub-threshold leakage power will increase at a very rapid rate due to its strong 

dependence on the threshold voltage. Figure 2-5 illustrates the comparison between the increase in 

the switching power and sub-threshold leakage power with technology scaling. As it is evident 

from the figure sub-threshold leakage power will be comparable to the switching power in the 

immediate future. This ‘inefficient’ leakage power manifests itself as active leakage that influences 

the total power budget during operation and as standby leakage that influences the battery life of 

hand held systems. It therefore becomes important to not only reduce sub-threshold leakage power 

but also accurately estimate it. 

 

 

 

 
 

Figure 2-5: Trend in sub-threshold leakage and switching power with technology scaling. 
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 With supply and threshold voltage scaling, control of threshold voltage variation becomes 

essential for achieving high yields and limiting worst-case leakage [13]. Maintaining good device 

aspect ratio, by scaling gate oxide thickness is important for controlling threshold voltage 

tolerances [7]. With the silicon dioxide gate dielectric thickness approaching scaling limits due 

rapid increase in gate tunneling leakage current [14, 15] researchers have been exploring several 

alternatives, including the use of high permittivity gate dielectric, metal gate, novel device 

structures and circuit based techniques [16, 17, 18, 19, 20, 21]. The use of high permittivity gate 

dielectric will result in thicker and easier to fabricate dielectric for iso-gate oxide capacitance with 

potential for significant reduction in gate leakage. Identification of a proper high permittivity 

dielectric material that has good interface states with silicon along with limited gate leakage is in 

progress [16]. However, it has also been shown that use of high permittivity gate dielectric has 

limited return [17]. Use of metal gate prevents poly-depletion resulting in a thinner effective gate 

dielectric. However, identification of dual metal gates to replace the n+ and p+ doped polysilicon is 

essential to maintain threshold voltage scaling. In addition, novel device structures such as self-

aligned double gate planar MOSFETs provide better device aspect ratio [18]. Other than material 

and device based solutions, circuit design solutions such as threshold canceling logic [19] and 

adaptive body bias [20, 21] enable supply and threshold voltage scaling. Threshold canceling logic 

mimics threshold voltage scaling by defining the MOS off state with |Vgs| > 0, instead of |Vgs| = 0. 

Although threshold canceling logic enables threshold voltage scaling, it requires larger area due to 

increase in logic complexity and number of power grids. 

 

2.2 Threshold voltage variation categories 

 The three threshold voltage variation categories illustrated in Figure 2-6, which impact high-

performance circuit design, will be covered in the next three chapters. In Chapter 3 of this thesis an 

analytical model will be developed, to show that traditional adaptive reverse body bias circuit 

solution to reduce die-to-die threshold voltage variation is not scalable for future generations and 

this technique results in increased within-die threshold voltage variation [22]. Use of bi-directional 

adaptive forward and reverse body bias to limit threshold voltage variation is more promising [23]. 

Forward body bias can be used not only to reduce threshold voltage [24, 25], but also to reduce die-

to-die and within-die threshold voltage variations as will be shown in Chapter 3. Bias circuit 

impedance requirements for on-chip body bias are also discussed in Chapter 3. 
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 It is important to note that threshold voltage variation not only affects supply voltage scaling 

but also the accuracy of leakage power estimation. Accurate leakage power estimation is very 

critical for future CMOS systems since the leakage power is expected to be a significant portion of 

the total power due to threshold voltage scaling [4]. In Chapter 4, leakage power estimation that 

takes into account within-die threshold voltage variation will be presented. In a leakage dominant 

CMOS system, it also becomes inevitable to identify techniques to reduce this variation and 

leakage power. In Chapter 4 the use of stacked devices to reduce system leakage power without 

reducing system performance will be shown. An analytical model to predict the scaling nature of 

this stack effect and verification of the model through statistical device measurements will be 

presented. Measurements also show reduction in threshold voltage variation for stacked devices 

compared to non-stack devices. Comparison of stack effect to the use of high threshold voltage or 

longer channel length devices for leakage reduction will also be discussed [26].  

 

 Chapter 5 of this thesis will deal with the variation in the threshold voltage of matched devices 

that are in the same neighborhood. The devices that are in close proximity can be either of the same 

polarity or of different polarity. Matched devices of the same polarity are used as sense-amplifier 

input devices for low voltage swing sensing among other applications [27]. Any mismatch in 

threshold voltage of this input device pair will appear as input offset resulting in degraded 

performance. A simple voltage-biasing scheme that reduces the mismatch between matched 

transistor pair of same polarity will be discussed.  

 

Figure 2-6: Threshold voltage variation categories covered in the thesis. 
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 In addition, for some digital CMOS circuits a known PMOS to NMOS drive current ratio is 

required either to achieve a well-defined switching threshold or to achieve equal rising and falling 

delays. Since the processing steps such as threshold voltage implants for the PMOS and NMOS 

devices are not correlated there could be significant variation between the required and achieved 

threshold voltages for the two device types. The short channel effects further worsen this variation. 

The net variation will change the drive current ratio of PMOS to NMOS devices and can affect the 

operation of high performance circuits that depend on a pre-determined skew between the two 

device types. Ability to adjust the charging and discharging currents by sensing the skew difference 

can alleviate this problem. In Chapter 5 current biasing schemes that maintain the relationship 

between the charging and discharging currents, independent of the process skew is explained. The 

first current scheme that is the simplest, guarantees constant ratio between charging and 

discharging currents no matter the change in the relative skews of the PMOS and NMOS devices. 

Although this scheme maintains the relationship between charging and discharging delays, it 

doesn’t provide constant delay as the threshold voltages vary. A true process insensitive current 

generation theory and circuit will be described in Chapter 5 [28]. This can then be used as bias 

current for the charging PMOS and the discharging NMOS networks enabling a threshold voltage 

variation and skew variation insensitive circuit. Example circuits that benefit from these biasing 

schemes will be presented. Apart from the digital circuits, a true process insensitive current can be 

used for numerous biasing applications in analog circuits. 
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Chapter 3 

Die-to-die and Within-die Threshold 
Voltage Variations 
 

3.1 Adaptive body bias 

 Supply voltage (Vdd) and threshold voltage (Vt) scaling is the most effective approach to keep 

active power dissipation under control while maintaining performance improvement [9]. One of the 

limits to Vdd scaling is the expected increase in Vt variation [8, 13]. Increase in die-to-die Vt 

variation will result in slow dies that do not meet the frequency target and fast dies that exceed the 

allowed power limits due to excessive leakage. The resulting reduction in yield will lead to 

increases in manufacturing cost and time to market, neither of which is acceptable especially with 

the technology life cycle shrinking from 3.6 to 2 years (Figure 1-1). Adaptive body bias schemes 

have been proposed in the past to reduce this expected increase in die-to-die Vt variation [20, 21].  

Figure 3-1: Die-to-die threshold voltage distributions (a) Conventional approach without adaptive body bias 

(b) Adaptive body bias approach. 
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all the die samples do not match the target Vt. By using adaptive body bias, a sharper distribution in 

die-to-die Vt variation can be achieved, as shown in Figure 3-1(b). Adaptive body bias first requires 

modification of the process so that mean Vt of all the dies are lower than the target Vt, as depicted 

in Figure 3-1(b). This lowering of Vt for a given technology is accomplished by reducing the 

channel doping which increases the depletion width of the MOSFET parasitic junction diodes. It 

was shown in Section 2.1 that this would result in increased Vt variation due to worsened short 

channel effect (SCE)! Therefore, ∆Vt2 > ∆Vt1 in Figure 3-1. After this process modification, 

depending on the mean Vt of a die sample an adaptive amount of reverse body bias is applied to the 

entire die so that its mean Vt will be increased to match the target Vt, as illustrated in Figure 3-1(b).  

 

 Reverse body bias increases the depletion width of the MOSFET parasitic junction diodes [29]. 

It was shown in Section 2.1 that this would result in increased Vt variation due to worsened short 

channel effect (SCE)! The research objectives in Section 3.1 are (1) to study the effectiveness of 

adaptive body bias in controlling die-to-die Vt variation as technology is scaled and (2) to 

determine impact of adaptive body bias on within-die Vt variation. It will shown that as MOSFET 

technology is scaled, the body bias required for compensating die-to-die Vt variation increases, 

which in turn further increases SCE, and, because of this increase in SCE, within-die Vt variation 

becomes worse. It will also be shown that the die that requires larger body bias to match its mean 

Vt to the target Vt will end up with a higher within-die Vt variation. The resulting increase in 

within-die Vt variation due to adaptive body bias can impact clock skew, worst-case gate delay, 

worst-case device leakage current, total chip leakage power, and analog circuit performance. More 

importantly, increase in within-die Vt can also reduce the frequency of operation in high 

performance designs that have increasingly lesser logic stages between flip-flops [32, 34]. This will 

be elaborated in the second of this chapter. In the rest of this section, the effectiveness of adaptive 

body bias and within-die Vt variation due to adaptive body bias will be analytically quantified for 

three technology generations. To reiterate the point from Section 2.1, the focus of Vt variation in 

this thesis is due to worsening SCE with technology scaling and channel length variation. 

 

3.1.1 Adaptive body bias and short channel effect (SCE) 

 For adaptive body bias the Vt of the process technology has to be re-targeted to be lower as 

shown in Figure 3-1. In a given technology this is achieved by lower channel doping that will result 

in lower body effect to begin with. Since adaptive body bias depends on body effect to modulate Vt 
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with reverse body bias, lowering Vt will render adaptive body bias less effective. The body effect is 

further reduced in short channel devices because lower Vt with reduced channel doping will 

increase diode depletion charge and SCE. Figure 3-2 illustrates the reduction in body effect due to 

Vt lowering in a 0.25 µm technology. For an MOS device with Vt of 0.4 V, reverse body bias of 0.6 

V increased the Vt by 25%. Vt modulation for the same amount of reverse body bias reduces to less 

than 8% for an MOS device with Vt of 0.25 V. 

Figure 3-2: Reduction in Vt modulation with reverse body bias with reduction in Vt. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-3: Increase in Vt-roll-off with Vt reduction and reverse body bias increase. 
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reduction should be more for the lower-Vt device. In addition, reverse body bias will further 

increase the Vt-roll-off as shown in Figure 3-3. 

 It is known that increase in reverse body bias worsens MOSFET’s short channel effect. Figure 3-4 

shows sub-threshold characteristics of a 0.25 µm NMOS device. Using Drain Induced Barrier 

Lowering (DIBL) which is ∆Vt observed for a given ∆Vds, as another figure of merit to indicate 

short channel effect, we see that increasing reverse body bias (Vsb) from 0 V to 2 V increases ∆Vt 

and hence DIBL, by 88%. 

Figure 3-4: Increase in DIBL due to increase in reverse body bias. 

 

3.1.2 Scaling of required body bias and SCE increase 

 Increase in Vt-roll-off due to adaptive body bias will lead in increase in within-die Vt variation. 

To quantify the impact of adaptive body bias on within-die Vt variation, we first determine the bias 

required to reduce die-to-die Vt variation, for two scaling scenarios, starting from a 0.25 µm 

technology as shown in Table 1. Once we determine bias required to reduce die-to-die Vt variation, 

we then determine, the SCE increase indicated by Drain Induced Barrier Lowering (DIBL) and the 

resulting increase in within-die Vt variation. 

 

 In Table 3-1, Lg, Tox, Xj, Vdd, and Vt-linear are gate length, oxide thickness, junction depth, 
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Vdd scale by 30%. While Vt-linear scales by an aggressive 30% in the first scenario, it scales by a 

less aggressive 20% in the second. Equation (1) gives threshold voltage for a short channel NMOS 

by including body effect reduction factor, λb, from [30] and DIBL, λd [31]. Using (1) with Vsb = 0 

and Vds → 0, we can determine the channel doping N, for a given Vt-linear. The calculated values 

of N for the target devices are also listed in Table 3-1. 

Table 3-1: Technology parameters under two scaling scenarios. 

 

 With channel doping known, we can determine DIBL, λd, using equation (2), which has been 

verified for accuracy down to Lg = 0.1 µm [31].  It is important to note that equation (2) is 

empirical and therefore its form cannot be explained using physical reasoning. With λd and Vt-

linear known, we can now estimate Vt-target, the saturation threshold voltage for the target device.  

30% Vt scaling
Lg Elec. Xj Vdd Vt-linear N

(um) Tox(A) (um) (V) Reqd (V) (cm-3)
0.25 50 0.050 2.5 400e-3 5.99E+17
0.18 35 0.035 1.8 280e-3 7.37E+17
0.13 25 0.025 1.2 196e-3 9.26E+17

20% Vt scaling
Lg Elec. Xj Vdd Vt-linear N

(um) Tox(A) (um) (V) Reqd (V) (cm-3)
0.25 50 0.050 2.5 400e-3 5.99E+17
0.18 35 0.035 1.8 320e-3 8.52E+17
0.13 25 0.025 1.2 256e-3 1.21E+18
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Figure 3-5: (a) Adaptive body bias reduces the die-to-die Vt variation. (b) Within-die Vt variation increases 

for die samples that require body bias to match their mean Vt to the target Vt. Vt-target is the target saturation 

threshold voltage for a given technology. Vt-low and Vt-nom are the minimum and mean threshold voltages 

of the die-to-die distribution. 
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 Let us now define Vt-nom and Vt-low to be the mean saturation threshold voltages of two 

different die samples as shown in Figure 3-5(b). Vt-nom is also the mean saturation threshold 

voltage of the die-to-die distribution as shown in Figure 3-5(a), and is due to 2.5% reduction in Lg, 

Tox, and N, and 2.5% increase in Xj, from the target device. Similarly, Vt-min is the minimum 

saturation threshold voltage of the die-to-die distribution, and is due to 5% change in Lg, Tox, N, 

and Xj from the target device.  The values of Vt-target, Vt-nom, and Vt-min, before adaptive body 

bias are illustrated in Figure 3-6. Using equation (1) we can determine the body bias required to 

increase the saturation threshold voltage of the Vt-nom and Vt-min devices to Vt-target. The 

resulting saturation threshold voltages after adaptive body bias are depicted in Figure 3-7. The 

required bias values to match the saturation threshold voltages under the two scaling scenarios are 

given in Table 3-2 within parenthesis. 

Figure 3-6: Trend in mean saturation threshold voltage of different die samples before adaptive body bias 

under (a) 30% Vt scaling and (b) 20% Vt scaling scenarios. 

Figure 3-7: Matching of mean saturation threshold voltages of different die samples with adaptive body bias 

under (a) 30% Vt scaling and (b) 20% Vt scaling scenarios. 
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 Comparing Figure 3-6 and Figure 3-7, it is clear that adaptive body bias will reduce die-to-die 

Vt variation. It is also clear from Table 3-2 that the bias required to match die-to-die Vt variation 

increases with scaling. Note from Figure 3-7 (a) that under 30% Vt scaling, adaptive body bias was 

unable to increase Vt-low (103 mV) to Vt-target (156 mV) for 0.13 µm technology due to body 

effect reduction with bias [30]. For body bias above 1.34 V the saturation threshold voltage of this 

device saturates at 134 mV. 

 

 DIBL increase and body effect factor reduction for the different devices with and without body 

bias can be estimated using equation (2), and the values are listed in Table 3-2. As expected, SCE 

(DIBL increase and body effect reduction) becomes worse with scaling and degrades further with 

body bias. In addition, the increase in SCE due to adaptive body bias escalates with technology 

scaling, since the amount of bias required for reducing die-to-die Vt variation increases. 

Table 3-2: With adaptive body bias short channel effect of devices increase, indicated by DIBL (λd in mV/V) 

increase and body effect reduction factor (λb) decrease. This SCE increase is worse for Vt-low devices, 

compared to Vt-nom devices, as they require larger body bias to match Vt-target. The required bias values (in 

V) are indicated within parentheses. 

 

3.1.3 Impact on within-die threshold voltage variation 

 If for a given technology within-die Vt variation is primarily due to variation in critical 

dimension, equation (3) shows that within-die Vt variation of a device depends on its DIBL (λd) and 

body effect reduction factor (λd). Hence, the increase in DIBL and decrease in body effect with 

30% Vt scaling
Lg Ob, Od for Ob, Od for Ob, Od for Ob, Od for Ob, Od for

(um) Vt-target Vt-nom Vtnom with (bias) Vt-low Vtlow with (bias)
0.25 0.78, 15 0.76, 17 0.74, 18 (0.24) 0.74, 20 0.68, 25 (0.66)
0.18 0.74, 21 0.72, 24 0.69, 27 (0.31) 0.70, 29 0.59, 40 (1.13)
0.13 0.70, 32 0.68, 38 0.62, 44 (0.49) 0.65, 44 0.52, 64 (1.34)

20% Vt scaling
Lg Ob, Od for Ob, Od for Ob, Od for Ob, Od for Ob, Od for

(um) Vt-target Vt-nom Vtnom with (bias) Vt-low Vtlow with (bias)
0.25 0.78, 15 0.76, 17 0.74, 18 (0.24) 0.74, 20 0.68, 25 (0.66)
0.18 0.75, 19 0.73, 23 0.71, 25 (0.28) 0.71, 27 0.63, 34 (0.84)
0.13 0.73, 28 0.71, 33 0.67, 36 (0.34) 0.68, 39 0.57, 53 (1.26)
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adaptive bias will be translated to increase in within-die Vt variation. In other words, the within-die 

Vt variation of a die sample whose mean saturation threshold voltage was made to align with Vt-

target using body bias, will be worse than that of the die sample whose mean saturation voltage 

was Vt-target to begin with.  

 

 For example, for the 0.25 µm technology with 5% (12.5 nm) variation in within-die Lg, the die 

sample whose mean saturation threshold voltage was Vt-target to begin with, is estimated to have a 

within-die Vt variation of 8.2 mV. On the other hand, after adaptive body bias, the within-die Vt 

variation for the die sample with Vt-low (Vt-nom) as the mean threshold voltage is estimated to be 

15.7 mV (11 mV). So, the saturation threshold voltage ranges for the Vt-target, Vt-nom, and Vt-low 

die samples will be 363 mV ± 8.2 mV, 363 mV ± 11 mV, and 363 mV ± 15.7 mV respectively. 

 

 If we assume that within-die variation in critical dimension is 5% of target Lg then the 

percentage variation in Vt can be calculated using equation (3) and is illustrated in Figure 3-8. 

Clearly, with scaling within-die Vt variation due to adaptive body bias increases and is more 

pronounced for aggressive Vt scaling. This increase in within-die Vt variation can impact clock 

skew, worst-case gate delay, worst-case device leakage current, total chip leakage power, and 

analog circuit performance. 

Figure 3-8: Increase in within-die threshold voltage variation due to increase in short channel effect with 

adaptive body bias under (a) 30% Vt scaling and (b) 20% Vt scaling. We assume that the dominant reason for 

within-die Vt variation is critical dimension variation. The results shown here assume within-die variation in 

Lg of 5%. 
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3.1.4 Summary 

 We showed that although adaptive body bias reduces die-to-die Vt variation it increases within-

die Vt variation, due to increase in short channel effect. Moreover, we quantified this increase 

under two Vt scaling scenarios. The analysis showed that the increase in within-die Vt variation due 

to adaptive bias worsens with scaling and is more pronounced for aggressive Vt scaling. 

Consequently, to make effective use of the traditional adaptive body bias scheme one should 

consider (a) the maximum acceptable within-die Vt variation increase that can be tolerated for a 

given design and (b) the use of multiple adaptive bias generators within-die on a triple well 

process. Even if these techniques are employed to minimize impact of adaptive body bias on with-

die Vt variation, adaptive body bias is still destined to become less effective with scaling due to 

increased SCE and weakening body effect. In addition, circuits that cannot tolerate increase in 

short channel effect due to reverse body bias should be isolated not to receive body bias. This will 

require triple-well process if adaptive body bias needs to applied for both PMOS and NMOS 

devices.  

 In the next section, a scheme called bi-directional adaptive body bias is introduced. This 

scheme does not require process modification for Vt re-targeting, minimizes die-to-die Vt variation 

without impacting Vt within-die variation, and more importantly, its effectiveness scales better with 

technology compared to the traditional adaptive body bias. The bi-directional adaptive body bias 

scheme discussed in the next section is designed to minimize the variation in microprocessor 

operating frequency due to within-die and die-to-die Vt variations. The testchip was designed in 

collaboration with James Kao (MIT Ph.D. 2001). My contributions were to (i) study the impact that 

within-die variation plays on the microprocessor frequency distribution and (ii) determine the 

proper bias circuit impedance required to ensure minimal impact of noise on the stability of the 

bias value. The details of the testchip and measurement results are discussed in Section 3.2 and the 

bias circuit impedance requirement and measurement results are discussed in Section 3.3. 

3.2 Bi-directional adaptive body bias 

 Both die-to-die and within-die Vt variations, which are becoming worse with technology 

scaling, impact clock frequency and leakage power distributions of microprocessors in volume 

manufacturing [32]. In particular, they limit the percentage of processors that satisfy both minimum 

frequency requirement and maximum active switching and leakage power constraints. Their 
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impacts are more pronounced at the low supply voltages used in processors for mobile systems 

where the active power budget is limited by constraints imposed by heat removal, power delivery 

and battery life considerations. 

 

 In bi-directional adaptive body bias the mean Vt of all die samples are matched to the target Vt 

by applying both forward and reverse body bias. Forward body bias is applied to die samples that 

are slower than the target and reverse body bias is applied to die samples that are faster than the 

target, as shown in Figure 3-9. It is important to note that while forward bias reduces Vt it also 

increases the junction current. Hence, there is a maximum forward bias beyond which the junction 

current increase will inhibit proper operation of CMOS circuits. It has been determined that at a 

temperature of 110ºC the maximum amount of forward bias that can be applied is 450 mV. This 

increases to 750 mV at an operating temperature of 30ºC [33]. Since both Vt reduction and increase 

are possible, process re-targeting to reduce Vt is not required. By avoiding process re-targeting 

increase in within-die Vt variation due increase in SCE for lower Vt transistors is prevented. In 

addition, the die samples that forward body bias since it reduces the diode depletion improves SCE 

and hence reduces within-die Vt variation and maximum reverse body bias required under bi-

directional adaptive body bias clearly would be smaller. So, this scheme will always scale better 

than the traditional adaptive body bias. This technique was first reported in [23] as a follow-up to 

[21] and [22]. In rest of this section, improvements over [23] will be presented. 

Figure 3-9: Die-to-die threshold voltage distributions (a) Conventional approach without adaptive body bias 

(b) traditional adaptive body bias approach – die sample that requires maximum reverse body bias is 2∆Vt2 

away from Vt-target (c) bi-directional adaptive body bias approach – die sample that requires maximum 

reverse body bias is ∆Vt1 away from Vt-target. Note: ∆Vt2 > ∆Vt1 since SCE of devices with lower Vt will 

be more.  
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 A testchip (Figure 3-10) has been implemented in a 150 nm CMOS technology to evaluate 

effectiveness of the bi-directional adaptive body bias technique for minimizing impacts of both die-

to-die and within-die Vt variations on processor frequency and active leakage power [34]. The 

testchip contains 21 “sub-sites” distributed over a 4.5 x 6.7 mm2 area in two orthogonal 

orientations. Each sub-site has (i) a circuit block (CUT) containing key circuit elements of a 

microprocessor critical path, (ii) a replica of the critical path whose delay is compared against an 

externally applied target clock frequency (φ) by a phase detector, (iii) a counter which updates a 5-

bit digital code based on the phase detector output, and (iv) a “resistor-ladder D/A converter + op-

amp driver” which, based on the digital code, provides one of 32 different body bias values to 

PMOS transistors in both the CUT and the critical path delay element. The circuit block diagram of 

each sub-site is shown in Figure 3-11. N-well resistors are used for the D/A converter 

implementation. For a specific externally applied NMOS body bias, this on-chip circuitry 

automatically generates the PMOS body bias that minimizes leakage power of the CUT while 

meeting a target clock frequency, as demonstrated by measurements in. Different ranges of 

unidirectional – forward (FBB) or reverse (RBB) – or bi-directional body bias values (Figure 3-12) 

can be selected by using appropriate values of VREF and VCCA, and by setting a counter control bit. 

Adaptive body biasing can also be accomplished by using the phase detector output (PD) to 

continually adjust off-chip bias generators through software control, instead of using the on-chip 

circuitry, until the frequency target is met. 

 

 

Figure 3-10: Chip micrograph of a sub-site. 
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Figure 3-11: Circuit block diagram of each sub-site. 

 Clock frequency, switching power and active leakage power of the 21 CUT’s per die are 

measured independently at 0.9V VCC and 110C, for 62 dies on a wafer. Die clock frequency is the 

minimum of the CUT frequencies, and active leakage power is sum of the CUT leakages. When no 

body bias (NBB) is used, 50% of the dies meet both the minimum frequency requirement and the 

maximum active leakage constraint set by a total power density limit of 20 W/cm2 (Figure 3-13). 

Using 0.2V forward body bias (FBB) allows all of the dies to meet the minimum frequency 

requirement, but most of them fail to satisfy the leakage constraint. As a result, only 20% of the 

dies are acceptable even though variations are reduced slightly by FBB due to improved short-

channel effects [23]. 

 

Figure 3-12: Demonstration of frequency adapting to meet target and list of possible on-chip bias modes. 
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Figure 3-13: Die-to-die variation in frequency and leakage for no body bias (NBB), 0.2 V static forward 

body bias (FBB), and adaptive body bias applied to compensate die-to-die variation (ABB). 

 

 Bi-directional ABB is used for both NMOS and PMOS devices to increase the percentage of 

dies that meet both frequency requirement and leakage constraint. For each die, we use a single 

combination of NMOS and PMOS body bias values that maximize clock frequency without 

violating the active leakage power limit. As a result, die-to-die frequency variations (σ/µ) reduce 

by an order of magnitude, and 100% of the dies become acceptable (Figure 3-13). In addition, 30% 

of the dies are now in the highest frequency bin allowed by the power density limit when leakage is 

negligible. 

 

Figure 3-14: Frequency vs. number of critical paths that determine the frequency. 
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 In a simpler ABB scheme, within-die variations can be neglected [23] and the required body 

bias for a die can be determined from measurements on a single CUT per die. However, testchip 

measurements in Figure 3-14 show that as the number of critical paths (NCP) on a die increases, 

WID delay variations among critical paths cause both µ and σ of the die frequency distribution to 

become smaller. This is consistent with statistical simulation results [32] indicating that the impact 

of WID parameter variations on die frequency distribution is significant. As NCP exceeds 14, there 

is no change in the frequency distribution with NCP. Therefore, using measurements of 21 critical 

paths on the testchip to determine die frequency is sufficiently accurate for obtaining frequency 

distributions of microprocessors, which contain 100’s of critical paths. Previous measurements [23] 

on 49-stage ring oscillators showed that σ of the WID frequency distribution is 4X smaller than σ 

of the device saturation current (ION) distribution. However, measurements on the testchip 

containing 16-stage critical paths (Figure 3-15) show that σ’s of WID critical path delay 

distributions and NMOS/PMOS ION distributions are comparable. Since typical microprocessor 

critical paths contain 10-15 stages, and this number is reducing by 25% per generation [4], impact 

of within-die variations on frequency is becoming more pronounced.   This is further evidenced by 

the fact that the number of acceptable dies reduces from 100% to 50% in the simpler ABB scheme 

which neglects within-die variations, although die count in the highest frequency bin increases 

from 0% to 11% when compared with NBB. 

Figure 3-15: Comparison of variations in within-die device current and frequency. 
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used for different circuit blocks on the die. A triple-well process is needed for NMOS 

implementation. For each CUT, the NMOS body bias is varied over a wide range using an off-chip 

bias generator.  For each NMOS bias, the on-chip circuitry determines the PMOS bias that 

minimizes leakage power of the CUT while meeting a particular target frequency. The optimal 

NMOS/PMOS bias for the CUT at a specific clock frequency is then selected from these different 

bias combinations as the one that minimizes CUT leakage. This produces a distribution of optimal 

NMOS/PMOS body bias combinations for the CUT’s on a die at a specific clock frequency. If the 

die leakage power exceeds the limit at that frequency, the target frequency is reduced and the 

process is repeated until we find the maximum frequency where the leakage constraint is also met. 

 

 WID-ABB reduces σ of the die frequency distribution by 50%, compared to ABB (Figure 

3-16). In addition, virtually 100% of the dies are accepted in the highest possible frequency bin, 

compared to 30% for ABB. Distribution of optimal NMOS/PMOS body bias combinations (Fig. 6) 

for a sample die in the WID-ABB scheme reveals that while RBB is needed for both PMOS and 

NMOS devices, FBB is used mainly for the PMOS devices. In addition, body bias values in the 

range of 0.5V RBB to 0.5V FBB are adequate. Finally, measurements (Figure 3-17) show that 

ABB and WID-ABB schemes need at least 300mV and 100mV body bias resolutions, respectively, 

to be effective. The 32mV bias resolution provided by the on-chip circuitry in the testchip is, 

therefore, sufficient for both ABB and WID-ABB.  

Figure 3-16: Die-to-die variation in frequency and leakage for adaptive body bias applied to (i) compensate 

die-to-die variation (ABB) and (ii) compensate within-die variation (WID-ABB). 
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Figure 3-17: Histogram of bias voltages within a die sample and effect of bias resolution on 

frequency distribution. 

 

3.3 Body bias circuit impedance requirement 

 Since adaptive body bias circuit technique require on-chip biasing, it is important to determine 

impedance requirement for the on-chip bias voltage generator circuit. In this section a method to 

determine proper bias circuit impedance and sample bias circuits are described. To verify the 

design of the bias circuit a 6.6 million transistors communications router chip [3536, 37], with on-

chip circuitry to provide forward body bias (FBB) [38] during active operation and zero body bias 

(ZBB) during standby mode, has been implemented in a 150nm CMOS technology (Figure 3-18). 

FBB is applied during active mode and it is withdrawn during standby mode to reduce leakage 

power. Power and performance of the chip are compared with the original design that has no body 

bias (NBB). The FBB and NBB router chips reside adjacent to each other on the same reticle to 

allow accurate comparisons by measurement. If the on-chip bias circuit has proper impedance then 

(i) FBB chip in FBB mode should increase the frequency of operation at a given supply voltage 

(Vcc) (ii) FBB chip in ZBB mode should have lower standby leakage and (iii) FBB chip with ZBB 

should have the same frequency of operation as that of the NBB chip on the same reticle.  
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Figure 3-18: Communications router chip architecture with PMOS body bias. 

 

 In the FBB testchip, body bias is used for the PMOS devices in the digital core of the chip. 

Total biased PMOS transistor width is 2.2 meters. Body bias generator circuits and bias distribution 

across the chip have been optimized to minimize area overhead, and to provide a constant 450mV 

FBB with sufficient robustness against various noises, as well as variations in process, Vcc and 

temperature (PVT). 

Figure 3-19: Measurement of body and Vcc current 

 

 Testchip measurements (Figure 3-19) show that current in the body grid is at least two orders 

of magnitude smaller than the Vcc current across a range of operating frequencies. Therefore, 
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overhead of body bias routing is minimal compared to the Vcc grid. Distributed bias generator 

architecture has been implemented to minimize variation of the body-to-source voltage (Vbs) due 

to global coupling and Vcc noises (Figure 3-20). A central bias generator (CBG) uses a scaled 

bandgap circuit [39] to generate a PVT-insensitive 450mV voltage with reference to Vcca. This 

reference voltage is routed to 24 local bias generators (LBG), distributed around the digital core of 

the chip. Global routing of this 450mV differential reference voltage uses Vcca tracks on both sides 

for proper shielding and adequate common-mode noise rejection. Each LBG has a reference 

translation circuit that converts the Vcca-450mV reference voltage to a voltage 450mV below the 

local Vcc. This voltage is driven by a buffer stage and routed locally to the PMOS devices in the 

core to provide 450mV FBB during active operation. Local body bias routing tracks are placed 

adjacent to the local Vcc tracks to improve common-mode noise rejection, and thus reduce noise-

induced variations in the target 450mV Vbs in the biased PMOS devices. The voltage buffer and 

the local decoupling capacitor at the buffer output have been designed to minimize Vbs variations 

induced by local coupling and Vcc noises, with a small area and power overhead. Full-chip area 

overhead of the biasing circuitry is 2% and power overhead is 1%. 

 

Figure 3-20: Overview of body bias generation and distribution. 
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 Three different sources of noise can induce variations in the target Vbs value. First, coupling to 

the body node from logic circuit output transitions can change Vbs of a victim transistor during 

switching. This noise is transmitted to the victim through the bias grid and the n-well. Circuit 

simulations in a 150nm technology, with a two-dimensional distributed RC model for the n-well, 

show that the width of this noise pulse is several hundred pico-seconds for 1.5-2KΩ/sq n-well sheet 

resistance. Therefore, this noise impacts switching delay of the victim circuit. However, since 

different circuits switch in opposite directions at the same time in a large logic design, a small 

fraction (<10%) of the total transistor width accounts for the simultaneous unidirectional switching 

that couples noise to the body. Second, Vcc noise common to both the Vbs generator and a biased 

logic circuit can causes Vbs to vary (common Vcc noise). Finally, any difference in Vcc values of 

the Vbs generator and the biased logic circuit induces variation in Vbs (differential Vcc noise). 

 

Figure 3-21: Buffer impedance requirements and body bias noise comparisons with NBB. 
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 The voltage buffer and the decoupling capacitor in the LBG have been designed to provide 

worst-case output impedance (Zs) of 100KΩ per µm of effective (simultaneous unidirectional 

switching) biased PMOS width. Simulations (Figure 3-21) for this design show that the total Vbs 

variation induced by all three noises increases by 4% from the NBB design, where the body is tied 

locally to Vcc. The resulting impact on circuit delay is 1%. Vbs variations due to coupling and 10% 

common Vcc noise increase by 10-20mV, whereas that due to 10% differential Vcc noise reduces 

by 17mV. Since n-well sheet resistance is relatively high in logic technologies, and since the 

maximum distance allowed between n-well taps are several tens of microns, significant deviations 

are observed (by simulations) in the zero bias value for NBB designs.  

 

Figure 3-22: LBG buffer implementations and comparisons. 

 

 Figure 3-22 shows implementations of two different LBG buffers – the “SF+SF” on a 5GHz 

32-bit integer execution core chip [40] in a 130nm dual-Vt CMOS technology, and the “OTA+SF” 

on this chip. In the SF+SF implementation, the overall impedance is determined by the output 

impedance ZSF2  (~1/gm) of the second stage, while the first stage is designed to meet bandwidth 

requirements. FBB, already available in the LBG, is used for the PMOS devices in the output SF 

stage to improve gm by 30%, thus reducing Zs for the same area. The OTA+SF implementation 

uses a high-gain OTA and an output SF stage. The overall impedance is determined by the output 

impedance (ZSF) of the SF stage and the voltage gain (A) of the OTA. The design is optimized to 
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obtain impedance less than the target value up to 10GHz frequency, while minimizing area. In this 

optimization, the gain and corresponding bandwidth of the OTA are traded-off against the amount 

of decoupling capacitance needed at the buffer output. Comparisons of the two implementations 

(Figure 3-22) show that full-chip area overheads are about the same for both. OTA+SF consumes 

double the area and power, while providing better accuracy in input voltage tracking. The OTA+SF 

design was used in the communications router chip as well as the adaptive body bias chip described 

in Section 3.2. 

Figure 3-23: Frequency vs. Vcc of FBB and NBB chips. 

 

 Maximum frequency (Fmax) of the NBB and FBB router chips are compared from 0.9V to 

1.8V Vcc at 60C (Figure 3-23). Fmax values are measured by sending data in through the F-link 

input port and verifying data at the F-link output port after the data has passed through the import, 

crossbar and export units. The FBB chip with forward body bias achieves 1GHz operation at 1.1V, 

compared to 1.25V required for the NBB chip and FBB chip with ZBB. As a result, switching 

power is 23% smaller at 1GHz. The frequency of the FBB chip is 33% higher than the NBB chip at 

1.1V. The frequency improvement is more pronounced as Vcc is further reduced. Also, there is no 

observable performance impact of potentially larger Vcc noise in the FBB design due to the 

absence of n-well to substrate junction capacitance for local Vcc decoupling. Chip leakage currents 

are measured for 74 dies on a wafer with FBB and ZBB. Leakage current during active mode is set 

250

500

750

1000

1250

1500

1750

2000

0.9 1.1 1.3 1.5 1.7
Vcc (V)

F
m

ax
 (

M
H

z)

Body bias chip
with 450 mV FBB

NBB chip
& body bias
chip with
ZBBTj ~ 60°C



 

      56

by FBB, which is withdrawn in standby mode to reduce leakage. Histogram (Figure 16.4.6) of 

active-to-standby leakage ratio – I(FBB)/I(ZBB) – shows 2X to 8X leakage reduction, with an 

average reduction of 3.5X. Clearly, this leakage reduction capability will not available in the NBB 

chip, if the performance is improved by lowering Vt in the process technology. The die micrograph 

and chip characteristics are shown in Figure 3-25. 

Figure 3-24: Leakage reduction from active to standby mode in FBB chips. 

 

Figure 3-25: Micrograph of communications router chip with PMOS body bias and of chip characteristics. 

 

 It was shown that (i) the FBB chip in FBB mode operates at 23% higher frequency at 1.1 V, 

(ii) the FBB chip in ZBB mode on an average has 3.5X lower standby leakage and (iii) the FBB 

chip with ZBB has virtually the same frequency of operation as that of the NBB chip at any given 

Vcc. This proves that the method of targeting the bias circuit impedance to be 100KΩ per µm of 

effective (simultaneous unidirectional switching) biased MOS width is a successful rule-of-thumb. 
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Chapter 4 

Within-die Threshold Voltage Variation 
and Leakage Power 
 

4.1 Estimation of chip leakage current 

It has been established that to limit the energy and power increase in future CMOS technology 

generations, the supply voltage (Vdd) will have to continually scale. The amount of energy 

reduction depends on the magnitude of Vdd scaling. Along with Vdd scaling, the threshold voltage 

(Vt) of MOS devices will have to scale to sustain the traditional 30% gate delay reduction. These 

Vdd and Vt scaling requirements pose several technology and circuit design challenges. One such 

challenge is the rapid increase in sub-threshold leakage power due to Vt scaling. Should the present 

scaling trend continue it is expected that the sub-threshold leakage power will become as much as 

50% of the total power in the 0.09 µm generation as shown in Figure 2-5. Under this scenario, it is 

important to be able to predict sub-threshold leakage power more accurately. Present leakage 

current estimation techniques do not take into account the variation in within-die threshold voltage. 

It will be shown that this assumption leads to significant inaccuracies. A mathematical model for 

chip leakage current that considers within-die threshold voltage variation will be derived. 

Microprocessor measurements that verify the improvement in leakage estimation with the new 

model are also presented. In rest of the chapter, the term leakage refers to sub-threshold leakage. 

 

4.1.1 Present leakage current estimation techniques 

 Due to the wide variation expected threshold voltage of MOS devices from die-to-die and 

within-die during the life time of a process, present leakage current estimation techniques provide 

lower and upper bounds on the leakage current. The upper and lower bounds are at least an order of 
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magnitude apart and leakage power of most chips lies between the two bounds as shown in [41]. In 

older technology generations, basing system design on the two leakage current bounds was 

acceptable since leakage power was a negligible component of the total power. In most systems, 

the worst case bound is assumed for the design. In future technology generations where as much as 

half of the system power during active mode can be due to leakage, depending the worse case 

bound will lead to extremely pessimistic and expensive design solutions. One cannot base the 

system design on the lower bound since it will lead to overly optimistic and unreliable design 

solutions. Therefore, it will be crucial to estimate leakage current as accurately as possible. The 

upper and lower bound estimate equations and measurements are provided in the next part of this 

section. The lower bound leakage current estimation of a chip is given as follows, 
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where, wp and wn are the total PMOS and NMOS device widths in the chip; mp and mn are factors 

that determine percentage of PMOS and NMOS device widths that are in off state; Io
p and Io

n are 

the expected mean leakage currents per unit width of PMOS and NMOS devices in a particular 

chip. The mean leakage current is obtained for devices with mean threshold voltage or channel 

length. The upper bound leakage current estimation of a chip is related to the device leakage as 

follows, 
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where, I3σ
off-p and I3σ

off-n are the worst-case leakage current per unit width of PMOS and NMOS 

devices. The worst-case leakage current is obtained for devices with threshold voltage or channel 

length 3σ lower than the mean leakage currents per unit width of PMOS and NMOS devices in a 

particular chip.  

 

4.1.2 Leakage current estimation including within-die variation 

 To include the impact of within-die threshold voltage or channel length variation it is necessary 

to consider the entire range of leakage currents, not just the mean leakage or the worst-case 

leakage. Let us assume that the within-die threshold voltage or channel length variation follows a 

normal distribution with respect to transistor width, with µ being the mean and σ being the sigma 

of the distribution. Let Io be the leakage of the device with the mean threshold voltage or channel 
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length. Then by performing the weighted sum of devices of different leakage, we can estimate the 

total leakage of the chip. This is achieved by integrating the threshold voltage or channel length 

distribution multiplied by the leakage, as shown below.  

dxee
2

1

k

wI
I a

)x(
maxx

minx

22

2)x(
o

leak

−−−

∫=
µ

σ

µ

πσ
 

In the above equation, the first exponent estimates the fraction of the total width for the device 

leakage estimated by the second exponent. If the distribution considered within-die is threshold 

voltage variation then x in the above equation represents threshold voltage and a will be equal to 

nφt. If the distribution considered is channel length then x in the above equation will represent 

channel length and a will be equal to λ. λ can be estimated for a technology by measuring the 

relationship between channel length and device leakage. In the rest of this section, we will assume 

that the distribution of interest is the channel length, since this parameter is used to characterize a 

technology. The derivation of the chip leakage is then given as follows, 
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The integral can be rewritten as, 

 

Since, 

Using the above result we can now estimate the leakage of a chip that has both PMOS and NMOS 

devices including within-die variation as follows,  

where, wp and wn are the total PMOS and NMOS device widths in the chip; mp and mn are factors 

that determine percentage of PMOS and NMOS device widths that are in off state; Io
p and Io

n are 

the expected mean leakage currents per unit width of PMOS and NMOS devices in a particular 

chip; σp and σn are the standard deviation of channel length variation within a particular chip; λp 

and λn are constants that relate channel length of PMOS and NMOS devices to their corresponding 

sub-threshold leakages. It is also worth pointing out that from the formula for Ileak, if Ileak can be 

measured for a chip, a macroscopic standard deviation (σ) representing parameter variation in that 

chip can be determined as, 
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4.1.3 Measurement results 

 Leakage power measurements on several samples of a 0.18-µm 32-bit microprocessor were 

carried out. The current and effective channel length measurements on test devices that accompany 

each microprocessor were measured to determine Io
p, I

o
n, λp, and λn. σp and σn were assumed as a 

constant percentage of the measured channel length in the test device of each sample. Using these 

individual device measurements, with wp and wn obtained from the design the leakage power was 

calculated using the Ileak-l, Ileak-u, and Ileak-w formulae. In addition, we assumed that on an average 

half of the devices will be in off state, that is, mp = mn = 2. The three calculated leakages are then 

compared with the measured leakage.  

Figure 4-1: Comparison of calculated leakage versus measured leakage for (a) existing leakage current 

estimation techniques and (b) leakage current estimation technique introduced in this thesis. 

Figure 4-2: Ratio of measured to calculated leakage current ratio distribution for Ileak-u, Ileak-l, and Ileak-w 

techniques (Sample size: 960). 

 

 Figure 4-1(a) clearly illustrates that the upper bound technique overestimates the leakage 

current of the chips while the lower bound techniques underestimates the leakage current. 

However, the estimation technique introduced in this thesis that includes within-die variation 
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matches the measurement better, as illustrated in Figure 4-1(b). Data shown in Figure 4-1 is 

summarized in Figure 4-2. As the figure indicates the leakage power for most of the samples are 

underestimated by 6.5X if the lower bound technique is used and overestimated by 1.5X if the 

upper bound technique is used. The measured-to-calculated leakage ratio for majority of the device 

samples is 1.04 for the new technique described in this thesis. The calculated leakage is within 

±20% of the measured leakage for more than 50% of the samples, if the new Ileak-w technique is 

used. Only 11% and 0.2% of the samples fall into this range for the Ileak-u and Ileak-l techniques 

respectively. Ileak-w technique can be used to predict chip level leakage with better accuracy once 

device level leakage, parameter variation, and total transistor widths are known.  

4.2 Leakage reduction 

 To reiterate, should the present scaling trend continue it is expected that the sub-threshold 

leakage power will become as much as 50% of the total power in the 0.09 µm generation [4]. 

Under this scenario, it is not only important to be able to predict sub-threshold leakage power more 

accurately as discussed in the previous section, it becomes crucial to identify techniques to reduce 

this leakage power component. It has been shown previously that the stacking of two off devices 

has significantly reduced sub-threshold leakage compared to a single off device [42, 43, 44]. This 

concept of stack effect is illustrated in Figure 4-3.  

 

Figure 4-3: Leakage current difference between a single off device and a stack of two off devices. As 

illustrated by the energy band diagram, the barrier height is modulated to be higher for the two-stack due to 

smaller drain-to-source voltage resulting in reduced leakage. 
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 In this section, a model is derived that predicts the stack effect factor, which is defined as the 

ratio of the leakage current in one off device to the leakage current in a stack of two off devices. 

Model derivation based on device fundamentals and verification of the model through statistical 

device measurements from 0.18 µm and 0.13 µm technology generations are presented in Section 

4.2.1. The scaling nature of the stack effect leakage reduction factor is also discussed in the next 

section. 

 

 One solution to the problem of ever-increasing leakage is to force a non-stack device to a stack 

of two devices without affecting the input load, as shown in Figure 4-4. By ensuring iso-input load, 

the previous gate’s delay and the switching power will remain unchanged. Logic gates after stack 

forcing will reduce leakage power, but incur a delay penalty, similar to replacing a low- Vt device 

with a high-Vt device in a dual-Vt design [45]. In a dual-Vt design, the low-Vt devices are used in 

performance critical paths and the high-Vt devices in the rest [46]. Usually a significant fraction of 

the devices can be high-Vt or forced-stack since a large number of the paths are non-critical. This 

will reduce the overall leakage power of the chip without impacting operating clock frequency. In 

Section 4.2.2 we discuss the stack forcing method to reduce leakage in paths that are not 

performance critical. This stack forcing technique either can be used in conjunction with dual-Vt or 

can be used to reduce the leakage in a single-Vt design. Differences between achieving leakage 

reduction through forced-stacks and channel length increase are discussed in Section 4.2.3. Case 

study and summary are presented in Section 4.2.4. 

Figure 4-4: Trade-off between standby leakage and performance by forcing a two-stack under iso-input load. 

An NMOS two-stack will reduce leakage when input stays at logic “0” 
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4.2.1 Model for stack effect factor 

 Let I1 be the leakage of a single device of unit width in off state with its Vgs = Vbs = 0 V and Vds 

= Vdd. If the gate-drive, body bias, and drain-to-source voltages reduce by ∆Vg, ∆Vb, and ∆Vd 

respectively from the above-mentioned conditions, the leakage will reduce to, 
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where S is the sub-threshold swing, λd is the drain-induced barrier lowering (DIBL) factor, and kγ is 

the body effect coefficient. The above equation assumes that the resulting Vds > 3kT/q [47]. For a 

two-device stack shown in Figure 4-5, a steady state condition will be reached when the 

intermediate node voltage Vint approaches Vx such that the leakage currents in the upper and lower 

devices are equal. Under this condition, the leakage currents in the upper and lower devices can be 

expressed as,  
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For short channel devices the body terminal’s control on the channel is negligible compared to gate 

and drain terminals, implying kγ << 1 + 2λd. Hence, the steady state value, Vx, of the intermediate 

node voltage can be approximated as, 
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Figure 4-5: Load line analysis showing the leakage reduction in a two-stack. 
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where U is the universal two-stack exponent which depends only on the process parameters, λd and 

S, and the design parameter, Vdd. Once these parameters are known, the reduction in leakage due to 
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a two-stack can be determined from the above model. It is essential to point out that the model 

assumes the intermediate node voltage to be greater than 3kT/q.   

 

 To confirm the model’s accuracy we performed device measurements on test structures 

fabricated in 0.18 µm and 0.13 µm process technologies. Results discussed in the rest of the section 

are from NMOS device measurements, but similar results hold true for PMOS devices as well.  

 

 Figure 4-6 shows NMOS device measurements under different temperature, Vdd, body bias, and 

channel length conditions for 0.18-µm technology generations, which prove the accuracy of the 

theoretical model. It is important to note that the model discussed above doesn’t include the impact 

of diode junction leakages that originate at the intermediate stack node. In Figure 4-6, the model’s 

accuracy deviates the most under reverse body bias for nominal channel length devices, where the 

ratio of diode junction leakage to sub-threshold leakage current increases.  

Figure 4-6: Measurement results showing the relationship between stack effect factor X for a two-stack to 

the universal exponent U. Lines indicate the relationship as per the analytical model and symbols are from 

measurement results. White symbols are for nominal channel devices and gray symbols are for devices 

smaller than the nominal channel length. Triangle, circle, and square symbols are for Vdd of 1.5, 1.2, and 1.1 

V respectively. Zero body bias is when the body-to-source diode of the device closet to the power supply is 

zero biased and reverse body bias is when the diode is reverse biased by 0.5 V. 
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 It is known that the stack effect factor strongly depends on λd as suggested by the model. In 

addition, a decrease in the channel length (L) will increase λd in a given technology [48]. So, any 

increase in the leakage of a single device due to decrease in L will not increase leakage of a two-

stack at the same rate. This is illustrated in Figure 4-7 where increase in two-stack leakage is at a 

slower rate than that of a single device. Therefore, variation in L will result in smaller effective 

threshold voltage variation for a two-stack compared to a single device. Figure 4-8 illustrates the 

average stack effect factor for the nominal channel devices in both 0.18 µm and 0.13 µm 

technology generations obtained from both the measurements and the model. The increase in stack 

effect factor at a given Vdd with technology scaling is attributed to increase in λd, which is predicted 

by the analytical model. The higher stack effect factor for the low-Vt device in 0.13µm technology 

generation is due to the same effect.  

Figure 4-7: Measurement results indicate a slower rate of increase in leakage of two-stack compared to that 

of a single device. This should translate to reduction in the variation of effective threshold voltage.  

Figure 4-8: Nominal channel length device measurement results showing stack effect factor across two 

technology generations. The increase in stack effect factor is attributed to worsening of short channel effect, 

λd, which is predicted by the analytical model. The higher stack effect factor for the low-Vt device in 0.13-

µm technology generation is attributed to the same reason. Lines are from analytical model and symbols are 

from measurement. 
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 In 0.13-µm generation, the low-Vt device will dominate chip leakage. Figure 4-9 shows the 

scaling of stack effect from a 0.18-µm device to a 0.13-µm low-Vt device based on device 

measurements under different Vdd scaling scenarios. Since λd is expected to increase due to 

worsening device aspect ratio and since Vdd scaling will slow down due to related challenges [49], 

stack effect leakage reduction factor is expected to increase with technology scaling. The predicted 

scaling of stack effect factor from 0.18 µm to 0.06 µm is depicted in Figure 4-10.  

 

Figure 4-9: Nominal channel length device measurement results indicating the scaling of stack effect factor 

from 0.18µm to 0.13µm low-Vt under different Vdd scaling conditions. The low-Vt device will dominate 

leakage in 0.13µm technology, so the comparison is made with the low-Vt device. 

 

Figure 4-10: Prediction in the scaling of stack effect factor for two Vdd scaling scenarios in nominal channel 

length devices. Vdd for 0.18µm is assumed to be 1.8 V. 
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 This scaling nature of stack effect factor makes it a powerful technique for leakage reduction in 

future technologies. In the next section, we describe a circuit technique for taking advantage of 

stack effect to reduce leakage at a functional block level. 

 

4.2.2 Leakage reduction using forced-stacks 

 As shown earlier, stacking of two devices that are off has significantly reduced leakage 

compared to a single off device. However due to the iso-input load requirement and due to stacking 

of devices, the drive current of a forced-stack gate will be lower resulting in increased delay. So, 

stack forcing can be used only for paths that are non-critical, just like using high-Vt devices in a 

dual-Vt design [45, 46]. Forced-stack gates will have slower output edge rate similar to gates with 

high-Vt devices. Figure 4-11 illustrates the use of techniques that provide delay-leakage trade-off. 

As demonstrated in the figure, paths that are faster than required can be slowed down which will 

result in leakage savings. Such trade-offs are valid only if the resulting path still meets the target 

delay. Figure 10 shows the delay-leakage trade-off due to n-stack forcing of an inverter with fan-

out of 1 under iso-input load conditions in a 0.13 µm technology [50].  

Figure 4-11: Stack forcing and dual-Vt can reduce leakage of gates in paths that are faster than required. 

 

 By properly employing forced-stack, one can reduce standby and active leakage of non-critical 

paths even if a dual-Vt process is not available. This method can also be used in conjunction with 

dual-Vt. Stack forcing provides wider coverage in the delay-leakage trade-off space as illustrated in 

Figure 4-12.  

 

 Functional blocks have naturally stacked gates such as NAND, NOR, or other complex gates. 

By maximizing the number of natural stacks in off state during standby by setting proper input 
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natural stacks in the functional block to be in off state the overall leakage reduction at a block level 

will be far less than the stack effect leakage reduction possible at a single logic gate level [42]. 

With stack-forcing the potential for leakage reduction will be higher. Figure 4-13 and Figure 4-14 

illustrates such an example.  

Figure 4-12: Simulation result showing the nominal channel length delay versus mean leakage trade-off that 

can be achieved by stack forcing technique under iso-input load conditions. Iso-input load is achieved by 

making the gate area after stack forcing identical to before stack forcing. Several such conditions are 

possible, which enhances delay-leakage trade-off possible by stack forcing. The two-stack condition with the 

least delay is for wu=wl=½w. This trade-off can be used with or without high-Vt transistors. 

 

 

Figure 4-13: A sample path where natural stack is used to reduce standby leakage by applying a 

predetermined vector during standby. No delay penalty is incurred with this technique. 
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Figure 4-14: Using stack-forcing technique the number of logic gates in stack mode can be increased. This 

will enable further leakage reduction in standby mode. Increase in delay under normal mode of operation will 

be incurred. 

 

Figure 4-15: If a gate can have its input as either “0” or “1” and still force stack effect then that gate will 

have reduced active leakage. The more the number of inputs that can be either “0” or  “1” the higher the 

probability that stack effect will reduce active leakage. 
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reiterate, stack forcing can be applied to paths only if increase in delay due to stacking does not 

violate timing requirements. Gates that can force stack effect independent of its input vectors will 

automatically go into leakage reduction mode when the intermediate node of the stack reaches the 

steady state voltage. This will boost standby and active leakage reduction since a specific input 

vector need not be applied.  
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achievable by increasing the channel length. In Figure 4-16 the channel length of interest is given 

by η x 0.18 µm and stack leakage is for a stack of two devices with η of 1 and wu=wl=½w. As it is 

clear from Figure 4-16, the channel length has to be increased 3 times as that of the nominal 

channel length to match the mean leakage of a two-stack of 0.18µm devices. The reason for such a 

large increase is attributed to the reverse short channel effect that is present due to halo doping [49] 

where Vt reduces with increase in channel length. It is important to note that stacking two devices 

of nominal channel length is different from doubling the channel length due to the two dimensional 

nature of barrier-lowering and drain induced barrier lowering effects described in Section 2.1. 

Figure 4-16: Comparing device leakage reduction due to channel length increase with two-stack leakage. 

The channel length is given by η x 0.18 µm. Stack leakage is a two stack of devices with η=1 and 

wu=wl=½w. Leakage numbers are obtained from simulation under iso-input load. 

 

Figure 4-17: Energy-delay trade-off of inverter under different configurations with fan-out of 1 and iso-input 

load. The simulation-based comparison clearly shows that the two-stack configuration’s delay is less than 

increasing channel length, especially when compared to iso-standby leakage (η=3) configuration. 
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 Figure 4-17 shows the energy-delay trade-off of an inverter under different configurations with 

fan-out of 1 and iso-input load. The simulation-based comparison clearly shows that the two-stack 

configuration’s delay is less than delay due to increasing channel length, especially when compared 

to iso-standby leakage (η≈3) configuration. As summarized in Figure 4-18, η of 2 has about the 

same delay as that of the two-stack with η of 1 but with a 2.3X higher mean leakage. On the other 

hand, η of 3 provides about the same mean leakage as the two-stack but with 60% higher delay. 

 

Figure 4-18: Summary of delay-leakage trade-off comparison between two-stack and channel length.�

 

4.2.4 Case study and summary 

 Two-stack assignment of low-Vt transistors was applied to a 32-bit microprocessor’s 

instruction decode block in 0.13 µm technology. Stack assignment was done so that the all-low-Vt 

maximum frequency of 1 GHz is preserved at 1.4 V. Switching power of 45.9 mW at 1.4 V was 

also preserved since iso-input load was maintained during stack assignment. All low-Vt leakage 

power was 39.1 mW. Iso-frequency stack assignment allowed conversion about 70% of transistor 

width to two-stack, resulting in leakage power reduction of 3X. If high-Vt assignment is used then 

about 95% of the transistor width became high-Vt, resulting in 4.3X leakage reduction.  

 

 A model based on device fundamentals that predicted the scaling nature of stack effect based 

leakage reduction was presented. Device measurements verified the model’s accuracy across 
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technologies. Modes for using stack forcing to reduce standby and active leakage components were 

discussed and the advantage of stack forcing over channel length increase for delay-leakage trade-
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off was demonstrated. Case study showed the potential for leakage reduction at a block level 

without reducing the maximum frequency of operation. 



 

      75

 

 

 

 

 

Chapter 5 

Neighborhood Threshold Voltage 
Variation 
 

So far, this thesis has addressed effects of macroscopic level threshold voltage variation on high-

performance circuits. This chapter will deal with the variation in the threshold voltage of matched 

devices that are within a few microns apart in the same neighborhood. The devices of interest that 

are in close proximity can be either of the same or different polarity. Matched devices of the same 

polarity are used as sense-amplifier input devices for low voltage swing sensing among other 

applications [27]. Any mismatch in threshold voltage of this input device pair will appear as input 

offset resulting in degraded performance. A simple voltage-biasing scheme that reduces the 

mismatch between matched transistor pair of same polarity will be discussed.  

 

 In addition, for some digital CMOS circuits a known PMOS to NMOS drive current ratio is 

required either to achieve a well-defined switching threshold or to achieve equal rising and falling 

delays. Since the processing steps such as threshold voltage implants for the PMOS and NMOS 

devices are not correlated there could be significant variation between the required and achieved 

threshold voltages for the two device types. The short channel effects further worsen this variation. 

The net variation will change the drive current ratio of PMOS to NMOS devices and can affect the 

operation of high performance circuits that depend on a pre-determined skew between the two 

device types. Ability to adjust the charging and discharging currents by sensing the skew difference 

can alleviate this problem. Current biasing schemes that maintain the relationship between the 

charging and discharging currents, independent of the process skew is explained. The first current 

scheme that is the simplest, guarantees constant ratio between charging and discharging currents no 

matter the change in the relative skews of the PMOS and NMOS devices. Although this scheme 
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maintains the relationship between charging and discharging delays, it doesn’t provide constant 

delay as the threshold voltages vary. A true process insensitive current generation theory and 

circuit will also be described [28]. This can then be used as bias current for the charging PMOS and 

the discharging NMOS networks enabling a threshold voltage variation and skew variation 

insensitive circuit.  

 

5.1 Voltage biasing 

 For short channel devices as the channel length approaches the source-body and drain-body 

depletion widths, the charge in the channel due to these parasitic diodes become comparable to the 

depletion charge due to the MOSFET gate-body voltage, rendering the gate and body terminals to 

be less effective. To reiterate from Section 2.1, the finite depletion width of the parasitic diodes do 

not influence the energy barrier height to be overcome for inversion formation in a long channel 

device. However, as the channel length becomes shorter both channel length and drain voltage 

reduce this barrier height. This two-dimensional effect makes the barrier height to be modulated by 

channel length variation resulting in threshold voltage variation. Even for matched MOS device 

pairs there will be non-zero channel length mismatch between the two devices, resulting in 

threshold voltage mismatch.  

 

 The amount of barrier height lowering, threshold voltage mismatch, and gate and body 

terminal’s channel control loss will directly depend on the charge contribution percentage of the 

parasitic diodes to the total channel charge. This contribution can be reduced by applying forward 

bias to these parasitic diodes [41]. As this voltage bias is applied, the threshold voltages of the 

MOS devices reduce and the mismatch in threshold voltage for a given mismatch in physical 

parameter reduces. A 0.18-µm testchip with different mismatch pairs were fabricated (Figure 5-1). 

Measurement results of linear threshold voltage mismatch (Vt-lin) on wide-width and short-

channel device pair are shown in Figure 5-2.  It is clear from that 500 mV forward bias reduces 

threshold voltage mismatch by (i) 34% compared to zero bias with Vt-lin reduction of 34% and (ii) 

37% compared to 500 mV reverse bias with Vt-lin reduction of 45%. 

Figure 5-1: Die-micrograph of mismatch structures testchip. 

Mismatch structuresMismatch structures
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Figure 5-2: Linear threshold voltage mismatch for 500 mV forward body bias, zero body bias and 500 mV 

reverse body bias. 

 

 Measurements also confirm that mismatch sensitivity to body bias is maintained as Vds is 

increased for the device to operate in the saturation region. For wide width and short channel 

devices, the drain current can be approximated as follows, 
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Therefore, as the body bias is changed from reverse mode to forward mode both threshold voltage 

mismatch and threshold voltage reductions contribute positively in reducing the percentage 

mismatch in drain currents. It is evident that the impact of threshold voltage reduction on drive 

current mismatch will be more pronounced for smaller value of gate voltage.   

 

5.1.1 Application of voltage bias to low-voltage sense-amplifiers 

 Sense-amplifiers are used to amplify a low-voltage swing differential signal to full-swing 

digital signal. They are widely used as receivers at the end of long interconnection such as memory 

to enhance performance. The minimum input differential that can be sensed by a sense-amplifier 

depends of several factors including input offset due to threshold voltage mismatch of input device 

pair. A traditional sense-amplifier is shown in Figure 5-3. Here the body of the input pair that is 
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used to sense the voltage is connected to the power supply. As the sense-amplifier’s strobe is 

enabled to sense the input differential the body bias voltage of the matched input devices starts at 

reverse bias as shown in Figure 5-4. This will result in increased input offset, as the sense-amplifier 

is about to amplify the input differential.  

Figure 5-3: Traditional sense-amplifier. 

 

Figure 5-4: Body voltage for the traditional sense-amplifier. 

 

 Statistical measurement of saturation threshold voltage mismatch sensitivity to body bias for 

typical sense-amplifier input pair device width of 2 µm in a 0.18 µm technology at Vds of 1.5 V is 

illustrated in Figure 5-5. For the traditional sense-amplifier shown in Figure 5-3, the mismatch is 

measured to be 65 mV compared to 33 mV under zero body bias condition – a difference of 32 

mV. This increase in mismatch will require increased minimum input differential for the traditional 

sense-amplifier to function compared to if the body bias can be maintained as zero.  
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Figure 5-5: Dependence of saturation threshold voltage mismatch on body bias. 

Figure 5-6: New no body bias sense-amplifier. 

 

 A modified no body bias sense-amplifier (Figure 5-6) where the input device pair’s shared 

body is shorted to the shared source terminal achieves input differential sensing under zero body 

bias. This will result in the reduction of the minimum input differential required for the sense-

amplifier by 32 mV and hence will translate to reduced total delay. Total delay includes the sense-

amplifier delay plus the input differential development delay. Delay simulations for the two sense-

amplifiers for ramp-rate of 1 mV/pS, at 1.5 V and 110 C are shown in Figure 5-7.  

Figure 5-7: Total delay verses input differential for iso-output differential at 1.5 V, 1 mV/pS ramp rate, and 

110 Celsius, for the traditional and the new sense-amplifiers. 
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no body bias sense-amplifier is 12-18% smaller (Figure 5-8), in spite of additional capacitive 

loading of the source node by the n-well to substrate junction. The input differential requirement 

for the traditional sense-amplifier was set at 150 mV to include other sources of noise such as 

strobe timing and power supply variations. The input differential requirement can be reduced to 

118 mV for the no body bias sense-amplifier – resulting in 13% reduction in total delay, majority 

of which comes from reduction in the input differential development delay. Performance 

improvement summary is listed in Table 3-1 for different supply voltages and ramp rates. 

 

Figure 5-8: Total delay (sense-amplifier delay plus ramp development delay) improvement due to input 

offset reduction in the new sense-amplifier at 1.5 V, 1 mV/pS ramp rate and 110 Celsius. 

 

Table 5-1: Total delay improvement under different supply voltage and ramp rate conditions for input 

differential of 150 mV for the traditional sense-amplifier and 118 mV for the new zero body bias sense-

amplifier at 110 Celsius. Larger improvement is correlated to faster sense-amplifier resulting in input offset 

and ramp development delay reductions more critical. 
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5.2 Current biasing 

 In the previous section, voltage-biasing technique was introduced to reduce the impact of 

electrical mismatch between devices of the same polarity (NMOS vs. NMOS or PMOS vs. PMOS). 

In some digital circuits, it is necessary to minimize electrical mismatch between devices of 

opposite polarity (NMOS vs. PMOS). Digital CMOS circuits that require a known PMOS to 

NMOS drive current ratio is either to achieve a well-defined switching threshold or to achieve 

equal rising and falling delays. Since the processing steps such as threshold voltage implants for 

the PMOS and NMOS devices are not correlated there could be significant variation between the 

required and achieved threshold voltages for the two device types. The short channel effects further 

worsen this variation. The net variation will change the drive current ratio of PMOS to NMOS 

devices and can affect the operation of high performance circuits that depend on a pre-determined 

skew between the two device types.  

 

 Ability to adjust the charging and discharging currents by sensing the skew difference can 

alleviate this problem. Current biasing schemes that maintain the relationship between the charging 

and discharging currents, independent of the process skew is explained in the second half of this 

chapter. The first current scheme that is the simplest, guarantees constant ratio between charging 

and discharging currents no matter the change in the relative skews of the PMOS and NMOS 

devices. Application of this current biasing scheme to generate true non-overlapping two-phase 

clock is presented. Although this scheme maintains the relationship between charging and 

discharging delays, it doesn’t provide constant delay as the threshold voltages vary. A true process 

insensitive current generation theory and circuit will be described [28]. This can then be used as 

bias current for the charging PMOS and the discharging NMOS networks enabling a threshold 

voltage variation and skew variation insensitive circuit. This second current biasing scheme can be 

used to maintain switching threshold of CMOS gates independent of the PMOS to NMOS process 

skew among other biasing applications. 

 

5.2.1 Basic iso-current biasing and two-phase clock generation 

 The iso-current biasing scheme, illustrated in Figure 5-9, guarantees same charging and 

discharging currents no matter the change in the relative skews between the PMOS and NMOS 

devices. Therefore, it enables identical charging and discharging delays. The computation block 

comprising of the PMOS and NMOS networks in Figure 5-9 can be a simple inverter as a repeater, 
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or a single phase to two-phase clock generation logic, or any other CMOS gate that requires a 

preset switching threshold.  

 

Figure 5-9: Basic iso-current biasing scheme 

 

 True and complement clock generation circuits are used today in a variety of CMOS based 

designs.  Each clock generation circuit takes a single clock input, sends a clock to one output, and 

sends its complement to the other output. True non-overlapping two-phase clock circuits must 

adhere to the following requirements: (1) phase one’s falling edge should align with phase two’s 

rising edge and (2) phase two’s rising edge should align with phase one’s falling edge. This implies 

that the two outputs are exactly 180° out of phase with each other and that their edges cross at 

½Vcc.   

 

Figure 5-10: Standard two-phase clock generator design 

 

 Standard two-phase clock generator designs typically use an inverter for one output and an 

optimized delay element for the other output to accomplish these design requirements (Figure 

5-10). The delay of the inverter and the transmission gate delays are matched at one design corner, 
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assuming the capacitive loads at the two outputs are matched. Unfortunately, a variety of issues, 

such as temperature, voltage, and process fluctuations affect the operation of the optimized design. 

With clock period decreasing at a faster rate than transistor delay, the overlapping duration between 

the true and complement edges of these clock circuits under non-ideal conditions becomes 

increasingly critical. The non-idealities arise from the fact that PMOS charging current can vary 

differently from NMOS discharging current with process variation. 

 

 The iso-current biasing scheme discussed earlier is used to design a circuit that will maintain 

PMOS and NMOS currents to be equal under all process corners. Since the circuit self-adjusts to 

temperature, supply voltage, and process fluctuations, a reduction in the overlap time duration of 

the two phases can achieved compared to the present state of the art.  

 

Figure 5-11: Iso-bias current based non-overlapping two-phase clock generator. 

 

 The iso-bias current based non-overlapping two-phase clock (Figure 5-11) has three main 

components. The first component is a current mirror that forces a constant current ratio through 
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discharging devices are in the saturation region. The second segment is the 2 x 2 transmission gate 

based crossbar switch, which has two steady state positions. In the first position the PMOS charges 

output O2 while the NMOS discharges output O2’, in the second position while the PMOS charges 

O2’ the NMOS discharges O2. The third component is two inverters that drive the crossbar switch. 

Although these two inverters are susceptible to the problems mentioned in the previous paragraph, 
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affect the both output phases almost equally. The current mirror governs these charging and 

discharging rates, which help to ensure equal rising and falling slopes on the outputs.  When both 

selection inputs are high, all the transmission gates in the switch are turned on. The PMOS charges 

the output while the NMOS discharges the path at the same time – essentially a short to ground 

with the transistors acting as resistors in series.   

 

 Simulation data was gathered for 63 different operating conditions that included seven different 

process skews, three different temperatures (30C, 80C, and 110C), and three different voltages 

(1.1V, 1.3V, and 1.5V). As shown in the Figure 5-12, the iso-bias current based two-phase clock 

design improves mean and standard deviation clock skew by a factor of 3X over the current best 

known method. This benefit comes at a cost of about 100% increase in transistor width and power 

due to additional complexity for iso-edge rate. 

 

 

Figure 5-12: Performance comparison of two-phase generators. 

 

5.2.2 Process insensitive current biasing   

 The first current scheme that is the simplest, guarantees constant ratio between charging and 

discharging currents no matter the change in the relative skews of the PMOS and NMOS devices. 

Application of this current biasing scheme to generate true non-overlapping two-phase clock is 

presented. Although this scheme maintains the relationship between charging and discharging 

delays, it doesn’t provide constant delay as the threshold voltages vary. A true process insensitive 

current generation theory and circuit will be described. This current is then used as biasing current 

(Figure 5-13) to provide process insensitive charging and discharging delays. Another application 

of the scheme will be set a predetermined ratio between the charging and discharging currents to 

obtain a process skew insensitive switching threshold for CMOS logic gates. 
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Figure 5-13: Process insensitive current biasing scheme. 

 

5.2.2.1 Process insensitive constant current generation  

 Prior published works on current references fall into one of the following three categories: (i) 

translation of bandgap voltage to reference current, (ii) translation of MOSFET based ‘reference’ 

voltage to reference current, or (iii) direct generation of reference current using MOSFET 

transistors.  

 

 The first category requires generation of a bandgap voltage and an off-chip resistor [52]. Off-

chip resistors not only increase system cost, but also limit the usage of such current reference 

circuits. In addition, even the best-known bandgap voltage generation circuit [53] will not work 

well with CMOS technology supply voltage expected to reach sub-0.7 V [54]. The voltage-scaling 

problem is solved in the second category of circuits by replacing the bandgap voltage with a 

MOSFET based ‘reference’ voltage [55]. However, MOSFET based ‘reference’ voltage cannot be 

truly process independent, since it generates threshold voltage of a device at 0 K, as shown in 

equation (1). In addition, these circuits still require an off-chip resistor. Although resistor-less 

voltage to current translation has been proposed [56], the remaining problems associated with 

voltage to current translation are still unsolved.  
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 A third category of circuits in which MOSFET devices are used directly to generate reference 

current, solve problems associated with scaling, cost, and usage flexibility. The circuit discussed in 

[57] is one such example, where a positive temperature coefficient current is added to a negative 

temperature coefficient current. This circuit while providing a temperature insensitive current, 

however, does not provide process insensitivity. As the effective gate oxide thickness approaches 

sub-35 Å [58], it will be necessary to design MOSFET current reference circuits that are insensitive 

to gate oxide thickness variation. In this section, a CMOS current reference concept that addresses 

scaling, cost, usage flexibility, and process variations that exist in deep sub-micron MOSFET 

devices. 

 

 The idea behind process compensated current, Iref, is to take saturation current of two MOSFET 

devices, I1 and I2, and use the natural variation in these two currents to cancel out variations in the 

difference of the two currents, i.e. Iref = I1 - I2. We use long-channel wide-width MOSFET devices 
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to avoid process variation related to small lateral dimensions. Equations (2) and (3) show the 

saturation currents I1 and I2. We assume that the devices generating I1 and I2 are laid out to have 

proper matching.  

 

 Process parameters that are expected to impact the magnitudes of currents I1 and I2 are β and 

Vt. Equations (4) and (5) show the change in two currents, I1 and I2, with respect to process for 

MOSFET devices operating in the saturation region, assuming mobility is not a strong function of 

channel doping. To achieve a non-zero process compensated current, Iref, circuit parameters are set 

such that dβ/dP term of one current is canceled with dVt /dP term of the other current, so that dIref 

/dP = dI1 /dP - dI2 /dP, will be zero, but Iref = I1 - I2 will be non-zero. The necessary and sufficient 

conditions to achieve process compensation for Iref are given by equations (6) and (7). Table 5-2 

shows a possible set of values for the circuit parameters a, b, and z1/z2 that satisfy equations (6)-(7).  

 

Table 5-2: Sub-set of parameters that satisfy equations (6)-(7) to minimize process impact on Iref = I1 – I2. 

Figure 5-14: Measured process variation in a long-channel, wide-width, process-uncompensated, device 

current (Iu). Measurements were carried out across wafer on identical devices with 0.9 V gate drive. Both raw 

data and statistical information are presented above. 

 

 

 

a b
2 5 1 / 8

2.33 4 8 / 27
2.6 3.5 1 / 2
3.5 2.6 2 / 1
4 2.33 27 / 8
5 2 8 / 1

z1 / z2

0
2
4
6
8

10
12
14
16
18

80
0.

00
0e

-6
82

5.
00

0e
-6

85
0.

00
0e

-6
87

5.
00

0e
-6

90
0.

00
0e

-6
92

5.
00

0e
-6

95
0.

00
0e

-6
97

5.
00

0e
-6

1.
00

0e
-3

1.
02

5e
-3

1.
05

0e
-3

1.
07

5e
-3

1.
10

0e
-3

1.
12

5e
-3

1.
15

0e
-3

1.
17

5e
-3

1.
20

0e
-3

1.
22

5e
-3

1.
25

0e
-3

1.
27

5e
-3

1.
30

0e
-3

1.
32

5e
-3

1.
35

0e
-3

1.
37

5e
-3

1.
40

0e
-3

1.
42

5e
-3

1.
45

0e
-3

1.
47

5e
-3

1.
50

0e
-3

1.
52

5e
-3

1.
55

0e
-3

1.
57

5e
-3

1.
60

0e
-3

1.
62

5e
-3

1.
65

0e
-3

1.
67

5e
-3

1.
70

0e
-3

1.
72

5e
-3

1.
75

0e
-3

1.
77

5e
-3

1.
80

0e
-3

Iu (Amperes)

S
am

p
le

 c
ou

n
t

000.0e+0

500.0e-6

1.0e-3

1.5e-3

2.0e-3

0 50 100
Sample number

I u
(A

m
p

er
es

) n: 77
V: 235.8 PA
P: 1.6  mA
V�P: 15%

0.9 V

W/L 

Iu

0
2
4
6
8

10
12
14
16
18

80
0.

00
0e

-6
82

5.
00

0e
-6

85
0.

00
0e

-6
87

5.
00

0e
-6

90
0.

00
0e

-6
92

5.
00

0e
-6

95
0.

00
0e

-6
97

5.
00

0e
-6

1.
00

0e
-3

1.
02

5e
-3

1.
05

0e
-3

1.
07

5e
-3

1.
10

0e
-3

1.
12

5e
-3

1.
15

0e
-3

1.
17

5e
-3

1.
20

0e
-3

1.
22

5e
-3

1.
25

0e
-3

1.
27

5e
-3

1.
30

0e
-3

1.
32

5e
-3

1.
35

0e
-3

1.
37

5e
-3

1.
40

0e
-3

1.
42

5e
-3

1.
45

0e
-3

1.
47

5e
-3

1.
50

0e
-3

1.
52

5e
-3

1.
55

0e
-3

1.
57

5e
-3

1.
60

0e
-3

1.
62

5e
-3

1.
65

0e
-3

1.
67

5e
-3

1.
70

0e
-3

1.
72

5e
-3

1.
75

0e
-3

1.
77

5e
-3

1.
80

0e
-3

Iu (Amperes)

S
am

p
le

 c
ou

n
t

000.0e+0

500.0e-6

1.0e-3

1.5e-3

2.0e-3

0 50 100
Sample number

I u
(A

m
p

er
es

) n: 77
V: 235.8 PA
P: 1.6  mA
V�P: 15%

0.9 V

W/L 

Iu0.9 V

W/L 

Iu



 

      88

 Long channel device measurements were carried out at 30ºC across a single wafer in 0.18µm 

technology generation [58]. As a control experiment we measured variation in a process-

uncompensated diode-connected device current, Iu with 0.9 V gate drive as shown in Figure 5-14. 

Results show that normalized variation (σ/µ) in such uncompensated device current to be 15%. 

Figure 5-15: Normalized process variation in Iref for different device size ratios when a=2 and b=5. 

Measurement confirms process variation in Iref minimizes at z1/z2 ratio predicted by the theoretical model. 

 

 For Iref generation the gate voltages for I1 and I2 as required by (6) were calculated by first 

measuring device Vt. Figure 5-15 illustrates σ/µ in Iref, with a = 2 and b = 5, for various values of 

z1/z2. Measurements clearly indicate that variation in Iref is reduced compared to the uncompensated 

device current. Also, the best process compensation occurs when z1/z2 = 1/8, as predicted by the 

theoretical model. Figure 5-16 shows statistical distribution in Iref for a = 2, b = 5, and z1/z2 = 1/8. 

The normalized variation, σ/µ, for Iref across a single wafer was 5.7%, which translates to 2.6X 

reduction in variation compared to the uncompensated device current. 

 

Figure 5-16: Measured variation in Iref for a=2, b=5, and z1/z2=1/8. Device current and Vt measurements 

were carried out across wafer on two devices with appropriate gate drives and device sizes given by the 

theoretical model. 
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 We also performed circuit simulations to predict the improvement in process compensation in 

Iref across a process lifetime. The circuit used to generate process compensated Iref for a = 2 and b = 

5 is depicted in Figure 5-17. Block A of the circuit in Figure 5-17 illustrates method for generation 

of aVt and bVt voltages. Since it is not possible to accurately generate Vt, the current reference 

device size ratio z1/z2 was optimized for minimizing variation in Iref. Figure 5-18 shows simulation 

result for the process compensated Iref at Vdd of 0.9 V and 30ºC. Results indicate that process 

variation in uncompensated device current Iu to be 0.48 while the variation in Iref for z1/z2=1/6 

remained within 0.05, an improvement of 7.6X. It is important to note that for the circuit to operate 

at sub-1V we need enough head room for the Vt generation circuit, especially with b = 5. With long 

channel Vt of ~100 mV we were able to successfully generate Iref at Vdd of 0.9 V. Further reduction 

in supply voltage is possible by designing the subtraction for b=3 and a=2 as shown in Table 5-3. 

Supply voltage dependence of the reference current is also summarized in Table 5-3. 

 

 

Figure 5-17:  Circuit schematics showing generation of Vt and Iref. Since generated Vt will not be accurate, 

device size ratio z1/z2 was optimized with a=2, b=5 and Vdd=0.9 V to minimize Iref’s process variation.  

 

Figure 5-18: Circuit simulation results with a=2, b=5, z1/z2=1/6, Vdd=0.9 V, showing variation in Iu and Iref. 

With respect to typical process corner Iu varied by +22% and -16% while variation in Iref was –5% and –5%. 

Total variation in normalized Iu across all process corners is 0.38 while it is 0.05 for normalized Iref. 
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Table 5-3: Low voltage operation enabled by redesigning Vt generation circuit 

 

 A sub-1 V CMOS process compensated current reference generation that reduces process 

sensitivity was demonstrated. Device measurements and circuit simulations show 2.6X to 7.6X 

reduction in process variation of the generated current compared to device current without process 

compensation. This process compensated current can be used to bias the CMOS logic shown in 

Figure 5-13. 
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Chapter 6 

Conclusion 
 

A 50 GHz microprocessor with 2 billion logic transistors (additionally an order of magnitude 

memory transistors) using 22 nm drawn channel length (7 nm of effective channel length) devices 

operating at 250 mV supply voltage by first half of the next decade – this is the expected roadmap 

should the scaling trends continue. Can we achieve this – maybe, maybe not! To be able to even 

dream about such a processing system, it is important to be able to do predictive design. The old 

and easy way of designing for worst-case will not be adequate. It is important to accept that process 

variation is a reality and that one has to design circuits, with variation in mind.  

 

 One of the important device parameters that impact the design of circuits is its threshold 

voltage. Since the variation in the threshold voltage is expected to increase with scaling, it is 

imperative to understand the nature of its impact, models to predict the magnitude of impact, and 

techniques to reduce its impact.  

 

6.1 Contributions 

 This thesis focused on the impact short channel induced threshold voltage variation will have 

on high-performance circuits. Three separate threshold voltage variation categories were 

considered in depth. In Chapter 3 of this thesis an analytical model was developed, to show that 

traditional adaptive reverse body bias circuit solution to reduce die-to-die threshold voltage 

variation is not scalable for future generations and the fact that this technique results in increased 

within-die threshold voltage variation. Use of bi-directional adaptive forward and reverse body bias 

to limit threshold voltage variation was shown to be a better alternative through 150 nm testchip 
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measurements. Design methodology to choose proper bias circuit impedance for on-chip body bias 

generators were described in Chapter 3 as well. 

 

 It was shown that threshold voltage variation not only affects supply voltage scaling but also 

the accuracy of leakage power estimation. Accurate leakage power estimation is very critical for 

future CMOS systems since the leakage power is expected to be a significant portion of the total 

power due to threshold voltage scaling. In Chapter 4, leakage power estimation that takes into 

account within-die threshold voltage variation was presented. Measurement results from 960 0.18-

µm 32-bit microprocessor samples verified the model’s accuracy. In a leakage dominant CMOS 

system, it also becomes inevitable to identify techniques to reduce this variation and leakage 

power. In Chapter 4 the use of stacked devices to reduce system leakage power without reducing 

system performance was shown. Analytical model to predict the scaling nature of this stack effect 

and verification of the model through statistical device measurements was presented. 

Measurements also show reduction in threshold voltage variation for stacked devices compared to 

non-stack devices. Comparison of stack effect to the use of high threshold voltage or longer 

channel length devices for leakage reduction was discussed.  

 

 Chapter 5 of this thesis dealt with the variation in the threshold voltage of matched devices that 

are in the same neighborhood. The devices in that are in close proximity can be either of the same 

polarity or of different polarity. Matched devices of the same polarity are used as sense-amplifier 

input devices for low voltage swing sensing among other applications. Any mismatch in threshold 

voltage of this input device pair will appear as input offset resulting in degraded performance. A 

simple voltage-biasing scheme that reduces the mismatch between matched transistor pair of same 

polarity was discussed. In addition, for some digital CMOS circuits a known PMOS to NMOS 

drive current ratio is required either to achieve a well-defined switching threshold or to achieve 

equal rising and falling delays. Since the processing steps such as threshold voltage implants for 

the PMOS and NMOS devices are not correlated there could be significant variation between the 

required and achieved threshold voltages for the two device types. The short channel effects further 

worsen this variation. The net variation will change the drive current ratio of PMOS to NMOS 

devices and can affect the operation of high performance circuits that depend on a pre-determined 

skew between the two device types. Ability to adjust the charging and discharging currents by 

sensing the skew difference can alleviate this problem. In Chapter 5 current biasing schemes that 
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maintain the relationship between the charging and discharging currents, independent of the 

process skew was explained. The first current scheme that is the simplest, guarantees constant ratio 

between charging and discharging currents no matter the change in the relative skews of the PMOS 

and NMOS devices. Although this scheme maintains the relationship between charging and 

discharging delays, it doesn’t provide constant delay as the threshold voltages vary. A true process 

insensitive current generation theory and circuit was described in Chapter 5. This can then be used 

as bias current for the charging PMOS and the discharging NMOS networks enabling a threshold 

voltage variation and skew variation insensitive circuit. Example circuits that benefit from these 

biasing schemes was presented. 

 

6.2 Suggestions for future work 

 This thesis touched upon a few techniques that can be used to reduce the impact of threshold 

voltage variation on the behavior of CMOS circuits. With increasing variation due to worse short 

channel effects it will become inevitable to consider variations explicitly and rigorously in all areas 

of design. This will require the development of new circuit solutions that are tolerant to process 

variation and methodologies that combine computational efficiency of simple-minded worst-case 

methods, with the precision of statistical design methods. New circuit techniques that can be 

explored includes:  

(1) Combined adaptive modulation of threshold voltage and supply voltage to minimize impact of 

process variation.  

(2) Collaborative architectural and circuit effort to better estimate the impact of process variation 

on leakage, such as more accurate estimation of m in Section 4.1. 

(3) Technique that accomplish both leakage reduction and process sensitivity reduction such as 

combining MTCMOS sleep transistor technique for leakage reduction [59] and the current 

biasing scheme introduced in Chapter 5. 

 

 One important aspect that was not covered in this thesis is the increasing importance of supply 

voltage variation. The variation in supply voltage is due to iR and L di/dt drops in the power grid 

with non-zero parasitic resistance (R) and non-zero loop inductance (L). Ideally, one would like to 

maintain the historical 10% variation is supply voltage. This is becoming harder due to increase in 

the current level and the rate of change of current due to faster switching as technology is scaled. In 

addition, the parasitic resistance and inductance have not been reducing at the same rate as the 
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increase properties of current flow [60]. This problem is compounded by the fact that the supply 

voltage is expected to scale with technology. Traditionally, passive on-die and off-die decoupling 

capacitors were used to filter power supply noise. Delivering 500 W at 250 mV supply voltage is a 

very challenging problem due to high power supply current and low power supply voltage. 

Recently, researchers have shown use of active on-die voltage regulation to be more efficient in 

controlling supply voltage variation [61, 62]. To further improve the power distribution efficiency, 

an on-chip voltage down regulation scheme should be explored. In this scheme the power 

distribution is done at higher voltages and converted locally to lower logic voltage level, thereby 

reducing not only the AC and DC current levels but also the percentage voltage drop in the package 

and global distribution grids. Such solutions will benefit from integrated magnetic inductors [63].  

 

 The challenge of power dissipation goes hand-in-hand with that of power delivery. Subsequent 

to the computation, power delivered to CMOS VLSI circuits gets dissipated as heat. Increase in 

power delivered with scaling results in increased power dissipation and higher power density [4]. 

In order to maintain junction temperature constant with increased power dissipation it maybe 

necessary to use more exotic cooling and enhanced heat spreading solutions such as carbon nano-

tubes [64] and electrokinetic microchannel cooling [65].  Since sub-threshold leakage power will 

become more dominant with scaling, total power dissipated will have strong junction temperature 

dependence. Therefore, instead of keeping junction temperature constant with scaling, it might be 

beneficial to decrease the temperature. This temperature scaling will not only reduce leakage power 

but also improve drive current, interconnect resistance and reliability [66, 67]. Further optimization 

of device and circuits for low temperature operation can provide additional scaling benefits [19, 66, 

68]. Main challenges to achieve temperature scaling for future CMOS generations include (i) 

understanding the relationship between junction temperature, total power, reliability, and speed and 

(ii) invention of low-cost integrated cooling solutions. 

 

 As a final note – to be able to successfully implement the techniques discussed in this thesis 

and other techniques that exist or that will become in vogue, it will be necessary to develop new 

computer aided design tools enabling designers to efficiently manage the risks of variation. 

Especially predictive models and computer aided design tools that bridge the gap between process 

variation and its impact on circuits blocks and the resulting impact on architectural parameters can 

be quite valuable. 
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