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Abstract —This paper is concerned with the design of precision MOS
anafog circuits. Section ff of the paper discusses the characterization and
modeling of mismatch in MOS transistors. A characterization methodol-
ogy is presented that accurately predicts the mismatch in drain current
over a wide operating range using a minimumset of measured data. The
physical causes of mismatch are discussed in detail for both p- and
n-channel devices. Statistieal methods are used to develop analytical
models that relate the mismatchto the devicedimensions.It is shownthat
these models are valid for smafl-geometrydevices also. Extensive experi-
mental data from a 3-pm CMOS process are used to verify these models.

Section 111of the paper demonstrates the applicationof the transistor
matching studies to the design of a high-performance digital-to-analog
converter (DAC). A circuit designmethodologyis presented that highfights
the close interaction between the circuit yield and the matching accuracy
of devices. It has been possibleto achievea circuit yieldof greater than 97
percent as a result of the knowledgegenerated regarding the matching
behavior of transistors and due to the systematicdesignapproach.

I. INTRODUCTION

T HE DESIGN of precision analog circuits requires a
thorough understanding of the matching behavior of

components available in any given technology. In MOS
technology, capacitors are being widely used for designing
precision analog circuits such as data converters [1] and
switched-capacitor filters [2], [3] because of their excellent
matching characteristics [4]. The matching behavior of
MOS capacitors has been discussed in detail [5]-[7]. How-
ever, all precision analog circuits cannot be designed using
capacitors alone. For applications such as high-speed data
conversion, capacitive techniques tend to be too slow.
Further a digital VLSI process may not offer linear capaci-
tors. These factors motivated us to study the matching
behavior of MOS transistors.
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Section II of this paper discusses the characterization
and modeling of mismatch in MOS transistors. The inter-
est in such a study is evidenced by recent publications [7],
[8]. In [8] experimental results of matching of MOS current
mirrors are discussed without any reference to the physical
causes of mismatch. The work reported in [7] attempts to
break down the causes of mismatch but the experimental
results are limited to large-area n-channel devices only.
The work reported here is aimed at providing a more
comprehensive understanding of the causes of mismatch in
both p- and n-channel devices of large and small geometry.
As the circuit designer has freedom to choose only the
device dimensions, analytical models have been developed
that relate the electrical mismatch to the dimensions. Ex-
tensive data to verify these models are obtained from a
5-V, 3 pm, p-well CMOS process that is in use at Northern
Telecom Electronics Limited, Ottawa, Canada.

Section 111of the paper demonstrates the application of
the knowledge of matching behavior for the design of a
high-speed digital-to-analog converter (DAC). Of late, the
area of high-speed data converters in MOS technology is
gaining importance (for example, [23] and [24]). However,
these designs do not indicate the circuit yield obtainable
for a given resolution, or the possibility of extension of
these techniques to higher resolution converters. Therefore
a circuit design methodology is presented here that relates
the achievable linearity and yield to the matching accuracy
of the components. A high-performance DAC with a cir-
cuit yield of greater than 97 percent has been realized
without using any post-process trimming and yet occupy-
ing a small chip area using this design methodology [9].

II. TRANSISTOR MATCHING STUDIES

In general, there are two variations to consider in an
integrated circuit process. Global uariation accounts for the
total variation in the value of a component over a wafer or
a batch. Local variation or mismatch reflects the variation
in a component value with reference to an adj scent com-
ponent on the same chip. As the design of precision analog
circuits is based on component ratios rather than their
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absolute values, we have
mismatch behavior.

The characterization of
more complex than that

concentrated our study on the

mismatch in MOS transistors is
in the case of capacitors. The

drain curr&t matching not only depends on the device
dimensions but also on the operating point. In Section
II-A, a characterization methodology is developed that
accurately determines the mismatch in drain current over a
wide operating region, using a minimum set of measure-
ment data. The physical causes of mismatch are discussed
in Section II-B, and analytical expressions to relate the
mismatch to device dimensions are developed. We call
these quantitative relationships mismatch models.

A. Characterization Methodology

Our aim is to predict the mismatch in the drain current
over a wide range of operating conditions using a mini-
mum set of measured data, and simultaneously to throw
light on the detailed causes of mismatch. This problem can
be best approached by measuring the mismatch in various
parameters of a suitable circuit model [10]. The model
chosen should be such that it gives an adequate description
of the electrical behavior of the device, and at the same
time should have readily measurable parameters that are
amenable to statistical description. As an elaborate circuit
model may greatly exceed the accuracy of measurable data
or may hamper the extraction of statistically significant
model parameters, we chose the simple square-law model.
The current–voltage relationship in the triode region is
given by

I = K(vG~ – v= – vDs/2)vDs (1)

where 1 is the drain current, K is the conductance con-
stant, VT is the threshold voltage, and V~~ is the drain-to-
source voltage. The statistically significant parameters of
this model are VT and K. The mismatch in VT accounts
for the variations in the different charge quantities, and in
the gate oxide capacitance per unit area. The variations in
the dimensions, channel mobility, and gate oxide capaci-
tance per unit area are measured as the mismatch in K. As
both VT and K are dependent on the gate oxide capaci-
tance per unit area, we need to measure the correlation
between the mismatches in VT and K also.

The square-law model (1) is not an accurate description
of the current-voltage relationship. It should be noted that
we are only looking for local variations and are not so
much concerned about the estimation of the absolute value
of the parameters. Therefore any small model error would
cancel out to a first order while estimating the mismatch,
and hence the square-law model should suffice for our
application. Several assumptions are made while deriving
this one-dimensional model. As some of these are not
strictly applicable, a further discussion to justify the use of
this model is in order.

The gradual channel approximation and the assumption
that the substrate is uniformly doped do not necessarily

hold for small-geometry devices. An accurate analysis calls
for a two-dimensional solution of Poisson’s equation.
However, in order to develop analytical expressions for the
mismatch behavior, we use a one-dimensional circuit model
and apply appropriate corrections to account for the ef-
fects of dimensional dependence on threshold voltage and
nonuniform doping of the substrate. Also we have as-
sumed a simplified picture of the oxide-silicon interface,
i.e., that oxide fixed charge and interface trap charges are
considered to be smeared-out uniform charge sheets. In
fact the oxide fixed charge and charged interface traps are
localized, and not sheets [11]. The accurate calculation of
the surface potential would then be a two-dimensional
problem. We are simplifying the problem by estimating the
aggregate of the localized nonuniformityy over the entire
area of the channel by using the simplified one-dimen-
sional circuit model. With these approximations, we de-
velop analytical expressions for the mismatch behavior
that compare remarkably well with experimental data.

Generally, MOS transistors will be operating in the
saturation region in analog circuits. Therefore we should
relate the measured mismatches in VT and K to the
saturation region, where the drain current is given by

1= :(vG~– VT)2. (2)

Then the variance in the drain current may be written as

u: 2
u ;T

=+4
?=K2

– 4r
(vG#T)2 V.::F,”% ‘3)

following the derivation in [12] concerning the variance of
a function of two random variables. Here r is the correla-
tion coefficient between the mismatches in VT and K, ~ is
the expected value of the random variable 1, UI is the
standard deviation of 1, and so on. Thus the mismatch in
drain current at any operating point may be estimated if
UK, o ~~, and r are known.

Experimentally, VT and K are determined by measuring
the drain current versus gate voltage for a small value of
v. The maximum slope of the 1 versus V~s curve
p~~vides the value of K. VT is obtained from the intercept
of the maximum slope on to the V& axis. If AK, is the
difference in the value of K for the ith matched pair of
devices, the standard deviation of K is given by

H ( )11

1/2

0.= & ,: (AK,) 2-# f AK, 2 (4)
~=1 1=1

where N is the number of matched pairs measured on each
wafer. The second term in (4) is close to zero as the
matched pairs are laid out in such a way as to minimize
systematic mismatch. o~~ is also computed in a similar
way.
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B. Factors Causing Mismatch

1. Threshold Voltage Mismatch: The threshold voltage of
a transistor maybe expressed as

QB Qf @I
vT=@M~+2@B+7– 7+7 (5)

where ~~~ is the gate–semiconductor work function dif-
ference, $~ is the Fermi potential in the bulk, QB is the
depletion charge density, Qf is the fixed oxide charge
density, D1 is the threshold adjust implant dose, and C is
the gate oxide capacitance per unit area. The last term in
(5) accounts for the threshold adjust implant where the
implanted ions are assumed to have a delta function
profile at the silicon-silicon dioxide interface [14]. The
standard deviation of VT may be determined if we can
find the standard deviations of the various terms on the
right-hand side of (5). The Fermi potential OB has a
logarithmic dependence on the substrate doping, and +~~
has a similar dependence on the doping in the substrate
and in the polysilicon gate. Hence these terms may be
regarded as constants not contributing to any mismatch.

Next we consider oxide fixed charge which is reported to
have a Poisson distribution [11, p. 242]. Then its variance
is given by

(6)

where L is the effective length and W is the effective width
of the channel.

The depletion charge per unit area QB is also a random
variable dependent on the distribution of the dopant atoms.
This is an important difference between the treatment
given here and the one reported in [7], where QB is treated
as a constant. In fact, it is reported in [11, p. 237] that the
dopant ions are nonuniformly distributed in MOS devices.
No theoretical treatment of fluctuations in dopant ion
density is available. However, we shall show that the
physical conditions in the substrate favor a Poisson distri-
bution [13]. The number of atoms ‘per unit volume in
silicon is 5 x1022 cm -3. Only a very small fraction of these
sites are occupied by the dopant atoms. The number of
dopant atoms in nonoverlapping volumes is independent.
Further, for domains of sufficiently small volume, the
probability of finding exactly one dopant atom in a do-
main is proportional to the volume, and the probability of
fincling more than one atom is negligible. Hence the dopant
ions may be considered to have Poisson distribution. Then
the variance in QB maybe shown to be [15]

where W~ is the
substrate doping.

I& 1
~= _
Q; 4L ww~NA

depletion layer width

(7)

and N~ is the

Similarly, assuming the implanted
Poisson distribution, the variance of D1

1059

ions to follow a
is given by

(8)

The variance in C maybe determined by estimating the
variances in oxide thickness and permittivity [7]. [t can be
shown that [15]

(9)

where A~Yis a parameter to be determined from measure-
ments.

The random variables Qf, Q~, D1, and C are all inde-
pendent. Hence the variance in VT may be written using
(5) as

(lo)

Substituting (6)–(9) into (10) we have

@T=* [q(QB+Df+ @l)

+ Aox(o; + a;+ q25})] . (11)

Now let us examine the importance of the various terms
on the right-hand side of (11), for both p- and n-channel
devices. Consider n-channel devices first. In our process,
the threshold adjust implant is carried out for p-channel
transistors only. Therefore qD1 = O for n-channel devices.
The depletion charge density per unit area is

QB~ 7.7x10-8 C/cm2. (12)

In a well-controlled process the number of fixed oxide
charges can be reduced to about 2 x 101°/cm2, and hence

Qf = 3.2x10-9 C/cm2. (13)

Comparing (12) and (13) we may infer that the contribu-
tion of the variability of the fixed oxide charges to threshold
voltage mismatch (11) may be neglected.

The measured relative standard deviation of the thres-
hold voltage (uv~/~~) is plotted against the reciprocal of
the square root of the effective channel area in Fig. 1 for
n-channel devices with six different W/L (drawn) values.
u ~~/ ~~ is chosen as the ordinate so as to express the
variation as a percentage, independent of the operating
point. However, if one is interested in current mismatch
only, then u ~~/( V& – ~~) should be plotted so that it
may be directly used in (3).

For collecting statistics, 128 device pairs of each size
were measured on every wafer. The vertical error bars
reflect the spread in measured values over four wafers.
Although the error bars appear large in this figure, in
reality they represent relatively small deviations. For ex-
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Fig. 1. Threshold voltage mismatch versus dimensions for n-channel
devices.

ample, devices with W/L = 6 pm/3 pm have a spread in
the standard deviation of matching of threshold voltage of
3.5-4.9 mV. This spread is partly due to the nominal
process variations from wafer to wafer, and partly due to
the dependence of the matching on the electrical dimen-
sions of the device. The effective channel length and width
of devices were measured electrically at different places on
a wafer and also on different wafers. The spread in the
values is indicated by the horizontal error bars. The mea-
sured data fit well with the theoretical straight line rela-
tionship given by (11), which may be approximated for
n-channel devices as

“v~/~~ = +(2.5875 X10-12 + 1.2421 AOX)l’2/~~.

(14)

Comparing the slope of the line in Fig. 1 with that in (14),
it is found that

ztOX= 6.4631 x10-14 cm2. (15)

Then from (9), uc/~= 0.02 percent for a 24X 6-pm2 gate.
This low value agrees with the extremely uniform nature of
the gate oxide thickness observed in other measurements
[16].

Now we consider p-channel devices. As the threshold
adjust implant is a very shallow one, a considerable por-
tion of the implanted ions is retained in the gate oxide.
Although this results in charged states, they are readily
annealed during subsequent processing [17]. However, the
presence of these impurity atoms in the oxide may cause a
degradation in the capacitance matching of p-channel de-
vices as compared to n-channel ones. For our process
Q,= 4.81OX 10-8 C/cm2 and qD1 = 8.0x10-S C/cm2.
Hence the contribution of Qf to threshold voltage mis-
match may be ignored and (11) may be written as

.vT/vT= & (4.2945 X 10-12+ 1.8463 AOX)l’2/~~.

(16)

The numerical coefficients in (16) are larger than the
corresponding ones in (14) indicating a larger mismatch in
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Fig. 2. Threshold voltage mismatch versus dimensions for p-channel
devices.

p-channel devices, owing to the additional threshold adjust
implant. This may be physically interpreted as a larger
variation in the surface concentration due to the differen-
tial doping occurring at the surface.

The mismatch in threshold voltage of p-channel devices
is plotted in Fig. 2. The data fit very well into the theoreti-
cal straight line relationship, and it is found that

AOX=3.0369 X10-12 cm2. (17)

Comparing (15) and (17) we may infer that the gate oxide
capacitance matching is poorer for p-channel devices than
that for n-channel ones.

We will now summarize the threshold voltage mismatch
behavior. These findings are particular to this work.

a) The standard deviation of mismatch is inversely pro-
portional to the square root of the effective channel area.

b) In a well-controlled process the nonuniform distribu-
tion of the fixed oxide charges has negligible effect on
threshold voltage mismatch.

c) The nonuniform distribution of the dopant atoms in
the bulk is a major contributor to the threshold voltage
mismatch. The assumption that these atoms follow a
Poisson distribution has resulted in excellent agreement
with measurements.

d) Devices which use a compensating threshold adjust
implant have a higher mismatch in threshold voltage due
to the differential doping occurring at the surface. This is
the major reason for the significantly larger mismatch
noticed in p-channel devices as compared to n-channel
transistors.

e) The gate oxide capacitance is quite uniform and
hence has little influence on the threshold voltage mis-
match. However, between n- and p-channel devices, the
gate oxide capacitance of the latter has .d@tly poorer
matching characteristic. This could be due to the nonuni-
form distribution of the threshold adjust implant atoms in
the gate oxide.

2. Conductance Constant Mismatch: The conductance
constant is given by

K = pC W/L (18)
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where p is the channel mobility. We can express the
variance in K in terms of the variances in p, C, W, and L.
Let us first consider the length of the device.

Electrically, the channel length is the average distance
between the source and the drain diffusions. Any ragged-
ness in the definition of the polysilicon may not be exactly
reproduced in the source and drain diffusion edges. Fur-
ther, we are not so much concerned about this raggedness;
rather we are interested in the difference in the electrical
length from one device to the next. Such a mismatch in
length may not be due to the nonuniformity of the edge
alone. In the absence of a complete knowledge of the
causes of variation in length, we will simply indicate the
variance of the length by u; and make no attempt to
derive any expression for it. In [7] the nonuniformity of the
edges is the only cause considered for the mismatch and an
expression for o: is derived which is inversely proportional
to the width of the device. This would mean that the
mismatch in length would tend to zero for very wide
devices. We have observed results that contradict this. For
example, the conductance constant matching of devices
with W = 100 pm and L = 2 pm is not all that different
from devices with W= 200 pm and L = 2 pm. In fact we
have noticed that u~ is more or less independent of the
device width.

The width of the device may be treated similarly and
thus we let the variance in W be u&. The definitions of the
length and width occur during different stages of processing
and under different conditions. Hence L and W may be
treated as independent random variables.

To determine the variance in mobility, a knowledge of
the factors that affect it is required. It is reported in [18]
that at room temperature and moderate gate bias the
electron mobility is mainly governed by scattering due to
interface charge centers and phonons. An empirical rela-
tionship for p is [18]

~O(NA)

‘= l+a(N~)Nf
(19)

where p 0(N~) and a( N~) are empirical constants with very
little dependence on the dopant concentration. Thus the
mismatch in p may be approximated to be entirely due to
the nonuniformity of Qf. As the fixed oxide charges have a
Poisson distribution, we may write

22—
Nf.—.—

‘~= (1;f~f)4 LW”
(20)

The discussion given above for the mobility mismatch is
for electrons only. We are not aware of any model that
relates the mobility of holes to the doping concentration in
the bulk and the fixed oxide charge density. The situation
in the case of p-channel devices is further complicated by
the threshold adjust implant. This could cause some
damage in the substrate which may not be completely
annealed, resulting in a poorer mobility matching than in
the case of n-channel devices. In spite of these uncertain-

ties, it is still reasonable to assume that the mobility
mismatch has a similar dependence on channel dimensions
as given by (20). Then

(21)

Lwhere A = 4.95 X 10–7 cm for n-channel devices and is

not known for p-channel transistors.
The factors on the right-hand side of (18) are all inde-

pendent. Thus

(22)

From (9) and (21)

u:
~–(AW+AOx)+~+$.

~2 = LW
(23)

After substituting the values of AP and A OXfor n-channel
devices, (23) may be solved for u~ and u~ using the.
measured values of UK of different sized devices. It is
found that u~ and u ~ are approximately the same and in
the range of 0.01–0.03 pm. To provide a feel for the
relative importance of the factors causing mismatch in K,
we may substitute u~ = Uw = 0.02 pm in (23). Then

~=(2.46x10-13 +0.646 x10-’3)&

‘4x10-12(*+a’24)
where the effective dimensions ~ and ~ have the units of
centimeters. u~/~ is plotted against (1/~2 +1/ ~–2)1/2 in
Fig.- 3. The plotted relationship is not linear as shown by
(24), with the curvature increasing for smaller geometry
devices due to the increasing contribution of the l/L W

——

term. A similar plot for p-channel devices is shown in Fig.
4. The p-channel devices have a larger mismatch in con-
ductance constant. One reason for this is the poorer gate
oxide capacitance matching as has already been pointed
out in connection with threshold voltage mismatch.
Another factor could be a larger mobility variation.

We will now summarize the mismatch behavior in the
conductance constant. These results are particular to this
work.

a) The mismatch in K due to edge variations is propor-
tional to (1/~2 +1/ ~2 )1/2. The standard deviation of
mismatch in length and width is in the range 0.01–0.03
pm. For n-channel devices, this is the dominant source of
mismatch in K.

b) The larger gate oxide capacitance Yariation observed
in p-channel devices in connection with VT mismatch
agrees with the larger mismatch in K.

c) For n-channel devices, the variation in mobility has
little effect on the mismatch in K. The corresponding
quantity for p-channel transistors, however, could be larger
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Fig. 4 Conductance constant mismatch versus dimension for p-channel
devices.

due to any damage in the substrate caused by the threshold
adjust implant.

3. Correlation Between Mismatches in VT and K: A
common contributing factor to the mismatches in VT and
K is the variation in the gate oxide capacitance. Hence we
can expect a dependence between the mismatches in VT
and K. A theoretical expression for the correlation coeffi-
cient is derived in [15]. Also the value has been experimen-
tally measured. The agreement is excellent for n-channel
devices and fair for p-channel ones. However, both the
theoretical and experimental values are close to zero indi-
cating that the mismatches in VT and K are almost inde-
pendent.

4. Mismatch in Drain Current: The drain current mis-

match in the saturation region is given by (3). As the
correlation coefficient is nearly equal to zero, we have

u,? 2
0 ;T

2+4
?=K2 (vG. - FT)2

(25)

At low values of gate-to-source voltage the dominant fac-- -.——.
“etor causing’ the fi~rn~cfi”~fi-~~~=-~u%~nt is t~~t~eshold... ....—._

voltage variation: For bias levels approaching the mid-rail,. .. .......
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Fig. 5, Drain current mismatch versus dimension for n-channel devices
The dots are the estimated vafues using (25).
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Fig, 6. Drain current mismatch versus dimension for p-channel devices,
The dots are the estimated values using (25).

the conductance constant and the threshold voltage mis-
matches have almost equal contributions to the drain
current mismatch. From (25) or may be estimated from
the measured values of a~ and uv~. Also we have actually
measured UI at different gate biases to compare with the
estimated values. Fig. 5 is a plot of uI/~ versus l/~

——

for n-channel devices for two gate voltages. The estimated
values obtained from (25) using the measured average
values of u ~= and UKare indicated by the dots. A similar
result is shown for the p-channel devices in Fig. 6. The
excellent agreement between the measured values and the
estimated ones for both p- and n-channel devices validates
the characterization methodology and also verifies the
mismatch models.

5. Range of Applicability: It is important to consider the
dimensional range over which the mismatch models we
have developed in the preceding sections are accurate. In
our analysis we have assumed that the dimensional varia-
tions are accounted for entirely by the mismatch in con-
ductance constant and have no influence on the threshold
voltage mismatch. As the threshold voltage of small-geom-
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etly devices is a function of channel length and width, it is
necessary to estimate the mismatch in threshold voltage
brought about by the dimensional variation to validate the
above assumption and hence the mismatch models. To this
end, the shift in threshold voltage brought about due to
short-channel and narrow-width effects was estimated for
a device with effective dimensions 2 x 2 pmz fabricated in
our process, using the expressions in [14]. It was found that
the mismatch component of the threshold voltage brought
about by the dimensional variations is only 10 percent of
the total threshold voltage mismatch, in the worst case
[15]. We also verified this fact for even smaller device
geometries using the process parameters given in [19].
Hence we may attribute the dimensional variations entirely
to the mismatch in K and not to VT. Thus we may
conclude that the characterization methodology and the
mismatch models are valid for small-geometry devices also.
However, as new processes emerge permitting smaller
geometry devices, further experimental work is needed to
characterize the mismatch.

6. Effect of Temperature: As the threshold voltage and
conductance constant vary with temperature, it is interest-
ing to know their matching behavior as a function of
temperature. In the case of the threshold voltage, as ex-
pressed by (5), the only terms that are dependent on
temperature are ~~~ and OB. We have seen that the
contribution of these terms to the threshold voltage mis-
match is negligible. Therefore we may expect the matching
behavior of threshold voltage to be almost independent of
temperature.

The only factor through which the conductance constant
matching can be affected is the temperature dependence of
mobility. For n-channel devices we have seen that the
mismatch in conductance constant is largely due to photo-
lithographic edge variations, and mobility variations have
the least effect. Thus temperature variations should have
vely little effect on the conductance constant matching of
n-channel devices. Since the mismatch in drain current is
due to mismatches in threshold voltage and conductance
constant, we can expect the current mismatch in n-channel
devices to be almost unaffected over a wide temperature
range. Limited experimental results seem to agree with this
prediction. As far .as the p-channel devices are concerned, _
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Fig. 7. Schematic of a multiple current-source DAC.

yield is brought out here. Finally, yield results are pre-

sented in Section III-C.

A. DA C Configuration

A multiple current-source approach was chosen to real-
ize the binary-weighted currents. This was done primarily
to overcome the problems of nonlinear relationship be-
tween the drain current and aspect ratio of small-geometry
MOS devices [14], [15], [20], and the voltage coefficient of
resistance of R-2 R networks. The configuration is shown
in Fig. 7 and is similar to that reported in [21]. ‘The least
significant bit (LSB) has one unit current source, the next
significant bit has two unit current sources connected in
parallel, and so on. The exponential growth in the number
of unit current sources is overcome by having an interstage
16:1 resistive current divider.

B. Statistical Error Analysis

In general, the errors generated by a DAC consist of
linearity, offset, and gain errors. Usually, a DAC may be
calibrated for zero gain and off set errors. Linearity error,
however, occurs due to the random mismatch in the con-
version elements. Hence, the circuit yield is a function of
the matching accuracy of the unit current sources.

Integral nonlinearity of a DAC is generally defined as
the difference between the actual output to the desired

since the mobility behavior of holes is not clearly under- output normalized to the full-scale output of the DAC.
stood, no theoretical explanation of the temperature effect This enables the nonlinearity to be expressed in terms of
is possible.

III. DESIGN METHODOLOGY

To demonstrate the usefulness of the study of the match-
ing behavior of transistors and the related models, we took
up the task of designing an 8-bit current-steering CMOS
DAC. Circuit details of the DAC have already been pre-
sented [9]. Here we only indicate the design methodology.
In Section III-A, a brief description of the DAC configura-
tion is presented. Section HI-B discusses statistical error
analysis. The close interaction between the DAC config-
uration, the matching accuracy of devices, and the circuit

fractions of LSB or as a percentage.
Let x be the output of the DAC for a given input word

and y be the analog complement of the output. The
full-scale output of the converter is the sum x + y. To
express the error as a fraction of the full scale, first we
normalize the output to the full scale as follows:

x
2(X, y) = —

X+y
(26)

where z is the normalized output, and x and y are
dependent on the input digital word and the DAC config-
uration.
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For the 8-bit interstage divider DAC shown in Fig. 7

[
X= 8D1+4D2+2D3+Dd

_]+;(8D~ +4D6 +2D7 + D8) Iu~, (27)

and

[
y= 8(1– DI)+4(1– D,)+2(1– D,)+(l– DA)

1+;{8(l– D~)+4(l –D6)+2(l– D7)+(l– D8)} Iu~,

(28)

where

Dt=Oorl

i=l,2,. o.,8

D1 is the most significant bit (MSB), D8 is the LSB2 and
lUtit is the unit current source with a mean value 1 and
standard deviation of matching u. As the unit current
sources are random and uncorrelated, we may treat x and
y to be independent random variables with standard devia-
tions UXand CJY,respectively. Now we may determine the
standard deviation of z in terms of OXand UY[12]

–20 2 + ~20y2
#=Y x

z
(i+ji)’

(29)

where OXand UVare evaluated as follows:

[
Z= 8D1+4D2+2D3+Dd

1+ -&(8DS+4D6+2DT+D8) f

andl

[
(YX2= 8D1+4D2 +2D3 + Dd

1 1+~(8D~+4D6+2D7+D8) U2

F
——_. 02.

I

Similarly
—

#_Y 02

Y—1–” “

Substituting (30) and (31) into (29)

The expected value of z maybe shown to be [12]

(30)

(31)

(32)

(33)

Using (33) in (32), we have

Z(l – z)
D2= _
z I(x+j) “02”

(34)

The above result may also be derived by determining the
joint probability density function of z as shown in [22].
Equation (34) expresses the variances of the D/A output
for different digital words. The function 2(1 – ;) will have
a maximum value when F =1/2, i.e., when the output is
halfway through the full scale, and falls off towards zero
for minimum and maximum input word combinations.
This observation suggests that the MSB current could be
the most critical and should have the highest accuracy.
Error contributions of the bits taper off towards the LSB,
and hence the relative error contributions of all the bit
current sources need not be the same. Such an error
distribution is indeed a natural consequence in the multi-
ple current-source approach where the relative accuracy of
the bits improves towards the MSB. This may be shown as
follows. If the unit current source has a mean value ~ and
standard deviation of matching u, connecting n such
sources in parallel would produce an equivalent current
source with mean value nf and standard deviation fro, as
the current sources are uncorrelated. Thus there is an
improvement in accuracy by a factor A.

The analysis so far has shown that maximum error
occurs half way through the full scale and the error contri-
butions of the individual bits taper off towards the LSB.
Now we proceed further to relate the circuit yield to the
standard deviation of the unit current sources. Here we
define circuit yield as the percentage of functional devices
that have integral nonlinearity less than 1/2 LSB. In other
words, we are eliminating catastrophic device failures due
to defects, etc. With this definition, a theoretical estimate
of the circuit yield of the DAC is obtained by multiplying
the probabilities that each of the 256 outputs of the DAC
have less than 1/2 LSB error. For normal distribution with
variances given by (34), the yield is

255 1

J
z+l/512

()

_ (Z-2)2

G=~—
, =2 fi~, 2-1/’512 ‘Xp

. dz
2GZ2

255

= ,~2 erf(Q\fi) (35)

where 1/512 is the normalized 1/2 LSB value and

‘=+iir2;”’36
The method used to derive (35) is quite general and may

be easily extended to converters of different resolutions
and accuracies. The circuit yield as given by (35) is plotted
as a function of u/~ in Fig. 8.
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100 TABLE I
DAC YIELD

80–
~
~ 60– Wafer Number Devices Functional Goodw Circuit
Y“ 40

Tested Devices Devices Yield ‘%

:
—

20 - I 32* 32 31 97

0
2 55* 55 55 I001 1 I 1 —1

03 04 05 06 07 08
3 64 60 60 100

STANOARD OEVIATION OF UNIT CURRENT MISMATCH (%)
4 64 52 52 100

5 64 60 60

Fig. 8. DAC yield versus current-source mismatch.
100—

*Broken Wafers. Hence the number of devices tested are less than 64.

Because of the error function nature of the relation
between yield and current-source matching, there is an
almost flat region close to the 100-percent yield level,
followed by a very steep region and finally the yieId
asymptotically approaches zero. To avoid the possibility of
any process variations from batch to batch affecting the
yield adversely, the design should be such tM to avoid the
region where the yield is very sensitive to the matching
accuracy. On the other hand, a very conservative matching
tolerance is also not desirable because the improvement in
yield is marginal with improvement in matching accuracy
beyond a certain point. Therefore we chose 95-percent
yield level as an optimum value that would not apprecia-
bly shift due to process variations from batch to batch.
From the theoretical relationship shown in Fig. 8, the
standard deviation of matching of the current sources
should be about 0.45 percent to achieve this yield level. It
may be noted that for an 8-bit DAC, an integral nonlinear-
ity of ~ 1/2 LSB is equivalent to 0.2 percent of full scale.
Thus, with this configuration, it is possible to provide good
integral linearity associated with a high circuit yield without
requiring an equivalent degree of component matching.
Further it is shown in [15] that the divide-by-16 network is
highly tolerant to component mismatch and hence is not a
potential source of yield loss.

The analysis given above provides a systematic design
approach for data converters. A similar approach may be
used to design any precision analog circuit in general.

C. Results

Based on the understanding of the matching behavior of
MOS devices and the systematic design methodology, an
8-bit high-speed DAC has been designed. The electrical
performance results are reported in [9]. The unit current
source used in the DAC is made up of a 24-pm-wide apd
6-pm-long n-channel transistor in combination with a 4.7-
k~ source degradation resistor. This configuration has a
better matching accuracy than a transistor alone for the
same current value, owing to the better matching of resis-
tors and the local negative feedback offered by the resistor
[9]. The combination has a standard deviation of current
matching of 0.45 percent when biased at a current of 128
p A. This should result in a circuit yield of approximately
95 percent. It may be noted that the same degree of
matching may be obtained without using the source de-

gradation resistor by choosing larger area devices, and/or
operating the devices with a larger gate-to-source voltage.
Knowledge of the mismatches in VT and K in conjunction
with (25) may be used to obtain curves such as those in
Figs. 5 and 6, for any process and operating condition.
This information when used with (35) or Fig. 8 completes
the design cycle.

Circuit yield statistics of the DAC are presented in
Table I. Column 2 indicates the number of devices that are
tested on each wafer. The next column shows the number
of devices that are functional. In other words, we are
eliminating catastrophic failures here. The fourth column
shows the number of devices with integral nonlinearity less
than + 1/2 LSB. Finally, the circuit yield is shown in the
last column. In most cases the circuit yield is 100 percent,
demonstrating the accuracy of the device characterization
and the circuit design methodology. We have been able to
achieve this high level of yield using relatively small de-
vices and without using any trimming because of the
knowledge we generated regmding the matching behavior
of the devices as a function of dimensions, and the sys-
tematic design methodology we have followed.

IV. CONCLUSION

The design of precision analog circuits presents chal-
lenges in the areas of device matching characterization and
circuit design. Novel methodologies relevant to both aspects
of the design are presented in this paper. Section II is
devoted to the study of transistor matching behavior. The
overall objective has been not only to provide a clear
understanding of the random mismatch, but also to de-
velop a comprehensive design approach for precision ana-
log circuits. The parameters a circuit designer will have
freedom to choose are the dimensions of the devices.
Therefore analytical models have been developed that re-
late the mismatch to device dimensions.

Section 111of the paper discusses the application of the
matching characterization in precision analog design. De-
sign methodology for a high-performance DAC is il-
lustrated. This is presently important because of the need
for high-speed data converters in MO$ technology. The
close interaction between device matching and circuit yield
is discussed. Experimental results of circuit yield are also
presented.
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