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Abstract—Resonant clock distributions have the potential to
save power by recycling energy from cycle-to-cycle while at
the same time improving performance by reducing the clock
distribution latency and filtering out non-periodic noise. While
these features have been successfully demonstrated in several
small-scale experiments, there remained a number of concerns
about whether these techniques would scale to a product appli-
cation. By modifying the Cell Broadband Engine Processor to
incorporate a large resonant global clock network, power savings
with full functionality is demonstrated over a 20% range in clock
frequencies, and a 6–8 Watt power savings at 4 GHz. This was
achieved by changing one wiring level and adding an additional
thick copper level to create inductors and capacitors.

Index Terms—Clock distribution, clock grid, clock tree, in-
ductor, jitter, microprocessor, resonant circuit, resonant clock.

I. INTRODUCTION

C LOCK distributions on large, high-performance dig-
ital integrated circuits must meet stringent timing and

power requirements. Skew and jitter from the clock distribu-
tion increases timing margins and reduces performance. The
additional timing margin required for clock uncertainty pre-
vents a chip from operating at lower supply voltages, thereby
increasing power consumption. Resonant clocking techniques
[1]–[6] have shown promise in reducing global clock power
and timing uncertainty. By resonating the large global clock
capacitance with an inductance, the energy used to charge the
clock node each period can be recycled within the LC resonant
tank network, resulting in lower clock power. Significant addi-
tional power savings can be realized by reducing the strength
of clock buffers driving the LC load because after start-up,
only losses need to be overcome at resonance. Skew and jitter
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can be improved due to the band-pass characteristic of the
LC network and the ability to use fewer or lower-gain clock
buffering stages [1].

Numerous small test chips have demonstrated the potential
benefits of resonant clocking [1]–[6], but these typically used
off-chip inductors or high-quality isolated inductors which
would not be practical in most applications. Other experiments
used significantly different global clocking methodologies that
could be difficult to incorporate into existing local clocking and
timing schemes. Concerns about signal integrity and noise cou-
pling from the inductors integrated onto the chip also remained
a concern. A large-scale demonstration of an LC resonant clock
on a fully-functional microprocessor was needed to address
these issues and concerns, with hardware measurements to
quantify the actual benefits. In this work, we address most
concerns by experimentally transforming the global clock on
the Cell Broadband Engine (Cell/B.E.) processor [7] into an
LC resonant clock.

The Cell/B.E. processor is a high-performance multi-core mi-
croprocessor that consists of a 64-bit general purpose processor
core along with eight specialized co-processors, all operating
nominally at 3.2 GHz using a single high-frequency global clock
that covers 85% of the chip area. The redesign of the global
clock on the Cell/B.E. processor was a challenging undertaking
that required modifications to an already completed commercial
microprocessor in volume manufacturing. In this paper, we de-
scribe the work needed to build a resonantly clocked Cell/B.E.
processor. Hardware measurements from the modified design
show full functionality at 3.2 GHz, and power savings of 25%
in the global clock and 5% overall in the chip power at 4 GHz.
This paper is organized as follows. In Section II, the architecture
of the resonant clock network is presented. Section III describes
how the Cell/B.E. processor was modified. Measurement results
from resonant and non-resonant control chips from the same
wafer lot are presented in Section IV.

II. RESONANT-LOAD GLOBAL CLOCK ARCHITECTURE

High-performance IBM microprocessors use a tree-driven
grid approach in the global clock design [7]–[10]. A buffered
tree using on-chip transmission lines is used to distribute the
clock across the chip, and a grid is used to short the ends of the
final tree together for lower skew and better robustness with
respect to process, voltage and temperature (PVT) variations
[11]. This style of distribution is attractive for several reasons.
First, it can be designed to have arbitrarily small nominal skew
like a perfectly balanced tree design. Second, compared to a
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Fig. 1. A simplified global clock distribution with a resonant load. Four clock
sectors, which form the basic building block of the distribution, are shown.

pure tree design, a tree-driven grid can achieve greater robust-
ness to PVT as well as reduced power and very competitive
nominal skew.

Fortuitously, we found that such a tree driven grid design
could be transformed into a resonant clock design with rela-
tively minor modifications of the original non-resonant “con-
trol” product design, which made this experiment possible.

In order to achieve seamless integration of a resonant clock
into existing tree-driven grid global clocking designs, certain
features in the resonant clock are desirable. The two most impor-
tant are uniform-phase and uniform-amplitude. This is because
a single-phase full-rail clock drives almost all of the flip-flops
and latches on a microprocessor. The resonant-load global clock
distribution developed by the authors in [1] is uniform in phase
and amplitude, so is an ideal candidate to be used on the modi-
fied Cell/B.E. processor.

The Fig. 1 shows a resonant-load global clock distribution
as described in [1]. The clock is distributed from a single syn-
chronous source and is buffered through a tuned-balanced tree.
The tree then drives a set of clock sectors, a basic unit of the
distribution driven by the lowest buffer level of the global clock
tree. For simplicity, only four clock sectors are shown in Fig. 1,
while on real microprocessors there are hundreds of sectors. The
Cell/B.E. contains more than 800 sectors.

The sector clock buffer (SCB) associated with each clock
sector provides the gain needed to drive a local tree, the clock
grid, and the local clock buffers (LCBs), as shown in Fig. 2.
The LCBs are the final stages driving the latches, and incorpo-
rate test and clock gating functions. To support single-phase,
single-ended, LC clocking with uniform amplitude, spiral in-
ductors are attached to the clock tree. By attaching the inductor
near the end of the sector trees which drive the grid (as shown
in Fig. 2) a small “treelet” with 2 leaf nodes distributes the
current flowing into and out of the inductor, reducing resistive
losses which would degrade the Q of the network. Connecting
the inductor directly to the grid at a single point could result in
local skew near that connection. Distributing the current from
each inductor across 2 points on the clock grid (as opposed
to just one) thus reduces the local skew on the grid. For even
lower skew, a single inductor could be connected directly to
the output of the sector buffer, but this reduces power sav-
ings since the sector buffer output waveform does not well
match the more sinusoidal waveform natural to the inductors,
and larger currents result from this mismatch. Choosing the

Fig. 2. The components and topology of a resonant clock sector with tree wires
shown as dashed lines.

Fig. 3. A simple lumped circuit model of the resonant clock sector.

number of inductors and the best connection points for these
inductors involves consideration of inductor area, skew, and
power. The other end of the inductor is attached to a large
capacitor described below. The purpose of this capacitor is to
establish a mid-rail DC voltage (approximately) around which
the clock network operates. The buck-converter-like topology
of the resonant clock network, shown in Fig. 3, results in this
capacitor (labeled C in Fig. 3) reaching a steady-state average
voltage of (assuming a 50% duty cycle global clock)
with a time constant and ripple determined by the ratio of the
clock capacitance, , to the added capacitance, . When
the clock duty cycle diverges slightly from 50%, the capacitor
simply averages the driving clock signal, so that a 45% duty
cycle produces an average voltage VDD. This
results in a small voltage offset in the clock grid waveform.
As long as the duty-cycle is not far from 50%, which is usu-
ally the case for global clock signals, this small offset is not
a problem. In fact, because of this offset, the effective duty
cycle of the resonant global clock varies with the duty cycle
of the clock source very much like the control non-resonant
clock distribution on the product version of this chip. Since
hardware sometimes performs better with a duty cycle slightly
offset from the ideal 50%, this may be considered the desired
behavior. In addition, if an ideal VDD/2 supply was used, and
the desired duty cycle was not 50%, extra power would be con-
sumed due to the resulting DC current through the inductor.
In [1], the added capacitance was implemented using MOS
gate capacitors (with C roughly ten times larger than
depending on the sector) which were positioned adjacent to the
spiral inductors.

All the flip-flops and latches in the design are driven by LCBs
that tap into the global clock grid. LCBs provide the additional
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Fig. 4. The clock distribution has 17 levels of buffering and is divided into 6
tiles—the tree to only one tile is expanded for clarity.

gain needed to drive the actual loads. While it would be de-
sirable to save even more power by resonating the local clock
signal(s) produced by the LCBs, this is not easily compatible
with local clock gating, where the local clocks are often gated
on a cycle-by-cycle basis. Depending on the Q of the inductor,
and the size of the decoupling capacitor C in Fig. 3, the resonant
clock circuit can require several cycles to converge to the desired
periodic clock waveform when the clock source starts. Because
the SCB is driving an LC load, much of the power savings in this
resonant-load global clock distribution actually comes from the
ability to reduce the drive strength of the SCBs, and the asso-
ciated parasitic capacitances. In [1], total power saving in the
clock distribution using a resonant-load approaches 80%, only
20% of which is the result of energy recirculation between in-
ductor and capacitor. In this Cell/B.E. design, modeling predicts
that 60% of the power savings comes from the reduction in the
drive strength of the SCBs driving the LC load.

III. MODIFYING THE CELL/B.E. PROCESSOR GLOBAL CLOCK

The Cell/B.E. processor has three independent tree-driven-
grid global clock distributions that support the microprocessor
logic (nclk), memory interface (miclk), and bus interface (bclk).
The nclk operates at 3.2 GHz while the miclk and bclk operate
at 1.6 GHz. Since the nclk covers 85% of the chip and consumes
97% of the global clock power, only this distribution was mod-
ified to have a resonant clock.

In addition, simulations showed that expected power savings
from resonant clocking increases with frequency, so that little
if any power savings could be achieved for the 1.6 GHz clock
distributions without higher-Q inductors.

Fig. 4 shows a cross-section of the nclk distribution. There
are 17 levels of buffering in the tree from the PLL to the nclk
mesh. The first 16 buffers are inverters driving long transmis-
sion lines, while the 17th buffer is a sector clock buffer (SCB).
The SCB is a three stage inverter and drives the nclk mesh and
local clock buffers (LCBs). There are 830 SCBs in the nclk dis-
tribution driving a total capacitive load of 2 nF. The complete
nclk distribution is assembled by shorting six “tiles” together.
Only one tile is expanded in Fig. 4, which ends in 192 SCBs.
For simplicity, the other tiles (not identical), are not expanded.

These trees consist of carefully optimized transmission lines,
length and delay matched at each level to achieve low skew in
the presence of PVT variations.

Since the 90-nm implementation of the Cell/B.E. processor
was complete and in volume manufacturing at the time this work
started, the goal was to transform the global clock into a resonant
clock with as few modifications as possible to reduce design re-
sources needed, wafer processing, and mask cost. With the pro-
cessor design already completed, there was no space within the
existing eight metal layers on the chip to place all the spiral in-
ductors required, even though they would require only a small
percentage of the top two existing metal layers. Instead, a new
9th level of metal was added to the chip. This new 1.2 um-thick
copper level was used to implement 830 on-chip spiral induc-
tors. This resonant-load global clock design also requires the
addition of a large capacitor to generate the VDD/2 supply, as
described above and shown in Fig. 3. Fortunately, the same new
metal layer can be used to implement a large distributed metal
fringe capacitor since the 830 inductors and vias needed for chip
I/O occupy a small fraction of the chip area.

The area of the nclk mesh driven by a single SCB, as shown in
Figs. 1 and 2 is approximately 600 um by 400 um. Within each
of the 830 clock sectors on the chip, a 2.75 turn 1.2 nH inductor
(inner diameter 100 um) is attached to the clock tree. The clock
sector load capacitance can vary across the chip by as much as
4X, which raises concerns about whether the added inductance
needs to be tuned to the local sector load capacitance. How-
ever, simulations showed that a single 1.2 nH inductor design
could be replicated across the chip to simplify the implementa-
tion. This simplified design was considered acceptable because
it resulted in a simulated skew increase of only 3.2 ps in the res-
onant design compared to the original non-resonant design (8.4
ps vs. 5.2 ps) near the resonant frequency. In the original de-
sign, the SCBs were chosen from a selection of power levels to
lower power and skew. The tree wires within each sector were
also tuned depending on the detailed SCB placement and the
distribution of clock pin loads within each sector [11]. Ideally,
the inductors would also be selected to match the capacitive
loads in each sector. If the Q of this distributed LC network was
higher, skew and signal quality requirements would require ac-
curate tuning of inductors and capacitors. However in this low-Q
regime, with the inductors shorted together using a fairly rigid
clock grid that tends to average out local variations, inductor
tuning was found to be much less critical.

The inductor has a quality factor of only 1.8 at 3.2 GHz (the
target resonant frequency) primarily due to eddy currents in the
power grid which reduce the inductance of the spiral by a factor
of two. Fig. 5 shows field solver simulations of the eddy currents
in the power grid underneath the inductor (Fig. 5(a)) and the re-
duced magnetic field within the spiral that results (Fig. 5(b)).
If the loops in the power grid could be safely removed as in
Fig. 5(c), the inductor would have a quality factor of 4.8 and
an inductance of 2.2 nH. Power grid cutting and power via re-
moval techniques used to improve inductor quality factor in [1]
were not used in this work because of concerns about the in-
tegrity of the resulting power grid and the costs associated with
additional mask changes. Cutting nearby loops in the power grid
causes two problems. First, without careful design there will be
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Fig. 5. Full-wave 3D field solver simulation results.

Fig. 6. Metal fringe capacitor connects to inductor and a lumped model of the resonant network.

inevitable increases in local IR drops in the power grid. Second,
cutting power wires would affect the on-chip transmission line
properties of critical global clock wires, since these power wires
can be transmission line return paths.

While one end of the inductor is connected to the clock trees
driving the grid, the other end of the inductor is attached to
a large distributed fringe capacitor (Fig. 6) constructed from
minimum width and space wiring on the same metal layer as
the inductor. With a 50% duty cycle clock, the fringe capacitor
reaches a steady-state average voltage centered about VDD/2
in less than 3 cycles, with a simulated peak to peak ripple of
260 mV on a 1 V supply. The 12 nF fringe capacitance is 6X
larger than the grid load capacitance consisting of the tree wires,
the clock grid wires, the local short wires driving the gates, and
finally the device gate capacitances. This 6X capacitance muli-
plier results in a good balance between low voltage ripple (af-
fects power savings and skew/jitter improvement) and time to
reach steady state (affects startup and low-frequency operation).

Fig. 7 is a die photo of a small section of the chip showing the
columns of inductors and C4 pads on the new metal level. The
inductors are small enough to avoid the C4 pad array.

In addition to the new metal layer used to implement the in-
ductors and capacitors, one additional change was needed to
build the resonant clock on the Cell/B.E. processor. A single
mask level change on the fourth metal layer (M4) was used to
reduce the drive strength of the 830 SCBs to half their original
value. The SCBs are implemented as two parallel three stage
inverters. The M4 change disconnected one of the two parallel
driver’s outputs and grounded its corresponding input.

In future designs, where it would be advantageous to imple-
ment a resonant clock design without the need for an additional
metal layer, the inductors would need to be integrated carefully
with the power grid on the top two metal layers. The large ca-
pacitors added could be implemented using MOS capacitors
carefully designed to have low parasitic resistanc. For many ap-
plications, a switch would be needed to allow operation in a
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Fig. 7. Layout and die photo of a small section of the chip showing the inductor
and C4 pad columns.

non-resonant mode far from resonance (such as manufacturing
test). Simulations show that the addition of such a switch and
MOS capacitors reduces the effective power savings by approx-
imately 20% (for example a 5 Watt savings would be reduced to
4 Watts) and the switches would require less than 0.1% of the
chip silicon area. However, if significantly higher Q inductors
were desired for greater power savings and jitter reduction, this
could require significant chip area ( 10% or more) and floor
plan disruption using currently available inductor designs and
technology. Alternatively, inductor Q could be increased signif-
icantly with lower cost by removing loops in the power grid near
the inductors to reduce eddy currents [1]. This would impact the
robustness and complexity of the power distribution, requiring
more careful design and analysis of the on-chip power distribu-
tions, but would significantly reduce the cost of implementing a
resonant global clock design.

IV. MEARUREMENT RESULTS

A special six wafer lot was used for this work. The six wafers
were selected from a larger parent lot based on parametric data
which indicated that the devices on these wafers were similar in
terms of drive strength and leakage and that the modules from
these wafers would have the highest yield. Four of the wafers
were “resonant” and received the M4 change and the new metal
level while two of the wafers received the normal design and
served as “control” for comparison purposes. Additional test
wafers were used to ensure that the additional metal level was
added correctly, that the inductors were properly connected to
the existing global clock network on the chip, and that there
were no shorts in the fringe capacitor. Fig. 7 shows a section
of design layout and an associated photo from an optical micro-
scope used to inspect the quality of the new metal level. Fig. 8
shows a higher magnification photo. Metal fill is visible inside
and outside the inductor in Fig. 8. Field solver simulations show
that the effect on the inductor quality factor due to this metal fill
is negligible since the eddy currents in the power grid dominate.
The apparent “waviness” in the metal fringe capacitor in Fig. 8
is due to moiré effect.

A. Waveforms, Low Frequency Operation and Wafer Final Test

After wafer processing and C4 plating, all six wafers re-
ceived low-frequency manufacturing wafer final test screening.

Fig. 8. Die photo of a small section of the chip showing a corner of one inductor
and the metal fringe capacitor.

Fig. 9. Simulated waveforms at start-up, near resonant frequency.

Although high yield was achieved on the two control wafers
as expected, all four resonant wafers had zero yield from this
manufacturing test. More in-depth analysis and simulation
revealed that low frequency operation of the resonant parts
is hindered by mismatch between the LC resonant frequency
and the low frequency input test clock. Fig. 9 shows simulated
waveforms near resonance at the buffer output, the clock mesh,
and the large capacitor. Only 2 or 3 cycles after start-up are
required to achieve low jitter operation, although several cycles
are needed for the large decoupling capacitor to reach steady
state. Simulation waveforms in Fig. 10 show that at a 1.2 V
supply voltage, there is double switching at the output of an
LCB at 200 MHz and slight double switching at 1 GHz. At low
supply voltages, there is less double switching at 200 MHz but
more at 1 GHz. Because wafer final test measurements are done
at these low frequencies, the double switching resulted in all the
resonant wafers receiving a manufacturing screen yield of zero.
However, because simulations indicated that the clock would
function better at frequencies above 1 GHz, modules were still
built from a selection of dies from the resonant wafers based
on the assumption that they would work at normal operational
frequencies.

B. Test Setup and Chip Booting

After resonant and non-resonant control modules were built
from diced wafers, tests were performed on a Cell/B.E. evalua-
tion board with a socket for the processor module. Module tem-
perature control was through a chilled water cooling solution
and an on-module temperature sensor. Normally, the Cell/B.E.
processor boots using an external 400 MHz reference clock that
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Fig. 10. Simulations show double switching below 1.6 GHz. At low supply
voltages, there is less double switching at 200 MHz.

is applied to the chip. Until the on-chip PLL is activated, the
clock grid runs at this reference clock frequency. When acti-
vated, the on-chip PLL multiplies this frequency by 8X to pro-
duce the core clock grid standard 3.2 GHz operating frequency.
Since the resonant clock does not function well at very low fre-
quencies, the reference clock was raised to 1.6 GHz to success-
fully boot the part thereby resolving the low frequency oper-
ation problems. The on-chip PLL was then set to a 2X multi-
plier to get to the standard 3.2 GHz operating frequency. A high
performance function generator was used to provide this refer-
ence clock, since the evaluation board clock generator was not
capable of operating at frequencies greater than 1 GHz. Mul-
tiple frequencies required during testing were achieved through
a combination of module PLL divider settings and function gen-
erator settings. Correct operating frequency was validated using
an oscilloscope connected to a Cell/B.E. test port set up to mea-
sure the chip global clock signal. A module test interface (JTAG)
was used in initial module communications and setup. This was
used for scan based program load and evaluation. Full Cell/B.E.
Linux program boot and operation was achieved on the resonant
parts using evaluation board flash firmware and an external hard
drive. The Linux testing on the resonant Cell/B.E. parts used
the I/O communication ports and XDR memory ports running
at full speed. An external calibrated power supply with on-die
voltage sense feedback control was used to make power mea-
surements in place of the evaluation boards VRM (Voltage Reg-
ulator Module).

C. Test Operation and Clock Jitter

Multiple test programs were used to evaluate resonant chip
functionality and performance. To confirm full chip function-
ality, a Cell/B.E. based architectural test program was utilized.
This program was designed to test the software architec-
tural compliance of the resonant modules. The program was
designed to have very high functional test coverage of the com-
plete Cell/B.E. module. Scan (JTAG interface) based testing
was also used to evaluate resonance clock modules. The scan
based testing included special purpose programs designed to
run on the Cell/B.E. processor. Control programs running on an
external Linux based computer were used to automatically load
each test programs through JTAG, run it, and check whether

the test ran successfully. This control program would automati-
cally change the voltage and frequency to determine functional
operation region of the module under test (voltage/frequency
shmoos). Power versus frequency results were also determined
using a Cell/B.E. power reference program run using this same
methodology. Also, array and logic built in self tests (BIST) that
are part of the Cell/B.E. logic were exercised by this external
control computer. These BIST functions were also exercised at
multiple frequencies and core voltages to determine functional
operation region of the module under test.

Voltage/frequency shmoos were made to determine if there
is any difference in the minimum passing voltages (Vmin) be-
tween the resonant and non-resonant parts. Statistically signif-
icant lower Vmin on the resonant chips would indicate larger
margins on critical timing paths due to improved clock jitter.
However, the sample size of approximately 30 parts tested did
not show a significant increase or decrease in Vmin. Subse-
quent simulations of various sources of jitter showed that with
this low-Q resonant clock design, only a small reduction in
cycle-compression (short cycles) is expected, and the jitter re-
ductions depends on the characteristics of the jitter source. As
one example, there are often many circuits receiving a half-fre-
quency clock, which can tend to collapse Vdd slightly every
other cycle, which can in turn affect clock buffer delays and
cause the global clock signal to consist of alternating long and
short cycles. The resonant clock will tend to average these long
and short cycles, reducing jitter and improving performance.
However in this low-Q design, this jitter reduction is small, and
in any case this kind of easily filtered jitter is not expected to be
significant on the Cell/B.E. processor.

Testing of the resonant modules indicated that the resonant
chips fail below 1.6 GHz. This is due to the double switching
of the LCB inputs due to frequency mismatch between the LC
resonant frequency and the input clock frequency. As shown in
the simulations waveforms in Fig. 10, this double switching is
the same reason that wafer final test (using a 200 MHz clock)
showed zero yield on the resonant parts. Fig. 10 also shows that
at low supply voltages ( 0.8 V), some low frequency func-
tionality is restored (confirmed in the hardware) because the
center point of the glitching is no longer around the threshold
voltage of the receiving LCBs. Future implementations of res-
onant clocking could include a switch to disable the resonance
for low frequency operation and wafer test.

D. Power Savings

Fig. 11 shows the measured power dissipation (normalized)
of the resonant and non-resonant chips with only the global
clock running and leakage current subtracted. There is a local
minimum in the resonant chip power at 3.2 GHz (the resonant
frequency) and a power savings of 5–25% compared to the non-
resonant chip power between 4 and 5 GHz. The power savings
is larger at higher frequencies because even at half strength, the
SCBs are still too strong. As previously published [1], maximum
power saving is achieved when the buffers driving the resonant
clock are sized just strong enough to achieve a full-rail, approx-
imately sinusoidal, clock signal. When the sector clock buffers
are stronger, power is wasted driving the LC circuit harder than
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Fig. 11. Measured power and simulated power for different device speeds (solid curves). Non-resonant power used to determine actual device speed.

Fig. 12. Simulation results showing simulated effect of tuning for 3 GHz vs.
3.7 GHz. Symbols highlight frequencies with best signal quality.

necessary, fighting the natural sinusoidal waveform. When run-
ning actual workloads, the measured power savings is approx-
imately 5% of the total chip power at 4 to 5 GHz. At frequen-
cies below 3 GHz, the resonant chips use more power because
of the extra loading of the fringe capacitor. Fig. 11 also shows
that the resonant chip power is sensitive to device speed, in-
creasing with increasing device speed (solid curves from sim-
ulation). The nearly linear slope of the measured non-resonant
chip power above 4 GHz shown in Fig. 11 confirms that the lot
is at least one sigma fast, and most likely two sigma fast, which
results in reduced power savings in the resonant chips. With
nominal hardware, simulation shows that the expected power
savings would have been closer to 10% of total chip power be-
tween 4 to 5 GHz.

Since chip operation and hardware power savings appeared to
improve with increased frequency, while low frequency opera-
tion was limited, a simulation study was done to study the effects
of tuning a clock distribution for different frequencies. Fig. 12
shows the predicted global clock power vs. frequency for a hy-
pothetical design where the inductors and buffers were tuned for
either 3 GHz or 3.7 GHz. For both design frequencies, the oper-
ating frequencies that resulted in good signal quality are marked
with symbols on the curves. Good signal quality for this simula-
tion study was defined as a single 20% to 80% transitions in less
than 40 ps with no glitches entering this range of 20% to 80%
Vdd. Note that tuning for lower frequency extends the range of
good signal quality to lower frequencies, but as expected slightly
reduces the power savings achieved at higher frequencies. Note
also that good signal quality was achieved at all higher frequen-
cies (up to 5 GHz) regardless of the design frequency.

V. CONCLUSION

In this paper, we describe how the Cell/B.E. processor was
modified to demonstrate the first resonantly-clocked high-per-
formance microprocessor. Power savings of approximately 5%
of total chip power is realized while running actual workloads,
and full functionality is achieved between 1.6 and 5 GHz. Unfor-
tunately, the fast hardware fabricated (1–2 sigma fast) reduced
the measured power savings by roughly a factor of two near the
resonant frequency. Resonant modules were running after a few
hours of test software debug. Linux boot was achieved using res-
onant Cell/B.E. chips and an architecture test suite program was
executed successfully. Low frequency operation issues remain a
concern in the resonant-load global clocking scheme because of
double switching at the local clock buffers due to frequency mis-
match between the LC network and the input clock frequency.
Future implementations will require a switch to disable the res-
onance for low frequency test and debug. Modeling shows that
resonant clocking becomes more attractive at clock frequencies
above 3 GHz using the integrated inductors described in this
paper. To achieve significantly greater power savings, and jitter
reduction, and extend these benefits to below 2 GHz, would re-
quire the design and integration of higher-Q inductors. This en-
hancement can be realized either by dedicating chip area to the
inductors, modifying the nearby power grid to remove eddy-cur-
rent loops, or other inductor innovations.
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