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SoC Technology: Quantum-Dot
Cellular Automata
Circuit and system design tools can be designed for devices in which digital states would

be expressed by electron and hole positioning in arrays of fabricated quantum dots

and individual molecules.
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ABSTRACT | The future of system-on-chip (SoC) technologies,

based on the scaling of current FET-based integrated circuitry,

is being predicted to reach fabrication limits by the year 2015.

Economic limits may be reached before that time. Continued

scaling of electronic devices to molecular scales will undoubt-

edly require a paradigm shift from the FET-based switch to an

alternative mechanism of information representation and

processing. This paradigm shift will also have to encompass

the tools and design culture that have made the current SoC

technology possibleVthe ability to design monolithic inte-

grated circuits with many hundreds of millions of transistors. In

this paper, we examine the initial development of a tool to

automate the design of one of the promising emerging

nanoelectronic technologies, quantum-dot cellular automata,

which has been proposed as a computing paradigm based on

single electron effects within quantum dots and molecules.
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I . INTRODUCTION

The invention of the transistor, the integrated circuit (IC),

and the laser have fuelled a revolution in electronics and

communications that has made possible many of the

technologies we have grown to depend on in our daily

lives. The exponential growth of the number of transistors

on a monolithic IC, the so-called Moore’s Law, has also led
to an exponential growth in computing power. There is

wide agreement that this exponential growth is threatened

due to problems in both the fabrication of an ever

increasing density of circuits and to the operation of the

devices themselves as they are scaled to increasingly

smaller sizes. Several international semiconductor analysis

groups have identified a Bbrick wall[ to standard

technology scaling beyond 2015. These predictions are
documented in the International Roadmap for Semicon-

ductors (ITRS) [1]. With the approach of limits to

microelectronics scaling, it is becoming increasingly

urgent to investigate alternatives both to devices and to

computational paradigms that can enable the continuation

of the exponential growth in computing power that we will

increasingly rely on for advancements in networking,

health care, industry, business, and entertainment.
The concept of a system-on-chip (SoC) technology

encompasses the integration of the many components re-

quired for increasingly sophisticated information process-

ing systems onto a single chip. These components need not

be transistor based although they are required to be realized

using a compatible set of materials, and appropriate

technologies that enable their integration. The ability to

place hundreds of millions of transistors onto a single chip
has been a triumph for both the fabrication technology

developers as well as the developers of the design tools that

make this exercise a possibility within ever decreasing time

to market limits imposed by the market conditions that

drive the international semiconductor industry. The im-

portance of design tools can be seen in the first book

dedicated to SoC [2], where a paradigm shift, referred to as
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platform-based design, was encapsulated. The major
feature of the paradigm shift (which transcends the

platform-based design approach targeted in the book) is

reflected in the use of increasingly sophisticated design

tools that allow layers of abstraction to be used in which the

higher layers essentially hide details of the fabrication

technology from the designer. Changes in fabrication tech-

nology are reflected in the increasing sophistication of the

lower level tools. The integration of future nanoelectronic
technologies within the SoC paradigm will require a com-

prehensive set of tools; hopefully, the upper layers of abs-

traction will be an evolution, rather than revolution, from

the current tools, thus offering a reasonably smooth design

path to enable the continuation of SoC design. This will

certainly represent a challenge, particularly with new na-

noelectronic devices that depart from the current FET

based devices, and fabrication techniques, such as directed
self-assembly. As we develop these emerging technologies,

we must keep in mind how they will ultimately fit into the

SoC paradigm.

With this approach, we still have to look at new low-

level design tools that allow the development of circuits and

small systems with disruptive emerging nanoelectronic

technologies. During the early stages of the invention and

subsequent development of the transistor and IC, sophisti-
cated computational tools were not available; in fact, future

advances in IC technology were required to produce those

tools. However, we now have the computational resources

and sophisticated software techniques required, and so

there is nothing to stop us from developing low-level design

tools for promising emerging technologies, even though

those technologies do not yet exist at a commercial level.

In order to introduce the concept of design tools for
emerging technologies, we have two choices. The first is to

provide an overview of different emerging technologies

with limited descriptions of current approaches, if any, to

the generation of design and simulation tools. The second

approach is to select one of the promising emerging tech-

nologies and provide a reasonable level of detail relating to

the development of a low-level but comprehensive design

tool. We have elected to follow this second approach, and in
this paper we discuss the development of such a low-level

design tool for quantum-dot cellular automata (QCA).

Emerging technologies based on quantum dots have

gained significant research interest over the past few years,

and QCA has been identified as a solution for realizing

computing circuits using quantum dots and interacting

molecules. QCA is a novel computing paradigm which

encodes information in the configuration of electrons
within the QCA cell, and relies on charge interactions to

enable the transmission and processing of information. We

have chosen to concentrate on this technology in this paper

because it represents a paradigm shift in device structure in

that it is not based on a controlled conducting channel

(unlike the ubiquitous FET device and its nanoelectronic

counterparts). QCA technology will also require somewhat

of a design paradigm shift in that processing architectures
will have to be based on very fine-grain pipelines. The

design tool we will discuss, QCADesigner, contains a layout

tool as well as simulators based on quantum mechanical

principles, as opposed to the circuit solvers in SPICE and

similar analog tools used in FET device simulators. One of

the primary advantages of this computing paradigm is that

it is, in principle, scalable to complexities which will be

required to fit into the SoC framework.
The paper is organized as follows. In Section II we

introduce QCA, including the standard cell and basic

theory behind the intercell interactions. In Section III we

present, in some detail, the theory behind information flow

in QCA and the clocking and latency concepts that will be

needed to explore the construction of basic logic blocks and

architectures using these blocks. Section IV provides

details for these basic logic blocks. In Section V we intro-
duce a design tool, QCADesigner, that provides a low-level

design and simulation environment for future QCA tech-

nology; we discuss both the layout tool and the simulation

engines that drive the simulator. In Section VI we show

some results obtained from the use of the tool including

logic blocks and small architectures using these blocks; we

also discuss the use of the tool in identifying problems and

solutions with certain proposed QCA technologies. It is our
view that the ability to use computer-aided design (CAD)

tools to identify weaknesses in proposed emerging technol-

ogies, before they are capable of commercial-level imple-

mentation, is crucial in both the selection and subsequent

development of such technologies. We finish the paper in

Section VIII with some overall conclusions. Section VII

briefly reviews various QCA implementations that have

been explored over the past decade or so, all of which are
amenable to the use of a tool such as QCADesigner for

exploration in a design and simulation environment.

II . QCA

A. QCA Basic Cell
QCA and the QCA cell was first introduced by Prof.

C. S. Lent at the University of Notre Dame [3]. QCA

information processing is based on the coulombic interac-

tions between many identical QCA cells, each constructed

using four to six electronic sites coupled through quantum

mechanical tunneling barriers. The electronic sites repre-

sent locations that an electron can occupy. In semiconduc-

tor implementations, these sites are realized using coupled

quantum dots. Fig. 1 illustrates different potential cell
geometries. The cells are designed to contain two mobile

electrons which repel each other as a result of their mutual

coulombic repulsion, and, in the ground state, tend to

occupy the diagonal sites of the cell. Binary information can

be encoded in the position of the electrons in the cell. This

bistable property of QCA cells provides a natural bridging

point to digital electronics.
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The location of mobile electrons in a cell determines
the cell’s polarization. A completely isolated cell will have

no external perturbations to force it into a particular

polarization. As a result, the state of this isolated cell can

form a quantum mechanical superposition of the two

diagonal states; i.e., P ¼ 0. Cells in this null state do not

induce neighboring cells to take on any particular

polarization and can be considered to be inactive.

In the four-dot cell shown in Fig. 1(b), such superim-
posed null states only exist if the cell is maintained in

coherent isolation; real devices will naturally drop to a

random diagonal state due to the loss of quantum mecha-

nical coherence to the environment. In the four-dot cell,

adjustable tunneling barriers are required between the

dots of the cell to bring the cell in and out of this super-

imposed state. The other QCA cell geometries have extra

configurations dedicated to realizing the null polariza-
tion and no quantum mechanical superposition is

required.The potential energy of the sites that represent

the null sites is controlled using coupled electrodes, and

provides a direct mechanism for clocking the cells. With

respect to circuit design and layout, the use of four-dot

cells will suffice in demonstrating the required concepts

presented in this paper. Within the present configuration

of our design tool, the mechanism for clocking the cells is
based on adjustable tunneling barriers, and, for consis- tency, we will only present discussions based on these

types of cells.

B. QCA Cell Interactions
Adjacent cells interact via electrostatic forces, where a

quadrupole moment is induced in neighboring cells from

the nonuniform distribution of cell charge. These

perturbative fields create a dependency of each cell’s state

on the polarization of other cells. The resulting cell-to-cell
interaction function is highly nonlinear, as can be seen in

Fig. 2. This response function provides a noise margin and

signal restoration along lengthy arrays.

Computation is accomplished by taking advantage of

the fact that, provided a favorable environment, the system

will tend to the ground state. As a result, QCA computing

has often been referred to as ground state computation. If

two cells are placed adjacent to each other, they will tend
to align their polarization as a result of the electrostatic

interaction of electrons between the cells. By taking ad-

vantage of this property, information can be transmitted

along a wire of cells. At the leading edge of the information

wave is a Bkink[; i.e., two cells with opposing polarization.

Unlike standard technologies, where metallic intercon-

nects are used to connect transistors together, QCA cells

act as both the switching device as well as the intercon-
nects. This difference has a significant impact on optimi-

zing QCA computing architectures and the latency of the

circuits.

The coulombic interaction between two cells can be

described by the kink energy, Ekink, associated with the

energetic cost of two cells having opposite polarization [4].

Fig. 2. Nonlinear cell-to-cell response function. The output cell is

almost completely polarized for even a small polarization of the

input cell (bold outline).

Fig. 1. Different geometries used to implement the QCA cell. Planar

six-dot (a) and four-dot (b) cells are used in semiconductor and

metal-island implementations. The NULL state in the four-dot cell in

(b) is realized with the quantum mechanical superposition of the two

polarization states. In this case the electrons are shown as being evenly

distributed between the four sites of the cell. Molecular QCA cells are

created using three-dimensional geometries shown in (c) and (d).
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There are background charges of þe=2 in each dot, to

ensure that the cell remains overall charge neutral. These

positive charges must be included in the calculation of the

kink energy. In general, the interaction between cells can

be described by a quadrupole-quadrupole interaction and

so we can show that the kink energy decays as the fifth

power of the distance between cells. Table 1 lists the kink

energy for various cell sizes. The dimensions listed in the
table represent the width and height of the cell bounding

box, the cell dots are located in the center of the four

quadrants of this box.

III . QCA INFORMATION FLOW

Switching is driven by perturbations introduced by outside

influences, such as neighboring cells, which cause the cell
to switch from one polarization to another as illustrated in

Fig. 3. This involves the transfer of electrons between the

sites of the cell, which is made possible due to quantum

mechanical tunneling. Quantum tunneling enables parti-

cles to be transmitted through potential barriers without

having the required energy to overcome the barrier.

The design of QCA circuits involves finding a layout of

cells, where the ground state of the layout for a particular
set of boundary conditions provided by the inputs is the

solution to the designed logical function. By providing a

suitable environment, the cell will relax to the ground state.

Changes in the boundary conditions (input values) cause

the system to relax to a new ground state, and a new output.

Unfortunately, computing with the ground state

implies that the system is sensitive to temperature effects.

In order for the system to be thermodynamically robust,
the kink energy, Ekink, and other relevant energies must be

larger than the thermal ambient energy kBT. At room

temperature, kBT � 26 meV, and it is apparent from

Table 1 that only molecular scale devices have the potential

for reliable room temperature operation.

Switching without clocking involves the application of

inputs which elevate the total energy of the system by
introducing kinks. These kinks propagate through the

circuit and are dissipated into the environment as the

system settles to a new ground state. During the transition,

it is possible that the system will settle to metastable state,

as illustrated in Fig. 4. This problem can be reduced with

the application of adiabatic switching.

The prediction of QCA switching speed depends highly

on the particular implementation. Consider the switching
of the standard semiconductor cell. In this case, switching

speed depends on the relative strength of elastic and ine-

lastic switching processes. If the system is strongly coupled

to the substrate, the inelastic process will dominate and the

switching speed will be determined by the strength of the

coupling. The calculation of this coupling is an extremely

difficult problem to solve, and can be determined using

experimental techniques. However, if elastic processes do-
minate the switching, the switching speed can be deter-

mined using the Schrödinger equation and modeled on a

computer. Previous work has shown that the standard cell

has a switching time as low as 2 ps [5] when operating in

this coherent regime. Table 2 lists the order of the theo-

retical cell switching frequencies for the various cell

implementations.

A. Power Dissipation
Power dissipation can be estimated from established

models under different assumptions of cell coupling to

the environment [8], [9]. If cells are switched quasi-

adiabatically, the total dissipation per cycle into the

environment will be less than Ekink. However, if the cells

Fig. 3. Cell switching polarization from P ¼ 1 to P ¼ �1.

Fig. 4. Schematic representation of system energy versus time. The

system starts at the ground state and is excited out of the ground state

by the application of new inputs. The system then settles either to the

correct ground state or a metastable state.

Table 1 Kink Energy Between Adjacent Cells

Table 2 Theoretic Orders of QCA Cell Switching Frequencies
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are tightly coupled to the environment and irreversible

operations are performed, each cell will dissipate Ekink for

each cycle. Fig. 5 shows the calculated power dissipation

per device versus the propagation delay. In the worst case,

QCA is still expected to operate at power dissipations

below the SIA roadmap for semiconductors predictions

for 2014 CMOS technology.

B. Cell Clocking
As with standard technologies, QCA clocking provides

a mechanism for synchronizing information flow through

the circuit. However, unlike standard technologies, which

have a built-in directionality for information flow, the

clock also controls the direction of information flow in a

QCA circuit. The QCA clock has also been shown to pro-

vide the power gain required for proper circuit operation
[8]. Beyond this, the clock enables the quasi-adiabatic

switching of cells which is required to avoid problematic

metastable states. There are currently two proposed

methods of clocking QCA cells.

The mechanism by which the clock signal changes the

state of the cells from null to one of the two polarization

states depends on the particular implementation. In the

four-dot implementation, the clock signal is used to adjust
the height of the tunneling barriers between the quantum

dots. When the clock is low, the electrons are trapped in

their associated positions and are unable to tunnel to other

dots, effectively latching the cell. When the clock signal is

high, the electronic wavefunction becomes delocalized and

the cell is said to be in the null polarization state. In

between, the cells are either latching or relaxing. Due pri-

marily to the challenges in implementing such a system,
most of the proposed QCA devices have extra sites which

enable additional electronic configurations associated with

the null state. In these implementations, the clock signal is

tied to the potential energy of these extra sites. When these
sites have a lower potential compared to the active cell

sites, the electrons will relax into the null state. Alter-

natively, if the potential of these sites is raised above the

peripheral sites, the cell will relax into the active state.

Within our simulation tool, clocking is implemented as a

signal applied to adjustable tunneling barriers. Zone clock-

ing and continuous clocking are two potential methods for

clocking QCA cells.

1) Zone Clocking: With zone clocking all the cells in a
design are grouped into one of four available clocking
zones; each cell in a particular clocking zone is connected
to one of the four available phases of the QCA clock shown
in Fig. 6 [10]. Each cell in the zone is latched and un-
latched synchronized with the changing clock signal.

The clock signals act to pump information throughout
the circuit as a result of the successive latching and
unlatching in cells connected to the different clock phases.
For example, a wire, which is clocked from left to right with
increasing clocking zones, will carry information in the
same direction; i.e., from left to right. This acts to pipeline
QCA circuits at a clocking zone level. QCA wires are unique
in that more than one bit of information can be propagated
along the same wire at any one time. Within the present
tool, zone clocking is the only method that is accessible,
and our following discussions will be based on results using
this method.

2) Continuous Clocking: Continuous clocking involves
generating a potential field by a system of submerged
electrodes [11], [12]. The potential of the different sites of
the cells depends on the total electric field generated at
those sites by the electrodes. By applying phase-shifted
sinusoids to each of the electrodes a forward moving wave
can be generated at the level of the cells. Cells are latched
at the wavefront of this forward moving wave as illustrated
in Fig. 7.

Fig. 5. Power dissipation in QCA and SIA predictions for CMOS [8].

Reused with permission from J. Timler, J. Appl. Phys., vol. 91, p. 823

(2002). Copyright 2002, American Institute of Physics.

Fig. 6. The four phases of the QCA clock used to control information

flow in the QCA circuit.
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C. Interconnect Latency
Within the zone clocking scheme, each group of cells

connected to a particular phase of the clock can be con-

sidered as a D-latch [13]. As each group of cells in a

particular clocking zone become latched they retain their

information until the clock is relaxed, independent of

changes in the polarization of neighboring cells. A length

of QCA wire can be represented schematically as shown in
Fig. 8. This inherent zone latching has a major effect on

the design cost function. In all schematics presented in this

paper, we use the numbered D-latch representation to

incorporate the clock zone information.

In the QCA layout shown in Fig. 8, the different clock-

ing zones are represented with different shades of gray.

Simulation results for this clocked wire are shown in Fig. 9.

The simulation results show that the first two latched
periods of the output cell have values which are indetermi-

nate, since the number of clock cycles simulated has been

insufficient to clock the input all the way to the output.

The deep pipeline inherent in QCA circuits forces us to

evaluate our designs differently than we would if we were

designing with traditional technologies. Even in heavily

pipelined transistor based logic architectures, there will

normally be many gates in a combinational structure
between each latch in the pipeline. In QCA, the latency is

determined completely by the largest number of clocking

zones between input and output, with each gate and wire

connection being connected to a clocking zone. The ori-

ginal concept of QCA, as a quantum-level implementation

of classical cellular automata (CA) [3], is evident from the
inherent clocked operation at the device level. Although

CA architectures are not normally implemented in most

synchronous digital systems, we can look at structures that

have similar properties as being target candidates for QCA

implementation. Examples are bit-serial architectures and

systolic arrays. Interestingly, parallel designs, which

require large fan-outs to the parallel logic components,

will introduce more latency because of the very nature of
QCA interconnects; thus, we will need to change our

computing paradigms to match the different cost functions

inherent with using future QCA technology.

D. Interfacing
Any nanoscale computing technology requires a robust

method of interfacing with the macro world. Interfacing

the QCA circuit requires a technology that can create and
detect the configuration of single electrons within the cell.

Researchers have verified that a single-electron transistor

(SET) can be used to read the state of individual output

cells [6], [14], [15]. Such SETs are highly sensitive to the

Fig. 7. Submerged electrodes can be used to clock QCA cells by

applying a forward moving electric field at the level of the cells.

Fig. 8. QCA wire shown with cells and schematic representation.

C0, C1, C2, and C3 are the four phases of the clock. Each of the clocking

zones maps to a numbered D-latch in the circuit representation.

Notice that only one clocking zone is latched.

Fig. 9. Simulation output of the clocked wire. The first two outputs are

indeterminate because they represent polarization in the wire prior

to the complete propagation of the first input.
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presence or absence of a single charge at the gate electrode
of the SET. Significant research has been invested in

developing techniques to realize room-temperature [16]

and high-frequency [17] SETs. The state of an input cell

can be set with the presence of a charged electrode located

nearer to one of the four dots of the input cell. The induced

potential from this electrode will be sufficient to alter the

ground state configuration and therefore the polarization

of the cell.

IV. QCA LOGIC

A. Inverter
The most common inverter design is shown in Fig. 10.

This fork inverter has two legs of the input QCA wire which

interact at a 45� angle with the first cell of the output wire.

At this angle, the coupling between cells is negative and

can be exploited to realize the compliment function.

B. Majority Gate
The fundamental logic primitive available with QCA

technology is the majority gate. This gate performs the

following Boolean function:

MajðA; B; CÞ ¼ AB þ AC þ BC: (1)

At least two of the inputs to the gate must be asserted

before the output is asserted. This gate is a member of the
higher class of threshold gates where the sum of weighted

inputs must exceed the threshold before the output is

asserted [18]. The three-input majority gate is implemen-

ted with the layout shown in Fig. 11.

The majority gate can be programmed to perform the

standard and and or operations by fixing the polarization

to one of the three available inputs as illustrated in

Fig. 12.

C. Fixed Polarization Cells
As discussed in the previous section, fixed polarization

cells are required to implement and and or functions.

There are two methods for realizing these, the first involves

a QCA network that distributes a constant polarization to

all the and and or gates, inverting where necessary. The

other method involves the dot-level manipulation of cells

within the circuit. These fixed polarization cells can be

implemented by simply removing two quantum dots from

the cell, leaving the two dots associated with the diagonal
that gives the desired polarization. The use of fixed

polarization cells results in circuits which consume far less

area, and are also less likely to experience errors associated

with the large network required by the first approach. One

approach to minimizing the overall hardware require-

ments, as well as the number of fixed cells, is to find the

optimal majority representation of a circuit [19].

V. QCADesigner

A. Rationale
When commercial fabrication processes have reached a

stage of advancement where any emerging technology is an
economic reality, the potential of the technology should

already have been explored and uses for the technology

Fig. 11. The three-input majority gate is the fundamental logic

primitive available with QCA. It is created from a cross pattern of

five cells. At least two of the cells must be logic B1[ before the

output is logic B1.[

Fig. 12. The majority gate as a programmable AND and OR gate. Fixing

one of the inputs to logic B0[ creates a two-input AND gate.

Alternatively, if we fix one of the inputs to logic B1,[ we obtain

a two-input OR gate.

Fig. 10. Layout of a fork inverter. The two arms of the fork reinforce

the inverter function by doubling the coupling to the output cells.
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found. In fact, this vertical approach may even change the
amount of effort spent on developing a technology based

on, for example, the uses (or lack of them) found and the

fabrication tolerances required. The best way to evaluate a

technology is to provide tools for design and simulation

and make these available to a large group of future

designers within that technology. With sufficiently accu-

rate simulation models and computational techniques,

these tools are able to predict the level of success of nano-
circuit designs, even though such nanotechnology is not

available. Thus, the availability of a design and simulation

tool for promising emerging nanotechnologies provides

interested researchers with the ability to explore the

design, and also some elements of the fabrication, space of

the technology. This should lead to commercialization that

can be accomplished in a much shorter time frame than

would otherwise be possible. This approach also allows a
large body of future designers in the technology to become

very familiar with its design requirements even before it is

commercialized. Such design tools should also provide the

necessary infrastructure to evaluate the potential of the

underlying technology and the extent to which it can be

scaled to complexities that would require design paradigms

such as those now developed for SoC.

Within the context of this paper, we describe one tool,
QCADesigner [20]–[23], which facilitates the rapid

design, layout, and simulation of complex QCA circuits

by providing standard and easy-to-use CAD capabilities

with an advanced back end to support quantum mechan-

ical simulations of complex circuits [24]. QCADesigner is

available to the QCA research community via the

Internet.1 We invite readers to explore the tool particularly

in light of the potential of QCA in emerging SoC
technologies.

B. Tool Requirements
A complete evaluation of a technology has to be made

by considering many facets of design, including determin-

ing which circuits can be mapped directly to the new

technology, which ones require a rethinking of the

architectural choices, which layouts create robust circuits,

etc. In most cases this will require a time investment by

several groups and many people, all interacting with the
design and simulation tools to perform their analysis. The

design tool(s) should not require the users to possess

detailed theoretical knowledge of the devices and tech-

nology in order to use the tool appropriately. Rather, the

tool should allow the users to fully explore and extend the

design space in order that as many interested designers as

possible become involved in the effort. To maximize the

number of users, developers of the tool(s) have to consider
features that include graphical user interface design that

does not obfuscate the features behind multilevel dialog

trees or command line parameters. With any simulation
tool, and in particular with emerging technologies that are

yet to be commercially realized, the simulation models will

unavoidably change. Simulation tools should be developed

to handle such changes by design.

C. QCADesigner Data Flow
Simulation engines within QCADesigner model the

statics and dynamics of QCA operation. Although two
simulation engines are currently included with the tool, it

is relatively easy for external groups to develop and

incorporate their own simulation engines, since the source

code for the tool is made available. The QCA circuit is

internally represented by a linked list of cell objects and

their associated properties (position, size of the cell, size of

the dots, charge distribution, etc). When the user starts a

simulation, the circuit and the appropriate simulation
engine options, as well as a vector table of inputs, are sent

to the simulation engine.If the user does not provide a

vector table then QCADesigner will perform an exhaustive

simulation over all possible input vectors.

The simulation engine interprets the circuit and

extracts the cell properties and the variables it requires to

complete the simulation. Once completed, the simulation

engine generates a simulation data structure, which con-
sists of the traces for each designated output and input cell,

as well as a unique trace for each of the four phases of the

clock. This structure is sent to the graphing data inter-

preter, which constructs the digital representation of any

designed data buses by considering where the traces exceed

a predefined threshold. Once all structures have been built,

1[Online]. Available: http://www.qcadesigner.ca

Fig. 13. The flow of data from the QCADesigner front end which

sends a linked list of cells, simulation engine options, and a vector

table to the simulation engine. Once the simulation is complete,

the engine sends the simulation data back to the graph dialog

which interprets and displays the results to the user.
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the graph dialog displays the signal traces, as well as the
digital representation of the buses. The flow of data through

the simulation engine is illustrated in Fig. 13.

D. Simulation Engines
Included in the current version of QCADesigner are

two different simulation engines: the bistable and coher-

ence vector engines. The main challenge in implementing

physically accurate simulations is the lack of experimental
data for the various QCA implementations. Even though

several small QCA systems have been developed as proof-

of-concept experiments [10], [15], [25], [26], these devices

do not necessarily represent scalable QCA technology. As a

result, one of the main objectives of this effort is to provide

motivation for further research into the implementation of

such devices and developing a continued dialog between

circuit designers and researchers investigating these
implementations.

References [5], [8], [27]–[31] develop models which

describe the static and dynamic behavior of electronic

QCA. In general, quantum mechanical systems are not

suitable for efficient simulation on a classical computer,

and the models are approximations of the full quantum

mechanical behavior of the system. It is possible to sim-

ulate the full quantum mechanical behavior of very small
systems, but the problem grows exponentially with the size

of the system and will quickly exceed the capability of any

available computer. We are therefore required to make

approximations about the quantum mechanical coupling

between cells which enable the reduction of the problem

to something that is manageable.

E. The Layout Tool
A screen shot of the QCADesigner design environment

is shown in Fig. 14. QCADesigner has attracted some

important new developers, and results from simulations

using this tool have been published by several international
groups [32]–[42]. QCADesigner is written in C and em-

ploys a wide range of open-source software such as the

GTK graphics library, and is maintained under the GNU

Public License (GPL) for open-source software. Develop-

ing the project in this manner enables it to be compiled

and used on a wide range of systems including Windows,

Linux, Mac OS X, BSD, and Solaris. The objective of the

project is to create an easy to use simulation and layout
tool available freely to the research community via the

Internet [43]. One of the most important design specifica-

tions is that other developers should be able to easily

integrate their own utilities and simulation engines into

QCADesigner. This is accomplished by providing a

standardized method of representing information within

the software.

1) CAD Capabilities: Some of the important CAD

features include:

• add/remove cells;

• move/scale/rotate cells;

• create input/output cells;

• create arrays of cells;

• group cells into digital buses;

• create/edit labels;
• PostScript printing;

• ability to merge designs.

A graphical results interpreter, shown in Fig. 15, has

also been incorporated into the tool. The graphing window

allows the user to analyze the simulation results as well as

create detailed PostScript printouts for figures in publica-

tions. The tool also includes a digital interpreter, which

can combine output traces into logical data buses and
display the resulting digital representation of the com-

bined trace data. This will facilitate future automatic

Fig. 15. QCADesigner waveform analysis dialog with digital bus

display.

Fig. 14. Screen shot of the QCADesigner design environment.

QCADesigner is shown here running under Linux but can also be

compiled on Windows, Mac OS X, BSD, and Solaris.
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testing and comparison of the simulation output against a

predefined set of vectors.

VI. USING THE DESIGN TOOL

A complete evaluation of a technology cannot be made

without the rigor of actually designing and simulating many

of the fundamental circuits required by any computing

technology. Using QCADesigner, many of these circuits

have already been developed and simulated. This section
presents circuits and results based on the present capa-

bilities of the tool. There is ongoing research into clocking

and cell geometries that are currently not implemented in

the tool; results based on these developments will be

presented in future versions of QCADesigner.

One of the main features that is currently unavailable

in the tool is the continuous clocking scheme, which may

enable the coplanar wire crossing as described in [44]. All

of the available circuits have been designed within the

zone clocking scheme currently available in the tool. With

zone clocking, it has been found that multiple levels of

cells are required to implement the wire crossing as des-

cribed in Section VI-B. Such a problem does not exist in

the continuous clocking scheme and there is significant

effort to try and implement models for those simulations

within QCADesigner.

As a design convention, we have implemented alter-
native cell representations into QCADesigner so that the

user can easily identify cells that exist on separate layers of

a QCA circuit. The cells which make up a vertical inter-

connect are displayed with a circle centered in each cell.

The cells which are part of the second circuit layer, and not

part of the vertical interconnect, are represented with an

BX[ through the cell. The cells directly below cells on the

top layer are also shown with an BX.[ Fig. 16 illustrates this
convention.

Because we ensure that all vertically stacked cells are

connected to the same clocking zone, a new clocking

Fig. 17. Adder schematic using only majority gates.

Fig. 16. Alternative cell views to represent cells on different layers

of QCA.

Fig. 19. Simulation results for the full adder.

Fig. 18. QCA cell layout of adder.
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layout is not required for each layer of cells, simplifying
the actual implementation.

A. Example Designs

1) QCA Addition: Of the variety of information

processing tasks that computers perform, the most basic

is certainly the addition of two single digit binary numbers.

References [45] and [46] investigate the design and layout
of a QCA full-adder using QCADesigner in more detail.

The schematic for the full adder is shown in Fig. 17.

The layout for this adder is shown in Fig. 18. The

apparent waste of space in this layout is a result of design

requirements that attempt to minimize the crosstalk

between different parts of the QCA circuit. The simulation

results for this adder are shown in Fig. 19. The delay

between the application of the input and the appearance of
the associated output is due to the inherent delay in the

circuit. Fig. 17 shows the four clocking zones (one clock

cycle) between the input and output.

2) n-bit QCA Adders: A QCA ripple-carry adder is

implemented by cascading n 1-bit QCA full adders. The

schematic for a 4-bit adder is shown in Fig. 20. As the

inputs increase in significance, a larger number of clock
cycles are introduced in order to synchronize the arrival of

the input with the carry of the preceding adder.

The layout of the 4-bit adder is shown in Fig. 21.

The overall latency can be obtained by considering the

critical path from one of the inputs of the first adder to the

carry output of the nth adder. Since the carry output of a

QCA full adder requires one clock cycle to complete, the

overall latency for the n-bit adder will be n clock cycles. The
advantage of the QCA adder is that it is pipelined. As a

result, we can feed new inputs into the adder every clock

cycle. When the pipeline is full a new output will be
available every clock cycle independent of the depth of the

pipeline.

An n-bit QCA carry-look-ahead adder can be ex-

pressed as

Ci ¼GiþPiGi�1þPiPi�1Gi�2þ. . .þ Pi . . . P1C0

¼GiþPi Gi�1þPi�1 . . .þðG1þP1C0Þð Þð Þ
Si ¼ Ci�1 � Pi ¼ Ci�1�Piþ �Ci�1Pi (2)

where

Gi ¼ AiBi generate signal

Pi ¼ Ai � Bi ¼ Ai�Bi þ �AiBi propagate signal: (3)

Due to the limitation of QCA to two-input and and or

gates, the critical path of a 4-bit carry-look-ahead adder
consists of ten gates; i.e., ten majority gates, from the input

of the first bit to the carry output C4 or the sum output S4

as shown in Fig. 22. Therefore, the best case latency of this

architecture is estimated at five clock cycles.

In an actual layout, the latency may be larger because

the long interconnects associated with the most significant

carries would have to be divided into more than one

clocking zone. The advantages of carry-look-ahead adders
are dependent on the ability to realize and and or gates

with more than two inputs. A ripple-carry adder is consi-

dered the slowest bit-parallel adder design in CMOS

circuits. However, the QCA ripple-carry adder has better

performance when compared to both the QCA carry-look-

ahead and carry-select adder designs.

Fig. 20. Schematic of a 4-bit QCA ripple-carry adder.
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3) QCA Multiplication: A constant coefficient multiplier

has been implemented using the adders described above

[13]. The block schematic for a 2-bit multiplier is shown in

Fig. 23. The D-latches in this schematic are required for

the proper operation of the device, and are not QCA zone
latches. In order to map this design into a QCA circuit, we

have to realize that many more D-latches are introduced

from the very nature of the QCA circuit. The D-latch

between the two adder blocks in the original schematic

(Fig. 23), is implemented in QCA by adding four additional

clocking zones (one clock cycle) along that path.

One of the inputs to the multiplier is broadcast across

the multiplier serially, the other is constant and imple-
mented using fixed polarization cells. The schematic for

this multiplier is shown in Fig. 24. The overall latency for

the multiplier is three clock cycles; one clock cycle

inherent to each adder, and one to implement the latch

between them.

The QCA layout for the multiplier is shown in Fig. 25.
The schematic is drawn to match the layout as much as

possible. The multiplier can be easily scaled by adding

full-adder blocks and partial product generators. We have

experimented with designs as large as 32-bit using this

layout. The size of the multiplier grows linearly with the

number of bits, making it efficient in area. As the size of

the multiplier is increased, the latency increases

according to

L ¼ 2n � 1 (4)

Fig. 22. Critical path of a 4-bit QCA carry-lookahead adder: from the

input of the 1st bit to the carry output C4 or the sum output S4.

Fig. 23. Block schematic of bit-serial multiplier.

Fig. 21. Layout of a 4-bit QCA ripple-carry adder.
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where the latency L is measured in clock cycles, and n is
the size of the multiplier in input bits.

4) Memory: Zone clocking creates a shift register with

each wire of clocked cells. However, each cell is connected

to a clock signal that will clear the cell contents once every

clock cycle. To correct for this loss of data, small loops can

be used to retain information. The simplest memory loop

consists of all four clocking zones, enabling the informa-
tion to continuously circulate in the loop. Fig. 26 shows a

QCA memory loop without any mechanism for reading or
writing information.

5) Memory Cell: Extra control can be added to the

memory loop to create a memory cell. The memory cell is

a building block of RAM and implements a bit-level read/

write function [47]. The QCA memory is volatile, and all

stored information will be lost when the power to the

circuit is disconnected. In order to control the function of
this memory cell, we introduce two controls and one

Fig. 24. Schematic of QCA bit-serial multiplier.

Fig. 25. Layout of QCA bit-serial multiplier.
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input. The first control wire, called the Row Select, serves

to enable the memory cell to be used in a larger memory

grid. The second control, called the Read/Write, selects the
present operation to be performed on the memory. A

schematic representation of the loop memory cell is shown

in Fig. 27.

The associated QCA circuit layout is shown in

Fig. 28. This layout attempts to maximize the application

of this memory cell to larger memories, by running the

Row Select and Read/Write control wires through the

entire length of the memory cell. In this way, a row of

memory can be created by simply laying out these cells
in a linear array, and extending the control wires to each

of the cells.

The stored memory value is constantly circulated inside

the memory loop until the Read/Write and Row Select wires

are polarized to logic B1,[ at which time the incoming input

is fed into the memory loop and circulated. If the Row Select
is polarized to logic B1,[ and the Write/Read is polarized to

B0,[ the current memory value inside the loop is fed to the
output. If the Row Select is polarized to logic B0,[ then the

memory cell will always polarize the output cell to logic B0.[
Simulation results for the memory cells are shown in

Fig. 29. Interestingly, the use of circulating memory storage

is not a new concept and can be traced back at least to the

mercury delay lines that were used to implement storage in

the tube computers of the 1950s.

6) 4-bit Processor: The most complex circuit designed so

far using QCADesigner has been a simple 4-bit processor

[48]. This processor was designed mainly as a proof-of-

concept to demonstrate that reasonably complex architec-

tures are possible to build using QCA technology, as well as

to create a platform for investigating the inherent zone

level pipelining. This circuit is intended to demonstrate

the level of complexity that can be handled by QCADe-
signer and not as a demonstration of the ideal architecture

for computing using QCA technology. Such architectures

are still being developed.

The processor is limited to operate on instructions fed

into the circuit directly at the inputs, no program memory

is used. The design incorporates a 4 	 4 RAM to provide

temporary storage. The design is based on a simple accu-

mulator architecture shown in Fig. 30.
Basic arithmetic and logic operations are implemented

in the arithmetic logic unit (ALU). This ALU is built by

extending the 4-bit adder. The ALU layout can be seen in

Fig. 31.

An input to the ALU requires 11 clock cycles (44 con-

secutive clock zones) to propagate through the entire unit.

Due to the natural pipelining introduced by the clocking, a

Fig. 26. The most basic memory element in QCA is the loop; as each

of the clocks latch and unlatch, they circulate information around

the loop.

Fig. 27. Schematic of the 1-bit memory cell.

Fig. 28. QCA layout of the memory cell.

Fig. 29. Simulation results for the memory cell.
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new input can be applied to the ALU in each consecutive
clock cycle, allowing 11 operations to be in the pipeline at

any one time.

In order to provide the processor with data loading and

storing capabilities, four 4-bit registers act as physical

memory. Instructions are available to store the current

accumulator value into any register, and similarly load the

contents of any register into the accumulator for compu-

tations using the ALU.
Fig. 32 shows the memory layout. It takes four clock

cycles for data to be stored in a register, and five clock

cycles for data to be available at the output. However, as

discussed above, this reduces to one read or write opera-

tion per clock cycle in the steady state. The feed-through

path, i.e., write, then immediately read, consumes only six

clock cycles, since the read operation is not required to

wait for the write to complete.
The accumulator is implemented using a 2 : 1 multi-

plexer with outputs fed back into one of the two input

channels. The Select control enables the accumulation of

the present ALU output. The propagation path in the

feedback loop has a two clock cycle pipeline allowing for

the accumulation of two values. These two values, how-

ever, are accessible every second clock cycle.

Fig. 33 shows the layout of the complete QCA
processor.

Each component of the processor, including the inter-

connect between components, has some latency associated

with it, creating a system-wide pipeline. The number of

pipeline stages for each component of the processor is
shown in Fig. 34.

In order to eliminate the controller logic for this simple

design, we have taken advantage of this inherent pipelin-

ing. Our instructions contain control bits that determine

how each of the processor components handles the

arguments associated with that instruction. The control

data is distributed to each of the processor components

through a set of interconnects, which are clocked such that
the control signals arrive synchronously with the associated

argument to each of the processor blocks.

This design was successfully simulated using QCADe-

signer on an Intel Pentium 4 computer system with 2 GB

of RAM. The simulation performed the addition of two

pieces of data. The result of the addition was then written

back to the internal memory. The total simulation time to

perform this operation was approximately 5 h on the
described system using a time-independent simulation en-

gine. In order to improve simulation performance, sig-

nificant effort is being invested in optimizing the available

simulation engines.

B. Discovering Problems
One of the advantages of creating CAD tools for

technologies that have yet to be implemented is the ability
to detect problems with theoretical implementation

techniques, and to provide, where possible, solutions to

these problems. In this subsection we provide an example

that relates to the coplanar crossover feature that has been

discussed in several earlier papers on QCA [49], [50].

Using the CAD layout and simulation tools in QCADe-

signer, problems with this building block were identified

and a solution was provided and implemented in the tool.
QCA coplanar crossover has been previously proposed

as a means of crossing signal wires on a single plane so that

Fig. 32. The 4	 4-bit memory block. Data enters the block at the lower

left, along with the register address and read/write signal. The data is

then made available at the upper right.

Fig. 31. The 4-bit QCA ALU. The inputs arrive at the lower left corner,

and the outputs are read at the upper right.

Fig. 30. Processor architecture.
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completely planar circuits are able to be designed [49].

When placed adjacent to each other, a regular cell, and a

cell with the orientation of the dots rotated by 45� (rotated

cell) have very little mutual interaction. This property

allows the coplanar crossover to transmit information
independently along the two different cell wires: one wire

composed of regular cells and the other composed of

rotated cells, as shown in Fig. 35 [49].

If there is no crosstalk between the two interconnects, a

signal is able to propagate across the gap. However, such a

system appears to be very sensitive to fabrication variations

that break the symmetry required for proper operation [51],

[52]. Variations in the position of cells or dots in cells of this
building block introduce crosstalk between the two

interconnects, which quickly dominate its operation.

To demonstrate a further problem associated with the

coplanar crossover, consider the simple circuit shown in

Fig. 36. The horizontal wire is sectioned by the three

vertical interconnects. Each of these sections are weakly

coupled to the other sections of the horizontal wire and

very sensitive to random perturbations. In this example,
we have placed a fixed cell above the third section of ho-

rizontal wire. The third section, as well as the one before

it, takes on the polarization of the fixed cell and not that of

the input.

Since this type of circuit block appears everywhere in a

complex design, it is unlikely that coplanar crossovers will

be a building block of future QCA circuits using

noncontinuous clocking. The ability to cross signals is

essential for circuit design. If the coplanar crossover is not

Fig. 33. QCA layout of the 4-bit processor.

Fig. 34. Number of clock cycles through each stage of the processor.
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a functional building block, then given the constraints of
the technology, we must consider alternatives for crossing

signals. Previous work has examined the possibility of

multilayer QCA [53]. Using these multilayer QCA cells, we

can effectively cross signals over on another layer as shown

previously in Fig. 16. Unlike present CMOS ICs, where

metal layers are used to connect discontinuous sections of

a circuit and cannot perform any intelligent functions, the

extra layers of QCA can be used as active components of
the circuit. In this way, we believe that multilayer QCA

circuits can potentially consume much less area as

compared to planar circuits.

VII. POTENTIAL QCA TECHNOLOGIES

To date, QCA is a commercially unrealized technology.

However, several experimental devices have been fabri-

cated [6], [15], [25], [26]. The different proposed
implementations attempt to realize the required bistable

and locally interacting behavior required by the QCA

paradigm. Of all the implementations, four distinct classes

of QCA have clearly emerged. These are:

• metal-island [6], [15], [25], [26];

• semiconductor [54], [55];

• molecular [11], [56]–[60];

• magnetic [7], [61], [62].
Researchers investigating QCA implementations are

currently focusing on what could be considered the Bholy

grail[ of QCA implementations: molecular QCA. A

proposed molecular QCA cell with four electronic sites is

shown in Fig. 37.

The molecules are bonded to the substrate surface at

adjacent sites allowing for electrostatic interactions to

induce the free electrons in the molecule to switch
position between available redox sites. The application of

the QCA paradigm to molecular electronics appears to be

promising, as molecules are very good charge containers

and the interactions have sufficiently high energy to

ensure room temperature operation; undoubtedly one of

the requirements of future nanotechnology SoC solutions.

VIII . DISCUSSION AND CONCLUSION

In this paper we have provided an initial exploration of a

design tool for an emerging nanoelectronic technology:

QCA. The premise of the paper is that it is beneficial to use

design and simulation tools to explore disruptive technol-

ogies, before they are commercialized, in order to

determine their efficacy as both enhancements and

replacements for current SoC technologies. Our approach

in this paper, has been to concentrate on one of the

Fig. 37. Four-dot molecular QCA cell [64]. With kind permission of

Springer Science and Business Media.

Fig. 36. A section of wire with three coplanar crossovers; the last two

sections of horizontal wire take on the polarization of the fixed cell

rather than the polarization at the input.

Fig. 35. A crossover assumes that there is very little interaction

between the vertical and horizontal wires.
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promising disruptive technologies (QCA), to provide
sufficient details of the technology and the design tool,

and to extend to the reader the opportunity to evaluate a

freely available design tool in order to demonstrate the

advantages of this approach for the development of future

SoC technologies.

Our exploration has covered the basic theory of QCA

including a variety of cellular architectures, logic ele-

ments, and processor structures. We have also provided
some detail about the CAD tool, QCADesigner, and the

two simulation engines that were developed that allow a

tradeoff between accuracy and computational complexity.

The paper is illustrated with several examples of QCA

logic and processor architecture designed using QCADe-

signer, including a demonstration of the ability of a good

simulation tool in providing evidence of potential failure

of the technology and solutions that can be explored to
overcome these failures. We have also provided a roundup

of the most promising QCA implementation technologies.

Emerging nanotechnologies that are being, and will be,

explored as replacements for current FET-based technol-

ogies, may be our only hope of continuing along the

Moore’s Law exponential path and providing the antici-

pated increases in circuit density that define our concept of
SoC. Several promising emerging technologies have

already been identified and others will undoubtedly appear

over the next decade or so. Whichever technologies prove

to be successful replacements, and there may be several

that are finally used in a mixed technology scenario, we

will need to explore them thoroughly in a sophisticated

design and simulation environment. Prior to commercial

fabrication success of any new technology, we will need to
evaluate, make robust, and be ready for the assimilation of

that technology into the fabrication market place. This can

only be accomplished through the use of design and

simulation tools that accurately predict the complete

nanoenvironment within which the new technology will

work. h
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