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Abstract

This is a thesis about implementation of a∆Σ modulator with continuous-time

techniques. A methodology to obtain proper continuous-time (s-domain) transfer

functions for a continuous-time∆Σ modulator has been presented. Different classes of

continuous-time modulators based on the DAC waveform in the∆Σ loop and the number

of digital delays in the feedback loop have been recognized and analyzed. A new

structure for the LC-based∆Σ modulators has been proposed. A fourth-order

transconductor-C modulator has been implemented in a 0.8µm BiCMOS technology.

Advantages and drawbacks of continuous-time modulators particularly with

transconductor-C technique have been investigated. A new transconductor-C filter and

further work are recommended to improve the performance of the current modulator.
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Chapter 1

Introduction

1.1 Analog-to-Digital Conversion

It is not exaggerating to say that data converters are key components of almo

electronic system. Since the real world is inherently analog and the tren

telecommunication, voice, video, instrument, computer and many other applicatio

to get a digital form of the analog signal to make use of robust, flexible and re

signal processing, the analog-digital interfaces become critical paths. In term

complexity data converters are composed of many analog building blocks such 

amps, sample (track)-and-holds and comparators which makes their design

challenging especially when a system is put on a chip. In a data converter des

often have to mix analog and digital techniques and acquire a very good knowled

both analog and signal processing areas. Sometimes even dealing with some a

theories such as nonlinear phenomena and stability becomes unavoidable. In this

perhaps the most interesting class of data converters is Delta-Sigma (∆Σ) analog-to-

digital (A/D) converters which are sometimes referred to as oversampling, interpo

or noise-shaping converters. A∆Σ A/D converter usually consists of an analog pa

called a∆Σ modulator producing an oversampled bit stream followed by a digital 

implementing decimation and digital filtering to complete the A/D conversion.

Depending on the application of an A/D converter the trade-off among speed, reso

and power is made given the specifications and the process. In [Snel92] a comp

among several analog-to-digital converters (ADC) has been made and the resultan

demonstrate very useful relations. Regarding speed and accuracy it was found t

best converters had GHz, whereN is the converter’s resolution in bits an2
N

f s 100=
1
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quite
 the sampling frequency. For eight-bit converters a wide range of 1mW− mW/MHz

has been found as a relationship between power and sampling rate while the be

part was consuming mW/MHz. This means that in a state-of-the art converte

can expect to get an 8-bit ADC with MHz sampling frequency consuming m

A survey among some of the most recent ADCs in the literature verified the prec

information. For example, an 8-bit MHz sampling ADC with mW pow

consumption was reported in  [Mor95]. However, most ADCs were consum

higher power in the order of 1W at high sampling rates [Kim93] or higher resolution

bits) [Col93].

As mentioned, Delta-Sigma (∆Σ) converters form a popular class of analog-to-digi

converters. However, they have been mostly developed for high precision 

applications using switched-C techniques. For video applications such as digital-T

HDTV or direct satellite broadcast systems usually a moderate dynamic range betw

to  bits is enough but a fairly high clock rate in order of MHz is required. So

flash [Rey94] or half-flash [Lon93], pipeline and/or sub-ranging [Con93], [Lin9

[Nis95] A/D converters have been developed for the video applications.

This thesis studies the feasibility of a∆Σ modulator for high-speed high-bandwidt

applications such as video. Since it is well known that continuous-time techniques

as transconductor-C filters can be faster than their switched-C counterparts in the same

process, the motivation for this thesis was the development of a method

implementing continuous-time∆Σ modulators with special stress on transconducto-C

realization. Although one can not expect to achieve a very high dynamic r

performance from transconductor-C circuits due to their known non-linearity problem

it seems that for the medium dynamic range applications such as video, these circu

suitable.

Another motivation for studying the transconductor-C approach for∆Σ modulation was

the new trend for moving analog/digital interface closer to the signal source w

necessitates higher ADC sampling rates. Perhaps, talking about analog-to-

conversion for radio frequencies (RF) in GHz range seems to be a bit unrealistic 

However, conversion of analog signals at an intermediate frequency (IF) is 

f s 10

2.5

100 250

150 350
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achievable. A∆Σ modulator for converting an IF signal at up to MHz [Sing94] h

been already reported using switched-C techniques. This thesis investigates t

possibility of analog-to-digital conversion of an analog signal at higher IF frequenc

This thesis demonstrates a fourth-order∆Σ transconductor-C circuit implementation. It

also shows some practical advantages and drawbacks of a continuous-tim∆Σ

implementation which have been supported by analysis and simulations and prac

verified by experiments. It studies the problems associated with the LC realiza

[Gail89], [Thu91], [Tro93] and introduces a new structure for an LC∆Σ modulator.

1.2 Contributions

The contributions made in this thesis to the study and implementation of a contin

time ∆Σ modulator are as follows:

1) It gives a methodology to obtain a continuous-time loop filter transfer function fro

switched-C counterpart given the waveform(s) of the digital-to-analog converte

(DAC) in the ∆Σ feedback loop. The loop filter transfer functions for som

important modulators have been explicitly presented.

2) It develops two different classes of equivalent continuous-time modulators for 

switched-C modulator which has at least two loop delays:i) a zero-delay modulator

andii ) a modulator with one or more digital loop delays.

3) It analyzes the effects of the extra loop delays or propagation delay times o

components in a continuous-time∆Σ modulator such as those in the comparat

latch or D-flip flop, DAC and parasitic interconnects by the modifiedz-transform

method. It explicitly derives the modified noise transfer functions  

two popular bandpass modulators as well.

4) It analytically proves the anti-alias filtering property of continuous-time modula

which is then verified by simulations and real circuit experiments.

10.7

NTFm z( )
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5) It introduces a novel architecture for LC type∆Σ modulators which provides enoug

degrees of freedom to produce an arbitrary∆Σ loop impulse response.

6) It employes a master-slave tuning algorithm to control the notch center frequenc

the Q of noise-shaping in a second-order transconductor-C ∆Σ modulator. Such a

method has been already used for tuning of the transconductor-C filters but to the

author’s knowledge not for tuning of∆Σ modulator parameters.

7) It demonstrates the design and implementation of a fully monolithic fourth-o

transconductor-C ∆Σ modulator along with a master biquadratic (biquad) filter in

0.8µm BiCMOS process. It gives the experimental results of the realized chip

clearly explains the causes of the discrepancies between simulations

experiments and suggests a new design for a future implementation.

1.3 Organization of the Thesis

Chapter 2 introduces the concepts of a continuous-time∆Σ as well as a bandpass∆Σ

modulator. Stability criteria in a∆Σ modulator are critically reviewed and a mixture 

one-, two- and infinity-norm constraints given in [Risb94] are compared to s

previous stability criteria.

Chapter 3 proposes a systematic method to obtain a propers-domain transfer function

for a continuous-time modulator from an original discrete-time (switched-C) equivalent.

It shows how different DACs in a modulator loop such as non-return-to-zero (N

return-to-zero (RZ) and so on would lead to different continuous-time loop filter

discusses the sensitivity of continuous-time modulators to the extra loop dela

culminates by proving the anti-alias filtering property of continuous-time modulator

Chapter 4 introduces a new pulse-shaping architecture for LC continuous-

modulators. It shows how the overall loop impulse response of an LC modulator c

fixed to coincide with that of an ideal discrete-time equivalent by providing two deg
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of freedom at the input of each LC resonator in DAC feedback paths.

Chapter 5 develops a BiCMOS transconductor-C-amplifier (TC-amp) filter for a fourth-

order∆Σ modulator. It studies the sensitivity of a general transconductor-C modulator to

its loop filter parameters (Q and center frequency). It gives an analysis with simu

support to show how the Q of a TC-amp filter can be adjusted using cancellati

excess phase in each resonator (integrator) by tuning resistors in series with the

integrating capacitors. It demonstrates a small-signal and non-linearity analysis f

proposed TC-amp integrator. It concludes with the simulation results of the e

transconductor-C-amplifier∆Σ modulator circuit.

Chapter 6 shows the implementation of a second-order transconductor-C ∆Σ modulator

with a master-slave automatic tuning scheme. It discusses the linearity of the mod

and the matching between the master and the slave parts. It proves the anti-alias fi

property of transconductor-C modulators experimentally.

Chapter 7 investigates the speed, tunablity, noise and power trade-offs in the prop

class of triode-mode BiCMOS transconductor-C modulators. It shows how the dynam

range of a transconductor-C modulator can be improved by optimizing th

transconductor-C circuits with respect to their input-referred noise. It shows that 

improvement sacrifices the modulator’s speed and tunablity while the p

consumption is slightly lowered. It concludes with the introduction of a reg

transconductor-C modulator architecture as opposed to the designed TC-

modulators.

Chapter 8 demonstrates the experimental results of two fourth-order bandpass TC

∆Σ modulators along with their master biquad filters implemented in a 0.8µm BiCMOS

process. It shows the experimental noise-shaping spectrums of both chips. It inves

disagreements between the chips’ noise-shaping spectra and simulation res

diagnoses some important causes and proposes a complete new design for a

implementation.
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Chapter 2

Overview of Delta-Sigma
Modulator

Delta-Sigma (∆Σ) modulation refers to a class of noise-shaping linear enco

(typically one-bit) which transforms an analog (continuous-time) signal to 

oversampled bit stream. A general diagram of a∆Σ modulator is shown in Fig. 2.1

Oversampling of the continuous-time signal before quantization reduces

quantization noise density by the factor of the oversampling ratio OSR which is de

as the ratio of the sampling rate to twice the signal bandwidth (Nyquist rate). Th

band quantization noise is reduced by 3 dB (0.5 bit) for every doubling of

oversampling ratio. The linear system in the modulator loop shapes the quanti

noise by placing nulls in the quantization noise spectrum at the band of interest wh

turn enhances the output bit stream signal-to-quantization noise ratio further. D

Sigma modulators have been of outstanding interest at low-speed high-reso

applications. However, they have not been very successful in high-speed high-ban

applications. The explanation is that the high performance of∆Σ modulators can

typically be exploited at high oversampling ratios. For high bandwidth applications

requires a very high sampling rate which makes the real implementation very diffic

Switched-C techniques have been the dominant approach for implementing the∆Σ loop

filters. One can achieve very good matching and linearity with a switched-C technique;

however, the clock speed is a limiting factor. The reasons are the opamp 

(bandwidth) and non-ideal effects in the switches like nonzero “on”-resistance and 

feedthrough. It is shown [Greg86] that in order to have a negligible error at a switch-C

integrator with a two-phase clock scheme, the unity-gain bandwidth of the opam

should be (at least) five times as large as the clock frequencyi.e. . Recently, a

ωo

f s f o 5 f s≈
6
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continuous-time technique [Gail89], [Thu91], [Tro93] for bandpass LC-ba

modulators has been introduced as an alternative for the switched-C (discrete-time)

approach. The continuous-time modulators can also make use of some other conti

time techniques such as the transconductor-C (Gm-C) approach. Since a transconducto-

C integrator operates at its unity-gain frequencyωo, so one can estimate that within th

same technology a typical continuous-time filter can be five times faster than a t

switched-C one.

The higher-order∆Σ modulators can alleviate the high-speed clock requirem

somewhat. That’s why many researchers have developed some higher-ord∆Σ

topologies [Lee87b], [Ada91], [Cha90]. Unfortunately, modulator structures (order 

are prone to instability. So, the stability analysis continue to be a central research

for these modulators [Risb94].

In this chapter an overview on continuous-time modulators will be given. T

bandpass∆Σ modulators are reviewed. A survey of∆Σ stability analyses will conclude

the chapter.

2.1 Continuous-time Delta-Sigma Modulator

Delta-Sigma modulation was proposed in 1962 [Ino62] by Inoseet. al.as a modification

of Delta modulation, which couldn’t fulfill the requirements of digital transmission

analog signals. The same authors in 1963 [Ino63] presented an analysis for sig

noise characteristics of a∆Σ modulator along with a real circuit implementation. The

modulator loop filter was an integrator composed of the discrete-component contin

time circuits. Fig. 2.2 shows a block diagram of the lowpass filters used in [Ino

Figure 2.1 :  A general∆Σ modulator.

x t( ) y t( )u t( )
Σ

A linear
system
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whereG represents the loop DC-gain implemented by a transistor. Later on in [Bra

was shown that since the modulator feedback signals are sampled, the loop be

including the continuous-time feedback loop filter can be described by az-domain

transfer function. The general analysis given in [Bra69] was correct, however, tz-

domain transfer functions proposed for a simple integrator  and a do

integrator  were wrong. Candy [Can74] used the same idea to make an

A/D converter intended for 1-MHz signal bandwidths. He used a continuous-

single-stage integrator for the modulator loop similar to that in [Ino62]. His ana

showed again despite the fact that the loop filter is continuous-time, because 

presence of a sampler (quantizer) inside the modulator loop, the loop function c

expressed by az-domain transfer function. Ignoring aliasing effects he ga

representation for the baseband spectrum of the output signal for the first-

modulator. In [Can85] an extended analysis of [Can74] was given which relat

modulator with a second-order continuous-time filter to its discrete-time equiva

This was a correctz-domain loop transfer function representing a loop including

continuous-time double integrator and a D/A with a non-return to zero (NRZ) feed

pulse:

( 2.1)

whereT is the sampling period.

With the advent of switched-C filters most integrated-circuit∆Σ A/D converters became

1 s α+( )⁄

s β+( ) s
2⁄

G
R

CVi Vo

G
R2

C2Vi Vo

R1

C1

1

(a) (b)

Figure 2.2 :  The modulator loop filters used in [Ino63] with their transfer functions, (a) single-
integrator, and (b) double-integrator.

H ω( ) G
1 jωRC+
------------------------= H ω( ) G

1 jωR1C1+( ) 1 jωR2C2+( )
--------------------------------------------------------------------------=
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sT( )2
-----------------------↔



Chapter 2−Overview of Delta-Sigma Modulator 9

ixed

0] the

time

-time

y

 a

, an

itor is

ut and

 in the

s-time

-

s the

d-

is the

time

ters.

sfer

the

s the

ear

n-DC

can be

izer is

se
switched-C based [Ada91], [AD92]. There have been some exceptions in which a m

continuous-time discrete-time scheme has been chosen. For example in [Sig9

fourth-order integrated circuit modulator loop filter consists of a continuous-

chopper-stabilized front end integrator followed by a third-order switched-C circuit. The

primary reason for using a continuous-time front-end integrator instead of discrete

one in [Sig90] was noise. For a switched-C integrator, the noise is determined b

thermal noise sampled on the input capacitors:kT ⁄ C. To suppress the sampled noise in

discrete-time loop for a very high resolution A/D like the one reported in [Sig90]

input capacitor in order of several hundred picofarads is required. This large capac

undesirable for integration and could cause some nonlinear settling of analog inp

nonlinear sampling in the input switches too. Since the input signal is not sampled

continuous-time integrator the above errors are eliminated. Besides, the continuou

integrator provided asinc-shaped anti-alias filtering for the modulator [Can85].

Shortly after introduction of the bandpass∆Σ modulator [Sch89], [Gail89] continuous

time modulators attracted more attention [Thu91], [Tro93]. The main reason wa

higher speed capability of continuous-time filters compared to their switcheC

counterparts. Especially for bandpass modulators, the speed of the loop filter 

major limitation on the center IF frequency of the modulator. The continuous-

bandpass modulators used in [Gail89], [Thu91], [Tro93] were discrete-LC-type fil

Unfortunately, as will be shown in Ch. 4 they didn’t produce a proper loop tran

function, so their modulators were susceptible to instability and didn’t give 

maximum achievableSNR for the given order.

2.2 Bandpass Delta-Sigma Modulator

As mentioned the modulator loop filter puts nulls in the quantization noise acros

band of interest. In a lowpass∆Σ modulator the zeros of the quantization noise are n

DC. One can extend this principle to bandpass by moving nulls into some no

frequencies which produces a band-reject noise-shaping property instead. This 

expressed by a linear model of the modulator shown in Fig. 2.3 in which the quant

substituted by an additive white noise e(k). From this linear model one can define noi

transfer functionNTF(z) and signal transfer functionSTF(z) as follows:
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By using a linear model with given specifications such asSNR, bandwidth (BW) and

oversampling ratio (OSR) the requiredNTF(z) can be obtained, and consequently fro

(2.2) the loop filterH(z) is derived. For a bandpass design one can first meet theSNR-

BW/OSR requirement for a given sampling frequency with a lowpass modu

assuming that the input signal is centered at zero IF. The resulting lowpass mod

would consist of a lowpass loop filterH(z) and produce a highpassNTF(z). Then the

NTF(z) can be transformed to a bandreject filter by a lowpass to bandpass transform

[Opp75], say:

( 2.3)

which in turn produces a bandpass loop filterH(z). It is apparent from (2.3) that the

order of the obtained bandpass modulator is twice as high as that of the original lo

and one intuitively can expect to get the sameSNR for a given bandwidth. Selecting th

sampling frequencyfs, 2
n times faster than the modulator center frequencyfo, wheren is

an integer, reduces the complexity of the decimation filter [Sch89]. One good cho

at fs = 4fo which corresponds to the  lowpass to bandpass transformation

special case in (2.3) whenα = 0. In frequency domain this means

NTF z( ) Y z( )
E z( )
----------- 1

1 H z( )+
---------------------= =

STF z( ) Y z( )
X z( )
----------- H z( )

1 H z( )+
---------------------= =

Figure 2.3 :   The general linear model for a∆Σ modulator.

x k( ) y k( )

e k( )

u k( )
H z( )Σ Σ

z
1–

z
1– z

1– α–

1 αz
1–

–
--------------------–→ where 1 α 1< <–,

z
1–

z
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( 2.4)

where fbp is the mapped bandpass andflp the original lowpass frequencies and as

apparent from (2.4) the prototype lowpassNTF zeros at DC are mapped to . Th

frequency band transformation is shown in Fig. 2.4. As shown in Fig. 2.4 the OSR

the positive or negative bandwidthsB in both bandpass and lowpass modulators are

same; however, the distances between the spread zeros on the unit circle in the b

are half those in the lowpass. The latter can be observed from (2.4) too.

transformation  doesn’t change the dynamics of the lowpass prototype

stable lowpass modulator produces a stable bandpass one.

The preservation of stability is not always true for a general transformation give

(2.3). Therefore, one can use an optimization algorithm [Sch93], [Risb94] or s

computer filter approximator [Ous90] to design an arbitrary bandrejectNTF(z) at a

desired center frequency considering some modulator stability constraints. It sho

noted that the optimizedNTF(z) maximizes theSNR at a certain bandwidth or OSR. So

usually these kind of modulators are application specific and don’t result in the opt

performance as a general purpose A/D modulator say for different bandwidths a

variant OSRs.

The maximum sampling frequency is usually determined by the technology limit an

bandwidth is known from the application, so the order and type of the modulator

filter and the band location have to be selected for achieving the requiredSNR. One

j– 2π f lp e
j 2± π f s 2⁄ 4π f bp–( )

f bp⇒→ f± s 4
f l

2
-----+⁄=

f± s 4⁄

z
1–

z
2–

–→

Figure 2.4 :  The frequency mapping produced by thez-1 → −z-2 transformation, theNTF zeros
and the band of interestB in (a) lowpass and (b) bandpass modulators.

B

0π0π

(a) (b)

B

OSR
f s
2B
-------= OSR

f s
2B
-------=
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consideration for the band selection in a switched-C modulator is making the transition

band (shown in Fig. 2.4) wider, say by placing the center frequency closer to Di.e.

having a higher . This relaxes the requirements on the anti-aliasing fi

Therefore, the  center frequency might not always be a good choice. Consequ

a lower center frequency like  may be required which makes the decimation pr

a bit more complex than the simple  case too. For a continuous-time modu

however, due to its inherent anti-alias filtering property which will be shown in Sec

this is not an issue. So, for a continuous-time modulator,  is probably the

choice for the center frequency; it simplifies the decimation process and lets a de

use the  transformation too.

2.3 Stability in a Delta-Sigma Modulator

The design of a∆Σ modulator is not complete unless a robust stability condition

achieved. Many investigators have tried to come up to a reliable criterion for the sta

of a∆Σ modulator. Although several stability criteria exist, they either give no guara

whatsoever or are over conservative. The main reason for this problem is that∆Σ

modulator is a highly non-linear system because of the presence of a quantizer, u

one bit, in the forward path. Analysis of a non-linear closed loop system has always

a big problem for control engineers [Tha62]. They usually need to make a l

approximation to reach a solution which can predict the response of the non-

system up to some extent. Furthermore, in a∆Σ modulator the behavior of the signals 

the input of quantizer and quantization noise are stochastic. The latter fact even re

the use of the ordinary non-linear control theory in∆Σ modulators and would require a

analysis of a non-linear system with a random process excitation.

Besides, the most often used linear model of a∆Σ modulator shown in Fig. 2.3

substituting the quantizer with a gain of one and an additive independent white no

the quantization error can not explain some dynamic characteristics of the mod

like noise spectrum dependency on the input signal.

2.3.1 Quasi-linear Loop Gain

Ardalan and Paulos [Ard87] proposed a comprehensive closed form quasi-

f s f o⁄

f s 4⁄

f s 8⁄

f s 4⁄

f s 4⁄

z
1–

z
2–

–→
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solution which replaces the quantizer with two linearized gains based on a mean 

error criterion. They assumed that the input signal to the quantizer is composed of

related to the modulator input signal and a zero mean random component. A 

diagram of these interlocked linear systems are shown in Fig. 2.5. They assu

Gaussian distribution for the input signal to the quantizer. In order to obtain

linearized loop gains one can run simulations for getting the variance and the 

value (statistics) of the signale(t) at the input of quantizer or solve a set of simultaneo

equations numerically.

Knowing the loop gain, one can write the noise transfer function from the block dia

in Fig. 2.5 as:

( 2.5)

Clearly the shaping of the noise spectra by the loop gainKn is apparent from (2.5) and

since the loop gainKn is a function of the input amplitude the noise transfer funct

dependency on the input signal is justified. It was shown that increase of the 

amplitude (DC in lowpass modulators) would reduce the loop gain and consequ

Figure 2.5 :   (a) Linearized system for the input signal to modulator, (b)
equivalent system for quantization noise.

yn k( )

e k( )

ue k( )
H z( ) ΣKn

(b)

x k( ) yx k( )ux k( )
H z( )Σ Kx

(a)

NTFK z( ) 1
1 KnH z( )+
-----------------------------=
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shape the noise spectrum, producing more in-band noise. This way one can use

control tools like root locus, Nyquist plot, etc. to investigate the modulator stab

against the loop gain (input amplitude). In [Ard87] it was shown that for DC inpu

high input amplitude valuesKn is much lower thanKx, so for a stability test the noise

equivalent system shown in Fig. 2.5b and represented in (2.5) should be used.

The excellent theoretical work in [Ard87] has not received much attention due t

complexity and again not offering a certain stability guarantee for different clas

modulators. Later, in [Wol88], [Ada91] the stability of a∆Σ modulator was analyzed by

replacing the quantizer with a linear gain which was defined by the ratio betwee

mean values of the quantizer output and input.

2.3.2 BIBO or One-norm Criterion

In [Sch92] the bounded input bounded output (BIBO) criterion which is based on

worst case assumption was improved by using modulator invariance behavior to p

scaling of the feedback filterH(z). This is shown from Fig. 2.6 in which a positive gainK

> 0 is placed in front of the quantizer. Obviously since sgn(kx) = sgn(x) this won’t alter

the behavior of the modulator. However, it does change the noise and signal tr

functions. One can show that forK = 1:  where

NTF(z) is the noise transfer function andH(z) the loop filter. Placing a gain factorK in

front of the quantizer in Fig. 2.6 is like scaling the loop filterH(z) in Fig. 2.3. In order to

get differentF(z) in Fig. 2.6 resulting in exactly the same modulator with exactly 

same stability properties:

Figure 2.6 :   A∆Σ modulator with a positive gain element in front of the
quantizer.

x k( ) y k( )u' k( )

F z( )

Σ

Σ

K
u k( )

e(k)

F z( ) 1 NTF z( )– H z( )
1 H z( )+
---------------------= =
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( 2.6)

whereNTFK(z) was given in (2.5).

For BIBO stability in one-bit quantizer (±1 output) in Fig. 2.6 we need to ensu

. With this assumption one can write the following inequality:

( 2.7)

where  and  are the infinity and one-norm of a sequence. Assum

 guarantees that , so the BIBO condition for stability is

( 2.8)

The one-norm ofNTFK(z) is defined asS(K) in [Risb94]:

( 2.9)

where . SincentfK(0) = 1 to ensure causality, which

means the modulator loop is not delay free, from (2.6) and (2.9):

Therefore the BIBO condition shown in (2.8) can be expressed as

( 2.10)

whereSmin is the global minimum ofS(K).

It has been shown [Sch89] that the one-norm condition is conservative for second

lowpass modulators, for example the standard second-order modulator fails the

norm test.

2.3.3 Two-norm Criterion

Recently Risbo [Risb94] modified the mean square error criterion introduced in [Ar

FK z( ) K H z( )⋅
1 K H z( )⋅+
------------------------------ 1 NTFK z( )–= =

e n( ) 1≤

u n( ) x n( ) f K i( )e n i–( )
i 0=

∞

∑+≤

x ∞ f K i( )e n i–( )
i 0=

∞

∑+≤

x ∞ f K i( )
i 0=

∞

∑+≤

x ∞ f K 1
+≤

∞ 1

u n( ) 2≤ e n( ) 1≤

f K 1
2 x– ∞≤

S K( ) nt f K 1
nt f K n( )

n
∑= =

nt f K n( ) Z 1– NTFK z( )[ ]=

f K 1
S K( ) 1–=

x ∞ 3 Smin–≤
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and came up with a very interesting stability criterion. This stability test uses a 

norm ofNTFK(z) which can be written from the general linearized model shown in 

2.3 as:

( 2.11)

where recall .

Now since the transfer function between quantization noisee(k) and y(k) is known,

assuminge(k) a zero mean white stochastic noise, the output variance can be exp

as:

( 2.12)

wheremy is the output DC (mean value). The second line in (2.12) is based on th

that±1 y(n) sequence has fixed unity output power. Equation (2.12) shows whyA(K) is

callednoise amplification factor[Risb94].

From (2.12) making use of the result for Gaussian pdf of signal at input of the qua

[Ard87]:

A K( ) nt f K n( ) 2∑ nt f K 2
2

= =

NTFK e
j2πf( )

2
fd

0

1

∫=

NTFK z( ) 1
1 K H z( )⋅+
------------------------------=

Figure 2.7 :   A general∆Σ modulator with linearized quantizer model.

x k( ) y k( )
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V y n( ){ } σe
2

A K( )⋅=

E y
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2

y n( ){ }– 1 my
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Fig. 2.8 shows the modulator’s noise amplificationA respect to the output mean valu

with Gaussian pdf assumption. As shown the maximum value ofA (Amin) is 2.75 for the

zero input case. Risbo [Risb94] distinguishedA for chaotic1 and every high order

modulator (N > 2) which are convex with a global minimum somewhere in the midd

the stableK-interval andA becomes infinite at the endpoints of the stableK-interval.

A(K) for a third-order multiple-pole lowpass modulator is shown in Fig. 2.9a. 

infinite values ofA at endpoints of stableK-interval can be related to the root locus 

the NTFK of the modulator versusK variation. As shown in Fig. 2.9b, from the linea

analysis, the modulator can be stable only inK ∈ [0.5 1.15] interval.

It is shown [Risb94] that the Gaussian pdf assumption doesn’t hold for m

modulators. For example, in the preceding third-order multiple-poleAmin = 9.34 which

is much higher than 2.75 predicted by the Gaussian pdf assumption for zero input 

1. So called chaotic modulator refers to one in which some of the loop filter’s poles are outside
unit circle.

A K( )
1 my

2
–

1 my
2 2

π
--- 2 er f

1–
my( )( )

2
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---------------------------------------------------------------------------------=
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Figure 2.8 :   Noise amplification factorA againstmy.
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Although the two norm criterion combined with root locus stability test (or any o

conventional method) is approximate, one can get enough information to imp

designs and compare them. For example, for a third-order design the following

systems have been studied:

1) a modified multiple-pole third-order modulator withα1 = 0.35, α2 = 0.7 and

α3 = 1 [Bai94], whereα coefficients are the gains of three integrators in thi

order loop.

2) a spread-pole third-order modulator in which the loop filter pole frequen

obtained by aNTF optimization [Sch93]:

( 2.14)

and the loop filter zeros for OSR= 64 are given in [Risb94] to ensure a goo

stability condition:

( 2.15)

TheA and root locus of these systems are shown in Fig. 2.10. As shown in Fig. 2.1

f i 0 3
5
--- f b⋅±,

 
 
 

∈

z1 2, 0.7752 j 0.0663±=

Figure 2.9 :  (a) Noise amplification factorA versusK for a third-order multiple-pole lowpass
modulator, (b)NTFK(z) root locus versusK.
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modified multiple-pole third-order system hasAmin = 4.04 which is lower than the on

shown in Fig. 2.9. The spread-pole system as shown in Fig. 2.10a produces anAmin =

2.31, lower than 2.75 for Gaussian pdf assumption. Its root locusi.e. the inner curve

shown in Fig. 2.10b exits the unit circle for lowerK value (0.5 as opposed to 1.0 in th

multiple-pole system). The lower gain is more desirable since higher input signal 

can be accommodated before reaching an unstable situation.

From the global minimum ofA i.e. Amin which only depends on the loop filter th

maximum stable amplitude (MSA) can be achieved by making use of (2.13) [Risb9

AGauss(MSA) = Amin ( 2.16)

The empirical results have shown that the MSA derived on the assumption of Ga

pdf are very accurate [Risb94] for high-order modulators.

However, Risbo reported [Risb94] that the two-norm criterion by itself didn’t predict

reliability of a high order modulator very well. He has proposed an optimization stra

which is based on a mixture of one-, two- and infinity-norm constraints. The latte

been mentioned before by Lee [Lee87a] which constraints the gain of the noise tr

function at every frequency to be less than 2. Risbo made use of the poles of th

filter-prototypes presented in [Sch93] and optimized the loop filter zeros to achiev
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Figure 2.10 :  (a) Noise amplification factorA versusK for a modified third-order multiple-pole
lowpass modulator and a spread-pole design, (b)NTFK(z) root locus versusK, whereKm stands for
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The author believes the stability criteria presented to date would help a designer to

up to a modulator as a good starting point. However, to ensure a robust stability 

the desiredSNR, simulations are the most reliable method.

2.4 Summary

The idea of continuous-time∆Σ modulators and bandpass modulators have b

reviewed. The second part of the chapter was devoted to the stability issue in∆Σ

modulator as a major concern in any∆Σ modulator design. One-norm, two-norm an

infinity-norm constraints as some interesting checks for a∆Σ stability have been

reviewed. At the end a recent method which makes use of all mentioned sta

constraints was discussed.
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Chapter 3

Continuous-Time Delta-Sigma
Modulator Transfer Function

Design

Early designs of continuous-time∆Σ modulators were approximate, guided by t

intuition that the general continuous-time integratorsi.e.  should work for lowpass

modulators and correspondingly the continuous-time resonators

bandpass modulators. However, this simple assumption leads to implementation

incorrect loop transfer function for a∆Σ modulator. In this chapter it is shown that 

continuous-time∆Σ loop filter has to be designed according to the digital-to-ana

converter (DAC) output waveform in the feedback path of the modulator. A sim

explanation is that the continuous-time filters respond to an input signal continuo

unlike the switched-C filters in which an analog charge is supplied to the filter at a cl

phaseφ and the output analog voltage is ready at a clock phaseφ. So, a switched-C filter

doesn’t see the variations of the input signal during the clock periodφ andφ. On the

other hand, from the linear system theory the output of a continuous-time filter i

result of convolution of the filter response with the input signal in the time intervalt ∈ [−

∞, ∞]. Several continuous-time∆Σ loop filters associated with different DAC puls

waveforms have been studied in this chapter.

3.1 Transformation of a Discrete-Time Delta-Sigma Modulator to a

Continuous-Time Delta-Sigma Modulator

A block diagram of a continuous-time∆Σ modulator is shown in Fig. 3.1. Because of t

ωo s⁄

ωos s2 ωo
2+( )⁄
 21
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presence of a sampler inside the loop (the quantizer is clocked, making for im

sampling) the overall loop transfer function in a continuous-time modulator is rea

discrete-time transfer function! In other words as shown in Fig. 3.2 the loop tra

function from the output of quantizer back to its input has an exact equivalentz-domain

transfer functionH(z). This doesn’t mean that the waveforms inside the loop 

sampled-data like the ones in a switched-C (discrete-time) modulator. However, th

sample values of the continuous-time waveform at the input of the quantizer a

sample times define an exact discrete-time impulse response for the continuou

loop. In order to clarify this statement two examples of a second-order lowpass 

second-order bandpass∆Σ modulators with loop transfer functions o

and  are given here briefly. The loop impuls

responses of these discrete-time systems and their corresponding continuou

Figure 3.1 :   A continuous-time∆Σ modulator.

Quantizer

Ĥ s( )
x̂ t( ) û t( )

y k( )u k( )

ŷ t( )

f s
1
T
---=

DAC

Figure 3.2 : ∆Σ open loop block diagram.

Ĥ s( )DAC
y k( ) ŷ t( ) û t( ) u k( )

f s
1
T
---=

H z( ) U z( )
Y z( )
------------=

t t t T+

11

z 1– 2 z 1––( ) 1 z 1––( )2⁄ z 2– 1 z 2–+( )⁄



Chapter 3−Continuous-Time Delta-Sigma Modulator… 23

gures
counterparts are shown in Fig. 3.3 and Fig. 3.4 respectively. As shown in these fi

Figure 3.3 :  Open-loop impulse response of the second-order lowpass modulator.

0.5t t 3+( )
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t

ĥ t( )
and

h(n)
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Figure 3.4 :  Open-loop impulse response of the second-order bandpass modulator.

0.5 1 πt
2
----- πt

2
-----sin–cos– 

 

0.5 π t 1–( )
2

------------------- πt
2
-----cos π t 1–( )

2
-------------------sin πt

2
-----sin–+–cos 

 

t

Sampling frequency= 1

“x” : discrete-time

“” : continuous-time

0 1 2 3 4 5 6 7 8 9 10

1

−1
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the open-loop impulse responses of the discrete-time loop filters match the samp

the impulse response of the continuous-time modulator loops. The continuous

waveforms shown in Fig. 3.3 and Fig. 3.4 are actually the pulse responses 

continuous-time∆Σ loop filter as depicted in Fig. 3.2. Detailed analysis of the

examples is given in Sec. 3.1.1 and Sec. 3.1.4.

The loop behavior is completely determined by what the sampler inside the loop s

its sample times, and that can be written as a difference equation. So, if a designe

to analyze the performance of a continuous-time∆Σ modulator (SNR and stability), he/

she should first derive the equivalentz-domain transfer function for the∆Σ loop. Then

further analysis can be done in thez-domain as for traditional discrete-time modulator

Therefore the noise-shaping behavior of “continuous-time”∆Σ loops can be designed

entirely in the “discrete-time” domain and the exact same noise-shaping beh

obtained for either continuous-time or discrete-time systems.

Different DAC pulse shaping result in different transformations between continu

time and discrete-time modulators. By choosing different filters, any of them ca

made to match the desiredz-domain behavior. We will see there are practical advanta

to some over others. Three important possible DAC feedback pulses are non-ret

zero (NRZ), return to-zero (RZ), and half-delay return to-zero (HZ). Their imp

responses represented byRNZ(t), RRZ(t) andRHZ(t) are shown in Fig. 3.5.

Figure 3.5 :  NRZ, RZ, and HZ DAC feedback impulse responses.

t

RNZ t( )

T0 T 2⁄
RRZ t( )

T0 T 2⁄

t

t
RHZ t( )

0 T 2⁄ T
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3.1.1 NRZ Transformation

The∆Σ modulator of Fig. 3.1 is shown again in Fig. 3.6 in more detail. The loop filte

represented by  and the DAC transfer function by a zero-order-hold (ZOH) in

which p is the opening aperture. For a return-to-zero (RZ) DAC normallyp=T⁄2, and for

a non-return-to-zero (NRZ) DACp=T, whereT is a sampling period. A RZ DAC reduce

the nonlinearity that is caused by the fact that the area under a practical pulse depe

the levels of the preceding and following pulses [Sig90]. Fig. 3.2 shows the∆Σ signal

path from the output of quantizer back to its input for a NRZ DAC. As can be seen

Fig. 3.2 the overall∆Σ loop gain is a discrete-time function, so one can derive the e

discrete-time transfer function,H(z), of the loop given the transfer functions of th

continuous-time loop filter, , and theZOH as follows:

( 3.1)

Equation (3.1) can be expressed in the time domain by

( 3.2)

Ĥ s( )

Quantizer

Ĥ s( )
x̂ t( ) û t( )

y k( )u k( )

zero-order hold

1 e sp––
s

-------------------ŷ t( )

t

ŷ t( )

p T 2T

y 0( )

y T( )

f s
1
T
---=

Figure 3.6 :  A continuous-time∆Σ modulator.
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tion.
whereRp(t), the impulse response ofZOH, is a pulse with width ofp as shown in Fig.

3.6,  is the impulse response of the continuous-time loop filter,h(n) is the overall

discrete-time impulse response of the loop, and∗ denotes time convolution. SinceRp(t)

has a pulse waveform, (3.1) and (3.2) are known as the pulse invariant transforma

Consider the case wherep=T corresponding to NRZ feedback pulse,RNZ(t) in Fig. 3.5.

Then the loop filter NRZ pulse response from (3.2) can be described as following:

( 3.3)

For a continuous-time loop filter with single-poles described in residue form by

( 3.4)

the impulse response would be

. ( 3.5)

Substituting  into (3.3), we have

( 3.6)

Looking at samples of loop impulse response,h(t), at sampling timesi.e. t=nT gives the

discrete-time loop impulse response equivalent

( 3.7)

Thez-domain loop transfer function of the loop then can be derived from (3.7)
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( 3.8)

There are some interesting properties in the pulse invariant transformation giv

(3.6)-(3.8) which have to be addressed:

1) The first sample of the loop filter pulse response is zero (3.7). This is describe

delay factor which always exists in the numerator of the pulse invar

transformation function (3.8). This delay is related to the causality prop

associated with convolution of two ordinary signals which don’t contain 

impulse functionδ(t) component. That’s why, as will be seen in the transformat

of any discrete-time∆Σ loop filter to a continuous-time equivalent, one delay

always absorbed in pulse transformation.

2) The overall continuous-time loop response (3.6) is described by different functio

the regions of 0 ≤ t < T andt ≥ T, whereT is the sampling period. This has alread

been shown in Fig. 3.3 and Fig. 3.4 for second-order lowpass and ban

modulators respectively. It should be noted that, however, the overall loop res

has continuity atT.

The equivalent discrete-time loop filter (3.8) can be written as

( 3.9)

where the new residue is

( 3.10)

and the new pole is at
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Note that (3.9) is the NRZ pulse transformation of (3.4) rewritten here

( 3.11)

This has the properties one would expect: a pole ats= 0 transforms to one atz= 1, and a

pole ats = j2π(fs ⁄ 4) transforms to one atz = j.

As a simple example, look at the first-order lowpass modulator shown in Fig. 3.7, w

continuous-time signals are distinguished with “hats” and the “zero-order hold” func

converts a sample stream to a non-return to-zero (NRZ pulse) waveform. Its equ

can be written by inspection:

( 3.12)

and

which is a difference equation as far asu(k) is concerned:

( 3.13)

Equations (3.12) and (3.13) describe (exactly!) a first-order∆Σ loop with a feedback

gain  and an input signal that is prefiltered by a boxcar integration (henc

comment later in Sec. 3.2 that there is an “implicit anti-alias filtering” in a continu

Ĥ s( )
âk

s sk–
-------------

k 1=

N

∑=

y k( ) u k( )sgn û kT( )sgn= =

u k 1+( ) û k 1+[ ]T( ) û kT( ) 1
τ
--- x̂ t( ) y k( )–( )dt

kT

k 1+( )T

∫+= =

u k 1+( ) u k( ) T
τ
---y k( )–

1
τ
--- x̂ t( )dt

kT

k 1+( )T

∫+=

Quantizer

Ĥ
1
sτ
-----=x̂ t( )

T

û t( )

y k( )u k( )

zero-order hold

1 e sT––
s

--------------------ŷ t( )

Figure 3.7 :  A first-order continuous-time∆Σ modulator.

T τ⁄
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.9)) in
time ∆Σ modulator). It should be noted that a first-order discrete-time∆Σ modulator

with a loop filterz−1 ⁄ (1−z−1) gives the difference equation:

.

This first-order continuous-time system is generalized [Thu91] using an imp

invariant transformation, which converts term-by-term between the partial-frac

expansion of a discrete-time responseH(z) and a continuous-time .

Working with the partial-fraction expansion (the first step of inverting the Lap

transform) is the way to guarantee that the impulse responses are equal at samp

, and the  term accounts for the zero-order hold at the DAC feedba

the continuous-time filter.

Applying (3.10) to the first-order case with  gives an unfortun

cancellation: , but the ambiguity is easily resolved eith

by using L’Hôpital’s rule or by taking a limit of (3.10) as . Looking at a

expansion of :

shows that for poles at DC

( 3.14)

which gives the form that we found in the special case that derived (3.13). Recall

Fig. 3.7 that .

Equations (3.9)-(3.11) give a simple translation that allows a designer to tak

arbitrary H(z), rewrite it in the form of (3.9), and get an  that gives an ex

equivalent continuous-time loop. That’s enough to design continuous-time bandpa

lowpass, for that matter)∆Σ converters, except for a couple of “fine points” that need

be addressed: (3.9) and (3.11) can’t handle multiple poles such as those foun

conventional second-order∆Σ modulator or its bandpass version; and high-linear

feedback DACs use RZ waveforms rather than NRZ. We’ll give the correspon

equations for double-pole transfer functions in this section and the RZ and

transformations are given in Sec. 3.1.2.

Repeated poles in a rational function produce additional terms (besides those in (3

u k 1+( ) u k( ) y k( )– x k( )+=

Ĥ s( ) 1 e sT––( ) s⁄

kT 1 e sT––( ) s⁄

Ĥ s( ) 1 s⁄=

ak 1 0⁄( ) 1 e0T–( ) 0 0⁄= =

sk 0→

eskT

ak
b̂k

s– k
-------- 1 eskT–( )

âk

s– k
-------- 1 1 skT …+ +( )–( )= =

sk 0= ak âkT=⇒

âk
1
τ
---=

Ĥ s( )
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the partial fraction expansion, which have the form

( 3.15)

The transformation for this double-pole transfer functions is given in Appendix A. 

poles are moved to points  with , just as before, and the corresponding

in the continuous-time equivalent becomes

( 3.16)

which has repeated poles, just as in thez-domain, but has a numerator with bo

bandpass ( ) and lowpass (constant) terms.

From single-pole equations given in (3.9)-(3.11) and double-pole given in (3.15)-(

it can easily be shown that a conventional second-order∆Σ modulator with

 has a continuous-time equivalen

 which has already been derived by a different method

[Can85]. This is the example which was given in Sec. 3.1. Its filter transfer fun

 has the associated impulse response 

 whereu(t) is the step function. By substituting this  int

(3.3) the waveforms shown in Fig. 3.3 can be easily verified.

For a complex pole the numerator in (3.16) has complex coefficients, but a con

term  produces a conjugate numerator term. The transfer function 

second-order bandpass∆Σ modulator with sampling frequency four-times of the in-ba

signal frequency is

. ( 3.17)

This resonator has a pair of complex conjugate poles at  giving rise to reso

at , where  is sampling rate. The loop impulse response of this system is acosine

waveform which has an unusual feature that its two first samples are zero:

a'k
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( 3.18)

This feature agrees with a  factor in the transfer function given in (3.17). As

mentioned before, the pulse invariant transformation absorbs one delay in the dis

time transfer function. The remaining delays (for example one delay in the second

bandpass example) can be implemented digitally. So, for (3.17) first one needs a

make the partial fraction for .

( 3.19)

Applying (3.10) to (3.19) gives the second-order continuous-time equivalent

( 3.20)

This represents the continuous-time loop filter of the one-delay scheme impleme

the second-order modulator given in (3.17). It should be noted that in Sec. 3.1.

shown that there is a zero-delay continuous-time loop transfer function solution fo

example in which the loop filter’s first two samples are zero. Actually Fig. 3.4 repre

the continuous-time impulse response of the zero-delay second-order solution. In a

delay modulator there is no requirement for any digital delay inside the loop.

The overall continuous-time loop impulse response for the modulator employin

loop filter shown in (3.20) (one-delay scheme) can be obtained by substitutin

impulse response of (3.20)i.e.  where  into (3.3)

( 3.21)

It should be noted that because of a  discrete delay factor inside the loop the o

continuous-time loop impulse response is shifted byi.e.  which is shown in

Fig. 3.8. The discrete-time loop impulse response (3.18) represented by ‘ovals’ m

the continuous-time loop response (3.21) at the sampling times as shown in Fig. 3
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Another particularly important case [Thu91], [Lon93], [Sch94] is a fourth-or

multiple-pole bandpass converter

( 3.22)

Taking out a  delay factor from (3.22), using (3.9)-(3.11) and (3.15), (3.16) one

derive thes-domain loop filter of the one-delay modulator scheme. This produc

fourth-order continuous-time filter with a third-order numerator and a double po

( 3.23)

The discrete-time loop impulse response of this system (3.22) is

H z( ) z 2– 2 z 2–+( )
1 z 2–+( )2

------------------------------=

Figure 3.8 :  Open-loop impulse response of the one-delay scheme second-order bandpass mod
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( 3.24)

It can be shown that the NRZ pulse response of the continuous-time multiple

fourth-order loop filter given in (3.23) results in the overall continuous-time l

impulse response, . For normalized :

( 3.25)

It should be noted that because of a  discrete-delay factor inside the loop the o

continuous-time loop impulse response is shifted by . The continuous-time 

impulse response (3.25) matches the discrete-time loop response (3.24) at sa

times as shown in Fig. 3.9.

The simple way to build a double pole, in continuous time, is with a pair of band

resonators [Thu91], [Gail89], [Tro93] but that approach gives a numerator with on
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Figure 3.9 :  Open-loop impulse response of the one-delay scheme fourth-order bandpass modu

0 T 2T 3T 4T 5T 6T 7T 8T 9T 10T .....

h1(t-T)
h0(t-T)

t

“o” : discrete-time

“” : continuous-time

Lo
op

 Im
pu

ls
e 

R
es

po
ns

e



Chapter 3−Continuous-Time Delta-Sigma Modulator… 34

e in

 (RZ)

ffect

 (for

old,

for

h a

st

en in

pole

tinct
 term, which doesn’t give the right . We will show an appropriate structur

Ch. 4 and Ch. 5 to realize the preceding transfer function.

3.1.2 RZ and HZ Transformation

A second generalization of (3.9)-(3.11) is needed to allow the use of return-to-zero

and half-delay return to-zero DAC waveforms like the ones shown in Fig. 3.5. The e

this has is to change the integration (convolution) boundary in (3.3) from

NRZ DAC) to  and  for RZ and HZ DACs respectively.

In an RZ DAC the zero-order hold, , is replaced with a half-sample h

, which would just make a straightforward change in (3.10) 

the single pole case

( 3.26)

Correspondingly in an HZ DAC the zero-order hold, , is replaced wit

half delayed half-sample hold, , which would ju

need another straightforward change in (3.10) for the single pole case

( 3.27)

It can be shown that the RZ pulse transformation of the double-pole function giv

(3.15) is

( 3.28)

and its HZ pulse transformation is

( 3.29)

The multiple-pole transformation is actually an extension of the single-

transformation. A multiple-pole function can be considered as a function with dis

s2 Ĥ s( )

0 T,[ ]

0
T
2
---, T

2
--- T,

1 e sT––( ) s⁄

1 exp sT 2⁄–( )–( ) s⁄

ak

âk
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poles in which the poles are hypothetically deviated slightly from each other. The

single pole transformation (3.9)-(3.11) for NRZ and (3.26), (3.27) for RZ and 

respectively can easily be applied on the partial fraction expansion form of the

hypothetically single-pole functions. In the second step in order to obtain the ori

multiple-pole function in the other domain (says-domain) one may use L’Hôpital’s rule

as many times as necessary (n−1 times for a multiple-pole function of ordern). In the

last step the deviated poles should approach to their original places in order to obt

limit function value. The example of RZ and HZ double-pole transformations foz-

domain tos-domain (z2s) is given in Appendix A.

These programs have been written in “Mathematica” [WM88]. From (3.26) and (3.2

can be shown that the multiple-pole fourth-order system given in (3.22) has th

continuous-time filter (one-delay scheme) as following:

( 3.30)

In Table 3.1, the corresponding NRZ and RZ continuous-time loop transfer function

some conventional∆Σ modulators have been shown.
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er in front like Fig.

ctions*.

rder Bandpass (one
 atθ/T)
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2
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2

------sin θsin–

2 θ 1 θ
2
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*. The given loop functions are for a modulator with a “summer” as opposed to subtract
3.1.

Table 3.1: Examples ofs- and z-domain ∆Σ Modulator Loop Transfer Fun

Sigma-
Delta

Modula
tors

First
Order
Low-
pass

Second
Order

Lowpass

Second Order
Bandpass (one

resonator atπ/2T)

Second Order
Bandpass (one
resonator atπ/
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digital delay in

the s-domain loop
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3.1.3 NRZ and RZ Transformations in State Space Form

Any linear system can be expressed by a set of state space equations. In this sub

the discrete-time and continuous-time state space equivalent equations correspon

the NRZ and RZ transformations given in Sec. 3.1.1 and Sec. 3.1.2 are presented

A continuous-time and a discrete-time equivalent modulator loop filters represent

their state-space parameters are shown in Fig. 3.10. The continuous-time sys

described respectively as the following:

( 3.31)

whereuc(t) is a vector ofN states,  the time derivative ofuc(t),  the input,

 the output as shown in Fig. 3.10a, andAc, bc, cc anddc the coefficients relating

these variables.Ac is a N × N matrix, bc andcc areN × 1 vectors anddc is a scalar.

Correspondingly the discrete-time equivalent filter shown in Fig. 3.10b can be expr

as

. ( 3.32)

It can be shown [Sch94] that for a continuous-time filter with a zero-order held i

signal i.e.  for  whereT is the sampling period, the

discrete-time equivalent parameters can be obtained as the following

u'c t( ) Acuc t( ) bcŷ t( )+=

û t( ) cc
T

uc t( ) dcŷ t( )+=

u'c t( ) ŷ t( )

û t( )

y(kT)

u(kT)û t( )

ŷ t( )

Ad, bd, cd, dd

(a) (b)
Figure 3.10 :  (a) A continuous-time loop filter and (b) a discrete-time loop filter equivalent show

by their state-space parameters.

Ac, bc, cc, dc

ud n 1+( ) Adud n( ) bdy t( )+=

u n( ) cd
T

ud n( ) ddy n( )+=

ŷ t( ) ŷ nT( )= nT t n 1+( )T<≤
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( 3.33)

or conversely the continuous-time system can be explained from its discrete

equivalent

. ( 3.34)

This state space transformation which actually demonstrates the NRZ transform

given in Sec. 3.1.1 has already been shown in [Fra90] for state space equations a

be accomplished readily, using the MATLAB function “d2c” [MWI92].

The same transformation can be obtained for a RZ hold input too. An analysis for 

given in Appendix D whose final result is as the following:

( 3.35)

For example, the parameters of the second-order continuous-time and discret

lowpass modulators can be shown as the following:

( 3.36)

It should be notedBd andBc are both 2× 2 matrices here, each representing a two-in

system. One input is the comparator’s output signal and the other is the modu

input signal. The Fig. 3.11 shows the state space diagrams of these modulators.

3.1.4 Zero-Delay Scheme

As mentioned, the overall loop transfer function for a continuous-time modulat
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inherently discrete-time. This is due to the presence of a sampler inside the lo

shown in Fig. 3.1. Therefore, one can implement different equivalent continuous

modulators depending on the number of delays chosen in the digital side of the

preceding the DAC and following the comparator. For instance, as shown in Tabl

the open loop transfer function of a second-order bandpass modulato

. One way to implement the continuous-time loop is to ap

the pulse invariant transformation on  (having no digital delay inside the lo

which gives a continuous-time loop filter with a RHP zero (a maximum phase filte

shown in column 4 of Table 3.1 and graphically in Fig. 3.12a:

( 3.37)

The overall loop continuous-time impulse response with zero discrete-time del

already shown in Fig. 3.4. As shown in Fig. 3.4 the first two samples of the p

response of the maximum phase continuous-time filter (3.37) is zero which remov

necessity of a discrete-time delay in the∆Σ loop. The other way is to have one delay 

H z( ) z 2– 1 z 2–+( )⁄=

Figure 3.11 :  State-space diagram of (a) a discrete-time and (b) a continuous-time second-
order lowpass modulators.
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the digital side of the loop and to apply the pulse invariant transformation on

remaining part of ,i.e. , which gives a continuous-time loop filte

with a LHP zero (a minimum phase filter) as shown in column 5 of Table 3.1,

graphically in Fig. 3.12a:

( 3.38)

The overall loop continuous-time impulse response with one discrete-time del

already shown in Fig. 3.8. It should be noted that in the pulse invariant transforma

 is present in the numerator of each partial fraction as shown in (3.9). Thus in 

to derive a continuous-time loop filter it is required to keep at least one delay (

the numerator to ensure causality. This determines the number of possible w

implement the equivalent continuous-time modulators from a discrete-time modula

Obviously, for the second and multiple-pole fourth-order bandpass modulators in (

and (3.22) there are two different ways to implement the continuous-time loop: the

delay and one-delay schemes. Both transformation schemes for this fourth

modulator are graphically illustrated in Fig. 3.12b. The fourth-order continuous-

filter defined by (3.23) is based on the one-delay scheme. As shown in Fig. 3.12

loop filter for one-delay scheme of multiple-pole fourth-order modulator has a real 

zero and two complex conjugate LHP zeros. One can derive the continuous-time f

order loop filter for the zero-delay scheme modulator by applying the p

transformation on the whole discrete-time loop filter (3.22)i.e.

. This produces a multiple-pole fourth-order filter with on

real RHP zero and two complex conjugate LHP zeros as shown in Fig. 3.12:

( 3.39)

The zero-delay scheme results in the same discrete-time loop impulse response

one (or higher)-delay scheme with a lower cost. The loop filter complexity in the z

delay scheme is the same as that in the one-delay scheme but the one (or highe

H z( ) z 1– 1 z 2–+( )⁄
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scheme requires extra flip-flop(s).

In the following section an analysis on the effect of any extra loop delay o

continuous-time∆Σ modulator is given. Here a simple explanation for the zero-de

and one-delay second-order bandpass examples defined in (3.37) and (3.38) resp

will be given. As shown in Fig. 3.13 an extra loop delay (d) causes the samples to mov

from their original values represented by ‘ovals’ to some incorrect values represen

‘x’. The sampling times are assumed fixed (no clock jitter) but the loop impulse resp

is shifted byd. In the one-delay scheme Fig. 3.13a the first and second sample

correct (zeros as they should be) but the remaining samples become incorrect.

zero-delay scheme as shown in Fig. 3.13b on the other hand, the incorrect1 values start

Figure 3.13 :  The effect of an extra loop delay on the loop samples in the a) one-delay b) zer
delay schemes of the second-order bandpass modulators.
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from the second sample. However, it should be noted that in the zero-delay sc

 coincides with the ideal loop response for  whereas in the one-delay sc

this happens for . Therefore, although with an extra loop delay the second s

in the one-delay scheme is still correct (zero), the third sample is a bit more off fro

ideal value than that of the zero-delay scheme as can be noticed from Fig. 3.1

remaining samples (from the fourth sample) are affected similarly in both zero-d

and one-delay schemes. So, from this simple observation it is not very clear that 

scheme (zero-delay or one-delay) is more sensitive to extra loop delays. Alth

ignoring those slight differences in the second and third samples one can expe

both modulators have almost identical sensitivity to extra loop delays. However, 

the zero-delay scheme has one less D-flip flop (no D-flip flop for the mentioned se

and/or fourth-order modulators), the zero-delay scheme might be preferred no

because of its lower cost but because it has less propagation delay time in digital 

the modulator. In the next section the extra loop delay difficulty for some continu

time ∆Σ examples will be analyzed. It will give some insight how the modulator’s p

and zeros are affected by extra loop delays. But as will be seen it doesn’t pro

general closed form formula for every modulator. Therefore, simulation remains

most trustworthy tool to illustrate the maximum tolerable extra loop delay i

continuous-time modulator.

In terms of stability, since the second-order modulator is a robust system, it can 

more non-ideal loop delay. However, in higher order modulators like the fourth-o

system any extra loop delay will cost someSNR loss or even could result in instability in

the modulator.

3.1.5 The Sensitivity of a Continuous-time∆Σ Modulator to Unwanted Extra

Loop Delays

The ideal open-loop block diagram of a continuous-time modulator was shown ba

Fig. 3.2. In Sec. 3.1.4 it was explained that any extra delay in the modulator loop s

1. It can be noticed that the sample values form the fourth sample in the zero-delay and the on
delay schemes are the same. This is because it can be shown thath1(t-1) in the one-delay scheme
given in (3.21) (shown in Fig. 3.8 too) is identical toh(t) for  shown in Fig. 3.4 in the zero-
delay scheme.

T 1≥

h t( ) t T≥

t 2T≥
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propagation delay time in comparator, latch, flip-flop, DAC, etc. changes the modu

open-loop response at sampling moments . This was graphically sh

in Fig. 3.13. In this section a more detailed analysis is given.

Any extra loop delay in a∆Σ modulator loop can be modeled by a  term as sho

in Fig. 3.14 where . Notice that the hat signs for the signals in Fig. 3.2

removed in Fig. 3.14 for simplicity. As shown in Fig. 3.14 thez-transform of the output

signal  is represented by . Since the continuous-time signal

is delayed by  which can be anywhere in the  interval, the newz-transform

 has to convey the information of the continuous-time signal between sam

instants. This powerful tool is the well-knownmodified z-transform [Kuo63], [Hou85].

The block diagram shown in Fig. 3.14 including any loop delay can be analyzed b

modifiedz-transform method. The method is essentially a modification of the ordinaz-

transform technique obtained by inserting non-integer time delays in the sampled

system (including continuous-time modulator and/or a switched-C system). It should be

noted that in a switched-C modulator the opamp output voltage is sampled after a 

margin of settling which includes the delays caused by comparator and so on. The

in a switched-C modulator only the voltage levels at the sampling moments 

important. In comparison in a continuous-time modulator the information containe

the continuous-time signal at comparator between sampling instants is crucial be

of the presence of loop delay.

From Fig. 3.14 the modifiedz-transform of  which is sometimes referred to as t

delayedz-transform and denoted by  is expressed as

0, T 2T, …,

e
s∆T–

0 ∆T T≤≤

u kT ∆T–( ) U z ∆,( ) u t( )

∆T 0 T,[ ]

U z ∆,( )

Figure 3.14 :  A continuous-time∆Σ open loop block diagram with an
extra loop delay.
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 of a
( 3.40)

and for  it can be written as [Kuo63]

( 3.41)

It can be noticed that if the response  does not have any jump discontinu

 when :

( 3.42)

and when

. ( 3.43)

Here the manner of obtaining the modifiedz-transform is presented without proo

[Kuo63]. The modifiedz-transform of  is given by

( 3.44)

evaluated only at poles of

where  is the Laplace transform of the original continuous-time signal .

For our purpose since most of the transfer functions that we are interested in are r

functions, one may use tables [Hou85]. Some frequently used functions for bandpa∆Σ

modulators are given in Table 3.2.

Now we return to our problemi.e. obtaining thez-transfer function of a delayed

continuous-time∆Σ open-loop system. From Fig. 3.14 first one needs to obtain the p

response of the loop filteri.e. the impulse response of  followed by DAC. This h

been explained in Sec. 3.1.1. For example, recall that the loop response denoted b

for second-order and fourth-order systems were given in (3.21) and (3.25) respec

The open-loop responses of these systems were shown back in Fig. 3.8 and Fig. 3

open-loop response of the second-order system is represented again in Fig. 3.

shown in Fig. 3.15 and already given in (3.3) for an NRZ DAC, due to convolution

U z ∆,( ) Z u t ∆–( )[ ] u nT ∆T–( )
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∞

∑= = z
n–

∆ 1 m–=
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e

mTα

1 e
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pulse with the loop filter response  the beginning of the overall open-loop resp

 in  interval is always different from that in , where  is the DA

aperture. This slight difference in the first sample can be neglected i.e. assuming

( 3.45)

to simplify the calculation of the modifiedz-transform of a delayed continuous-time∆Σ

open-loop system.

With this approximation, for example, for the preceding given second-order system

the ordinaryz-transform and discrete-time impulse response given in (3.17) and (3

respectively we can write:

( 3.46)

where  denotes to modifiedz-transform. From the second row in Table 3.2 wh

 it can be concluded that

Table 3.2: Some transform examples
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From (3.47) it can be noticed that when  (no extra delay) .

The noise transfer function (NTF) for the new loop transfer function then is

. ( 3.48)

From (3.48) it can be noticed that the two poles previously (with no extra delay) bo

 now have moved from origin because of the extra loop delay represente

. The root locus of this second-order system respect to variations of , w
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-------t 

 sin⋅ z
1– z mπ 2⁄( ) 1 m–( )π 2⁄[ ]sin+sin

z
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------------------------------------------------------------------------------⋅= =

Figure 3.15 :  Open-loop impulse response of the one-delay scheme second-order bandpas
modulator.
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, is shown in Fig. 3.16. Fig. 3.16 shows the poles’ movement from or

towards the unit circle with increment of loop delay by  steps ( ).

The same calculation is done for the fourth-order multiple-pole bandpass∆Σ modulator

given in (3.22). The open-loop modifiedz-transform for this fourth-order system is:

( 3.49)

Taking out a  delay element from the open-loop system as shown in (3.4

equivalent to  substitution in the time domain response in (3.24) which re

in

0 m 1≤ ≤

Figure 3.16 :  The root-locus of the continuous-time second-order bandpass modulator with loo
delay respect tom.
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The final result, using the transforms given in Table 3.2, is

( 3.51)

where the numerator coefficients are:

.

Again from (3.51) it can easily be verified that when  (no extra de

. One interesting observation from the open-loop system represe

by (3.51) is that it is no longer a fourth-order system as it was for . The ord

the modulator has increased to five. For  there is a pole-zero cancellati

(3.51) at , so producing a fourth-order system as expected. However, in reali

continuous-time open-loop modulator is never delay free, so the noise transfer fu

 would always have a higher order i.e. five poles as opposed to four poles. No

the question is that how this affects the modulator performance. To answer this qu

the pole-zero root-locus of  in this fourth-order modulator has been obta

from (3.51) and plotted in Fig. 3.17. Fig. 3.17 shows the poles moving from the o

with an increment of loop delay by  steps ( ). The poles move

three different paths. First one single positive real pole has been created which 

outside the unit circle with approximately  extra delay. The two comp

conjugate LHP poles move more quickly outside the unit circle at approximately

extra loop delay. The RHP complex conjugate poles stay inside the unit circl

.

It should be noted that from (3.46) and (3.49) a  was taken out and the modifiz-

transform in (3.47) and (3.50) was applied to the remaining parts. This ma

interpreted to show that the obtained results in (3.47) and (3.51) only represe

modified z-transform of the one-delay scheme. This is not exactly true. Recall 
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(3.45) that the preceding analysis was made assuming that  for

(NRZ DAC). It should be mentioned too that in the one delay scheme, for examp

shown in Fig. 3.13 for the second-order modulator,  for  wher

in the zero-delay  for . Therefore with the preceding approximat

as can be noticed from Fig. 3.13, a smaller error is assumed for the third sample

one-delay scheme and the second sample error in the zero-delay scheme is com

ignored. Therefore, accepting these slight errors in fact the modifiedz-transforms

obtained for both second and fourth-order systems are applicable for both zero

and one-delay schemes.

From the analysis made in this section for the second and fourth-order examples

conclusions can be drawn as follows:

1) TheNTF zeros are still on the unit circle at the desired locations. Therefore, on

expect to get normal noise-shaping inside the band with extra loop delay (to 

h t( ) h1 t( )= t T≥

h t( ) h1 t( )= t 2T≥

h t( ) h1 t( )= t T≥

Figure 3.17 :  The root-locus of the continuous-time fourth-order multiple-pole bandpass modula
with loop delay respect tom.
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extent). Therefore,SNR should not degenerate significantly up to some extra l

delay extent too (in the next section it is shown that in a fourth-order modula

% extra loop delay produces about 6dBSNR loss).

2) The major problem that arises from an extra loop delay is seemed to be asso

with the modulator stability as the loop poles move towards the unit circle. So

believed that for a real implementation some special considerations should be

to keep the modulator’s extra loop delay by a safe margin. More details for a

implementation and extra loop delays are given in Sec. 8.3.2.

3.1.6 Simulation of∆Σ Extra Loop Delay

A fourth-order multiple-pole one-delay modulator with macromodel transconduc

comparator and flip-flops has been simulated. The loop filter center frequency w

50MHz and clock rate at 200MHz. Fig. 3.18 shows theSNR loss versus the percentag

10

Figure 3.18 :SNR loss in a 2MHz bandwidth respect with extra loop delay percentage (d ⁄ T), where
T is a clock period.

0 5 10 15 20
0

2

4

6

8

10

12

14

16

18

Extra loop delay (in percent)

S
N

R
 lo

ss
(d

B
)



Chapter 3−Continuous-Time Delta-Sigma Modulator… 52

ned

wn in

cess

 loop

locus

SA)

s

ectrum.

. 3.17

le, the

hown

ourth-
of extra loop delay (compared to a clock period) at 2MHz BW for the mentio

modulator in above. The input signal levels for the extra loop delay simulations sho

Fig. 3.18 were at the maximum input amplitude (MSA) obtained from the zero ex

delay simulation. As can be noticed from the data shown in Fig. 3.18, at 10% extra

delaySNR drops by almost 6dB (for this OSR). Degradation ofSNR is much sharper for

extra loop delays higher than 15%. A 20% extra loop delay makes the∆Σ modulator

completely unstable. It should be noted that since the linear model with the root 

shown in Fig. 3.17 matches the simulation results, for the lower input levels (than M

similar responses with extra loop delay are expected.

As it was shown in Fig. 3.17 that theNTF poles move toward the unit circle it i

reasonable to expect that some spikes to be generated in the bit-stream sp

Especially, the high frequency spike due to the high frequency poles shown in Fig

should be noticeable. This was verified by the preceding simulations. For examp

spectrum of the fourth-order one-delay modulator with a 19% extra loop delay is s

in Fig. 3.19 presenting a high frequency spike.

It should be noted that similar simulations were done for the zero-delay scheme f

Figure 3.19 :   The noise-shaping spectrum for a 19% extra loop delay.
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order modulator too. TheSNRs for both zero-delay and one delay schemes versus e

loop delay are plotted in Fig. 3.20. For the zero-delay scheme the modulator be

completely unstable at 25% extra loop delay however, as shown in Fig. 3.20 itsSNR

drops rapidly with loop delays higher than 20%.

3.1.7 The Signal Transfer Function

A discrete-time modulator could be expressed with a configuration shown in Fig.

[Jant93] in whichG(z) and H(z) represent feedforward and loop transfer functi

respectively. The noise transfer function (NTF) and the input signal transfer functio

(STF) can be found fromG(z) andH(z):

( 3.52)

Equation (3.52) shows thatSTF and NTF are shaped differently. In a bandpa

Figure 3.20 :SNR in both one-delay and zero-delay schemes for a 2MHz bandwidth respect wit
extra loop delay percentage (d ⁄ T), whereT is a clock period.
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modulatorH(z) is normally a bandpass filter. Consequently,NTF becomes a bandstop

filter (having a deep notch at the center frequency). In a lowpass∆Σ modulator, in

contrast,H(z) is a lowpass filter makingNTF a high pass filter.H(z) is usually selected

among the conventional∆Σ transfer functions or is optimized by any optimization to

to achieve the required noise transfer function (NTF). However, generallySTF can be

chosen independently ofNTF. Normally, G(z) is obtained based onH(z) to meet the

signal transfer function (STF) specifications, usually 0dB gain and linear phase in-b

and high attenuation out-of-band [Jant91]. It should be noted that, however, in 

conventional∆Σ modulatorsG(z) = H(z) in which the loop filters are in the feedforwar

path (Fig. 3.1) and no special consideration is required for extra filtering on the 

signal.

So, questions regarding signal transfer function in a continuous-time modu

compared to a discrete-time equivalent are “whether an equivalentSTF can be found

when theirNTF are made equivalent” and even “whether this is necessary”. To an

these questions a continuous-time modulator corresponding to the discrete

modulator given in Fig. 3.21 is shown in Fig. 3.22. As explained in Sec. 3.1

continuous-time loop transfer function  is obtained by a pulse invar

transformation ofH(z). This is dictated by the DAC pulse shaping utilized in t

continuous-time modulator. As shown in Fig. 3.22 there is no pulse shaping device

Figure 3.21 :  Discrete-time delta-sigma modulator with linearized quantizer
model (G andH transfer functions share poles).
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u k( )
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Ĥ s( )



Chapter 3−Continuous-Time Delta-Sigma Modulator… 55

no

2 the

-time

e

e

 a

.

uates

ct the

the

esent

s after

be
a DAC or ZOH) preceding . Therefore in order to obtain , there is 

necessity to apply a pulse invariant transformation on . As shown in Fig. 3.2

STF in a continuous-time modulator is a system whose input signal is continuous

 and its output is discrete-timey(k). In contrast, in a discrete-time modulator th

STF is defined completely inz-domain in which input and output are discrete-tim

signals represented byx(k) andy(k) in Fig. 3.21. Therefore, it is not possible to define

straight z- or s-domain transfer function forSTF in a continuous-time modulator

However, in a continuous-time modulator assuming that the prefilter  atten

the high frequency components significantly and so neglecting the aliasing effe

STF frequency response can be approximated by

. ( 3.53)

The proof for this is given in Appendix B. As mentioned in Appendix B, 

 term associated with the pulse-shape sampled signals is pr

in both discrete-time and continuous-time modulators and applies on both system

aliasing has effected. Therefore, for the purpose of comparison of theSTF in a

continuous-time modulator with its discrete-time counterpart, this term will 

neglected:

( 3.54)

Ĝ s( ) Ĝ s( )

G z( )

x̂ t( )

Figure 3.22 :  Continuous-time∆Σ modulator, equivalent to the discrete-time
modulator shown in Fig. 3.21.

f s

e
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STFc ω( )
Y e

jωT( )
X̂ jω( )

--------------------- e
jωT 2⁄– ωT 2⁄( )sin

ωT 2⁄
---------------------------- Ĝ jω( )

1 H– ejωT( )
----------------------------⋅ ⋅= =

e
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So, using a continuous-time prefilter  it is not possible to mimic exactly theSTF in

an equivalent discrete-time modulator. However, this is not a shortcoming f

continuous-time modulator because the optimization constraints such as unity-ga

linear phase in-band and high attenuation out-of-band which are frequency res

requirements can be applied on prefilter  directly ins-domain.

It was shown in (3.9)-(3.11) that the relationship between continuous-time filter p

and discrete-time filter poles is given by

. ( 3.55)

This implies that to simplify the implementation of the feedforward filter, , 

sharing its resonators with those of , one needs to make the poles of

identical to the poles of . TheSTF constraints then show how the zero

(numerator) of  should be selected. The zeros of the continuous-time pre

, for low order systems can be selected by simple inspection. For instance, f

second-order bandpass system given in (3.37) or (3.38) a bandpass prefilter co

proposed as follows

( 3.56)

wherek defines the∆Σ modulator gain (to be explained more in Sec. 3.2) andα is the

prefilter’s zero. In the bandpass modulator one good choice for the prefilter’s

location is at DCi.e. α = 0.

For higher order modulators, however, the selection of the prefilter’s zeros may n

that straightforward. In higher order systems a designer may use any optimiz

package to meet the requirements of the continuous-time prefilter, . For exa

for the double-pole fourth-order systems given in (3.23) or (3.39). There are

unknown parameters (gain2 and three zeros):

( 3.57)

2. In Ch. 2 it was shown that a∆Σ modulator response is loop gain-invariant. However, the effect
of prefilter orSTF gain is to change the MSA. Sok can simply be normalized to 1.

Ĝ s( )

Ĝ s( )

zk eskT=

Ĝ s( )

Ĥ s( ) Ĝ s( )

Ĥ s( )

Ĝ s( )

Ĝ s( )

Ĝ s( ) k s α+( )

s2 π
2T
------- 

 2
+

--------------------------=

Ĝ s( )

Ĝ s( ) k s s0–( ) s s1–( ) s s2–( )

s2 π
2T
------- 

 2
+ 

 2
------------------------------------------------------------=
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As we mentioned for a bandpass modulator it is always desirable to have a zero at

some other real zero on the real (σ) axis close to DC. This guarantees a sharper roll 

for frequency selectivity of the bandpass prefilter. Although in the pulse inva

transformation, generally a closed-form mapping cannot be found between zeross-

domain andz-domain transfer functions [Gar86], a zero at DC in thes-domain is

mapped to a zero at DC in thez-domain and vice versa. This feature of the pu

invariant transformation will be shown in the double-pole fourth-order example. 

discrete-time loop filter for the double-pole fourth-order is .

can easily be shown that in order to provide a flat response inside the band and

zeros at DC and  for the discrete-timeSTF shown in Fig. 3.21 it is required that:

. ( 3.58)

The corresponding continuous-time feedforward transfer function  obtained 

(3.58) by a NRZ pulse transformation would be

( 3.59)

which provides a zero at  corresponding to the zero at  in (3.58). TheSTFs

for these two systems are shown in Sec. 3.2.

As another example theNTF and STF for a fourth-order bandpass spread-po

modulator (with center frequency at 20MHz and bandwidth of 1MHz) have b

optimized by “filtorX” [Ous90]. TheNTF zeros turn out to be at

and poles at

.

The STF poles are identical to theNTF poles and theSTF zeros which determine the

zeros ofG(z) too are at

The correspondings-domain loop transfer function, , and feedforward trans

z 2– 2 z 2–+( ) 1 z 2–+( )2⁄

f s 2⁄

G z( ) 0.5
z

1–
1 z 2––( )

1 z 2–+( )2
-----------------------------=

Ĝ s( )

Ĝ s( ) 0.25

π
2
--- 1– 

  s
T
---

3
π–

s

T2
------

2 π
2
--- 1+ 

  π
2
--- 

 2 s

T3
------+

s2 π
2T
------- 

 2
+ 

 2
------------------------------------------------------------------------------------=

s 0= z 1=

z exp π 2 0.02527±⁄±( ) j=

0.025268± 0.999681j±=

z 0.33447 0.69822j±±=

z 0 1±,=

Ĥ s( )
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function, , obtained by the pulse invariant transformation given in (3.9)-(3.11)

( 3.60)

and

( 3.61)

wherefs= 1/T= 4fo = 80MHz, (b3, b2, b1, b0) = (0.8276, 1.6396, 2.7885, 2.8722), (a3, a2,

a1, a0) = (0.0867, 0.4770, 0.9630, 0.0) and ( , ) = (

). As shown in  the zero at  in thez-domain is mapped to

 in thes-domain in  too.

3.2 Implicit Anti-alias (Image) Filtering

In [Can85] it was shown that a lowpass continuous-time∆Σ modulator provides an

inherent anti-alias filtering on the input signal path. In the continuous-time lowpass

the signal transfer function contains a“sinc” term. This will later on be shown for a

second-order lowpass example in this section. Since the“sinc”  zeros are located a

integer multiples of the sampling frequency ( ), clock-image signals are atten

significantly which otherwise would be aliased into the desired frequency band. W

generalize this observation to the higher order modulators as well as bandpa∆Σ

modulators in this section.

Fig. 3.23a shows another representation of a continuous-time modulator shown i

3.22. As explained in Sec. 3.1, the loop transfer function 

. Therefore, the noise transfer function ( ) in Fig. 3.2

is

( 3.62)

We know from (3.52) that theSTF in an equivalent discrete-time modulator (Fig. 3.21)

Ĝ s( )

Ĥ s( )

b3

T
-----s3
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------+ + +

s2 ω2
1+( ) s2 ω2

2+( )
--------------------------------------------------------------=

Ĝ s( )

a3
T
------s3 a2

T2
------s2 a1

T3
------s1 a0

T4
------+ + +

s2 ω2
1+( ) s2 ω2

2+( )
--------------------------------------------------------------=

ω1 ω2
π 2⁄ 0.02527–

T
-----------------------------------

π 2⁄ 0.02527+
T

------------------------------------ G z( ) z 1=

s 0= Ĝ s( )

f s

H z( ) Z 1 e sp––
s

-------------------Ĥ s( )= NTF

NTF z( ) Y z( )
U1 z( )
-------------- 1

1 H– z( )
------------------= =
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given by . The correspondingSTF frequency response in the continuous-tim

modulator shown in Fig. 3.22 and redrawn in Fig. 3.23a was given in (3.54). S

shown in Fig. 3.23b and Fig. 3.23c the frequency response of the filter represen

 in Fig. 3.23c that should be placed in cascade with the input of the disc

time modulator in order to make its response identical to that of the continuous

version is

G z( )
1 H– z( )
------------------

Ĥ s( ) ZOH

f s

f s
H z( )

x̂ t( ) y k( )

e k( )
u k( )u1 k( )

u2 k( )

Ĝ s( )

f s
x̂ t( ) x k( )

G
1–

z( )

(a)

(b)

Ĝ s( )

f s
x̂ t( )

G z( )
1 H– z( )
------------------

y k( )

Faa jω( )

Faa jω( ) G z( )
1 H– z( )
------------------

x k( ) y k( )

(c)

Figure 3.23 :  (a) One representation of a continuous-time modulator (b) another arrangement of
3.23a, and (c) the equivalent discrete-time modulator with an extra input filter shown by Faa(jω).

u1 t( )

Faa ω( )
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Recall from Sec. 3.1.7 that  for the traditional modulators. T

frequency response of the implicit anti-alias filter in those continuous-time modul

would be

( 3.64)

The discrete- and continuous-timeSTFs for three different modulators are shown in F

3.24a and Fig. 3.24b respectively: the second-order bandpass system given in 

(3.38); the fourth-order with  [Lon93] and  given i

(3.23); and finally the fourth-order with its feedforward filter,  arranged to be

(3.59). The latter provides a zero at  [Sch94]. As shown in Fig. 3.24 modul

are operating at one quarter the sampling frequencyi.e. . The discrete-time

modulators Fig. 3.24a show the aliasing effect as expected. Any signal at

frequencies are aliased directly into the in-band frequency . However, serendipit

the continuous-time modulators provide nulls exactly at aliasing frequencies

as shown in Fig. 3.24b. Before proceeding to further details the implicit anti-alia

property of a continuous-time modulator can be illustrated by an interpretation of (3

( 3.65)

It is interesting to note that the continuous-time signal transfer function  zeros

the NTF zeros are at  except for i.e. the in-band frequency  as

shown in Fig. 3.24b. This happens because the prefilter3  is a resonator

(integrator in a lowpass modulator) with the resonance frequency of  (for integ

). Therefore, mathematically there is an ambiguity at  in (3.65)i.e. a

3. Or  for  cases.

Faa ω( )
STFc ω( )

STF ejωT( )
----------------------------=

Ĝ jω( )G 1–
ejωT( )=

Ĝ jω( )
G ejωT( )
---------------------=

G z( ) H z( )=

Faa ω( ) Ĥ jω( )
H ejωT( )
----------------------=

G z( ) H z( )= Ĝ s( ) Ĥ s( )=

Ĝ s( )

s 0=

f o f s 4⁄=

f n f s f o±=

f o

f n f s f o±=

STFc ω( ) Ĝ jω( )
1 H– ejωT( )
----------------------------=

Ĝ jω( ) NTF ejωT( )⋅=

STFc

f n f s f o±= n 0= f o

Ĝ jω( )

Ĥ jω( ) Ĝ jω( ) Ĥ jω( )=

f o

f o 0= f o ∞ 0×
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product or a  division. It will be shown that this is just a mathematical artifact 

(3.65) always gives a finite in-band gain for the signal transfer function of 

continuous-time modulators as shown in Fig. 3.24b. Besides, equation (3.65) exp

physical property of a continuous-time modulator. It shows what the input signal

after being filtered by a prefilter , which is the modulator noise transfer func

frequency response . This is actually a translation of having the sam

action inside the loop Fig. 3.22. In other words because the sampling happens af

0 0⁄

(b)

f s×frequency
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Figure 3.24 :  (a) Discrete-time and (b) continuous-timeSTFs for the three examples.
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solid line: second-order

dashed line: fourth-order with G(z) = H(z)
given in (3.22)

dashdot line: fourth-order with optimized G(z)
given in (3.58)

solid line: second-order

dashed line: fourth-order with
given in (3.23)

dashdot line: fourth-order with optimized
given in (3.59)

Ĝ s( ) Ĥ s( )=
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at
loop filter and preceding the quantizer the aliased signals produced by the samp

noise shaped (like the quantization noise represented by  in Fig. 3.22). Sin

NTF nulls are at  frequencies (for both bandpass and lowpass modulato

turns out that aliasing signals which are in band are attenuated significantly (id

rejected).

Previously it was mentioned that the null frequencies ofNTF are at .

Technically, discrete-time filters likeNTF(z) are not analyzed in this way. The frequen

response of a discrete-time filter is normally defined between  or in term

real frequencies  where  is the sampling frequency. Beyond 

spectrum area of  the discrete-time filter frequency response is replic

This originates in sampling theory. The signals in the out-of-band spectrum are

aliased into the in-band spectrum  and then are treated by a discrete

filter the same way that the originally in-band signals are treated. So keeping in

that out-of-band signals always produce in-band components we could use the p

discrete-time frequency response extended to  frequency band as shown 

3.24a. Table 3.3 which gives theSTF response of the third example shown in Fig. 3.

describes this idea as well as the continuous-time anti-alias filtering performance.

As shown in Table 3.3 the aliasing signals at , , ,  and

are attenuated significantly in the continuous-time modulator. In the discrete

counterpart they appear at the in-band region with almost no loss.

The anti-aliasing feature of a continuous-time modulator is illustrated by deriving

STF of the examples shown in Fig. 3.24. For the second-order modulator (3.17), (

(note that ) from (3.65) we get:

( 3.66)

The zeros of theSTF given in (3.66) are the same as zeros of  

e k( )

f n f s f o±=

f n f s f o±=

π π,–( )

f– s 2⁄ f s 2⁄,( ) f s

f– s 2⁄ f s 2⁄,( )

f– s 2⁄ f s 2⁄,( )

∞– ∞,( )

0.74f s 0.75f s 0.76f s 1.24f s 1.26f s

Ĝ s( ) Ĥ s( )=

STFc ω( )

π
4T
------- jω 1

2
--- π

2T
------- 

 2
+

jω( )2 π
2T
------- 

 2
+

------------------------------------------ 1 e 2 jωT–+⋅=

2 ωT( ) π
2 2 T
------------------ 

 4 π
4T
-------ω 

 2
+

1 2⁄
cos

π
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------- 
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“image frequencies” at which, in a pure discrete-time system, input signals would

into the band of interest. In Ch. 6 experimental results for a second-orderGm-C

modulator verify that the  nulls are at . The numerator of (3.66) a

has a zero at  ( ), which is in the desired band, but this is cancelled

denominator zero ( ). L’Hôpital’s rule can be used to resolve the

ambiguity. It shows that . This cancellation o

zeros at  is a mathematical artifact, and doesn’t affect stability.

For the fourth-order system with  given in (3.23):

( 3.67)

Again theSTF zeros are determined by . Resolving the  ambiguity at

shows that the in-band gain is i.e. the same as

the in-band gain (3.66) of the second-order modulator. The last example is the f

order modulator having an optimized  given in (3.59) which puts a zero at 

TheSTF for this case would be:

( 3.68)

which provides the same in-band gain as the other two examplesi.e.

. Note that this in-band gain at

is not the maximum in this case; the maximum gain of this transfer function happe

 as shown in Fig. 3.24b.

It was shown that in a continuous-time modulator (Fig. 3.22), like a discrete-

modulator (Fig. 3.21), because of the presence of a sampler on the signal path th

signals beyond the  spectrum region are aliased into the in-band 

However, out-of-band signals, particularly the images of the passband frequenc

ω 2nπ
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attenuated significantly by the implicit anti-alias filter associated with the continu

time modulator. As shown in Fig. 3.23c a continuous-time∆Σ modulator can be

modeled by a system including an anti-alias filter  with a frequency resp

given in (3.63) or (3.64) followed by a sampler and its equivalent discrete-

modulator. The attenuation  provided at image frequencies is desirable fo

overall system (recall that  zeros are at image frequencies).

For the three given examples the implicit anti-alias filter frequency response are p

in Fig. 3.25. It should be noted that in the optimized (third example) discrete-

fourth-orderSTF there is a zero at  as well as DC as shown graphically in Fig. 3

and given in Table 3.3. In the corresponding continuous-time modulator, however,

is no zero at  as shown in Fig. 3.24b. The continuous-timeSTF gain is dB as

indicated in Table 3.3. Although it is desirable to have a zero at , it is not cr

because as was mentioned the critical frequencies are at  neighbo

which produce the aliased in-band components. Since (3.63) produces a division b

*. Note that the in-band signal is at .

Table 3.3: Gains of the third example modulators given in Fig.
3.24*.

Input frequency,

( )

Aliased in-band

frequency

( )

Gain in

continuous-time

modulator dB

Gain in discrete-

time modulator

dB

0.0 
0.01  -41.01 -41.41

0.25  -0.91 0

0.5 0.5 -21.83

0.74 0.26 -62.32 -0.0172

0.75 0.25 0

0.76 0.24 -62.80 -0.0172

1.24 0.24 -69.67 -0.0172

1.26 0.26 -69.85 -0.0172

Faa ω( )

Faa ω( )

Faa ω( )

f s 2⁄

f s 2⁄ 21.83–

f s 2⁄

f o 0.25f s=

f o

f s× f s×

∞– ∞–

∞–

∞–

f n f s f o±=
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at  frequency in  at the third example, the

( 3.69)

frequency response instead is plotted in Fig. 3.25.

As the last example we present the implicit anti-alias filter frequency response

second-order lowpass modulator with  give

in Table 3.1. For this system it can be shown that

( 3.70)

Recall the comment in the beginning of Sec. 3.2 that a lowpassSTF contains a “sinc”

term as shown in (3.70).

For three bandpass modulators and a lowpass modulator, we showed that the zero

implicit anti-alias frequency response of the continuous-time∆Σ modulator are at

; however, this conclusion could be easily generalized to any continu

time ∆Σ modulator (bandpass or lowpass) derived by the pulse invariant transform

explained in Sec. 3.1. As (3.64) and (3.69) show, the anti-alias frequency response

product of the feedforward frequency response represented by  (in Fig. 3.22

the inverse of the discrete-time loop frequency responsei.e. . The

resonance (pole) frequency of  is at  and the first notch of the n

transfer function at  too, so the value of signal frequency response at  is

which after resolving the ambiguity yields a finite value (like  for t

three bandpass examples).

The feedforward frequency response,  doesn’t have zero on the  axis (e

in a bandpass modulator which could have a zero at DC as shown in Fig. 3.25

[Sch94]). Thus, the zeros of the signal frequency response are determined b

remaining zeros of the noise transfer function, which obviously are at

 as obtained for the bandpass examples. It should be noted that

lowpass continuous time modulator the resonance frequency is at  (integ

instead of resonator), so according to the preceding derivation the zeros of 

frequency response are at ,  which is consistent w

[Can85].

f s 2⁄ Faa ω( )

Faa ω( ) Ĝ jω( )
H ejωT( )
----------------------=

Ĝ s( ) Ĥ s( ) 1 1.5Ts+( ) T
2
s
2( )⁄–= =

Faa ω( ) 1 1.5ωT( )2
+

5 4 ωTcos–
---------------------------------

1 2⁄
c

2
f f s⁄( )sin=

f n f s f o±=

Ĝ jω( )

1 H ejωT( )⁄

Ĝ jω( ) f f o=

f f o= f o 0 0⁄

π 2 2⁄ 1.11≈

Ĝ jω( ) jω

f n f s f o±=

n 1 2 3 …,±,±,±=

f o 0=

f n f s= n 1 2 3 …,±,±,±=
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Therefore a continuous-time∆Σ modulator compared to a discrete-time (switched-C)

modulator has the advantage that it provides free anti-alias filtering to reduc

spurious images of the passband significantly. This is advantageous particula

bandpass modulators where the ratio of in-band frequency to the clock freque

normally on the order of  (or ) as opposed to  (or ) in lowpa

modulators. So, the complexity of anti-alias filters for switched-C bandpass modulators

is much higher than those required for audio base-band∆Σ modulators. The continuous

time bandpass modulators, however, provide an implicit anti-alias filtering which re

(or even removes) the requirement of an extra anti-alias filter. The only price, as w

shown in Ch. 6, is the requirement of a tuning scheme for the continuous-time loop

used in the∆Σ modulator.

1 4⁄ 1 8⁄ 1 64⁄ 1 128⁄

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
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A
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)

Figure 3.25 :  The implicit anti-alias filter frequency response in the three continuous-
time examples.

f s×

−  solid line: second-order

− dashed line: fourth-order with
G(z) = H(z) given in (3.22)

− dashdot line: fourth-order with
optimized given in (3.59)Ĝ s( )



Chapter 3−Continuous-Time Delta-Sigma Modulator… 67

s-

ations

time

iscrete

.22),

l is a

 are

 the

and
3.3 Simulation Results

3.3.1 Signal-to-Noise Ratio

To verify the equivalence of the∆Σ loop behavior in the discrete-time and continuou

time modulators related by the transformations given in Sec. 3.1 extensive simul

have been done. Here some examples have been given:

1) For NRZ transformation simulation results for the discrete and continuous-

second-order bandpass modulator given in (3.17), (3.20) respectively and the d

and continuous-time multiple-pole fourth-order bandpass modulator given in (3

(3.23) respectively are shown in Fig. 3.26. In these simulations the input signa

20MHz sinusoidal signal and the clock frequency is 80MHz. TheSNRs shown in Fig.

3.26 have been collected for a 1MHz bandwidth.

The simulatedSNRs shown in Fig. 3.26 for discrete and continuous-time modulators

quite close. For example, theSNRs of the fourth-order bandpass discrete (3.22) and

continuous-time (3.23) modulators were dB and dB respectively 

Figure 3.26 :   (a) Simulation results of discrete-time and continuous-time modulators
derived by the NRZ pulse invariant transformation for a fourth and a second order

modulators (fin=20 MHz and BW=1 MHz).
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dB and dB for the second-order systems given in (3.17), (3

respectively. It should be noted that because the in-band signal gain is  ( dB) f

discrete-time modulators but almost  ( dB) for the second- and fourth-o

continuous-time modulators (explained in Sec. 3.2), the input levels were ch

accordingly (for example dB in discrete-time and dB in continuous-time for

maximum input levels), as shown in Fig. 3.26. This gain difference, combined 

numerical errors in simulation, is enough to explain the minor differences inSNRs

observed in simulations.

2) The same simulation has been performed for the RZ multiple-pole fourth-o

system given in (3.30). TheSNR for this continuous-time modulator in a 1MH

bandwidth with 20MHz sinusoidal input and 80MHz clock was 56.7 which happen

−12.3 dB input level4.

3.3.2 Anti-alias Filtering Simulation

In order to verify the anti-alias filtering performance of the continuous-time modula

discussed in Sec. 3.2 two-tone simulations have been performed. An in-band sinu

input in conjunction with an out-of-band sinusoidal signal in the neighborhood o

first aliasing frequency have been applied to the continuous-time∆Σ modulator. The

multiple-pole fourth-order system given in (3.23) with∆Σ noise shaping notch

frequency at 50MHz and the clock frequency at 200MHz was selected. In the

simulation the in-band signal frequency was at 49.95MHz and the out-of-band s

frequency at 149.02MHz both with amplitude dB (0.45) relative to the quantiz∆

level. Fig. 3.27 shows the anti-alias filtering characteristic of the multiple-pole fou

order modulator obtained by taking an FFT on the modulator output bit stream

149.02MHz out-of -band tone produces a component close to the in-band al

frequency at 50.98MHz. As shown in Fig. 3.27 the aliased componenti.e. 50.98MHz

tone is attenuated by dB compared to the in-band signal level. It can be no

that 149.02MHz input frequency for this modulator appears at  in Fig. 3

4. It can be shown that the in-band signal transfer function gain for a RZ continuous-time modu
lator with the loop filter given in (3.30) is about−12.3 dB relative to the quantization∆.

41.68 40.48

1 0

1.11 0.9

6– 6.9–

6.9–

59.60–

0.745 f s×
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and Fig. 3.25. The signal gain at  calculated from (3.67) for 

modulator shows dB attenuation and the signal gain for the in-band 49.95

tonei.e.  is 0.91dB (or 1.11 as shown earlier). So, from (3.67) analysis

total loss should be dB which is very close to the simulation result. In

discrete-time system, however, from the multiple-pole fourth-order signal tran

function plotted in Fig. 3.24a it can be found that the 149.02 MHz out-of-band 

produces an in-band 50.98MHz tone with 0.034dB (1.004) gain.

In a switched-C equivalent modulator in order to achieve the same amount of attenu

(−59.6 dB) at 149 MHz (close to fs − fo) one may use a lowpass anti-alias filter preced

the modulator. Note that the ratio offs − fo to fo is 3 at the bandpass modulators with t

sampling frequency four times as high as the passband. It can be shown [Hue80]

f in 0.745 f s×=

57.61–

0.25 f s×∼

58.52–
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-160

-140

-120

-100

-80

-60

-40

-20

0

Figure 3.27 :  Anti-alias filtering simulation of the multiple-pole fourth-order system (3.23).fin =
49.95MHz and a single tone aliasing signal atf = 149.02MHz.
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 noise
0.5 dB passband ripple and a 60 dB stop-band attenuation at the normalized frequ

at least a fourth-order lowpass elliptic filter is required. Therefore, for a band

switched-C filter the expense of the anti-alias filter is the same as the modulator

filter in the equivalent continuous-time modulator!

In the final simulation example the input in-band signal frequency was chose

49.51MHz and the out-of-band signal frequency at 149.90MHz both with ampli

dB (0.45) relative to the quantizer∆ level. The latter should produce the in-ban

signal at 50.10MHz. The noise shaping FFT plot of this simulation is shown in Fig. 

As shown in Fig. 3.28 the aliased in-band component is recognizable above the

floor with a dB loss compared to the in-band tone.
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Figure 3.28 :  Anti-alias filtering simulation of the multiple-pole fourth-order system (3.23).fin =
49.51MHz and a single tone aliasing signal atf = 149.90MHz.
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It can be shown in order to achieve the same attenuation−86.6 dB atfs − fo with an anti-

alias filter preceding a switched-C equivalent modulator, at least a fifth-order ellipt

filter (with 0.5 dB passband ripple) is required.

3.4 Summary

A comprehensive study of different transformations to design a continuous-time

filter from a discrete-time equivalent has been presented. A class of zero-digital-

loop filter scheme for equivalent continuous-time∆Σ modulators with the same orde

has been distinguished. The sensitivity of continuous-time∆Σ modulators to undesired

extra loop delays has been discussed. It was shown that one can make a continuo

∆Σ loop filter such that the behavior of both discrete-time equivalent and continu

time ∆Σ loops be exactly identical. However, their signal transfer functions would

different. The continuous-time modulators produce extra filtering resulting in betterSTF

specification. It was proven that the continuous-time modulators provide free anti

filtering suppressing the passband image signals atnfs ± fo frequencies. Particularly this

feature is favorable for a bandpass modulator in whichfs ⁄ fo ratio is usually 4 or so. This

means that the stop band frequency (fs − fo) to the passband frequency (fo) ratio is

usually 3 which requires an expensive anti-aliasing filter in a switched-C modulator

otherwise. However, it should be mentioned that for a narrow band bandpass s

probably a filter with 3:1 frequency transition is easy enough to get. For examp

narrow band ceramic resonator can be considered.
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Chapter 4

Multi-Feedback (Pulse
Shaping) Design for LC
Bandpass Delta-Sigma

Modulator

A new technique for designing an LC bandpass Delta-Sigma modulator is presen

this chapter which is an extension of the work presented in [Sho95]. This meth

based on pulse shaping of a DAC output signal such that one can realize a d

(arbitrary) loop transfer function. Especially for higher-order modulators where e

LC sections are added, sufficient parameters provided in the feedback loop. It is 

that by creating more degrees of freedom one can achieve the maximumSNR in a given

modulator order without constraining the noise transfer function of the modulator.

4.1 An LC Delta-Sigma Modulator

As was mentioned in Ch. 3 it is intuitively obvious that a bandpass∆Σ modulator

requires a bandpass filter (resonator) inside the∆Σ loop to provide a bandstop nois

shaping for quantization noise as shown in Fig. 4.1. Therefore designers [Ga

[Thu91], [Tro93] generally selected a bandpass loop filter with center frequency at

determine the desired noise shaping notch frequency. This approximate desig

based on the assumption that if the∆Σ loop filter poles are selected properly (clo

enough to the  axis) then one could expect to have the desired bandstop noise s

at a frequency band close to the loop filter pole frequencies. However, as shown i

3.1 the∆Σ modulator dynamics are determined by the overall ∆Σ loop impulse response

f o

jω
72
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which corresponds to a well definedz-domain transfer function. Given the number 

discrete-time delays and the shape of feedback DAC pulse in a continuous-time∆Σ loop

there is only one loops-domain transfer function which produces the desired lo

impulse response (recall from Sec. 3.1). It is not just the loop filter poles

denominator) that are crucial, but the loop transfer function zeros (or numerator) a

important part of the exact continuous-time modulator loop design too. Otherwis

desired loop impulse response will not be achieved. Consequently the effectiven

the∆Σ modulator noise shaping is reduced and in high order loops (greater than f

order) modulator instability becomes an inevitable problem. In order to make

(fourth-order) loop stable the designers had to spoil the Q of their resonato

[Gail89], [Tro93] for example, a damping resistor is placed in parallel with the

circuit(s) to stabilize the∆Σ loop, but causes the fourth-order∆Σ modulator to behave

more or less as a second-order system.

The propers-domain loop transfer functions for implementing a continuous-ti

equivalent from a given discrete-time (Switched-C) modulator have been recentl

reported [Sch94] (more detail was presented in Sec. 3.1). A new architecture 

transconductor-C ∆Σ modulator has been given too [Sch94]. The transconducto-C

architectures are discussed in Ch. 5 in more detail. For implementing a ban

continuous-time∆Σ modulator loop filter, however, a cascade of LC resonators as sh

in Fig. 4.2 with

A bandpass filter

Figure 4.1 :  A generic bandpass continuous-time∆Σ modulator.

Quantizer
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( 4.1)

(where  is the transistor transconductance) is attractive:

1) its architecture is simple,

2) a passive LC resonator has much less nonlinearity than an active res

such as transconductor-C, and

3) LC type filters can present higher frequency capability than active filters.

It is, however, difficult to construct linear high-Q LC resonators on-chip, so th

converters have generally relied on off-chip inductors [Gail89], [Thu91], [Tro93]. S

for a bandpass continuous-time∆Σ modulator, a high-Q1 resonator is required [Sch94]

for on-chip inductance implementation some Q enhancement technique [Du

[Pipi94] is necessary. The other problem is that the cascade of LC resonators sh

Fig. 4.2 provides a transfer function with a numerator having only bandpass term

the transfer functions implemented in [Gail89], [Thu91], [Tro93].

1. In [Sch94] and Ch. 5 it is shown that in a fourth-order multiple-pole bandpass∆Σ modulator
for getting the maximum achievableSNR, the typical Q required is at least 50.

HLC s( )
Vo s( )
Vi s( )
--------------

gm C⁄( )s

s2 1 LC⁄+
--------------------------= =

gm I o 2⁄( ) VT⁄=

Q2

Vi +
Q1

Vo –

Vi –

Vo +

Figure 4.2 :  A differential LC resonator.
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where  is the number of cascade stages,  is the resonant frequency, and

overall filter gain. As shown in [Sch94] and explained in Sec. 3.1, in a band

continuous-time modulator with order2N the propers-domain loop transfer function

numerator is a th-order polynomial with non-zero coefficients having

distinct zeros, while (4.2) has  zeros at . For example recall from (3.23) tha

multiple-pole fourth-order system the loop filter [Sch94] is

( 4.3)

In this chapter we will address the transfer function implementation problem in LC∆Σ

modulators. We will show how we can reproduce those missing coefficients in

numerator of (4.2) by introducing new DAC pulse shaping coefficients in a∆Σ loop.

This is based on the assumption that the simple LC structure shown in Fig

(differential or single-ended) has been utilized. One may add some extraL and C

components particularly in a discrete-component implementation to realize arb

loop transfer functions or a mixed architecture of LC sections and transconducC

resonators may be considered. However, because of the poor Q performance of o

inductances especially at lower 1GHz frequencies we prefer to fix the∆Σ loop impulse

response while keeping the simple LC resonator sections shown in Fig. 4.2.

4.2 Multi-Feedback Design

The idea is that because one feedback∆Σ loop supplied to a simple LC section does n

give the proper loop impulse response, one might add other parallel loop(s) to fi

overall ∆Σ loop impulse response. A multi-feedback structure for a simple 

modulator shown in Fig. 4.1 is presented in Fig. 4.3. The loop impulse resp

equations of the multi-feedback system in Fig. 4.3 are:

Ĥ s( ) ksN

s2 ω2+( )N
---------------------------=

N ω k

2N 1– 2N 1–

N s 0=

Ĥ s( )

π
2
--- 1

4
---– 

  s
T
---

3 3π2

16
--------- π

4
---+ 

  s

T2
------

2 π3

8
------ π2

16
------+ 

  s

T3
------ 3

4
--- π

2T
------- 

 4+ + +

s2 π
2T
------- 

 2+ 
 2
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Since the system is linear we can write

( 4.5)

where  is the desired loop impulse response associated with the ideal loop tr

function  being excited by a straight NRZ, RZ or HZ pulse. Equation (4.5) ca

expressed directly by the discrete-time loop impulse response equivalent :

. ( 4.6)

If all pulse waveforms given in (4.5) or (4.6) have the same shape, for exa

rectangular between , then their summation just provides a gain for the∆Σ loop

which is not enough for implementing . Therefore, it is required that individ

R1 t( )∗ hLC t( ) h1 t( )
R2 t( )∗hLC t( ) h2 t( )
…………………………
RN t( )∗hLC t( )

=

hn t( )

=

=

R1 t( ) R2 t( ) … RN t( )+ + +[ ]∗hLC t( ) h t( )=

h t( )

Ĥ s( )

h n( )

R1 t( ) R2 t( ) … RN t( )+ + +[ ]∗hLC t( )
t nT=

h n( )≡

DAC2

R2 t( )

Quantizer

x̂ t( ) û t( )

y k( )u k( )

ŷ1 t( )

f s
1
T
---=

DAC1

HLC s( )

R1 t( )

ŷ2 t( )

DACN

RN t( )ŷN t( )

Figure 4.3 :  A multi-feedback representation of a LC modulator.
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pulses  have different waveforms. One simple arrangement is that  p

don’t overlap. For example  can be defined as following

. ( 4.7)

Since each feedback loop encloses a DAC producing a distinct pulse signal sha

proposed multi-feedback structure is called a system with pulse shaping feedback

4.2.1 DAC Pulse Shaping

We begin with a second-order bandpass case. The discrete-time loop transfer fu

[Sch94], [Sing94] is

. ( 4.8)

Recall from Sec. 3.1.1 that the loop impulse response of this system is acosine

waveform (3.18) with first two samples zero:

( 4.9)

In a continuous-time modulator the overall loop impulse response is obtaine

convolution of thes-domain loop filter with the DAC impulse response. Three differ

possible DAC feedbacks — non-return to-zero (NRZ), return to-zero (RZ), and 

delay return to-zero (HZ) — were introduced in Sec. 3.1. Their impulse respo

represented by ,  and  were shown in Fig. 3.5 too. The ove

discrete-time loop transfer functions in a continuous-time modulator employing a si

LC filter i.e.

( 4.10)

where  and , for NRZ, RZ, and HZ feedback puls

respectively are

Ri t( ) Ri t( )

Ri t( )

Ri t( )
αi ti 1– t ti≤<
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1 z 2–+
-----------------
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0 n 0 1,=

n 2–( )π
2

-------------------- 
  ncos 2 3 …, ,=
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
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
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As (4.11) shows the loop impulse response of a system including any feedback:

RZ, or HZ by itself can not implement the requiredcosine loop impulse response given

in (4.9). In particular, none of them provides a pure  term to make the second s

zero. However, with a linear combination of any of two preceding feedback pulses 

in (4.11), for example, RZ and HZ as shown in Fig. 4.4, it is possible to produc

desired second-order loop function . As Fig. 4.4 shows the quant

signal is fed back to a RZ DAC and a HZ DAC. The HZ DAC can be modeled by a

delay block  followed by a RZ DAC as shown in Fig. 4.4. The DAC output pu

are then scaled by  and  coefficients accordingly in such a way that the o

loop transfer function implements the desired second-order system (4.8). This re

finding two unknown coefficients from two simple linear equations. For example

 and  from (4.8) and (4.11) the equality

( 4.12)

implies that

( 4.13)

which results in  and .

As shown in Fig. 4.4 there is no digital delay in the∆Σ loop preceding the DACs. This

represents a zero-delay continuous-time scheme. Recall from Sec. 3.1.1 and (3.2

it is possible to have a second-order continuous-time system in which one de

realized digitally [Sho]. In that case the loop coefficients need to satisfy

Z RNZ t( ) ∗h2 t( )
t nT=

[ ] z 1– 1 z 1––( )
1 z 2–+

-----------------------------=
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( 4.14)

which implies

( 4.15)

This set of equations results in  and .
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Figure 4.4 :  A second-order multi-feedback (RZ and HZ)∆Σ modulator with a LC resonator
loop filter.
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The coefficients of the zero-delay second-order system (shown in Fig. 4.4) for 

different combinations of NRZ, RZ and HZ pulses are given in Table 4.1.  

corresponding coefficients for one-delay scheme is given in Table 4.1 too.

For implementing the fourth-order bandpass system from a cascade of two simp

resonators, , as shown in Fig. 4.5 four coefficients are required. In

4.5 the shorter loops (the paths with  coefficients) each contains a resonator 

convolution with the corresponding feedback pulse results in the transfer functions

in (4.11). The longer loops (the paths with  coefficients) each include a casca

two resonators

( 4.16)

where  and . The transfe

function on these paths for NRZ, RZ, and HZ feedback pulses respectively are

Table 4.1: Second-order LC modulator parameters.

Coefficients
Combinations

RZ−HZ NRZ−RZ NRZ−HZ

Zero-
delay
coeffi-
cients

One-
delay
coeffi-
cients

knz 1 2⁄ 1 1 2⁄+( )–

krz 1 1 2⁄+( )– 1– 2 1–( )⁄

khz 1 2⁄ 1 2 1–( )⁄

knz 1 1 2⁄+ 1 2⁄( )–

krz 1 2⁄( )– 1– 2 1–( )⁄

khz 1 1 2⁄+ 1 2 1–( )⁄

ωs s2 ω2+( )⁄

k2

k4

ω2s2

s2 ω2+( )2
-------------------------- L h4 t( )[ ]=

h4 t( ) 0.5ω2 t ωt ωtsin( ) ω⁄+cos[ ]= ω π 2T( )⁄=
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The required multiple-pole loop transfer function for a fourth-order system as show

[Lon93], [Sch94] and (3.22) is . The discrete-time a

continuous-time (one-delay scheme) loop impulse response of this system are g

(3.24) and (3.25) respectively and graphically shown in Fig. 3.9. It should be note

because of a  discrete delay factor inside the loop (Fig. 4.5) the overall contin

time loop impulse response is shifted by  in Fig. 3.9.

The continuous-time loop filter shown in (4.3) for an NRZ pulse can be implemente

a transconductor-C architecture directly [Sch94]. For the fourth-order LC modulator

is obvious from (4.17) that none of the simple NRZ, RZ or HZ modulators 

implement this transfer function directly. However, from (4.11) and (4.17), it can

shown that with any combination of two pulses like RZ and HZ it is possible to buil

ideal fourth-order loop transfer function. Fig. 4.5 depicts a system with RZ DAC and

DAC feedback pulses and four loop coefficients , ,  and  wh

provide four degrees of freedom for implementing a desired fourth-order loop tra

function. This requires solving four linear equations — two from (4.11) and two f

(4.17) — to obtain the four unknown coefficients. As shown in Fig. 4.5 in this algor

by adding each extra LC section two new coefficients are added too. The

coefficients guarantee a sufficient number of parameters for implementing any arb

loop transfer function.

The coefficients of the fourth-order multiple-pole system (with one digital delay in

the loop like the one shown in Fig. 4.5) for three different combinations of NRZ, RZ

HZ pulses are given in Table 4.2. For instance, the four RZ and HZ coefficients sho

Fig. 4.5 are , ,  and

. Recall from Sec. 3.1.4 that there is a zero-delay solution [Sho] f

Z RNZ t( ) ∗h4 t( )
t nT=

0.25
πz 1– 1 z 1–– z

2–
– z

3–
+( )
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2

--------------------------------------------------------------=
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+ +( )

1 z 2–+( )
2

----------------------------------------------------------------------------------------------------------------------------------------------------=

Z RHZ t( ) ∗h4 t( )
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πz 1– 0.088388 0.015165z
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0.265165z 2–– 0.161612z
3–

+ +( )

1 z 2–+( )
2

----------------------------------------------------------------------------------------------------------------------------------------------------=

z 2– 2 z 2–+( ) 1 z 2–+( )
2

⁄

z 1–

T

k4rz k4hz k2rz k2hz

k4rz 0.450158–= k4hz 1.08678= k2rz 0.633883–=

k2hz 2.98744=
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multiple-pole fourth-order continuous-time modulator too for which the pro

coefficients can be found.

4.2.2 Signal Transfer Function

Although the loop transfer function of the given LC systems and their discrete-

counterparts are made equal, their input signal transfer functions are different 

(shown in Sec. 3.1.4 for different continuous-time modulators). Recall from (3.54)

the signal transfer function in a continuous-time modulator is defined

. For example for the second order and four

order LC systems shown in Fig. 4.4 and Fig. 4.5 theSTFs respectively are:

 and ( 4.18)

Figure 4.5 :  A fourth-order multi-feedback (RZ and HZ)∆Σ modulator with cascade of
two LC resonator loop filters.
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where . It can be shown that the in-band signal gain (at ) in the sec

order and the fourth-order LC modulators shown in Fig. 4.4 and Fig. 4.5 are

 respectively. This signal gain difference causes a givenSNR in the different LC

systems to happen at different input signal levels.

4.3 Simulation Results

The maximumSNRs in a 2 MHz bandwidth, with a sinusoidal input at 50 MHz, for t

second-order discrete-time system and the second-order LC modulator shown in F

were 47.9 dB and 46.4 dB which occurred at input amplitude 0.49 and 0.39 respec

For the fourth-order discrete-time and LC systems, the maximumSNRs in the same

bandwidth and frequency were 65.4 dB and 64.27 dB which happened at 

amplitude 0.49 and 0.31 respectively. The bit stream spectrum of the multiple

fourth-order LC modulator for a 0.31 input sine wave at 50 MHz is shown in Fig

Table 4.2:  Multiple-pole fourth-order LC modulator parameters.

Coefficients
Combinations

RZ−HZ NRZ−RZ NRZ−HZ

Fourth-
Order
coeffi-
cients

Second-
Order
coeffi-
cients

STFc ω( )
4ωo

2 ω2 ωTcos( )2

ωo
2 ω2

–( )
2

21 24 2ωT 4 4ωTcos+cos+( )1 2⁄
-----------------------------------------------------------------------------------------------------------------=

ωo
π

2T
-------= ωo

π 2⁄

π 2⁄( )2

k4nz 1.08678 0.450158–

k4rz 0.450158– 1.53694–

k4hz 1.08678 1.53694

k2nz 2.98744 0.633883–

k2rz 0.633883– 3.62132–

k2hz 2.98744 3.62132
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4.4 Summary

The design of a continuous-time LC bandpass∆Σ modulator has been discussed. It h

been shown that by employing a DAC pulse shaping technique it is possible to for

time domain response of a cascaded LC∆Σ modulator loop to match that of the discret

time ∆Σ modulator loop equivalent. The general architecture for a LC∆Σ modulator

with DAC pulse shaping is given. Adding two degrees of freedom at the input of 

simple bandpass LC resonator section by means of pulse shaping allows co

control of noise shaping for an arbitrary∆Σ modulator order. At any LC bandpass ∆Σ

modulator with order of2N, the new2N unknown coefficients can easily be found b

Figure 4.6 :  The bit stream spectrum of simulated 4th-order LC modulator (input frequency is 
50MHz).
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ulation
solving a set of2N linear equations. A second-order and a multiple-pole fourth-or

modulator, the two most common bandpass examples, have been shown. The sim

results for these examples verified the theory.
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Chapter 5

Transconductor-C Filter
Design for Continuous-Time

Delta-Sigma Modulator

In Ch. 3 an exact method for designing thes-domain transfer functions for continuous

time ∆Σ loop filters was given. An th-order modulator requires a loop filter wh

denominator has an order  and generally its numerator has an order . Note 

a bandpass modulator, since the poles of the loop filter are complex conjugate pa

denominator order is always even. The problem of transfer function implement

with LC sections was discussed in Ch. 4. The techniques of transconductor-C filter

design for∆Σ loop filters along with a practical transconductor-C ∆Σ modulator design

are studied in this chapter.

5.1 Transconductor-C Filters

The transconductor-capacitor (TC) orGm-C technique is a well-known approach fo

implementing high-speed continuous-time filters. They were commercially used 

early [Mou80] with bipolar technology. They have been developed in diffe

technologies such as CMOS [Gop90], [Kru88], [Kho91], [Snel92], bipolar [Veir92] 

BiCMOS [Gro92], [Lab93], [Wil93], [Shov92]. They have been chosen for ma

industrial applications including the read channel of disk drives [Kho91], [Lab

[Veir92], high-speed data links [Shov92], digital TV [Gop90], HDTV [Wil93], etc.

In this chapter a new application for TC filters working as∆Σ modulator loop filters is

introduced. Although discrete-component off-chipLC bandpass continuous-time filter

n

n n 1–

n

86
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for ∆Σ modulator application have been employed [Gail89], [Thu91], [Tro93], 

practical BiCMOS TC∆Σ modulator given in this chapter is the first fully monolith

continuous-time bandpass modulator1 implemented.

5.1.1 A Generic Transconductor-C Biquad (second-order) Filter

The basic building block of a TC filter is a transconductor-C integrator which is

composed of a transconductor element represented bygm and a pair of capacitorsC as

shown in Fig. 5.1. A transconductor is a two port voltage controlled source device

voltage-to-current converter) with finite output impedance which ideally should

linear handling large swing signalsi.e.  where . So

for  it easily can be shown that the TC integrator transfer func

is

( 5.1)

whereGo is the output conductance of the transconductor which limits the integra

gain to a finite valuegm ⁄ go and moves the unity-gain frequency from  

1. A fourth-order continuous-time lowpass modulator using integrated passive R-C opamp inte
grators has been implemented [Red91] and aGm-C lowpass continuous-time modulator has been
developed in a Ph.D program [Bre95].

+

_ +

_
Gm

C

C
I o

I o
C

C

Gm·2vi

(a) (b)

Figure 5.1 :   (a) A simple Transconductor-C Integrator, (b) a model for the TC integrator in (a).
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To design a second-order system (resonator), two transconductors, one with p

gain and the other negative, can be connected back to back in a loop as shown

5.2a. Implementation of a transconductor with a negative sign is performed by c

coupling in the balanced differential transconductors as shown in Fig. 5.2b. It ca

shown that the two transfer functions for this second-order system are

( 5.2)

and

2Gm 1 Go Gm⁄( )2
– C⁄

v2 +

v2 –

Figure 5.2 :  A transconductor-C resonator (a) single-ended (b) differential.
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As can be noticed from (5.2) and (5.3) the transconductors represented bygmb0 andgmb1

control the zero of resonator’s transfer function and those shown bygmx and gmf

implement the transfer function poles.

5.1.2 Resonator with Infinite Q

Recall from Ch. 3 that in a bandpass∆Σ modulator the loop filter is ideally a perfec

resonator (e.g. see Table 3.1). This means that the loop filter Q is infinite so the pole

exactly on  axis. On the other hand (5.2) and (5.3) imply that because of the

output impedance of transconductors the second-order transfer functions prov

finite-Q filter. The second problem is that the resonant frequency is influenced b

transconductors’ output resistances too.

In order to compensate for the transconductors’ finite resistances and control the 

Q, particularly for high-Q filters, one may employ an extra transconductor in

resonator loop which is configured as a negative resistor (self-connected transcon

[Shov92], [Nau92]2), a controlled damping resistor [Snel92], or a negative impeda

circuit (NIC) [Veir92], [Tak91]. A second-order system with a negative self-conne

transconductor in the loop for Q enhancement is shown in Fig. 5.3. The transfer fu

(5.2) now becomes

( 5.4)

For somegmQ the s coefficient of the denominator in (5.4) would be zero whi

consequently produces the desired infinite Q.

2. For setting a finite Q it is usual to employ a positive self-connected transconductor as a resist
in the loop [Alin92], [Kwa91].
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A second method for remedying the non-ideal effects (such as the transconductor’

impedance and/or parasitic elements) which deteriorate the Q of a TC filter is the 

compensation or excess phase cancellation [Gop90], [Kho91], [Wys94]. A third me

for controlling the Q of a TC filter or integrator phase can be distinguished in TC-

integrators (Miller integrator). This is explained in more detail in Sec. 5.4.

In an ideal integrator the amplitude rolls off by dB and phase is  for

frequencies. However, because of the finite output impedance in a transconducto

there is a low frequency pole which shifts the phase from zero toward  over a

a frequency decade. The  (i.e. perfect integration) condition only occurs at infini

frequency. Accepting some trivial phase error, however, the one-pole system may 

filter design requirement at very high frequencies (e.g.  in (5.1)).

Furthermore, in a practical circuit the second parasitic pole and/or RHP zero in a 

integrator (see Sec. 5.4) contribute more phase lag. This is the so called excess p

an integrator. The effect the parasitic elements have is then to disturb the ideal unit

frequency. This effect can be compensated by reducing the excess phase in a 

This is usually performed by creating a phase lead through an extra LHP zero [Go

5.2 Filter Architecture

In Table 3.1 it was shown that a general second order bandpass filter is neede

second-order continuous-time bandpass∆Σ modulator. In Sec. 3.1.1 and Sec. 3.1.2 f

higher order loops, it was shown that the filter’s loop denominator is composed

product of resonators (multiple or spread for that matter). For example a fourth-

system includes two resonators. That’s why the cascade of the resonators shown

5.2 and/or Fig. 5.3 intuitively seems to be a good candidate for a bandpas∆Σ

modulator’s filter. For example a fourth-order∆Σ TC modulator using cascade of tw

resonators is shown in Fig. 5.4. It corresponds to the architecture shown back i

3.22. Recall from Sec. 3.1.7 that it is preferred to have control on the signal tra

function as well as the loop transfer function. This is possible by choosing appro

feedforward and loop transfer functions represented by  and  in Fig. 3

As will be shown the structure shown in Fig. 5.4 provides enough degrees of freed

20– 90°–

90°–

90°–

ω
go

C 2⁄( )
---------------»

Ĝ s( ) Ĥ s( )
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that in
implement an arbitrary pole-zero combination for both loop and feedforward tra

functions.

As indicated in (5.2) and (5.3) for a single stage resonator it can easily be verified 

Fig. 5.4 the transconductors represented by (gma0, gma1, gma2, gma3) and (gmb0, gmb1,

Figure 5.3 :  A transconductor-C resonator with Q enhancement.
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Figure 5.4 :  A 4th-order∆Σ TC modulator single-ended schematic (including cascade of two
resonators).
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gmb2, gmb3) implement the zeros of  and  respectively, while t

transconductors represented by (gmx1, gmf1) and (gmx2, gmf2) implement the common

poles. The transconductor represented bygmx21 is for coupling of the first resonator to

the second which appears to have influence on both loop and feedforward tr

function’s zeros.

It can be shown that the loop transfer function from the DAC output to the quan

input neglecting the transconductor’s output impedances is

( 5.5)

For the feedforward transfer function, , thegmb’s in (5.5) should be replaced with

the corresponding nodegma’s. The denominators of the feedforward and the lo

transfer functions are identical as they share (gmx1, gmf1, C1, C2) and (gmx2, gmf2, C3, C4)

loop circuitry.

By comparing the TC transfer functions with the ideal  and  explaine

Ch. 3 the∆Σ TC modulator component values can be obtained. For example

implement the fourth-order multiple pole loop filter  given in (3.23) and 

feedforward filter  in (3.59), it can be shown that the transconductor values s

in Fig. 5.4 should be as follows:

. ( 5.6)

whereωo = π⁄2T = gm ⁄ C, T=1⁄fs is the sampling period andC1 = C2 = C3 = C4 = C.
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5.3 Sensitivity to the Loop Filter Parameters (Q and Resonant Fre-

quency)

Recall from Sec. 3.3.1 that the signal-to-noise ratios of the ideal discrete-time

continuous-time∆Σ modulators connected by a pulse invariant transformation give

Ch. 3 were very close. For example, the maximumSNRs of the multiple-pole fourth-

order bandpass discrete-time (3.22) and the continuous-time (3.23) modulators

55.25 dB and 55.93 dB respectively. TheSNRs were obtained from simulations at 

MHz bandwidth with a 20 MHz sinusoidal input having a 80 MHz clock. The in

signal amplitude at discrete-time and continuous-time modulators were−6 dB and−6.9

dB (relative to the quantizer level) respectively which accounts for different si

transfer function (or in-band gain) explained in Sec. 3.2.

The ideal TC∆Σ architecture shown in Fig. 5.4 with the loop filter given in (5.5) w

simulated too. The values of the transconductors and the capacitors of the loop

were selected in such a way that the transfer function given in (5.5) implemented e

the ideal fourth-order∆Σ loop transfer function given in (3.23). The resonan

frequency was chosen again at 20 MHzi.e.

.

Again the SNR for the fourth-order TC modulator was simulated with a 20 M

sinusoidal input and−6.9 dB amplitude level for 1 MHz bandwidth having a 80 MH

clock. The resultingSNR was 55.11 dB, very close to the 55.93 dB obtained from 

ideal continuous-time and 55.25 dB from the ideal discrete-time modulator simulat

The same simulations for a spread-pole fourth-order∆Σ modulator with the loop filter

given in (3.60) have been performed. The correspondingSNRs for the discrete-time and

continuous-time modulators with the ideal transfer functions were 62.58 dB and 

dB respectively and 59.87 dB for the transconductor-C architectural simulation.

This implies that the architecture introduced in Fig. 5.4 is a good candidate

implementation of a desired TC∆Σ loop filter. However, as is well known the

transconductor-C filters are subject to fabrication tolerances, temperature variations

parasitic effects. Hence, some tuning circuitry is often required to keep the TC 

parameters like its Q and the resonance frequency within the desired specific

gmx1gmf1( ) C1C2⁄ gmx2gmf2( ) C3C4⁄ 2π 20 MHz⋅( )2
= =
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Sometimes, particularly in low Q filters, designers may choose some careful desi

reduce the sensitivity of a TC filter to parasitic components instead of using auto

tuning. Despite these considerations there is always some error in filter specificati

real life. Therefore, the sensitivity of the fourth-order∆Σ modulator shown in Fig. 5.4 to

its loop filter’s parameters, Q and resonance frequency, has been studied as an ex

A plot of SNR loss at a BW of 1MHz against the resonators’ Qs (the Q of b

resonators were changed equally) for the one-delay fourth-order modulator with

excess loop delay is shown in Fig. 5.5. For Q of less than 30 idle channel tones sta

appear and for Q of less than 20 the noise shaping degraded significantly. From Q

Q=50 theSNR improved by 3 dB for each Q increment of 10. From Q=50 to Q=60,

SNR improvement was just 0.4dB and theSNR loss at Q=60 was 2 dB. Obviously, at 

of infinity theSNR loss is 0 dB.

The same simulations were performed for the fourth-order modulator with negat

resonators. It should be noted that in a master-slave tuning scheme for tuning the

slave bandpass∆Σ modulator the master resonator is actually an open-loop oscill

Therefore, the non-linear behavior of the master oscillator may cause the poles 

slave or modulator’s resonators to move into the RHP. This will result in a∆Σ modulator

30 35 40 45 50 55 60
0
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Figure 5.5 :SNR loss versus Q of resonators for a modulator with 12% excess loop delay.
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with theNTF zeros outside the unit circle. A modulator with theNTF zeros outside the

unit circle is the so called chaotic∆Σ modulator [Risb94]. For low order modulators (fo

example the fourth-order bandpass) this shouldn’t affect the modulator’s stability a

fact it is known to be beneficial to reduce the tonal behavior significantly. Fig. 5.6 s

the simulationSNR loss (at BW=1MHz) against negative and positive resonators’ Qs 

the same fourth-order modulator without any extra loop delay. Although as show

Fig. 5.6 theSNR losses were bigger in the modulator with negative Q, the tonal beha

was significantly lower. Moreover, the modulator was still stable with resonators 

Q=−25. However, it became unstable for positive Qs lower than 35.

For positive Q as shown in Fig. 5.6,SNR is increased for a particular Q (Q=45 here). The

reason for this was the tonal behavior observed for this particular Q simulation. 

behavior for a specific input level in a∆Σ modulator can push quantization noise outsi

the band which as a result deepens the noise-shaping notch and increases theSNR (as

long as there are not big in-band tones). This tonal behavior is not predictable an

not be looked as a robust way to increase theSNRof a modulator.

The SNR is much more sensitive to the resonance frequencies. For the sprea

example, the simulations show that shifting both resonance frequenciesω1 and ω2 where

25 30 35 40 45 50 55 60
−15

−10

−5

0

5

10

Figure 5.6 :SNR loss versus negative and positive Q of resonators for a modulator with
zero excess loop delay.
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ω1 < 2πfo < ω2 to out-of-band by 1%i.e. (ω1−0.01ω1)←ω1 andω2→(ω2+0.01ω2)

causes a 10 dBSNR loss but whenω1 andω2 are shifted both symmetrically inside th

band, theSNR loss is much less. For example, when ω1 and ω2 are interchangedi.e.

ω1→ω2 andω1←ω2 (3.3% frequency change, in this example), theSNR loss is around

4.5dB. This may imply that because of inaccuracy of tuning algorithms it may be b

to deliberately shift the resonance frequencies slightly inward to the in-band frequ

in a spread-pole design. In this example this is around 0.8%i.e. ω1→(ω1+0.008ω1) and

(ω2−0.008ω2)←ω2, which causes 4 dBSNR loss, but makes the system less sensitive

resonance frequency changes. However, because most of the convention∆Σ

modulators usually rely on the multiple-pole loop filters and secondly thefo error

(standard deviation) of the tuning algorithms is on the order of 1-5% [Gop90], [Ma

[Kho91], [Kwa91] relocating the resonance frequencies of a∆Σ loop filter from their

original places is not very beneficial. The only real solution is to employ an acc

tuning scheme and to include some overhead margin for the loop filter’s para

deviations in the initial design.

5.4 Transconductor−C−Amplifier Devices

For many high-speed transconductor-C filters a simple single-stage transconduct

(sometimes just an inverter structure [Nau92]) is used. However, the DC gain o

kind of transconductor is very low and usually parasitic capacitances are 

Therefore, normally a very wide range of tuning is required to compensate the non

effects such as parasitic capacitances and poor output impedance. Another c

transconductors with the general structure shown in Fig. 5.7 can be recogniz

transconductor-Miller-integrator (TMI) or transconductor-C-amplifier (transconductor-

C-opamp). Basically it consists of two stages. The first stage is a convent

transconductor and the second stage is a high gain amplifier or opamp with fee

from a Miller capacitor usually in series with a resistor (triode mode NMOS devic

shown in Fig. 5.7). Since “Op amp” (operational amplifier) usually refers to a mult

stage amplifier with a low-impedance output stage, the more general term “TC-

(for transconductor-C-amplifier) is used in this dissertation.
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Some important features for this class of transconductors are:

1) Since the gain of second-stage amplifier is high the voltage swing at the input 

second-stage amplifier is low (behaving as a virtual ground). Thus a very 

portion of the first stage transconductor’s output current flows to the para

capacitances connected between the amplifier inputs and ground. The low

voltage swing at the second-stage amplifier input lowers its non-line

contribution in the entire circuit as opposed to ordinary open-loop multi-s

amplifiers in which the very last stage is responsible for producing a major 

linearity. The non-linearity issue is discussed in more detail in Sec. 5.4.6.

2) The unity-gain frequency of a TC-amp integrator shown in Fig. 5.7 is given

 like a single-stage transconductor shown in Fig. 5.1. Therefore, the 

gain frequency of a TC-amp can be tuned through adjusting the input 

transconductance,Gm, for example with a frequency control voltageVfreq as shown

in Fig. 5.7.

vi –

Cm

Cm

vi +

Vphase

vo –

vo +

CMF
+

+_
_

gm2

Mz1

Mz2

+

_

+
_

vin +

vin –

V freq

Gm

Figure 5.7 :  Simplified schematic of a differential TC-amp integrator whereMz1 andMz2 perform
excess phase compensation.

2Gm Cm⁄
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3) The entire TC-amp DC gain is the product of the DC gain of the input transcond

and the second-stage amplifier. Thus, producing a very high DC gain for a TC

is easier. The high DC gain with use of a feedback Miller capacitance move

dominant pole frequency to . A proof for this is given in Appendix 

Creating a very low dominant pole is always desirable for making a good qu

integrator. The reason is that if the second pole (and/or other parasitic pole

zeros) are located at a high frequency far from the operating frequency an a

flat −90° phase and a−20 dB/decade gain frequency response in a very w

frequency range could be achieved.

4) The undesired excess phase of a TC-amp produced by higher parasitic poles an

can be compensated through adjusting the (Miller) resistors placed in series

the Miller capacitors. For example, with a voltage controlled MOSFET resi

which is tuned by a gate voltageVphase as shown in Fig. 5.7. This is explained 

more detail in Sec. 5.4.4 and Sec. 5.4.5.

The trade off between a TC-amp and a simple structure transconductor is spe

course a simpler transconductor can afford faster operation compared to a two-sta

amp when both are implemented in a same technology. However, as will be show

0.8µm BiCMOS process3 it is possible to achieve a TC-amp bandpass filter for a∆Σ

modulator working at IF frequencies up to 100MHz which has been the prim

objective of this work and to enjoy the advantages mentioned above.

5.4.1 Transconductor-C-Amplifier Biquad

To design a second-order system (resonator), two TC-amp integrators, one with p

gain and the other negative, can be connected back to back in a loop as shown

5.8. Implementation of an integrator with a negative sign is performed by cross-cou

in a balanced differential transconductor as shown in Fig. 5.8. In order to supp

input signal a multi (two)-input transconductor has been used as shown in Fig. 5.8

3. Northern Telecom 0.8µm BiCMOS process.

ωo Adc⁄
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transconductors are tuned byVfreq and the overall phase of each TC-amp integrator

Vph. Assuming that all the current of the transconductor stages shown in Fig

completely flows into the Miller branches across the amplifier stages (the real v

ground assumption at the input of amplifiers), it can be shown that the bandpass t

function for this second-order system is as the following:

( 5.7)

where the  represents the input transconductance and the  and  

represent the loop transconductances. The NMOS transistors in the Miller branch

represented by  i.e. a linear resistor which can be varied byVph. From (5.7) it can be

noticed that the variation of  changes the  coefficient in the denominator

consequently the Q of the filter. It should be noted that the  t

in (5.7) is negligible in our design: for example at 50MHz center frequency it va

between 1 to 0.96. So, the variation of Q by  almost doesn’t affect the c

Figure 5.8 :   A simplified second-order TC-amp based biquad loop
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frequency . Taking into account the exact effect of the amplifier stages with finite

and parasitics makes (5.7) very complicated. However, one can simply notice th

Vph voltage only adjusts the phase of each TC-amp integrator inside the loop wh

turn tunes the Q of the overall filter.

5.4.2 A BiCMOS Differential Transconductor

A BiCMOS transconductor circuit has been designed to work as the i

transconductorGm of the TC-amp integrator shown in Fig. 5.7. A schematic diagram

a differential BiCMOS transconductor is shown in Fig. 5.9. The input devices

NMOS transistors working in triode mode. In these transistors the following inequ

is satisfiedVDS ≤ VGS−Vth such that they are biased deeply in triode. The input NM

drain-source voltageVDS is in order of 100 mV andVGS is biased at analog ground (2.

V here). The drain-source voltageVDS is set by the base voltage of Q1 and Q2 labelled

Vfreq in Fig. 5.9. The transconductance of an NMOS transistor in triode regime

simply be expressed by . So, in order to control thegm of the input

transistors one can change theirVDS through changing the BJT Q1 and Q2 base voltage

Vfreqand consequently change the resonance frequency.

One major problem in the circuit shown in Fig. 5.9 is that its half-circuit common-m

f o

gm µnCox
W
L
-----VDS=

V freq

vi +

Q1

M1

i

I

vi –

Q2

M2

i–

I

I+i I-i

Figure 5.9 :  A differential BiCMOS transconductor.
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gain is high, equal to its differential gain. For example for the practical circuit which

be discussed shortly the half-circuit DC common-mode gain was 12 dB. As sho

Fig. 5.7 there is a common-mode feedback for the second-stage amplifier. In or

avoid the necessity of another strong individual common-mode feedback for the

stage circuit it is required that the common-mode gain in the input transconduct

very small.

The high common-mode gain problem for the input transconductor can be solv

modifying the circuit shown in Fig. 5.9 to a fully differential cross-coupl

transconductor shown in Fig. 5.10. The output cross-coupling connection reduc

common-mode gain of the BiCMOS transconductor significantly. The simulated 

circuit DC common-mode gain of a practical circuit shown in Fig. 5.10 was−26.04 dB

i.e. 38.0 dB (80 times) smaller than the common-gain of the circuit shown in Fig.

The inter-stage common-mode voltage should properly be set by an additional com

mode feedback circuit, but that was not included. This level is therefore defined b

output impedance of the first stage, and may be biasing the second stage device

4. The half-circuit DC CMRR of this circuit is about 44 dB.

V freq
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vo1nvo1p
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Figure 5.10 :  A practical differential cross-coupled BiCMOS transconductor.
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edge of saturation, increasing distortion. This effect on the practical circuit espe

the implemented∆Σ modulator is discussed in Chapter 8.

5.4.3 The Second-Stage Amplifier

Since the two stage TC-amp integrator is insensitive to parasitics the design 

second stage amplifier is not very crucial. However, in order to achieve high gain a

have high speed capability a differential bipolar circuit with cascode PMOS load

been designed. The amplifier circuit with its continuous-time common-mode feedba

shown in Fig. 5.11. The second-stage amplifier by itself provides a DC gain greate

57 dB and its unity-gain bandwidth with the output Cload = 2.5 pF was 820 MHz, with a

77° phase margin. This backs up the comment earlier about achieving a high 

performance using a TC-amp. The gain and phase frequency responses of the 

stage amplifier with Cload = 2.5 pF are shown in Fig. 5.12. A more detailed analysis

the first stage transconductor and the second stage amplifier is given in Sec. 5.4
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Figure 5.11 :   Schematic diagram of the practical differential amplifier with continuous-time CMF
used for the TC-amp integrator.
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5.4.4 Excess Phase Cancellation

Before proceeding to a detailed small-signal analysis for explaining the effect of a M

resistor on a TC-amp integrator performance a simple intuitive expression w

practical simulation is given in this section. A non-ideal integrator can be modelle

an s-domain polynomial transfer function . Consider two integrato

in a closed loop system as shown in Fig. 5.13. One can find the closed loop freq

response
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Figure 5.12 :  Frequency response of the second-stage amplifier (with 2.5 pF capacitive load
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where ,  are the integrators’ gain and ,  their pha

frequency response (gain and phase are real functions). It is evident from (5.8) th

identical integrators with−π/2 phase we have . So

if the −π/2 phase condition happens at the unity-gain frequencyi.e.  the perfect

integration at each individual integrators and consequently the resonance requir

(and/or infinite-Q condition) for the closed-loop system is met at that frequency

nonidentical loop integrators the infinite-Q condition occurs at a loop phase of−180°

and loop gain of unity5 i.e.at some frequency where

( 5.9)

It is interesting to note that at the resonance frequency, , neither loop integ

necessarily has unity gain. This is important when the resonator loop integrato

different. Recall from (5.6) that the resonator loop transconductor sizes are nom

5. The Q of infinity for a resonator system produces an oscillation condition. This analysis is
valid only for a linear system. In a non-linear system in order to sustain the oscillation the loop
gain is required to be greater than one [Cla71]. However an amplitude-limiting mechanism is
performed by the non-linearity of an active device to fix the oscillation level [Cla71].

F jω( )
G1 ω( )e

jϕ1 ω( )

1 G1 ω( )G2 ω( )e
j ϕ1 ω( ) ϕ2 ω( )+[ ]

+
----------------------------------------------------------------------------------=

G1 ω( ) G2 ω( ) ϕ1 ω( ) ϕ2 ω( )

F jω( ) j– G ω( ) 1 G
2

– ω( )( )⁄⋅=

ωo

ω′

ϕ ω′( ) ϕ1 ω′( ) ϕ2 ω′( )+≡ 180°–=

G ω′( ) G1 ω′( )G2 ω′( )≡ 1=





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Figure 5.13 :  A resonator implemented by two integrators in a closed loop system.
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identical gm, however, the sizes of the feedback transconductors from DAC and

feedforward transconductors represented bygmb’s andgma’s respectively in Fig. 5.4 are

different. In the real circuit the resonator loop, DAC feedback and feedforw

transconductors are implemented by a multi-input circuit which will be discussed in

5.5. This makes a small difference between the transconductors’ gain and 

responses.

This is explained by an example. A second-order system including two different

amp integrators (Fig. 5.7) with practical circuits shown in Fig. 5.10 and Fig. 5.11

simulated. By adjusting the Miller resistorsi.e. Rz (for this simulation resistors were

placed in series with the Miller capacitors instead of NMOS transistors in triode m

shown in Fig. 5.7) the maximum Q was achieved. Fig. 5.14 shows the Q of the se

order system for some different Miller resistor values. Note that the cases “b” an

are stable meaning that the loop poles in Fig. 5.13 are in LHP, case “a” shows po

the jω axis and cases “b′”and “c′” are unstable. The explanation is that assuming un

frequency (MHz)
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Figure 5.14 :  Tuning of the Q of the filter by adjusting the loop integrators’ phases. (a) shows−
180° loop phase, (b) and (c) leading, and (b’) and (c’) lagging phase conditions. The expande

frequency axis exaggerates Q sensitivity.
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a)Rz = 776.2Ω
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gain for the loop gain at the resonant frequencyi.e. G(ωo) = 1, the sufficient stability

condition is,

. ( 5.10)

HigherRz values correspond to bigger phase lead which according to (5.10) make

system more stable, or in the other word moves the loop poles further into the LH

Rz is decreased the desired poles on thejω axis is attained and with lowerRz values the

loop phase won’t satisfy (5.10) any more which shows that the loop poles have m

into the RHP. Recall from Sec. 5.3 and Fig. 5.5 that the minimum required Q fo

fourth-order bandpass modulator was 30 and at Q=50 the modulator operates alm

the ideal condition when its Q is infinity. The simulatedRz values of the resonator for Q

of 30 and 50 were 826Ω and 806Ω respectively. This means to achieve a satisfact

noise-shaping a matching in order of 4-6% between the Miller resistors (or NM

transistors used as controllable resistors) is required.

The frequency responses of the individual integrators including the loading effect o

second integrator in the loop are plotted in Fig. 5.15. As shown the unity-

frequencies of the loop integrators are different:≈85.41MHz forT1 and≈57.94MHz for

T2. The resonance condition given in (5.9) (at 70MHz) happens at a particular va

Miller resistors, i.e. . Changing the Miller resistors has no (or a v

small) effect on the gain of integrators; however, it does influence the phase respo

the integrators and consequently the Q of the resonator significantly. Therefore, o

obtain the required Q value by adjusting the Miller resistors.

The gain and phase plots of theT1 integrator for two Miller resistorRz values at the band

of interest are shown in Fig. 5.16. At the resonance frequency 70MHz, by changiRz

form  to  the phase is changed by≈−1.384° ( )

while the gain is changed only by≈−0.053dB (1.603dB→1.550dB). With the sameRz

values the phase and gain changes for the second integratorT2 were≈−1.386° and≈−

0.065dB respectively. This provides enough range for tuning the Q of a filte

manifested in Fig. 5.16c.

The integrators used for the preceding simulations were a realization of the BiC

TC-amp opamp configuration introduced in Sec. 5.4.2. The effect of the p

compensation on a second-order filter was generally explained and verified by HS

ϕ ω( ) 180°–>

Rz 766.2Ω=

776.2Ω 700Ω 89.167° 90.551– °→–
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which explains how the excess phase of integrators is adjusted in a TC-amp topol
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Figure 5.15 :  (a) Amplitude and (b) phase frequency response of loop integrators, (c) and (d) sa
as (a) and (b) plotted in the band of interest.
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Q.

A
m

pl
itu

de
 (

dB
)

frequency (Hz)

frequency (Hz)

frequency (Hz)

A
m

pl
itu

de
 (

dB
)

P
ha

se
 (

de
gr

ee
)

(a)

(b)

(c)

Rz = 776.2Ω

Rz = 700Ω

Rz = 776.2Ω

Rz = 776.2Ω

Rz = 700Ω

Rz = 700Ω



Chapter 5−Transconductor-C Filter Design… 109

 the

citor

to the

stage

and

was

scode

grator

on the

 firstly

bipolar

dance

F / 1

e

5.4.5 Small Signal Analysis

The basic topology of the BiCMOS transconductor back in Fig. 5.10 followed by

second-stage bipolar amplifier (Fig. 5.11) is shown in Fig. 5.17 with the Miller capa

and resistor. The current from the first stage BiCMOS transconductor is supplied 

second stage amplifier which is configured as a Miller integrator. The second 

amplifier is a common emitter (CE) bipolar amplifier with a very high gain (60 dB 

57 dB in T1 and T2 i.e. the first and second integrators in the resonator loop as 

represented in Fig. 5.13). One may consider a CE common-base (CB) ca

configuration at the second stage for increasing the output impedance of the inte

and reducing the effect of the collector-base (CB) capacitance of CE transistors 

total integrating time constant [Lab93]. In our design this was not needed, because

the output impedance is dominated by the PMOS current source devices, not the 

transistor. The cascode PMOS transistors in Fig. 5.11 provide high enough impe

for the required overall high gain (66 dB inT1 and 63 dB inT2). Secondly the bipolar

collector-base capacitance is fairly low compared to the Miller capacitance, (10 f

pF) = 0.01 in this design. Besides, excess phase cancellation is required for th∆Σ

V freq

vi +

Q1

M1

i
I1

vo +

I2Cm

Q2

Figure 5.17 :  A simplified half circuit schematic of TC-amp.

Rz

v1 +
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application which compensates the effect of the collector-base parasitic capacitan

The very high gain of the second stage CE bipolar amplifier produces a fairly 

virtual ground for the transconductor output current at the Miller input nodev1 (Fig.

5.17). This has the following advantage mentioned earlier: a very low signal excu

(about 1.4 mV for a 1 V output swing) at the input of the second stage even at reso

and as a result substantially reduced nonlinearity from the second stage amplifier 

frequencies. Simulations showed that having only a common-mode feedback 

second stage is enough and there is no requirement for an extra common-mode fe

for the first stage transconductors individually. Recall from Sec. 5.4.2 that the com

gain of the practical cross-coupled transconductor shown in Fig. 5.10 is−26 dB.

However, because a device mismatching can happen in the fabrication and besi

interstage impedance for common-mode signal is high determined by the PMOS 

loads in the first stage transconductors, it is required to implement an indiv

common-mode circuit for the first stage transconductor. This will be discussed in 

in Sec. 7.2.

In Sec. 5.4.4 the effect of the Miller resistorRz in series with the Miller capacitor on th

Q of a second-order system was demonstrated with the simulation results. In order

more insight into the TC-amp integrator circuit behavior including the effect oRz

throughout small signal analysis has been presented in Appendix C.

The overall zeros and poles of the two-stage TC-amp integrator for the maximu

case (Rz = 776.2Ω) are shown in Fig. 5.18a. The pole and the zero associated wit

first stage amplifier are

p11 = − 853.5 MHz andz11 = + 608.8 MHz. ( 5.11)

and those of the second stage amplifier are

. ( 5.12)

z1 280.6 MHz–=

p1 45.88049 KHz–=

p2 3, 0.95
9×10– j– 1.91

9×10 Hz=
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Fig. 5.18b shows the frequency response comparison (gain and phase) of the rea

simulation (Rz = 776.2Ω) with that obtained from the analyzed poles and zeros of

two stage TC-amp integrator shown in Fig. 5.18a. As Fig. 5.18b shows the pro
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Figure 5.18 :  (a) Poles and zeros of the whole TC-amp integrator, (b) frequency response of a sy
with the given poles and zeros along with that of the practical circuit simulation.
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transconductor
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pole-zero model from the foregoing analysis matches well with the simulation resu

the frequency band of interest (lower than 100 MHz). For example the gain and 

differences at 50 MHz are 1.70 dB and 0.92°. This difference (particularly the phase) 

not trivial for an integrator; however, the gross matching of the phase and gain be

simulation and analysis implies that the given small signal analysis provides a 

good insight into the frequency performance of the proposed two-stage TC

integrator. As was mentioned usingRz variation in the pole-zero model one should 

able to mimic the simulation frequency response more closely. Fig. 5.19 show

simulation frequency response of the TC-amp integrator circuit forRz = 776.2Ω (same

as in Fig. 5.18b) and the frequency response of the pole-zero model forRz = 752.4Ω.

This Rz variation causes the poles and the RHP zero of the second stage ampl

move from the location given in (5.12) to
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Figure 5.19 :  The model matches to simulation at differentRz value (Rz = 752.4Ω).
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At the new poles and zeros configuration given in (5.13) and (5.11) the gain and 

differences at 50 MHz (shown in Fig. 5.19) are 1.53 dB and  respecti

As is apparent from (5.12) and (5.13) the change of the LHP zero is much larger th

poles. More importantly, the simulation showed that the frequency response o

model is not very sensitive to the poles variation (keeping the LHP zero unchanged

example with the same zero given in (5.12) and the poles

which are associated withRz = 9.85 kΩ the gain and phase differences at 50 MHz a

1.30 dB and  respectively. However, the LHP zero movement 

significant effect on the excess phase cancellation as shown in Fig. 5.19.

The proposed pole-zero model didn’t match perfectly the simulation results with

same circuit parameter values particularly with the identicalRz resistances. This is due

to neglecting of some parasitic effects resulted from many simplifications made i

small signal analysis. However this model presents a root and zero locus for the

TC-amp circuit (shown in Appendix C) in which one can study the effects of the p

and zeros variation individually in order to understand the ideas behind the excess

cancellation for the filter’s Q tuning.

5.4.6 Non-linearity Analysis

One important feature of a transconductor is its linearity performance. Particularly 

used for a∆Σ loop filter any major circuit non-linearity could result in the in-ba

intermodulation and/or signal-to-noise degradation. In this section a non-line

analysis for the BiCMOS transconductor opamp circuit shown back in Fig. 5.10 and

5.11 is presented.

z1 289.8 MHz–=

p1 45.88074 KHz–=

p2 3, 0.97
9×10– j± 1.93

9×10 Hz=

1.96
3°–×10–

p1 45.78599– KHz=

p2 3, 2.32
8×10– j± 5.51

8×10 Hz=

3.54
6°–×10–
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5.4.6.1 Input-stage BiCMOS Transconductor Non-linearity

Fig. 5.17 shows a simplified differential version of this transconductor. The input NM

transistorsM1 andM2 operate in the triode or linear region having gate−source voltage

VGSand drain−source voltageVDS. One fairly accurate formula to define the transisto

characteristics in the triode region is

( 5.14)

VGS in this circuit is defined by input DC common-mode voltage superimposed o

input AC signal.VDS is a base−emitter voltage dropVBE below the frequency contro

voltageVf applied to the BJT cascode transistorsQ1 andQ2. At the same time the BJT

emitter current which is identical to the input NMOS drain current is equal to

 or ( 5.15)

whereIS is a constant (dependent on technology) describing the transfer characteri

BJT transistor in the forward-active region.  is the thermal voltage in a bip

transistor (26 mV at room temperature) which is defined by  whereq is the

electron charge,k Boltzmann constant andT the absolute temperature. From (5.14) a

(5.15) one can conclude that

V f

vi +

Q1

M1

i
I

Figure 5.20 :  A simplified differential circuit schematic of the BiCMOS transconductor
shown in Fig. 5.10.
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Obviously as (5.16) and (5.15) indicate the modulation ofVBE and subsequentlyVDS

with ID is a cause of non-linearity in the circuit. From (5.16) one can obtain the s

signal transconductance of the input NMOS devices as follows:

( 5.17)

where . Since the second and third term of the denominator in (5.1

small compared to the first termID

( 5.18)

which is like ignoring the squared term in (5.16).

For a differential input signal shown in Fig. 5.17 after expanding the ‘ln’ function in

(5.16) into a Taylor series with  whereI and i are DC and AC currents

respectively

( 5.19)

Subtracting equations in (5.19) and neglecting the terms with the orders highe

four, one can derive
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where ,  is the input differential voltage

 the quiescent drain-source voltage a

 the input common-mode (bias) voltage minu

NMOS threshold voltage. Moreover,Im is the peak amplitude of the drain current swin

in the input NMOS devices andI is the drain quiescent current. At first glance it see

that since the first bracket in the right side of (5.20) comprises the even-order term

analysis will predict even-order harmonics. However, with using the power series

(5.20) can be simplified to

( 5.21)

It is apparent from (5.21) that only odd-order harmonic distortions can be predicted

this analysis. Finally ignoring the terms with power of four and higher in the first bra

in the right side of (5.21) we obtain

( 5.22)

where  are the coefficients of the second bracket in the right side of (5.21).

Equation (5.22) represents the input voltageVi as a function of the output current whil

in reality the input voltage is considered as an independent variable. One can reve
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dependency of variables in (5.20) by a power series [Car94]:

( 5.23)

where the “b”  coefficients in (5.23) can be obtained from the “a”  coefficients in (5.22)

( 5.24)

From (5.23) it is apparent that the lower  the more linear a transconducto

be achieved. In the BiCMOS transconductor shown in Fig. 5.17 and Fig. 5.10VDS = 77

mV. Ignoring higher terms from (5.23) an approximate linearized effec

transconductor can be defined:

( 5.25)

where . In Appendix C it is shown thatgm1 = 271.6µS and the

effective transconductance is 211µS atVDS= 77 mV.

The second and third harmonic distortions can be obtained from (5.23) and (5.24)

( 5.26)

As (5.26) show the harmonic distortions are function of the input signal amplitudeVi.

5.4.6.2 Open-Loop Transconductor Simulations

For the input stage transconductor shown back in Fig. 5.10 disconnected from

second stage amplifier (loaded with two grounded 0.8pF capacitances) wit

numerical parameters given in Sec. 5.4.5 computer simulations were performed
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harmonic distortions were obtained by taking the FFT of the signals from the c

time domain simulations. The harmonic distortion terms of the transconduc

differential output current for a 0.13 V sinusoidal input at 78.125 MHz6 were

HD2 = −55.8 dB, HD3 = −82.7 dB, HD4 = −117.1 dB and HD5 = −121.3 dB. ( 5.27)

While from (5.26) the second and third harmonic distortion terms are

HD2 = 0 (in linear scale) and HD3 = −97.4 dB. ( 5.28)

The single stage transconductor’s output voltage harmonic distortions from simu

were

HD2 = −121.9 dB, HD3 = −92.0 dB, HD4 = −121.1 dB and HD5 = −122.0 dB. ( 5.29)

which shows the effect of filtering on the output current.

It should be noted thatIm andI for an AC input voltage of 0.13 V (Vi) and a DC input

bias of 2.5 V (Vcmi) were 20µA and 869.1µA respectively.

The simulation (5.29) and analysis (5.28) results show that the third-order harm

distortion predicted by (5.26) are a bit optimistic. Moreover, a large second-o

harmonic distortion component was observed at the output current (5.27) which is

from analysis. There are some reasons for this difference. One reason is that

presents a simple approximation for a MOS transistor characteristic at triode regim

more advanced approximation may be presented [Kla94] by

( 5.30)

where , ,  and  have to be considered as parameters;  re

to the effectiveL (length) andW (width) compared to the drawnLandW in the layout

and  is the substrate voltage. Obviously the presence ofVDS in denominator in (5.30)

would dramatically affect the derivations made from (5.16) to (5.26) and consequ

the harmonic distortions.

6. In the transient analysis an input frequency (close to the unity gain frequency) is chosen suc
that after taking FFT it would appear exactly at one FFT bin. The unity gain frequency of the sin
gle stage input transconductor (just loaded with two grounded 0.8pF capacitance) is 61 MHz.
Recall from Sec. 5.4.4 that the unity gain frequency of the entire TC-amp is 85.41 MHz.
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5.4.6.3 The Second-stage Amplifier Non-linearity

Before proceeding to a non-linearity analysis for the second-stage amplifier the 

two-stage integrator simulation results are presented here. The simulated har

distortions for the differential output voltage of the entire TC-amp circuit with the s

input frequency 78.125 MHz (as the single-stage transconductor) but 0.1 V 

amplitude which produces the sameIm swing in the first stage transconductor as in t

single stage transconductor were

HD2 = −100.8 dB, HD3 = −92.9 dB, HD4 = −111.8 dB and HD5 = −106.6 dB ( 5.31)

By comparing (5.29) with (5.31) one can notice that in the two-stage integrato

harmonic distortions have not deteriorated noticeably. Particularly the third-o

harmonic distortions are almost identical.

The second stage differential amplifier is shown in Fig. 5.21 to which the currents ip and

in are supplied from the first stage transconductor. Equation (5.19) gave an estim

the non-linearity incurred on the first stage transconductor output current. The

linear currents ‘ip’  and ‘in’  are then supplied to the second stage amplifier shown in 

5.21. The differential output voltage of the second-stage amplifier can be writte

vop1
von1

vo – vo +

I

Cm

Q1

Rz

I

Cm

Q2

Rz

i p in

2I

Ro Roimp imn

ibp ibn

Figure 5.21 :  A simplified model for the second stage amplifier.
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( 5.32)

For a sinusoidal input current where  and

simulations have shown that . This is the rationale for the approximation ma

(5.32) i.e. . As mentioned this current has bee

distorted by the first stage transconductor, so it contains higher order harmonics a

as the fundamental frequency:

( 5.33)

Substituting (5.33) into (5.32) the contribution of the second stage amplifier in

overall non-linearity can be understood

( 5.34)

As shown in the sigma term in (5.34) the higher order harmonics are multiplie

 term. Ignoringvo1(t) term, one can calculate the outp

voltage harmonic distortions:

( 5.35)

Vo t( )=

1
Cm
------- imp t'( ) imn t'( )–[ ] t'd Rz imp t( ) imn t( )–[ ] vop1 t( ) von1 t( )–( )+ +
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∞
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whereHDn−i is the n-th order harmonic distortion of the input current to the sec

stage amplifier. So, the effect of the Miller capacitance in series with a resist

reducing the input current harmonic distortion as shown in (5.35)i.e. filtering action.

It should be noted that in our real circuit the NMOS devices working in triode reg

have been used as voltage-controlled resistors in series with Miller capacitors. 

devices are not quite linear [Tsiv94] as passive resistors used in the preceding an

There are some recommended schemes to alleviate their non-linearity in the con

MOSFET-C filters [Tsiv86], [Cza86] which are not discussed here because as w

shown shortly they are not a major source of non-linearity in this circuit.

The second term in (5.34)vo1(t) although very small could contribute significantly 

nonlinearity of the second stage amplifier output voltage. The input differential vo

can be defined by BJT equation

( 5.36)

where  and  are the collector currents in the BJT transistors Q1 and Q2. Assuming

very high impedance active load for the second stage amplifieri.e. very highRo shown

in Fig. 5.21 one can simply assume  and . Then (5.19) can

substituted to (5.36) to analyze the effect of the second stage amplifier on the o

TC-amp non-linearity.

However, since the input signal of the second stage amplifier is usually operating a

low voltage levels, for example 2.3 mV and 9.5 mV for the input voltage levels of 0

and 0.3 V respectively, the second stage amplifier can be analyzed individua

simplified half circuit schematic of the second stage differential BJT amplifier show

vo1 VT

icp

icn
------ln⋅=

icp icn

icp i p= icn in=
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Fig. 5.21 is shown in Fig. 5.22. Considering a single tone7 input for the BJT amplifier

and removing the+ and− signs for the symbols shown in Fig. 5.22:

( 5.37)

where  is the normalized peak amplitude voltage of the half circuit in

signal. It is well known from Fourier series expansion [Cla71] and Bessel func

theory [Trat68], [Gra52] that

( 5.38)

where  is a modified Bessel function of the first kind, of ordern and argumentx.

The modified Bessel functions are all monotonic and positive forx ≥ 0 andn ≥ 0; I0(0) is

unity, whereas all higher order functions start at zero. Asx → 0,

( 5.39)

whenn is a positive integer.

So owing to the closed form exponential equation for a bipolar transistor characte

substituting (5.38) into (5.37) we obtain

7. The intermodulation effects of the higher order components supplied to the second-stage
amplifier are neglected here. However, the intermodulation for the entire TC-amp integrator is
shown in Sec. 5.4.6.5.

vo –Q1 Roib +

i+

vo1 +

ic +

Figure 5.22 :  A simplified half circuit schematic of second stage amplifier.
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( 5.40)

It is apparent from (5.40) that the average (or DC) value ofic(t) is affected by the input

voltagex

( 5.41)

In the differential circuit Fig. 5.21 the input signals have−180° phase difference. So

from (5.38) one can obtain

( 5.42)

Consequently, the differential voltage is deduced from (5.40) and (5.42)

( 5.43)

whereRo is the amplifier’s output impedance. As is apparent from (5.43) the even 

harmonics are zero in the assumed pure differential circuit. The harmonic disto

contribution of the second stage amplifier can simply be discovered from (5.43)

( 5.44)

where ‘b’ superscript stands for the distortion in BJT transistors.

For example at 0.1 V and 0.3 V input voltage levels which respectively produce 2.

and 9.5 mV peak (in each half circuit) at the input of the second stage amplifier
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I 0 x( ) 2 I n x( ) nωtcos
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∞
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∞
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∞
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HD
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(5.44) we get

( 5.45)

Fig. 5.23 shows the third and fifth harmonic distortions of a differential BJT amp

obtained from (5.45) superimposed on the analysis results obtained from Taylor 

which are not given here to save space. As shown in Fig. 5.23 the results obtain

Bessel functions are so close to those from Taylor series expansion as to be 

indistinguishable. The ‘*’ points in Fig. 5.23 indicate the second stage amp

harmonic distortions at BJT input levels of 2.3 mV and 9.5 mV. For example the 

and fifth order harmonic distortions with an input signal amplitude 2.3 mV are HD3 = −

69.7 dB and HD5 = −149.9 dB. This implies that for low amplitude levels like 2.3 m

the second-stage amplifier almost doesn’t contribute in the non-linearity of the ci

HD3
b

x
2.3 3–×10

VT
---------------------=

69.74dB 3.259
4–×10→–=

HD3
b

x
9.5 3–×10

VT
---------------------=

45.17dB 5.517
3–×10→–=
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Figure 5.23 :  The third and fifth harmonic distortion of a differential BJT amplifier vs. the
normalized input amplitude.
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However, as shown in Fig. 5.23 at high amplitude levels the non-linearity contributi

the second stage BJT amplifier could be significant.

5.4.6.4 Closed-loop Transconductor Simulations

In an open-loop simulation of a transconductor especially in a two-stage circuit 

there is no output-input feedback for the entire TC-amp system, there is usu

transient response in the beginning of a simulation (and/or in a practical situation)

produces unbalanced signals at differential nodes which consequently could re

some error in simulation results. For example due to unsymmetric signals 

differential stage even-order harmonic distortions could appear. Therefore for simu

a TC-amp integrator was placed in a closed loop to make a simple single-pole lo

filter. Fig. 5.24 shows a schematic diagram of this closed-loop TC-amp integ

configured as a lowpass filter.

The harmonic distortions of the lowpass filter shown in Fig. 5.24 with the NMOS p

Figure 5.24 :   The TC-amp integrator configured as a simple single-pole lowpass filter.
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controlling transistorsMz1 andMz2 in triode regime for a sinusoidal input at 50 MHz an

0.1 V amplitude were

HD2 = −100.7 dB, HD3 = −84.6 dB, HD4 = −105.9 dB and HD5 = −99.8 dB. ( 5.46)

The same simulation but with NMOS transistorsMz1 and Mz2 replaced by passive

resistors giving the same phase-frequency response as with NMOS devices result

HD2 = −101.5 dB, HD3 = −89.8 dB, HD4 = −106.4 dB and HD5 = −102.2 dB. ( 5.47)

Hence the comment earlier that the NMOS triode-mode devices in series with the 

capacitors don’t contribute too much in the non-linearity of the TC-amp integrator.

A closed-loop simulation comprising a single stage BiCMOS transconductor sh

back in Fig. 5.10 has been performed. With sinusoidal input at 37 MHz and 0

amplitude the results were as following

HD2 = −102.9 dB, HD3 = −95.1 dB, HD4 = −107.0 dB and HD5 = −102.4 dB. ( 5.48)

Again as the closed-loop simulation show the two-stage TC-amp integrator (5.47

the single-stage transconductor (5.48) produce very close harmonic disto

components.

5.4.6.5 Two-tone Intermodulation Simulation

Two input sinusoidal signals both with 0.1 V amplitude levels and frequencies at 5

MHz and 56.15 MHz were supplied to the closed-loop integrator configured as a s

lowpass filter shown in Fig. 5.24. The in-band signal spectrum is shown in Fig. 5.25

third-order intermodulation distortions as shown in Fig. 5.25 appear at 46.39 MHz

61.03 MHz with respectively−85.5 dB and−83.8 dB attenuations.

5.5 A Practical Fourth-order ∆Σ Modulator

A single-ended schematic diagram of a 4th-order∆Σ TC modulator was shown back in

Fig. 5.4. A practical fully differential modulator using the TC-amp integrators descr

in Sec. 5.4 is implemented which is shown in Fig. 5.26.
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5.5.1 Loop Filter Center Frequency Control

The transconductor values, therefore the size of the input NMOS transistors o

fourth-order∆Σ modulator loop filter are ratioed as the requirement given in (5.6)

Sec. 5.4.4 and Sec. 5.4.5 it was explained how the Q of each second-order re

shown in Fig. 5.26 can be controlled through changing the Miller resistorRz. In the

practical circuit this was done by the control voltage labeledVphase in Fig. 5.7 which

changes the resistance of the NMOS devices working in the triode mode (not sho

Fig. 5.26). As explained in Sec. 5.4.2 and shown back in Fig. 5.10 the control vo

Vfreq supplied to the base of the BJT transistors in the input cross-cou

transconductor determines the biasVDS voltages and the transconductor values. Fr

(5.18) it is evident thatVfreq (Vf) determines the transconductancegm value for the input

devices and so that for the entire TC-amp integrator as given in (5.25). Fig. 5.27 

the change of the fourth-order loop filter’s center frequency with respect toVfreq

variation. Note thatVphaseis identical in all simulations. As shown in Fig. 5.27 for th

Figure 5.25 :   The simulated spectrum of the output signal of Fig. 5.24 when supplied by two
tones with 0.1 V amplitude levels and frequencies at 51.27 MHz and 56.15 MHz.
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Vphasethe maximum Q occurs at 50 MHz.

Figure 5.26 :   A 4th-order TC-amp∆Σ modulator.
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Figure 5.27 :  The fourth-order∆Σ modulator center frequency control by changingVfreq, in every
simulationVphase= 3.460.
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5.5.2∆Σ Modulator Loop Components

A description of the modulator loop components shown in Fig. 5.26 is as follows:

5.5.2.1 Multi-input Transconductors

The multi-input transconductors shown in Fig. 5.26 have been implemented by a

extra input NMOS devices in parallel. A simplified three-input transconductor is sh

in Fig. 5.28. This way one can add the input signal “u” with the ∆Σ DAC output signal

and an internal loop filter node signal represented by “y” and “f” respectively in Fig.

5.28 and Fig. 5.26. Having selected the input NMOS device dimensions an arb

feedforward and loop∆Σ loop filter can be designed.

V freq
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M3

M6

M4

Q1 Q2

vp3

vp5

in +

M1 M2

vo1nvo1p

2i

I i–I i+
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M14

M16

Q12

2i

I i–

vp4

vp6

Figure 5.28 :  A three-input transconductor.
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5.5.2.2 Two-level DAC

A two-level high speed current steering DAC shown in Fig. 5.29 is designed to redu

extra loop delay produced by the DAC’s propagation delay time. From simulation

DAC’s propagation delay time loaded with 0.75 pF at each its differential output n

(the total capacitance load of the loop filter) was about 100 ps. With off-chipVdac

voltage andIdac current shown in Fig. 5.29 the DAC output common-mode voltage 

swing amplitude can be controlled independently.

5.5.2.3 Latched Comparator and D-flip flop

For ∆Σ quantizer a latched clocked comparator [Long92], [Bre95] has been used

comparator comprises a preamplifier followed by a latch as shown in Fig. 5.30. F

flip flop shown in Fig. 5.26, two latches like the one shown in Fig. 5.30 have 

cascaded. The overall simulated propagation delay time of the comparator and the

flop followed by the DAC loaded with a 0.75 pF at each DAC’s differential output n

was about 0.8 ns.

Figure 5.29 :  A schematic of two-level current steering DAC.
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5.5.3 The TC-amp∆Σ Modulator Simulated SNR

The one-delay multiple-pole fourth-order modulator with the loop filter given in (3

has been simulated. The input signal was a sinusoidal signal at 50 MHz with−6 dB

amplitude (relative to the quantization∆ level). First the modulator with all idea

components including the ideal fourth-order loop filter given in (3.23) was simulate

the second simulation, the ideal loop filter was substituted by a fourth-order TC

filter with the architecture shown in Fig. 5.26. The open loop TC-amp filter’s Q wa

at infinity and its center frequency at 50 MHz. However, in the second simulatio

other modulator’s components such as the comparator, the loop delay (D-flip flop

DAC were ideal while 100 ps extra loop delay was deliberately introduced. In the 

(last) simulation everything used real circuits with the schematic diagram shown 

Fig. 5.26 to Fig. 5.30. As was mentioned in Sec. 5.5.2 the extra loop delay produc

the comparator, D-flip flop and DAC loaded with the loop filter was around 0.8 n

bandpass noise-shaping spectrum obtained from a simulation of the real circu

Figure 5.30 :  A pseudo-ECL latched comparator.
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shown in Fig. 5.31.

*. Always −6 dB relative to the DAC output signal.

Table 5.1: TheSNR simulation results for fourth-order modulators

Simulations

input peak

amplitude*

(mV)

SNR (dB) at given bandwidth

2 MHz 4 MHz 6 MHz

ideal loop components 490 63.4 47.8 41.0

real circuit loop filter; ideal
digital loop components;
100 ps extra loop delay

75 59.4 44.8 38.6

real circuit modulator (0.8
ns extra loop delay)

50 56.3 41.4 35.1

Figure 5.31 :  A bandpass noise-shaping spectrum of the fourth-order modulator obtained from
simulation of real circuits.
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The maximum simulationSNR results for the three preceding cases and some diffe

bandwidths are given in Table 5.1. From the simulation results given in the secon

first rows of Table 5.1 it can be inferred that the effect of non-idealities in the real c

filter is almost 3 dBSNR loss at every oversampling ratio (bandwidth). Another 3 

SNR loss is produced by the extra loop delay which is apparent from comparison 

third and second rows in Table 5.1.

5.6 Summary

A transconductor-C filter architecture to implement the continuous-time bandpass

lowpass modulator loop filters has been introduced. A practical transconducto

(TC) integrator has been designed and developed for use as a very high-Q (infin

∆Σ loop filter. The simulated third order intermodulation products of the practica∆Σ

loop filter with V two-tone in-band ( MHz) signals were lower than dB. T

simulated maximum signal amplitude (MSA) of the practical∆Σ modulator at MHz

was mVp (with a V DAC signal swing) which resulted in  dB (  bits

maximumSNR at 2 MHz bandwidth and dB (6 bits) at 6MHz bandwidth.

A two level current steering DAC circuit was designed. Its propagation delay 

including the effect of the loop filter capacitive load (almost pF single-ended)

about ps. The overall∆Σ extra loop delay including the propagation delay times

the comparator, D-flip flop and the DAC at MHz clock rate was about ns. It 

shown that the effect of this extra loop delay was to reduce the MSA and s

maximumSNR by about dB at a MHz input signal.
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Chapter 6

Testing of a Prototype Second-
Order Bandpass Delta-Sigma

Modulator

A transconductor-C biquad filter chip [Shov92] tuned atfo = 50 MHz with a built-in

latched comparator has been used to make an experimental∆Σ loop nominally clocked

at fs = 200 MHz. A second filter chip was utilized as the voltage-controlled oscill

(VCO) in a PLL to implement a master-slave tuning scheme. The biquad filters 

implemented in a 0.8µm BiCMOS process.

6.1 Modulator Implementation

A block diagram of the modulator including the tuning circuitry is shown in Fig. 6

The tuning scheme is discussed later in Sec. 6.2. The dashed lines in Fig. 6.1a 

the chips used, while the additional blocks in the figure are off-chip components

biquad filter chip was fully differential and consisted of five transconductor blocks

simplicity the single-ended block level schematic of the filter is shown in Fig. 

where thegm terms represent the biquad transconductors. Further details on the b

can be found in [Shov92]. The comparator output is fed to a variable atten

(represented byk in Fig. 6.1a) whose output is added to the input signal by a pas

combiner network. The attenuator is used to adjust the sensitivity of the∆Σ A/D and to

increase its linearity while keeping the dynamic range unchanged (within limits).

It can be shown that the transfer function of the filter in Fig. 6.1b is
134
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( 6.1)

where the go terms represent the transconductor output conductances. 

transconductor terms represented bygmx and−gmf in Fig. 6.1b are used to tune the pol

of the filters as can be inferred from the constant term in the denominator of (6.1) 

in our example wasωo=2π(50) Mrad/s. The transconductor represented by−gmQ is set

negative, cancelling out the effect of the transconductors’ output conductances ins

coefficient in the denominator of (6.1). This way one can achieve an infinite Q filt

W
U
-----

gmb1
C

-------------s
gmb0gmx gmb1 gof gob0+( )+

C2
---------------------------------------------------------------------------+

s2
gof gob0 gox gob1 goQ gmQ–+ + ++

C
-------------------------------------------------------------------------------------------- 

 s
gmxgmf gof gob0+( ) gox gob1 goQ gmQ–+ +( )+

C2
--------------------------------------------------------------------------------------------------------------------------+ +

------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------=

Figure 6.1 :  Single ended diagram of (a) the second-order Sigma-Delta modulator with tuning
circuitry, (b)Gm-C biquad filter.
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required for the second-order transfer function in (3.37). The transconductor terms

branches represented by gmb0 and gmb1 in Fig. 6.1b should be tuned to set the requir

zero for the loop transfer function. It can be shown that ifgmx = gmf = gm then it is

required to havegmb0 = −gmb1 = 0.5gm in order to make the filter’s zero given in (6.1) th

same as the ideal transfer function’s zero given in (3.37). However, as (6.1) shows

would be some errors in zero location due to the finite transconductors’ output resi

(1/go values). This error doesn’t lead to a modulator instability as the second-

bandpass∆Σ modulator is a robust system; however, it reduces the maximum achie

SNR.

6.2 Automatic Tuning

As mentioned in Sec. 5.3 continuous-time filters are subject to fabrication tolera

temperature variations and parasitic effects, hence a tuning scheme is required es

with high speed circuits. To correct the transfer function of the second-order∆Σ loop

filter, a master-slave tuning circuit was implemented. The master-slave tuning sche

commonly used for the frequency and Q-tuning of a main filter (slave). The reson

frequency of the master voltage-controlled filter (VCF) [Gop90], or the master volt

controlled oscillator (VCO) [Nau92], [Kho91] is locked to an external accur

frequency by a PLL system. The Q of the master VCF or VCO can be controlle

comparing the amplitude of the master output signal to a reference voltage. The

filter (slave) is tuned by the same frequency and Q control voltages of the master.

For tuning the ∆Σ modulator loop filter, a practical master-slave scheme w

implemented which is shown in Fig. 6.1a. The ideal second order bandpass∆Σ loop

transfer function in (3.37) represents an infinite Q filter with two poles on thejω axis as

shown in Fig. 3.12a. Notice that this transfer function can be regarded as a t

oscillator. Therefore, the VCO master-slave tuning scheme is naturally suited fo

purpose. It should be noted that unlike traditional master-slave schemes which tu

open-loop slave filter, the slave filter in our continuous-time∆Σ modulator is working in

a closed-loop system. As will be shown in Section Sec. 6.3, tuning of the open

master resonance frequency (VCO) will result in the tuning of the∆Σ loop resonance

frequency and therefore the tuning of the bandpass∆Σ noise transfer function (NTF)
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notch frequency. The Q of the filters (master and slave) were tuned by comparin

amplitude of the VCO output signal with a reference voltage. The amplitude of the 

output signal was detected by a Schottky diode peak-detector as shown in Fig. 6.1

The tunablity of a continuous-time bandpass∆Σ converter center frequency with it

inherent anti-alias filtering can be advantageous over a bandpass switched-C ∆Σ

converter and could provide a new approach for channel selection in digital 

receivers. The idea is shown in Fig. 6.2. Having a tunable bandpass∆Σ converter at the

IF stage removes the necessity of channel selection at the RF. So, as illustrated

6.2, one may use a fixed local oscillator (presumably a SAW or crystal oscillator

move the synthesizer to the IF stage which would consume less power as it 

operate at lower frequency. Moreover, since the∆Σ master-slave tuning scheme show

in Fig. 6.1a uses a PLL (it is already in IF), the only requirement for channel select

the IF is a frequency controller as shown in Fig. 6.2.

It should be noted that because the∆Σ modulator center frequency in this example is o

quarter of the clock frequency (∆Σ NTF zeros are at  as shown in Fig. 3.12a), 

RF Amp
and Filter

LO

tunable bandpass
∆Σ converter

DSP and
Decimation

frequency
controller

4÷ PLL
Master
VCO

channel
selection

clock
reference
frequency

controlf

IF band

Fixed RF Local
Oscillator

noise shaping
spectrum

f

Figure 6.2 :  Block diagram showing the possible channel selection at the IF stage by a tunab
bandpass∆Σ modulator.
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changing the reference frequency the clock frequency should be changed accor

This relationship is shown in Fig. 6.1a by the dotted line connection between the 

and the external reference signal and by the frequency divider (by 4) as shown i

6.2.

6.3 Experimental Results

With the second-order bandpass TC filter [Shov92], although not optimized for ∆Σ

modulator application, it became possible to make a prototype modulator in ord

perform some experimental tests. The noise-shaping response, intermodulatio

particularly the anti-alias filtering measurements along with the master-slave tu

were the important parts of these experiments.

6.3.1 Signal-to-Noise Ratio (SNR)

The measuredSNR is plotted against the input signal power in Fig. 6.3 for two differ

loop gain (k) values. The input signal was a 50 MHz sinusoid and the clock frequ

was 200 MHz. The output digital data was supplied to a logic analyzer. The plots s

in Fig. 6.3 were obtained by taking a 218−point Hanning windowed FFT of the∆Σ bit
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Figure 6.3 :  MeasuredSNR versus input signal level for different gain values (k1 = k2-10 dB), for
BW = 200 KHz.
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stream for each input signal level. As can be seen from Fig. 6.3 the maximumSNR in a

200 KHz bandwidth is 46 dB, and occurs for input level of Pin = −17 dBm withk = k1.

By increasing the gain the sameSNR was achieved at Pin = −6 dBm (fork = k2), wherek2

− k1 = 10 dB.

The noise shaping spectrum obtained by taking an FFT (using a Hanning window) 

200 MHz∆Σ modulator output bit stream for a sinusoidal input signal of Pin = −17 dBm

with k = k1 is plotted in Fig. 6.4. It should be noted that the signal transfer function f

input to output provides 13 dB and 0 dB gain fork = k1 andk = k2 respectively, which is

not shown in Fig. 6.3 and Fig. 6.4.

6.3.2 Linearity

Analog-to-digital conversion at the IF (or RF) stage for digital radio receivers 

linearity constraints on the bandpass A/D converter. The linearity of the∆Σ modulator is

limited by the linearity of the filter inside the loop which in our case is a transcondu

C filter. Fig. 6.3 shows that for higher loop gain (higher loop gain,k = k2), the second-

order∆Σ modulator presents higher integral and differential nonlinearity. Although∆Σ

A/D converters are considered to be highly linear A/Ds, in low order∆Σ modulators
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Figure 6.4 :  Experimental output spectrum of the second-order modulator.
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(first-order lowpass and second-order bandpass), the noise and distortion depend

signal level [Can92] and also on signal frequency in the second-order bandpa∆Σ

modulator, so causing more nonlinearity. As theSNR plot for lower loop gain (k = k1) in

Fig. 6.3 shows this non-linearity (noise dependency on signal level) was over

significantly by reducing the loop gain.

Another important linearity measure in A/D converters is the third-or

intermodulation product (IM3). Fig. 6.5 shows a plot of IM3 level against the in

signal level (fork = k1). Two in-band tones at equal power levels with a 50 K

separation were applied to the modulator and the IM3 products were obtained ag

taking a 218−point FFT of the∆Σ bit stream. Although IM3 products for each tone at−3

dB input signal level (relative to the input overload point) are fairly highi.e. 21 dB

below the output tone levels, for tones at−5 dB relative input level the IM3 product

drop to 40 dB below the output tone level, giving 1% distortion. Fig. 6.6 shows

performance of the∆Σ modulator intermodulation when two input tones at a−5 dB level

(relative to overload) are supplied. For signal levels lower than−15 dB, IM3 levels are

buried in the noise floor, so no in-band intermodulation was observed. Third-
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Figure 6.5 :  Measured output signal and IM3 level v.s. the input signal level.
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intermodulation here is bigger than what was reported in [Thu91]. The reas

attributed to the fact that the on-chip transconductor-C resonators used here are mo

non-linear than the discrete off-chip LC components used in [Thu91].

6.3.3 Anti-alias (Image) Performance

Table 6.1 lists the attenuation of the signals aliased into the in-band region (50 MH

various frequencies in the first (150 MHz) and second image frequency (250 M

bands. The level of aliased in-band signals at the higher and lower frequencies of i

increase which verifies that the zeros of signal frequency response are at the 

frequencies ( ,n = 1, 2, 3,…) as was shown theoretically in Sec. 3.2.
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Figure 6.6 :  Intermodulation (linearity) performance of∆Σ modulator with two in-band input tones
having−5 dB power relative to overload point.
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6.3.4∆Σ NTF Notch Frequency Control

As explained in Sec. 6.2 and illustrated in Fig. 6.1a, by changing the external refe

frequency it was possible to change the bandpass∆Σ NTF notch frequency using the

master-slave tuning scheme.

Fig. 6.7 shows the experimental results of the∆Σ NTF zeros (notches) tuned to thre

different frequencies (45 MHz, 55 MHz and 65 MHz) while the clock frequency in e

case was changed accordinglyi.e. fs = 4fo. The∆Σ NTF notch frequency has been tune

between 40 MHz and 67.5 MHz providing a practical 50% tuning range. 

transconductor-C bandpass filter is tunable over the range of 10 MHz to 100 M

[Shov92], however, at low frequencies its high-Q performance degrades. As sho

Fig. 5.5 for getting the maximum achievableSNR, the typical Q required for a bandpas

∆Σ modulator is at least 50. Therefore, the low frequency limit of the ∆Σ tuning range is

due to the low Q performance of the transconductor-C filter (at frequencies lower than

40 MHz).The high frequency limit of the ∆Σ tuning range is due to the frequenc

Table 6.1: The measured implicit anti-alias filter frequency
response.

fin (MHz)

aliased

frequency

 (MHz)

attenuation

 (dB)

149.6 50.4 34

149.8 50.2 39

150 50 42

150.2 49.8 39

150.4 49.6 34

249.6 49.6 39

250 50 49

250.4 50.4 45
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limitation of the off-chip phase-frequency detector used (Fig. 6.1a).

As expected a frequency mismatch was observed between the master VCO (e

reference) and the slave∆Σ. The frequency offset between the external reference (ma

VCO frequency) and the ∆Σ NTF notch frequency (slave resonance frequency) over

entire tuning band was almost fixed at 6.5 MHz. For example, for∆Σ center frequencies

at 45 MHz, 55 MHz and 65 MHz shown in Fig. 6.7 the corresponding external refer

frequencies were 38.5 MHz, 48.5 MHz and 58.5 MHz respectively. Although

master-slave tuning scheme is prone to mismatch between the master and th

filters, this offset can be reduced significantly using careful design and layout techn

and by placing both the master and slave filters on a single chip.

6.4 Summary

A second-order transconductor-C ∆Σ modulator prototype along with a master-sla

tuning scheme has been constructed with two separate transconductor-C filters. The

notch center frequency of the∆Σ modulator was tuned from MHz to MHz. I

Figure 6.7 :  Experimental result for tuning of the∆Σ modulator noise-shaping center frequency.
The three different tuned∆Σ NTF notch frequencies are at 45 MHz, 55 MHz and 65 MHz,

respectively.

40 67.5



Chapter 6−Testing of a Prototype Second-Order Bandpass… 144

s from

(on the

tuning

uad

one

f a

ith
was observed that since the master and slave filters were on two separate chip

different batches the matching between the master and slave was not very good 

order of %). This suggested that to achieve a better matching in a master-slave 

scheme for a∆Σ modulator implementation it is imperative to place both master biq

and slave∆Σ loop filter on the same die which as will be explained in Chapter 8 is d

for the fully monolithic fourth-order modulator. The anti-alias filtering property o

continuous-time∆Σ modulator proven analytically in Sec. 3.2 was verified here w

experiments.

10



ndle

-free

hich

signal

es are

 From

tor in

Since

hole

ively.

ctor
Chapter 7

Circuit Noise and Power
Considerations

In design of the continuous-time filters the dynamic rangewhich is defined as the ratio

of the maximum input signal to the minimum input signal that the circuit can ha

linearlyis a very important parameter. It can be defined more exactly by spurious

dynamic range (SFDR). The maximum input signal in the SFDR is the input level w

just starts to create some distortion products above the noise floor. The minimum 

level is obtained from the input-referred noise in the band of interest. Both measur

obtained by integrating the noise power spectral density at a certain bandwidth.

This chapter studies how the dynamic range of the transconductor-C filter used can be

improved. It shows the trade-offs which have to be considered for this purpose.

7.1 Noise Analysis for the Transconductor-amp-C Integrator

The input stage cross-coupled differential transconductor was shown in Fig. 5.28.

simulations it was found that the devices in this stage are the major noise contribu

the overall circuit. Actually this is true when the first stage has enough high gain. 

it is known that:

( 7.1)

whereF the noise factor of the overall circuit, is the amount of the noise that the w

circuit adds to the input signal i.e.  andF1, F2, …, G1, G2, …

are the noise factors and gains of the first stage, second stage and so on, respect

Fig. 7.1a and Fig. 7.1b show a half circuit of a simple input differential transcondu

F F1 F2 1–( ) G1 F2 1–( ) F3 1–( ) G1⁄+⁄ G2 …+ +=

F Si N⁄
i

( ) So N⁄
o

( )⁄=
145
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and its equivalent noise sources, from which the noise performance of input 

devices can be analyzed.

7.1.1 Cascode Active Load

The noise produced by PMOS active load devicesi.e. M3 andM5 is shown in Fig. 7.1. A

simple model for MOS mean square noise voltage and current is given in [Gray84

[Greg86]:

( 7.2)

wherek is Boltzmann’s constant,T absolute temperature,gm the MOS transconductanc

and  the bandwidth in which noise is measured. The  noise power spe

density unit is (V2/Hz).

A more general model has been introduced [Nic87], [Alin92], [ANA93] which c

express more closely the noise performance of the MOS devices in the saturation

as well as triode region:

( 7.3)

V freq

vi +

Q1

M1

i

I

I+i

Figure 7.1 :  (a) A half circuit schematic of the differential BiCMOS transconductor
shown in Fig. 5.28, (b) device equivalent noise sources are added.

M5

M3
Vb1

Vb2

RL

Q1

M1

i

I

I+i

M5

M3

RL

vn5
2

vn3
2

(a) (b)

vnQ
2

vn1
2

vn
2 8kT

3gm
----------∆f ,= in

2 8kT
3

---------- gm∆f⋅=

∆f vn
2 ∆f⁄

in
2 8kT

3
---------- gm gmb gds+ +( )∆f⋅ NEF

8kT
3

---------- gm∆f⋅ ⋅= =



Chapter 7−Circuit Noise and Power Considerations 147

curate

 of the

3) is a

n and

mode

de

ration

The

in.

h

 is
wheregm is the input transconductance,gmb the body-effect transconductance andgds

the drain or output conductance. It should be noted that (7.3) may not be very ac

for a deep triode region, however it is close enough to give a good understanding

excess noise in the triode-mode transconductor shown in Fig. 7.1. The NEF in (7.

factor, the so called noise excess factor, which depends on the actual realizatio

transistor operating mode. For instance from (7.3) for a MOS operating in triode 

and neglectinggmb it can easily be shown [Alin92] that:

( 7.4)

For instance, for the NMOS transistor operating in triode mode (M1 shown in Fig. 7.1),

the NEF forVGS=2.5 V, VDS=0.2 V andVt=0.7 V is 9 i.e. 19 dB. This number is big

mainly because thegds term is a dominant factor in a MOS transistor in triode mo

which could be even bigger than thegm.

Since the PMOS active load devices shown in Fig. 7.1 are biased in the satu

region, thegmbandgds terms are negligible compared to thegm term (both total about

20% of gm in this circuit). So, the simple formula given in (7.2) is used here. 

equivalent output noise current produced byM5 is simply given by:

( 7.5)

which passes through theM3 cascode transistor with almost unity current ga

However, the output noise produced byM3 is attenuated significantly due to the hig

drain impedance ofM5. A small signal model for the PMOS cascode active load

shown in Fig. 7.2 from which it can be shown that:

( 7.6)

For the same sizeM3 andM5 transistors it can be shown from (7.5) and (7.6) that

( 7.7)

which with the numerical values in this examplei.e. mS and

NEF
VGS Vt–

VDS
----------------------=

in5
2

gm5
2

vn5
2⋅ 8kT

3
---------- gm5∆f⋅= =

in3
2 vn3

2

1 gm3⁄ rds5+( )2
----------------------------------------=

in5
2

in3
2

------- gm5
2

1 gm3⁄ rds5+( )2
1 gm5rds5+( )2

= =

gm5 gm3 4.8= =
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mA/V would be 24 dB. Therefore, the noise effect ofM3 can be

neglected.

The noise ofM5 may also be forced arbitrarily low by biasing it at a low  (using

small  device), at the cost of signal swing.

7.1.2 Bipolar Cascode Transistor

Another major noise source in the transconductor circuit shown in Fig. 5.28 and Fi

is the bipolar cascode transistor. Actually simulations show that they are the dom

noise sources in this circuit. The equivalent base referred noise ofQ1 shown in Fig. 7.1b

is [Gray84]:

( 7.8)

which produces an output current noise as the following

( 7.9)

From (7.5) and (7.9) given rb=92Ω, rds1=62Ω and gmQ=53mS one can show tha

 which is in agreement with the simulation results.

7.1.3 Input NMOS Triode-Mode Devices

The noise expression for the input NMOS devices operating in triode mode was gi

gds5 0.334=

Figure 7.2 :  A small signal model of the PMOS devices of Fig. 7.1.

rds3

rds5

in3

gm3 vg

vn3
2

G

gm

W L⁄

vnQ
2

4kT rb
1

2gmQ
--------------+ 

 ∆f=

inQ
2

4kT rb
1

2gmQ
--------------+ 

 

1 gmQ⁄ rds1+( )2
-----------------------------------------∆f=

inQ
2

in5
2⁄ 3dB∼



Chapter 7−Circuit Noise and Power Considerations 149

ery

an be

t

l to

ch

is is

ectly

dly it

stage

d be

stage

width

plifier.

t stage

citor

ency the

7.9)
(7.3) and (7.4) which show that

( 7.10)

It can be shown that forgm1=230µS and NEF=9: . Unfortunately, this

is contrary to good design principles of low noise amplifier circuits in which the v

first input device should be the dominant noise source. From (7.9) and (7.10) it c

shown that  can be lowered by increasingrds1 which for a MOS device in triode

mode is given by:

. ( 7.11)

This can be accomplished by reducing the  coefficient or/and reducing (VGS−

Vt − VDS). Reducing  decreases thegm1 value which in turn increases the inpu

referred noise voltage of the input NMOS devices; however, since the

coefficient is almost inversely proportional to  and so directly proportiona

, overall it would reduce the  coefficient. However, too mu

reduction of thegm1 value may increase the net input referred noise voltage. Th

because of two effects: Firstly reduction of the input device transconductor dir

increases the input referred noise voltage due to the input device (7.2). Secon

lowers the input stage voltage gain which as a result highlights the second 

amplifier noise as given in (7.1). This effect is shown later in Table 7.1. It shoul

noted that in a high-Q bandpass filter since the out-of-band gain of the first 

transconductor is usually very low, the input referred noise at a very wide band

(e.g. 100MHz as shown in Table 7.1) can be determined by the second stage am

But for the passband (e.g. 10MHz as shown in Table 7.1), as mentioned, the firs

transconductor is the major source for the input referred noise.

Another factor to control the noise in this circuit is to increase the integrating capa

values. This happens because in order to achieve the same center passband frequ

VDSvoltage then has to be increased which results in a highergm1 and higherrds1. This

is beneficial for lowering the  coefficient (7.10), the  absolute value (

and the noise contribution of the input deviceM1 (7.2) as well.

inQ
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So far the noise produced in the half circuit was analyzed. The noise in the differ

circuit is higher by a factor of 2 compared to the half circuit. Another factor of 

applicable because of the cross-coupled configuration shown back in Fig. 5.28.

There is another aspect of compromise in this transconductor design which is be

excess noise and linearity. Recall from (5.23)-(5.26) that the lower  the m

linear a transconductor can be achieved where  is the thermal voltage in a b

transistor (about 26 mV at room temperature). However, as shown in (5.25) 

 or basically lower  means lower input transconductance  which as

be noticed from (7.2) and (7.3) increases the input-referred noise of the transcond

Therefore, the excess noise of the transconductor from the input NMOS devices 

reduced at the cost of linearity.

7.2 Power Minimization and CM feedback

One way to reduce the power consumption of the circuit is to lower the supply vo

However, in order to maintain a wide output voltage swing the number of transi

should then be reduced between the rail supplies. The cascode PMOS active load

in Fig. 7.1 can hardly be afforded for a 3V or lower supply design. A simple a

PMOS load doesn’t improve the noise performance of the circuit too much sinc

noise contribution, for the same size devices, is equal to that of the top PMOS dev

the cascode configuration shown in Fig. 7.1i.e. M5. Recall from Sec. 7.1.1 that the nois

contribution ofM3 in the cascode load was negligible.

A low-voltage input stage transconductor has been designed which is shown in Fi

The new transconductor compared to the old one shown back in Fig. 5.28 has thre

differences:

1) As mentioned it only includes a simple PMOS active load compared to a ca

PMOS load, thus increasing swing.

2) Unlike the cross-coupled configuration in the old one it has only a simple differe

VDS VT⁄

VT

VDS VT⁄ VDS gm
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structure, improving noise by 3dB at the cost of CMRR.

3) To provide an extra common-mode feedback at the first stage transconducto

NMOS transistorsi.e. M5, M6, M7 and M8 operating in triode mode have bee

added. This topology was chosen because these devices are biased similarly

Figure 7.3 :  A low-voltage design for the first stage transconductor.

V freq

M3 M4

M6

Q1 Q2

vi +

M1 M2
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Figure 7.4 :  Bias circuitry for the transconductor shown in Fig. 7.3.
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input devices. The gates of these devices are biased at the output common

voltage (analog ground) and theirVDS are identical to that of the input device

Therefore, with the same size transistors as the input NMOS devices the com

mode transistors sink the same amount of current as the input devices.

increases the input transconductor’s power consumption. So, in this structu

power consumption and noise, as will be shown later, are traded off for CM

performance.

It should be mentioned that the CM currents in transistorsM5, M6, M7 andM8 shown in

Fig. 7.3 are referenced to the bias CM current  produced byMb5andMb6 in the bias

circuit shown in Fig. 7.4. Recently a very similar common-mode feedback circui

this kind of BiCMOS triode-mode transconductors has been presented [Yan

[Yan95]. A version of the circuit in [Yang95], [Yan95] is shown in Fig. 7.5. T

principle of the CM feedback circuits in Fig. 7.3-Fig. 7.4 and Fig. 7.5 are the sam

can be noticed from Fig. 7.5 the CM feedback current  (the total current ofM5 and

M6) is referenced to the bias current  produced byM7.

I cm

I cmfb

I 1

Figure 7.5 :  Another approach for CM feedback.
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d

g. 5.11

fourth-

N

oise

/P

1 60.3

2 37.1

3 8.59

4 8.04

5 8.60

6 10.5

7 5.32

8 4.08

9 5.78
In order to operate the whole∆Σ loop filter at a 3V voltage supply or lower, it is require

to replace the PMOS cascode load of the second stage amplifier shown back in Fi

with a simple PMOS load too.

7.3 Comparison of Different Designs

Table 7.1 demonstrates a comparison of the power and noise specifications of the 

*. VGSin every case is set to analog ground: 2.5V and 1.5V for 5V and 3V single supplies respectively.
**. Over the given tuning range the minimum Q of 30 was guaranteed which happens at lower limit. At

lower frequencies the high Q performance of the filter is degraded.

Table 7.1: Noise and Power Comparison among Different Designs

o.
∆Σ Loop

Filter

Input

Device

Width

(µm)

Caps.

 (pF)

Extra

CMFB

M5−

M8

(W⁄L)

VDS
*

(mV)

Tuning

Range

(MHz)

**

Power

 (mw)

 Integrated Input and Output Referred N

Voltage (mV) at Certain BW

100MHZ 10MHZ 1MHz

I/P O/P I/P O/P I/P O

5V
Design
(cross-

coupled)

25 0.8 Non 37 10−150 114 4.8 75 2.38 74.5 0.805

 5V
Design

1.59 0.4 41⁄0.8 271 1−110 177 4.5 45.1 1.81 45.06 0.607

New 3V
Design

5 2.0 41⁄0.8 269 5−55 87 1.23 10.8 0.383 10.77 0.129

New 3V
Design

2.5 2.0 20⁄0.8 588 5-27 73 1.30 10.0 0.421 10.00 0.140

New 3V
Design

10 2.0 41⁄0.8 150 3-35 75 1.27 10.5 0.370 10.53 0.124

New 3V
Design

15 2.0 50⁄0.8 110 2.5-38 78 1.41 13.0 0.443 12.98 0.148

New 3V
Design

5 3.2 41⁄0.8 407 3−36 98 0.93 7.06 0.278 7.047 0.093

New 3V
Design

5 3.2 20⁄0.8 407 2−28 77 0.95 5.55 0.227 5.533 0.075

New 3V
Design

10 3.2 41⁄0.8 220 3-27 88 0.94 7.14 0.241 7.129 0.080
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order ∆Σ bandpass loop filters among several designs whose center frequenci

tuned at 25MHz and their Q at 25.

A summary of the filter specifications is as follows:

① The first row describes a 5V cross-coupled active cascode-load design s

back in Fig. 5.28. As shown by the figures in Table 7.1 unfortunately 

design is neither optimized for noise nor for power. However, since the i

NMOS devices are strongly biased in the linear mode (with a lowVDS=37

mV) a very wideband tuning range of the center frequency can be ach

by a small change of the frequency control voltage (and soVDS) represented

by Vfreq in Fig. 7.1a. As shown in Table 7.1 a tuning range greater tha

decade can be achieved (10MHz−150MHz). Besides, since the NMOS inpu

devices are fairly large it provides a better transconductor matching comp

to the other designs given in Table 7.1. This would result in a more acc

realization of the filter’s poles and zeros and so a better∆Σ loop transfer

function implementation. This design also lacks a proper common-m

feedback.

② In the second design the minimum size input transistors have been ch

The input stage transconductor is similar to that shown in Fig. 7.3 excep

the cascode PMOS active load is used here. Recall from Sec. 7.1.2 an

7.1.3 that the smaller input transconductancegm1 tends to reduce the

equivalent noise of the cascode bipolar transistorQ1 which was the dominant

part in the first example. Simulations showed that the equivalent output n

of the cascode bipolar transistorQ1 was reduced by a factor of 3 in a 100MH

bandwidth. The overall noise of this design is a bit better than that of the

one as shown in Table 7.1, however, the power consumption is bigger de
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the smaller input transistors. This is because of the large extra common-

feedback transistors (41⁄ 0.8) added here.

③ The design no. 3 and the rest given in Table 7.1 are based on the sch

shown in Fig. 7.3. Another basic difference between previous designs (

and no. 2) and the new designs is that in the previous designs du

transistors biased at analog ground were placed in parallel with the 

devices to make a very close matching between the two resonators 

fourth-order∆Σ loop filter shown back in Fig. 5.26. Again this costs mo

power consumption which can be noticed from the higher power dissipa

of the no. 2 example compared to the no. 3.

The input transistor size, integrating capacitor value and the extra com

mode transistors’ sizes have been examined in these examples in order 

an optimum case for the filter’s noise and power consumption. As ca

found from Table 7.1, the input referred noise and so the dynamic range 

of the filter1 in a 10MHz bandwidth (from 20MHz to 30MHz) is improved 

example no. 3 by 16dB compared to that in the example no. 1. In

meantime the power consumption is improved by a factor of 0.76.

④ Lower size input devicesi.e. W=2.5µm here, as mentioned in Sec. 7.1.3, do

reduce the circuit noise even with smaller extra common-mode transisto

⑤ Larger input devices compared to the no. 3 examplei.e. W=10µm as shown in

Table 7.1 don’t influence the filter’s noise performance very much. On 

1. Recall that every filter in Table 7.1 is tuned at 25MHz center frequency with a Q=25.
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hand larger input devices tend to keep the input referred noise lower. O

other hand, as shown by (7.9) and explained in Sec. 7.1.2, larger input N

devices results in some smaller output impedance in the input devicesrds1,

and so larger output current noise from the cascode bipolar transistors.

result the overall noise performance of this example is similar to that o

no. 3 one while consuming less power and giving better matching due t

larger input devices.

⑥ From larger input devices (compared to example 5)i.e. W=15µm as shown in

Table 7.1 deteriorates the filter’s noise performance. This is because the

terms produced by the cascode bipolar devices dominate when the o

impedance of the large input devices,rds1, is reduced significantly.

⑦,⑧ The no. 7 and no. 8 examples show how the integrating capacitor w

affect the circuit noise. As can be noticed from Table 7.1 higher integra

capacitors (compared to the no. 3 example) require higherVDS voltage to

produce the same center frequency (25MHz here). This as mentioned in

7.1.2 reduces the bipolar noise a lot. The trade off here is as the followin

at some highVDS voltage the input NMOS devices move to the saturat

region which then limits the upper frequency tuning range of the filter. 

considering the fabrication tolerance, operating center frequency and

noise budget theVDS voltage and consequently the integrating capacitors 

be chosen. By comparison of the no. 8 and no. 3 examples it can be obs

that a larger capacitor (by a factor of 3.2 ⁄ 2.0) in conjunction with a smaller

CM transistor sizes reduces the input referred noise in a 10MHz bandw
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by 4.5dB.

In conclusion from the comparison of the no. 8 and no. 1 examples one

see that the input referred noise and so the DR in the new design is imp

by 20dB (in a 10MHz bandwidth) at a cost of a factor of 5 in maxim

operating frequency.

One other important feature of a continuous-time∆Σ loop filter design is its common-

mode feedback performance which unfortunately requires a compromise with the fi

noise performance and its tuning range. The noise degradation due to a st

common-mode feedback circuit can be readily noticed from Table 7.1. Higher com

mode feedback results in higher thermal noise. In the meantime, the relatio

between the first stage CMFB, maximum allowable frequency control voltage

maintain devices in linear operation and/or the frequency tuning range of the loop 

given in Table 7.1 can be explained as follows:

The upper frequency limit of the designs given in Table 7.1 are obtained 

conservatively. The highest possibleVfreq voltage associated with a maximum tunab

frequency given in Table 7.1 is that which still results in an almost constant outpu

voltage (analog ground) over the entire power supply DC swing of the input CM vo

(from negative to positive supply voltage) and more importantly the bipolar transi

Q1 andQ2 in Fig. 7.3 are still in active region. This can be described with nume

values for the transconductor shown in Fig. 7.3 and parameters given in the seven

of Table 7.1. WithVGS of the input NMOS devicesM1 andM2 sitting at analog ground

V and ,  satisfies that the input devices are still in the trio

mode region. This sets the maximum voltage for  and

the maximum frequency, MHz to which the center frequency of the filter ca

tuned linearly. Increasing  shouldn’t ideally change the center frequency any 

since in saturation transconductances  of the input NMOS devices are not a fu

of . However, a very slight frequency increment to MHz was obtained

increasing  to 2V. It should be noted that since we don’t want that the bip

transistors to operate in saturation mode, considering a minimum V for , 

V f req

1.5 Von 0.75= VDS 0.75≥

V f VDS max( ) VBE 1.65≈+=

36.2

V f

gm

VDS 38

V f

0.5 VCE
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the maximum allowable  is V at which the filter’s center frequency is

MHz. It should be noted that the maximum frequencies reported in Table 7.

those due to the maximum  voltages at which devices still are operating in t

mode region.

It should also be noted that it is desirable to keep the filter’s output CM voltage con

over the entire linear mode operation of the input NMOS devices too (simula

verified that this can simply be achieved if the output CM voltage stays at its nom

valuei.e. analog ground for the high end of the devices’ linear mode operationi.e. at the

maximum VDS in which the input devices are still in linear mode operation). T

guarantees that the full linear range of the transconductance tuning (therefore the

frequency) versusVDS has been used:

( 7.1)

without disruption of the CMFB operation. From Table 7.1 only the no.②, ③, ④ and⑦

examples satisfy the preceding characteristic meaning that CMFB is strong enoug

the entire linear mode operation of the input devices. It should be noted tha

preceding characteristic is desirable for a very wide frequency tuning range.

practical application it is only required to compensate nonidealities from a 

implementation such as fabrication tolerance, temperature drift and so on which 

among different technologies but are normally not larger than 50%. So, in ord

preserve the noise and power performance of a continuous-time filter one may lim

filter’s frequency tuning range as much as possible. For instance, the no.⑧ and no.③

examples in Table 7.1 can be compared for this purpose.

The MSA (maximum signal amplitude), the input dynamic range,i.e.

 where Nt is the input referred thermal noise voltag

integrated over a 1MHz bandwidth centered at 25MHz for this example and Nq the in-

band quantization noise obtained from the transient simulation neglecting the d

thermal noise sources. The simulatedSNR of the modulators employing some of th

loop filters given back in Table 7.1, neglecting the device thermal noise sources,

1MHz bandwidth are shown in Table 7.2. It should be noted that the loop c

frequency is again at 25MHz. The input and output referred noise figures given in 

7.2 are obtained from the filters set to their maximum Q as expected for a n

V f 1.85

37.6

VDS

gm1 µnCox
W
L
-----VDS=

20 MSA Nt Nq+( )⁄[ ]log
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bandpass∆Σ modulator loop filter.

As shown in Table 7.2 the quantization noise and the MSA (so the signal-to-quanti

noise) in different designs are very close. However, the input referred thermal 

voltage has improved substantially from the first design. This in turn has improve

dynamic range of the modulator by 13.9dB from the first design to the last one 

1MHz bandwidth) as can be observed from Table 7.2. It should be noted that in a 

with a good noise figure for a low bandwidth (high OSR) (assuming that the n

shaping notch Q is high enough) the thermal noise and quantization noise are 

same order; however, for a high bandwidth (low OSR) the quantization noise bec

the dominant factor. By contrast in a design with a bad noise figure for a low band

the thermal noise is much bigger than the quantization noise and for a high band

usually the thermal and quantization noise are comparable. This can be readily v

for a low bandwidth (BW=1MHz) from the first and last rows in Table 7.2. For a larg

*. Quantization noise integrated at 1MHz bandwidth.
**. This is the simulated S ⁄ Nq of the∆Σ modulator (at 1MHz BW) employing the corresponding loop
filter.
***. Dynamic range is defined by 20log10(MSA/Noise) where noise is the integrated input-referred

noise at a certain bandwidth (1MHz here) when Q is set the maximum.

Table 7.2: MSA, DR andSNR of the∆Σ modulators with some of the loop
filters given in Table 7.1.

No.

from

Table

 7.1

∆Σ Loop

Filter

Input

Device

Width

(µm)

Caps.

 (pF)

Extra

CMFB

M5−

M8

(W⁄L)

VDS

(mV)

Power

(mW)

Integrated

Input and

Output

Referred

Noise

Nq
*

(mV)

MSA

(mV)

**

 (dB)

DR***

 (dB)

1 5V
Design
(cross-

coupled)

25 0.8 Non 37 114 0.935 0.110 75 63 38

3 New 3V
Design

5 2.0 41⁄0.8 269 87 0.149 0.075 87 61 50.5

7 New 3V
Design

5 3.2 41⁄0.8 407 98 0.109 0.070 62 59 50.8

8 New 3V
Design

5 3.2 20⁄0.8 407 77 0.089 0.070 62 59 52.0

S N⁄
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bandwidth (BW=5MHz) the quantization noise in the last row example in Table 7.

2.5mV but its input referred thermal noise is only 0.195mV which result in a 27dB

However, these numbers in 5MHz bandwidth for the first example of Table 7.2

3.9mV, 2.0mV and 15dB respectively which shows a comparable thermal n

compared to the quantization noise.

7.4 Regular Transconductor-C Design

By removing every amplifier (opamp) stage followed by the transconductor-amC

sections shown back in Fig. 5.26 a regular transconductor-C (TC) design can be

implemented which would be a multi-input version of the loop filter shown back in 

5.4. The obtained TC filter shown in Fig. 7.6 should ideally behave the same way 

original TC-amp loop filter. The only difference between the architectures shown in

7.6 and the TC-amp one back in Fig. 5.26 is in the sign of their integrators. It can 

be verified that the new TC integrators have a negative sign whereas the origina

amp integrators have a positive sign. This influences the numerator polynomial giv

(5.5). However, this can easily be resolved by changing the sign ofgmb2 and gmb0

transconductors. The NMOS transistors which are placed in series with the integ

capacitors work in triode mode acting as variable resistors. By controlling theVph one

can simply tune the phase of the integrators and hence the Q of the loop filter. Of c

this structure implemented by regular transconductors is more sensitive to pa

Figure 7.6 :  The regular TC version of the loop filter shown in Fig. 5.26.
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components than the TC-amp structure. Besides, it is more sensitive to the lo

effects such as the comparator’s input impedance than the TC-amp loop filter. So

a buffer stage preceding the comparator or an adaptive tuning scheme may be nec

7.5 Summary

A thermal noise analysis for the implemented triode-mode BiCMOS transconducto

presented. It was found that the cross-coupled transconductor-C filter explained in

Chapter 5 with the first stage transconductor building block shown in Fig. 5.28 i

optimized in terms of the input-referred noise. Nevertheless, its tunablity and spee

twice as high as those of the other low noise circuits introduced in the chapter. 

new low-noise low-voltage (3V) designs an individual common-mode feedback

placed for the first stage transconductors. Therefore, the new low-noise 3V-s

transconductor-C circuits didn’t enjoy a significant power consumption reducti

compared to the previous cross-coupled transconductor. But the power consump

the new designs were still slightly lower than that in the previous one. In conclus

was shown that in the studied triode-mode transconductor-C ∆Σ modulator speed,

tunablity and linearity should be compromised for a higher dynamic range and 

input-referred noise.
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Chapter 8

Testing Results of the
Monolithic Modulators and

Filters with Future Suggestions

Two chips have been implemented in an NT BiCMOS technology in two diffe

fabrication runs. The first parts, called ZA09, included a fourth-order continuous-

transconductor-C modulator with a second-order (biquad) filter on the same chip. 

one-delay fourth-order chip with a schematic shown back in Fig. 5.26 composed

fourth-order transconductor-C filter (as explained in Chapter 5) to implement t

transfer function given in (3.23). The biquad filter with the structure shown back in

5.8 and shown again here in Fig. 8.1 was actually a replica of the fourth-order mod

loop filter’s biquads shown back in Fig. 5.26. It was implemented for the master-

tuning scheme explained in Sec. 6.2. The second parts, called ZA14, basically re

the same fourth-order continuous-time modulator implemented in ZA09 except 

some slight layout differences to improve the matching in some devices.

Extensive measurements have been done on the preceding chips. In this chap

measurement results will be given. Finally the chapter will be concluded with s

explanations and suggestions to improve the performance of continuous

transconductor-C ∆Σ modulators for future implementations.

8.1 ZA09 Results

In this section first the measurement results from the biquad filters and then those

∆Σ modulators from ZA09 will be given. The following is the performance achieved

ZA09 chip.
162
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8.1.1 Layout Plot

Fig. 8.2 shows a layout plot of the fourth-order modulator and the biquad bandpass

The active area of the fourth-order∆Σ modulator and biquad filter is approximate

 (  active area). The master bias cell may 

recognized at the upper left corner of the plot. The four op-amps of the fourth-

modulator and the two op-amps of the biquad filter are the six distinct squ

surrounding the main analog section of the chip including the transconductors an

poly-poly capacitors. Integrating poly-poly capacitors appear in the middle of the an

section. The CMOS∆Σ loop transconductors and those of the biquad filter are in

digitated transistors placed at upper and lower sides of the capacitors. The stand

bipolar pseudo ECL parts including comparator, D-flip flop, DAC and the  ch

bipolar buffer can be recognized on the right most side of the plot. The  c

bipolar buffer is a three-stage emitter-follower configuration in series with sizes o

4x and x respectively which can handle enough current for a  output load l

spectrum analyzer. There is another  chain bipolar buffer for the biquad filter w

appears at the upper right of the plot.

Figure 8.1 :  A simplified second-order TC-amp based biquad loop
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Figure 8.2 :   Layout plot of the fourth-order modulator and the biquad ba
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The ∆Σ modulator and biquad filter dissipate power approximately proportional to

center frequencies. For example, the modulator’s power consumptions at MH

MHz are mW and mW respectively.

8.1.2 Biquad Filter Results

The center frequency of the bandpass filter has been varied by the control v

represented withVfreq in Fig. 8.1. A wide range of frequency tuning from 25MHz 

110MHz has been achieved. Fig. 8.3 shows a plot of the filter’s frequency res

operating at three different center frequenciesi.e. MHz, MHz and MHz. The

Q of the filter was adjusted by the control voltageVph(Fig. 8.1) almost without changing

its center frequency as expected. Fig. 8.4 shows a plot of the filter Q adjustmen

fo= MHz. The other experimental results including the intermodulation linea

performance and the filter’s dynamic range are summarized in Table 8.1. All o

figures in Table 8.1 (unless mentioned) have been obtained from the measurem

Table 8.1: Experimental Results Obtained From The Filter at Q=3
and 50MHz

Parameters Measured Values

Frequency Tuning Range 25MHz-110MHz

IM3, 71mVrms (-10dBm) at 50MHz center frequency −52dBc

IM3, 71mVrms (-10dBm) at 70MHz center frequency −47dBc

 Input Referred IIP3 (Intermodulation Intercept Point) 11dBm

SFDR (Spurious Free Dynamic Range) in 200KHz band-
width (at 50MHz)

41dB

SNR @ 1% TIMD (Total Intermodulation Distortion) in
200KHz (at 50MHz)

48dB

Peak Output Passband Noise Density (at 50MHz) −112dBm/Hz

1dB Compression Input Level 180mVrms(−1.9dBm)

Power Dissipation (at 50MHz) 90mW

Active Area 0.35mm2

50

25 218 114

30 70 110

50
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MHz,

18,
the filter with Q of 3 and MHz.f o 50=

Figure 8.3 :  The center frequency of the bandpass filter is tuned at three different frequencies: 30
70MHz and 100MHz.

Figure 8.4 :  Three different Q adjustments for the bandpass filter centered at 50.5MHz: Q=8, Q=
Q=170.
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A short explanation of the measurements and parameters given in Table 8.1 

follows:

− The IM3 figures given in Table 8.1 show the third order intermodulation product le

respect to the total input power in the two-tone measurement at the given frequ

(the tones are KHz apart closely spaced from the filter’s center frequency):

IM3 = either tone power+ 3dB− third order intermodulation product power.

Of course, as expected the level of both input tones should be identical. The fi

given in the second and third rows of Table 8.1 are for dBm ( mVrms) total input

signal level; the level of each input tone was at dBm. The Fig. 8.5 shows the 

order intermodulation spurious-free spectrum for input tones each at dBm

dBm ( mVrms) total input level. It should be noted that the gain at dBm in

signal level was about dB so, giving a dBm output signal for each tone as s

in Fig. 8.5.

− The Input referred third-order intermodulation intercept point IIP3 given in the fourth

row in Table 8.1 was obtained from a two-tone measurement with each input to

dBm giving the fundamental output level at dBm ( dB gain) and the th

order intermodulation level at dBm:

IIP3 = + input signal level, where∆ is the difference between the output

fundamental level and the third-order intermodulation level.

− SFDR or spurious free dynamic range in Table 8.1 was obtained from the two

experiment shown in Fig. 8.5 in which the third-order intermodulation products a

noise floor (for the spectrum analyzer resolution bandwidth at 1KHz):

SFDR= each output tone power+ 3dB− integrated output noise over the band

of interest

It should be noted that the noise power density as shown in Table 8.1

.
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− Another interesting parameter shown in Table 8.1 is theSNR at 1% total

intermodulation distortion (1% TIMD). The measurement is similar to the two-t

SFDR measurement except that the inputs are increased to a level that the third

intermodulation products become dB lower than the fundamental signal power

8.1.3∆Σ Modulator Results

A noise-shaping response of the ZA09 fourth-order∆Σ modulator was achieved at 

MHz center frequency with MHz clock rate. A spectrum of the bandpass n

shaping at MHz is shown in Fig. 8.6. Fig. 8.7 shows the in-band spectrum of the

noise-shaping shown in Fig. 8.6. From Fig. 8.7 it can be noticed that the notch is 

deep as expected from the full circuit simulations like the one shown in Fig. 5.3

discussion is given in Sec. 8.3 to explain the problems associated with ZA09 and 

chips. However, one of the most important reasons why the notch shown in Fig. 

not very deep is the low Q performance of the loop filter at 25MHz. The maxim

achievable Q at 25MHz in ZA09 part was about 4 which is not a desirable figure 

40–

Figure 8.5 :  Two-tone intermodulation spurious-free output level.
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Recall from Sec. 5.3 that the minimum recommended Q was 30.

The measuredSNR in a 2MHz, 1MHz and KHz bandwidths were dB, d

and dB respectively. This is a 3dB/octave improvement with oversamp

characteristic of a flat noise floor. From Fig. 8.6 two out-of-band peaks at MHz

MHz can be noticed. This could be a sign showing that the modulator’s noise tra

function poles are near unit circle which for example could have been caused by

loop delay. However, in Sec. 8.3.2 it will be shown that at 100MHz the actual extra

delay should not be a big problem. Therefore, those peaks may have been cau

other sources. For example, the low-Q performance of the loop filter at 25MHz

result in a tonal behavior. Recall that this was verified from the simulations of fini

ideal transconductor-C filters in Sec. 5.3. Another source of problem could be lack

individual common-mode feedback in the first-stage transconductors which could 

a big non-linearity. Sec. 8.3 explains in more detail some possible reasons fo

problem and why the modulators didn’t work at higher frequencies.

200 25 28.5

34.5

19
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Figure 8.6 :  A bandpass noise-shaping spectrum of the fourth-order ZA09 chip at 25MHz.

Figure 8.7 :  In-band spectrum of the fourth-order ZA09 chip at 25MHz.

24 24.2 24.4 24.6 24.8 25 25.2 25.4 25.6 25.8 26
−100

−90

−80

−70

−60

−50

−40

−30

−20

−10

0

frequency (MHz)

M
ag

ni
tu

de
 (

dB
 r

el
at

iv
e 

to
 s

ig
na

l p
ow

er
)



Chapter 8−Testing Results of the Monolithic Modulators… 171

e ZA14

biquad

d from

high
8.2 ZA14 Results

The same kind of measurements explained in Sec. 8.1 have been performed on th

parts which are as follows.

8.2.1 Biquad Filter Results

The same filter measurements explained in Sec. 8.1.2 were performed for the 

filters in ZA14 parts.  Table 8.1 summarizes a typical measurement results obtaine

the ZA14 biquad filters.

8.2.2∆Σ Modulator Results

Unfortunately the noise-shaping obtained from ZA14 modulators didn’t give the 

frequency and highSNR performances achieved in simulations.

Table 8.2: Experimental Results Obtained From The Filter at Q=3
and 50MHz

Parameters Measured Values

Frequency Tuning Range 8MHz-80MHz

IM3, 71mVrms at 50MHz center frequency −47dBc

IM3, 71mVrms at 70MHz center frequency −43dBc

 Input Referred IIP3 (Intermodulation Intercept Point) 10.5dBm

SFDR (Spurious Free Dynamic Range) in 200KHz band-
width (at 50MHz)

40dB

SNR @ 1% TIMD (Total Intermodulation Distortion) in
200KHz (at 50MHz)

47dB

Peak Output Passband Noise Density (at 50MHz) −112dBm/Hz

1dB Compression Input Level 180mVrms(−1.9dBm)

Power Dissipation (at 50MHz) 90mW

Active Area 0.35mm2
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Bandpass noise-shaping was obtained from the fourth-order chip for frequencies

than 10MHzi.e. 8MHz-10MHz (note that the lower frequency limit of the filters w

8MHz as given in Table 8.1). Fig. 8.8 shows a noise-shaping spectrum of a fourth

ZA14 chip at MHz center frequency with MHz clock rate. TheSNR for 4MHz,

1MHz and KHz bandwidths were dB, dB and dB respectively. As can

noticed theSNR is only increased by 3dB from 4MHz bandwidth to 200KHz bandwid

This is because of the unwanted sideband noises produced around the output sign

which can be more clearly observed from Fig. 8.9. Again it should be mentioned th

Q of the filter at 10MHz was 2.5 even lower than the ZA14 part at 25MHz. Therefo

can not be expected that a very good notch depth will be achieved.

10 40

200 21 23 24
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Figure 8.8 :  A bandpass noise-shaping spectrum of the fourth-order ZA14 chip at 10MHz.
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Figure 8.9 :   In-band region of the spectrum shown in Fig. 8.8.
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8.3 Problems in ZA09 and ZA14 Parts

This section summarizes an extensive investigation done on the problems obser

the implemented chips. At the same time suggestions and conclusions have

inferred for the transconductor-C ∆Σ implementations in the future.

8.3.1 Low-Q at Working Speed

In Sec. 8.1.3 and Sec. 8.2.2 it was mentioned that the Q of the loop filters at 2

(ZA09) and 10MHz (ZA09) were 4 and 2.5 respectively. This low Q, of course, can

provide a deep noise-shaping spectrum. Besides from the simulations given in S

the SNR loss would be significant. Furthermore, the tonal behavior in the∆Σ spectrum

becomes inevitable as can be observed from Fig. 8.6 and Fig. 8.8. This was verifi

simulations in Sec. 5.3 too. Much higher Q was achieved at higher frequencie

example, Fig. 8.4 shows a biquad filter in ZA09 with Q of  at 50MHz. Basicall

both parts it was noticed that higher Q could be obtained at higher frequencies. Ho

as will be explained in the following sections because of some other difficulties su

the loop propagation delay times, common-mode feedback problem, etc. the∆Σ parts

couldn’t operate at frequencies higher than 25MHz.

8.3.2 High Loop Propagation Delay Time

In Sec. 5.5.2.3 it was explained that the overall loop delay including that of compa

D-flip flop and DAC was about 800ps. There are some other delays due to the pa

elements of the metal interconnections too. In the layouts of ZA09 and ZA14 ther

two main sources of delays in interconnects. An extra delay comes from

interconnects between the output of DAC and the loop filter connections, the 

length between DAC and the loop filter is 1200µ (1000 square) with about a

distributed resistor which produces a ps delay for charging the filter’s input capa

load. It should be mentioned that the total single-ended input capacitance of the

filter was about pF. Another source of extra loop delay is the metal interconnec

within the loop filter i.e. connections between op-amps and transconductors. 

170

100Ω

50

0.4
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interconnections inside the loop filter can be modeled with three simple RC circ

series as shown in Fig. 8.10 whereR, the metal resistance, is about  andC, the

input capacitances of the transconductors inside the resonator loops, is about p

propagation delay time due to this interconnection parasitic elements is about

Therefore in total the extra loop delay of this chip can increase to 1ns from the 8

observed in full circuit simulations.

In Sec. 3.1.6 it was shown that a fourth-order multiple-pole modulator became un

for approximately a % extra loop delay. However, a modulator on the verg

instability or even with the loop poles close to the unit circle as shown in Fig. 3.17

not be considered as a reliable modulator. A robust proof is not presented to set

upper extra loop delay limit for a∆Σ modulator here. However, for each modulat

extensive simulations should be performed which along with the modulator’s pole

map on thez-plane provide a good understanding of the modulator’s behavior with e

loop delays. Besides, it should be noted that, as explained in Sec. 2.3.3, due 

comparator’s step nonlinearity the loop gain is not a simple linear constant. So,

with no extra loop delay the∆Σ loop poles as shown back in Fig. 2.9 and Fig. 2.10 

not quite fixed and move on a certain trajectory in normal∆Σ operation. This means tha

in practice extra caution should be taken for setting an upper limit for the extra

delay. Moreover, even neglecting the essence of nonlinear operation of a∆Σ modulator,

one should notice that theSNR deteriorates with extra loop delay as presented in F

3.18. For example, from Fig. 3.18 it can be noticed that at % extra loop delay theSNR

loss (for OSR= 50) is about 6dB. This reduces the usefulness of the modulator 

given order in presence of extra loop delay.

With the preceding observations and the results given in Sec. 3.1.5 and Sec. 3.

author believes that, for example, in a multiple-pole fourth-order modulator with

100Ω

0.3

150

Figure 8.10 :  A simple lumped RC model for interconnect parasitic elements inside the loop filte
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pole-zero map andSNR loss plot shown back in Fig. 3.17 and Fig. 3.18 respectively,

maximum tolerable extra loop delay is perhaps not higher than %. For instance

MHz center frequency with a MHz clock rate the maximum allowable extra l

delay is ps. In other words, with the mentioned total 1ns propagation delay tim

the practical circuit including comparator, D-flip flop, DAC and interconnect

parasitic elements the maximum clock speed is MHz. This is the maximum c

rate achieved in ZA09. Considering a % extra loop delay as a maximum limit m

be argued to be a bit conservative since firstly in Sec. 3.1.6 it was shown that the f

order bandpass modulator was stable up to a % extra loop delay, secondly i

5.5.3 it was shown that the full circuit simulation showed good results at 200MHz c

rate even with ps propagation delay timei.e. 16% extra loop delay. The answer 

that the % extra loop delay for the multiple-pole fourth-order modulator 

suggested for a good reliability, besides a 10% extra loop delay doesn’t degener

modulator’sSNR too much (5dB loss as shown in Fig. 3.18). Regarding the reliabilit

a ∆Σ modulator it is discussed [Risb94] that in some high-order modulators 

modulator with a chaotic behavior the unstable characteristic of the modulator m

discovered only with very long simulations. It is known that an ideal fourth-o

bandpass modulator is behaving like its second-order lowpass counterpart wh

proved to be reliable. However, with extra loop delays which cause the modula

poles to move near the unit circle and even may increase the order of noise tr

function as was shown in Fig. 3.17 and (3.51), the reliability of the modulator ca

questioned.

Apart from the 10% extra loop delay suggestion, the question for ZA09 and ZA14 

still remains why the modulators didn’t work at higher clock rates than 100MHz. 

might be related to the common-mode problem in the first stage transconducto

which is explained in the next section.

8.3.3 Common-Mode Problem in the First Stage Transconductors

In Sec. 5.4.2 it was mentioned that no individual common-mode feedback 

implemented for the first stage transconductors. A strong common-mode fee

shown back in Fig. 5.11 keeps the output voltage of the op-amps and therefore th
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voltage of the transconductors fixed at analog ground. However, the inter-stag

transconductors’ outputs or the op-amps’ inputs) common-mode voltages are defin

the output impedance of the transconductor which can vary for example by fabric

tolerances and mismatching between load and bias (or current mirror) devices. Be

the transconductors’ output common-mode voltages are disturbed by any glitch 

feedback high-speed DAC pulses supplied to the transconductors’ inputs which i

may change the transconductors’ output common-mode voltages when no com

mode feedback exists for the transconductors. This could force the input bipolar d

of the second stage amplifiers shown back in Fig. 5.11 into saturation if the inter-

voltages raise from a certain level, for example V with a 1Vp-p output voltage swing

assumption for the second stage amplifier. It should be noted that the output com

mode voltage of the first stage circuit in ZA09 and ZA14 parts (without introducing

mismatching condition) was biased at V.

In order to investigate the effect of the common-mode inter-stage voltage drifts the 

(W) of the main output PMOS active load devices have been increased compa

those of the current mirror devices. This is just a way to simplify the simulation o

common-mode voltage drift which in practice can originate from many other sou

associated with fabrication tolerances and any device parameter mismatching s

threshold voltage  and drain-source saturation current . For the 5V cross-co

design with the parameters given in the first row in Table 7.2 and the schematic sh

Fig. 8.11, for example, the widths of M3-M6 have been increased compared to those

M13-M15. The∆Σ simulations showed that the maximum tolerable mismatch betw

the active load and the current mirror PMOS device sizes to keep the modulator st

the maximum input level (MSA) and still produce a good noise-shaping is only

should be mentioned that with the 0.1% mismatching theSNRloss for the 5V cross-

coupled design, for instance at a 1MHz bandwidth with a 200MHz clock was 6dB. 

% width mismatching the noise-shaping performance deteriorates significantly

many undesired tones appear inside the band. Simulation showed that wit

mentioned % mismatch the transconductor’s output CM voltages rise almo

 from V and V to V and V in the first and the second biqua

respectively. As mentioned this biases the second stage amplifiers into saturation

2.4

2.0

VT I ds

0.1

0.2

0.2

0.28 1.97 2.13 2.25 2.41
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and so produces a large amount of distortion. Recall from Sec. 5.4.5 that since a 

stage amplifier has a very high gain dB the inter-stage differential signal swi

in order of mV. So, a distortion in the first stage transconductor could only c

form a common-mode voltage drift and not a large differential swing. Fig. 8.12 sh

the poor noise-shaping spectrum of the simulated modulator with a % w

mismatching in the PMOS devices.

The same simulations have been performed to test the inter-stage CM voltage d

the 3V design presented in Sec. 7.2 with the transconductor schematic shown in F

and the parameters given in the third row of Table 7.2. Recall that the NMOS trans

M5-M8 shown in Fig. 7.3 are the common-mode feedback devices for the first 

transconductor. It was observed that even with % mismatching between PMOS

and active load devices the modulator was still stable. Of course, since with a mis

the Q of the loop filter may be slightly reduced the noise-shaping spectra can be s

degraded too. For example, with % mismatching theSNR at 1MHz bandwidth was

about dB lower (from dB as given in the third row of Table 7.2 to d

However, this can be resolved with tuning of the Q. Fig. 8.13 shows the simu

spectrum of the new modulator with % mismatching between PMOS bias and a

load devices. As can be noticed from Fig. 8.13 the noise-shaping spectra for
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Figure 8.11 :  Simulating a CM voltage drift by changing of load device widths.
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mismatching is still very satisfactory. TheSNR for 1MHz bandwidth has just dropped b

dB (from dB to dB).1.5 59 57.5

Figure 8.12 :  The simulated spectrum of the ZA09 / ZA14 fourth-order modulators with 0.2%
mismatching between PMOS current mirror and active load devices.
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Figure 8.13 :  The simulated spectrum of the new 3V fourth-order modulator with 5% mismatchi
between PMOS bias and active load devices.
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8.4 Clock Jitter Effects

For conventional analog-to-digital converters usually the peak timing error  is lim

by  or

( 7.1)

whereN is the ADC resolution andT is the clock rate. It should be noted that (7.1)

derived for a Nyquist-rate converter. It can be easily shown that for an oversamplin∆Σ

modulator the permitted peak timing error can be increased by the ratio of the sam

rate to twice the maximum input signal frequency . For example, for a bandpas∆Σ

modulator with  (clocking four times faster than the input frequency) one 

find that roughly a maximum 3ps clock jitter can be allowed for a MHz clock rat

order to achieve a 10 bit converter. This is believed to be very conservative

restrictive for oversampling switched-C converters [Snel]. In this section the effect of th

clock jitter on a continuous-time modulator is studied.

In Sec. 3.1.5 the effects of the extra loop delay on a continuous-time modulator

analytically studied and demonstrated by simulation as well. From that discussion

be generally deduced that any change in a feedback DAC pulse waveform inc

straight delay, a trapezoidal waveform as opposed to the rectangular (which come

finite rise and fall transition times), glitches due to high speed effects, and finally a 

timing error (jitter) would change the overall loop impulse response and therefor

modulator’s noise-shaping spectrum. Unlike a continuous-time modulator, 

switched-C modulator the clock jitter only produces errors in the sampling momen

the input signal. This is because the feedback signal only depends on the final 

voltage of the op-amps and not on the feedback pulse waveforms during the entire

cycle. So, a small clock jitter doesn’t change the final settled voltage of the op-

associated with the feedback values.

For the implemented ZA09 / ZA14 fourth-order transconductor-C modulators many

simulations have been performed to study clock jitter effects. Clock sources 

random Gaussian distribution jitters and assigned standard deviationsσ have been

generated in MATLAB and then have been used for ELDO [ANA93] simulations
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course, for a clock with a random Gaussian jitter the peak timing error can not exac

defined but from the jitter standard deviation one can figure out the probabili

occurrence of a certain peak timing error (jitter). For example, for a random Gau

clock with a 1ps standard deviation jitter the probability that the peak jitter be less

3ps and ps are  and % respectively. In the meantime, in order to r

the clock jitter in the time domain with the phase noise in the frequency domain a s

tone signal is supplied to an ideal sample-and-hold and a FFT of the output sign

been taken. Fig. 8.14 shows the spectrum of a sample-and-held sinusoidal signa

the input sinusoid is sampled with a random Gaussian clock having 1ps sta

deviation. The result was obtained by taking a  point FFT of the output wavef

The input sinusoidal frequency was MHz and the clock rate MHz. The p

noise of the output spectrum shown in Fig. 8.14 at KHz offset frequency from

50MHz carrier is about dBc/Hz which has been calculated as following:

Phase noise= Noise power level @ 200KHz offset relative to the signal level−

10log(FFT resolution bin bandwidth) ( 7.2

The same  point FFT was taken from the output bit stream of the simulated Z

1.65 99.73 90.11

2
14

50 200

Figure 8.14 :  Spectrum of a sinusoidal signal after passing through a sample-and-hold which is clo
with a random Gaussian clock; jitter standard deviation= 1ps.
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ZA14 fourth-order bandpass∆Σ modulator with the characteristics given in the first ro

of Table 7.2 when it was clocked with the same random Gaussian pulse (with

standard deviation). The simulated spectrum results with a 1ps standard dev

MHz clock is shown in Fig. 8.15. The phase noise at KHz offset frequency f

the carrier was dBc/Hzi.e. almost identical to that of the clock. It shows that t

effect of the clock jitter appears almost directly at the spectrum of the continuous

modulator output bit stream. It should be mentioned that the simulated power sp

density of the output bit stream at KHz offset frequency from the carrier 

simulation with no clock jitter was dBc/Hz. The modulator’sSNR with the clock

with 1ps jitter standard deviation was reduced from dB to dBi.e. a dB loss for

a bandwidth of 2MHz. The preceding results along with the results of some 

200 200

101–

200

137–

Figure 8.15 :  The simulated spectrum of the ZA09 / ZA14 fourth-order modulators clocked with
a 200MHz clock having a 1ps standard deviation jitter.
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simulations are summarized in Table 8.3 and Table 8.4. It should be noted that the

noise figures given in the second columns of Table 8.3 and Table 8.4 have

calculated from (7.2). The third column figures were obtained similarly too. But

latter doesn’t represent the phase noise information directly because at the output∆Σ bit

stream spectrum the phase noise is superimposed on top of shaped quantizatio

However, as can be noticed from Table 8.3 for low bandwidths the output sp

*. Ideally this values should be dBc/Hz. The given value shows our FFT
accuracy.

*. Ideally this values should be dBc/Hz. The given value shows our FFT
accuracy.

Table 8.3: Clock Jitter simulation result summary.

Clock jitter

standard deviation

Phase noise of S/H

sinusoidal signal

(200KHz from

carrier)

Noise power

spectral density of

the bit stream

(200KHz from

carrier)

SNR at

400KHz

BW

SNR loss

due to jitter

(2MHz BW)

0ps −172dBc/Hz* −137dBc/Hz 75dB 0dB

1ps −102dBc/Hz −101dBc/Hz 43dB 32dB

3ps −92dBc/Hz −92dBc/Hz 34dB 41dB

5ps −88dBc/Hz −88dBc/Hz 29dB 46dB

Table 8.4: Clock Jitter simulation result summary.

Clock jitter

standard deviation

Phase noise of S/H

sinusoidal signal

(1MHz from

carrier)

Noise power

spectral density of

the bit stream

(1MHz from

carrier)

SNR at

2MHz BW

SNR loss

due to jitter

(2MHz BW)

0ps −202dBc/Hz* −113dBc/Hz 56dB 0dB

1ps −118dBc/Hz −108dBc/Hz 42dB 14dB

3ps −107dBc/Hz −102dBc/Hz 33dB 23dB

5ps −103dBc/Hz −105dBc/Hz 28dB 28dB

∞–

∞–
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density of the∆Σ modulator is almost identical to that of clock jitter. In other words

mentioned, the phase noise property of the sampling clock is almost directly trans

to the spectrum of the continuous-time modulator output bit stream. As shown in 

8.3 the signal-to-noise ratio of a continuous-time ∆Σ modulator could rapidly be

degraded with the sampling clock jitter increment. For example, with a 3ps stan

deviation in which the peak timing error is less than 5ps for almost % of occas

the fourth-order modulator resolution is dropped by 7 bits to  bits which 

significant loss. By comparison of Table 8.3 and Table 8.4, one can notice that the

of clock jitter is much more highlighted at high oversampling ratios (lower bandwid

For example, as shown in the fourth columns of Table 8.3 and Table 8.4 theSNRs at

KHz and MHz bandwidths are almost the same in the presence of clock jitter

Again as can be noticed from comparison of the second and third columns in Tab

at low bandwidths (200KHz here) the phase noise at the output of a simple sampl

hold is almost identical to the noise density at the output bit stream spectrum o

continuous-time∆Σ modulator. Therefore, it can be concluded that clock jitter is

bigger a problem for a transconductor-C ∆Σ modulator than for a switched-C one. The

effect of clock jitter on a∆Σ modulatorSNR should be estimated for a given clock jitte

in a system in order to test whether the required specifications can be met befo

realization.

8.5 Future Work

Many possibilities for future work have been presented in Ch. 7 and in this ch

These included the methods to design a better transconductor-C loop filter for a∆Σ

modulator to improve its noise factor, dynamic-range, linearity, power consump

reliability and higher frequency operation. It was shown that unfortunately none o

mentioned features in above can be improved without compromising some other o

This makes the design of a continuous-time∆Σ modulator in general and

transconductor-C modulator in particular very challenging and exciting. More work s

needs to be done before a continuous-time modulator can be applied reliably

system.

The following aspects of research and work in this area can be done to develop the

90

5
1
2
---

200 2
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continuous-time techniques such as transconductor-C for implementing the analog-to-

digital converters for high intermediate frequencies:

1) Simpler structures of transconductor-C filters can be considered for a∆Σ modulator

loop filter implementation to improve its frequency capability without trading-

the other features of the modulator.

2) An adaptive tuning for a transconductor-C modulator other than the master-slav

scheme approach used in Ch. 6 can be studied. This adaptive tuning should b

not only to tune the loop filter’s parameters (such as its Q and center frequ

which are altered by fabrication tolerances, etc. but also to compensate for

new difficulties that arise from the new structures such as sensitivity to extra

delay, etc.

3) A new continuous-time filter transfer function for the practical non-zero extra 

delay modulator can be obtained from themodified z-transform. It should be

mentioned that the fourth-order modulator was implemented based on the

excess loop delay assumption. From simulation the actual excess loop delay 

easily estimated from the propagation delay times in the loop components. R

from Sec. 5.5.2.3 and Sec. 8.3.2 that the extra loop delay for the fabricated

was about 1nsi.e. 20% for 200MHz clock rate. Having known the actual extra lo

delay a new continuous-time loop filter can be obtained from themodified z-

transform such that the resulting entire loop transfer function matches the 

discrete-time transfer function.

4) The zero-delay scheme can be fabricated. This may reduce the difficulty of extr

delay since there is no requirement to have any D-flip flop (a full digital delay
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the loop. With the same comparator and DAC used in ZA09 / ZA14 this means

the loop delay can be reduced by 7% for a 200MHz clock.

5) A more systematic and perhaps automated technique for diagnosis of problem

fabricated continuous-time modulator can be studied.

6) A 3-level DAC can be used as opposed to single-bit DAC in the continuous

modulator which can avoid a possible instability in the system caused by 

idealities such as extra loop delay. It should be noted that a 3-level DAC (unlik

multi-level DACs) can be designed to have a desirable linearity.

7) A mixed continuous-time discrete-time (such as transconductor-C switched-C)

modulator may be looked at as a way to benefit from the good features of each

This may result in better linearity and higher resolution at the cost of speed

straight transconductor-C technique.
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Appendix A: Multiple-pole transformation

I. NZ pulse transformation of a double-pole function.

If we consider

(A-1)

where  then:

( A-2)

So from single-pole transformation (3.9)-(3.11):

( A-3)

Obviously if we let  there would be a  ambiguity at the coefficient o

i.e. . However, applying the L’Hôpital’s rule on that coefficient
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( A-5)

II. RZ and HZ pulse transformation of a double-pole function.

II-1. RZ:

(*This program provides the RZ transformation for a double-pole discrete-time tra

function in the form of ck/(z-z0)^2 s-domain*)

Adouble = ck/((z - Exp[sk1 T])(z - Exp[sk2 T]));

k1 = -ck/(Exp[sk2 T] - Exp[sk1 T]);

k2 = -k1;

z1 = Exp[sk1 T];

z2 = Exp[sk2 T];

(* having known the RTZ transformation for single-pole transfer functions*)

Ah1 = -k1 sk1/((z1^0.5 - z1)(s - sk1));

Ah2 = -k2 sk2/((z2^0.5 - z2)(s - sk2));

Ah = Together[Ah1 + Ah2];

(* Finding Num and Den of Ah *)

Aah = Simplify[Ah (s-sk1)(s-sk2)];

numAh = Numerator[Aah];

denAh = Denominator[Aah];

(* using L’Hôpital’s rule*)

numAh1 = D[numAh, {sk1,1}];

denAh1 = D[denAh, {sk1,1}];

LimitnumAh1 = numAh1 /. sk1 -> sk2;

LimitdenAh1 = denAh1 /. sk1 -> sk2;

LimitAh1 = Simplify[LimitnumAh1/(LimitdenAh1 (s - sk2)(s - sk2))];

LimitAh = LimitAh1 /. sk2 -> sk

num = Numerator[LimitAh];

Ĥ s( )

1 e skT– skT––( )

1 eskT–( )2
--------------------------------------- s

T
---

sk
2

1 eskT–( )2
--------------------------+

s sk–( )2
-----------------------------------------------------------------------------=
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num = Collect[num, s];

den = Denominator[LimitAh];

b0=Coefficient[num,s,0];

b1=Coefficient[num,s,1];

II-2. HZ:

(* This program provides the HZ transformation for a double-pole discrete-time tra

function in the form of ck/(z-z0)^2 s-domain*)

Adouble = ck/((z - Exp[sk1 T])(z - Exp[sk2 T]));

k1 = -ck/(Exp[sk2 T] - Exp[sk1 T]);

k2 = -k1;

z1 = Exp[sk1 T];

z2 = Exp[sk2 T];

(* having known the HZ transformation for single-pole transfer functions *)

Ah1 = -k1 sk1/((1 - z1^0.5)(s - sk1));

Ah2 = -k2 sk2/((1 - z2^0.5)(s - sk2));

Ah = Together[Ah1 + Ah2];

(* Finding Num and Den of Ah *)

Aah = Simplify[Ah (s-sk1)(s-sk2)];

numAh = Numerator[Aah];

denAh = Denominator[Aah];

(* using L’Hôpital’s rule*)

numAh1 = D[numAh, {sk1,1}];

denAh1 = D[denAh, {sk1,1}];

LimitnumAh1 = numAh1 /. sk1 -> sk2;

LimitdenAh1 = denAh1 /. sk1 -> sk2;

LimitAh1 = SLimitAh = LimitAh1 /. sk2 -> sk

num = Numerator[LimitAh];

num = Collect[num, s];

den = Denominator[LimitAh];
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b0=Coefficient[num,s,0];

b1=Coefficient[num,s,1];

Simplify[LimitnumAh1/(LimitdenAh1 (s - sk2)(s - sk2))];
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Appendix B: Signal transfer function

From Fig. B.1 for an ideal sampler , then from Fourier transfo

theory the spectrum of the discrete-time signal  can be rel

to the spectrum of the continuous-time signal  []:

(B-1)

However, since in practice there is no zero-width sample (usually pulse shape), t

Fig. B.1u1(k) should be substituted byu1
*(t) where,

(B-2)

Therefore, from Laplace Transform theory

(B-3)

and so the sampled signal spectrum would be

Ĥ s( ) ZOH

f s

f s
H z( )

x̂ t( ) y k( )

e k( )
u k( )u1 k( )

u2 k( )

Ĝ s( )

u1 t( )

Figure B.1 :  Another representation of a continuous-time modulator shown back in Fig. 3.22
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U1 jω( ) F u1 t( )[ ]=

U1 e
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---------+ 
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∞
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∗

t( ) u1 t( ) u t kT–( ) u t kT– T–( )–[ ]
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∞
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s( ) 1 e
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–
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-------------------- u1 t( )e snT–

k 0=

∞

∑=



Appendix… 198

lter

iasing

uates

ectrum

for a

alent

tor,

ped by
. (B-4)

Note the linear phase factor followed by a “sinc” function which comes from the

characteristic of the sampled-and-hold signal spectrum.

So the spectrum of the output signaly(k) can be obtained from (B-4) as follows:

(B-5)

As shown in (B-5) the input signal  is first filtered by the continuous-time prefi

 then the output is sampled which, of course, aliases the spectrum. The al

signals which would be folded exactly into the in-band are located at

frequencies wherefs is the sampling frequency andfo the center frequency of∆Σ

modulator. However, since the frequency response of prefilter  usually atten

the signals at these frequency bands, one may neglect the higher replicated sp

terms in (B-5) and come up to an approximate signal frequency response 

continuous-time modulator:

(B-6)

where S/H stands for sampled-and-hold. It should be noted that in an equiv

switched-C modulator as shown in Fig. 3.21 the sampler is in front of modula

therefore

. (B-7)

Here, again the signal spectrum is aliased after sample-and-hold and then is sha
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the “sinc” function. However, there is no inherent continuous-time prefiltering as 

continuous-time modulator. So, the aliasing signals at  frequencies are f

into the in-band without any attenuation and since  amplitud

almost unity at in-band frequencyfo, the undesired aliasing signals appear in the out

spectrum with no loss.

In fact by comparing (B-5) and (B-7) in a continuous-time and discrete-time modula

it is evident that the “sinc” term associated with the pulse-shape sampled signals ap

on both systems after aliasing has effected. So, it should not be misinterpreted as a

alias filtering in either modulator. For the purpose of comparison of theSTF in a

continuous-time modulator with its discrete-time counterpart, this term is neglect

this work:

. (B-8)

n f s f o±

ωT 2⁄( ) ωT 2⁄( )⁄sin

STFc ω( )
Y e

jωT( )
X̂ jω( )

--------------------- Ĝ jω( )
1 H– ejωT( )
----------------------------= =
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Appendix C: The TC-amp circuit small signal analysis

C.1 Second-Order Amplifier

A simplified small signal model for the second stage amplifier of the TC-amp integ

is shown in Fig. C.1. First ignoring collector-base capacitance  and assu

 one can write the nodal equations:

(C-1)

where the poles can be found from the determinant ofA i.e.

With gπ » go approximation

(C-2)

and the zero and the poles are at

Cµ
Rz 0=

A v⋅ i=

A
s Cπ Cm+( ) gπ+ sCm–

sCm– gm+ s Cm Co+( ) go+
=

v V1 Vo ,= i I 0=

∆ s( ) s
2
CmCπ 1

Co

Cπ
-------

Co

Cm
-------+ +

 
 
 

sCm gm gπ 1
Co

Cm
-------+

 
 
 

go 1
Cπ
Cm
-------+

 
 
 

+ + gogπ+ +=

Vo

I
------

sCm gm–

CmCπ 1
Co

Cπ
-------

Co

Cm
-------+ +

 
 
 

s p1–( ) s p2–( )

-------------------------------------------------------------------------------------------=
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The numerical values of the parameters in the foregoing equations obtained

HSPICE simulations of a realized BiCMOS TC-amp integrator are as following:

gm: The transconductance of the second stage bipolar transistor. For a collector c

of 400µA, gm = 15.06 mS.

rπ: Base-emitter resistance of BJT transistor, .

Cµ: Collector-Base capacitance of BJT transistor,Cµ = 9.34fF.

Cπ: The BJT’sCπ, Cπ = 0.21pF.

z1

gm

Cm
-------=

p1

go gπ⋅

Cm gm gπ 1
Co

Cm
-------+

 
 
 

+
 
 
 

-------------------------------------------------------

go gπ⋅( ) CmCπ 1
Co

Cπ
-------

Co

Cm
-------+ +

 
 
 

 
 
 

⁄

p2
-----------------------------------------------------------------------------------–=–=

p2

gm gπ 1
Co

Cm
-------+

 
 
 

+

Cπ 1
Co

Cπ
-------

Co

Cm
-------+ +

 
 
 

-------------------------------------------–=

CmRz

Cµ

gm v1 Rorπ CoCπv1

+

−

vo

+

−

iµ
im

Figure C.1 :  Simplified small signal model of the Miller stage in Fig. 5.17.

i

v2

rb

rπ 5355Ω=
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Ro: The output resistance of the second stage. Parallel of the output resistance of t

and PMOS cascode active load,Ro = 52KΩ.

Co: The loading capacitance of the second stage. Primarily determined by the

capacitance of the next stage transconductor,Co = 0.506pF.

Cm: The Miller capacitance, .

Rz: The Miller resistance at the maximum Q,Rz = 776.2Ω.

The open loop amplifier frequency responsei.e. when Rz → ∞ (no external Miller

feedback) can easily be obtained by substitutingCm with  in (C-3). The Poles and

RHP zero with no Miller capacitance are

p1 = − 2.41 MHz,p2 = − 331.5 MHz andz1 = + 258.0 GHz. (C-4)

and with Miller capacitance are whenRz = 0

p1 = − 46.48 KHz,p2 = − 2.86 GHz andz1 = + 3.0 GHz. (C-5)

As these numerical values show the effect the Miller capacitanceCm is to reducep1

significantly (producing a dominant pole) and to increasep2. Hence, the Miller capacitor

is sometimes called a pole-splitting capacitor [], [] too. As will be shownp1 is the entire

TC-amp dominant pole which can be expressed in terms of the input transcondu

and the overall TC-amp DC gain parameters. Assuminggπ» go andCm ≥ Co from (3)

one can show

. (C-6)

The differential DC gain of the TC-amp shown in Fig. 5.17 is equal to

(C-7)

where  is the input stage transconductance1 in Fig. 5.17 andRo1 the output

impedance of the first stage including the effect of the input impedance of the s

stage amplifier. The latter is approximated withrπ of the second stage amplifier. Reca

1. Since the input NMOS transistors are working in the triode regime and usually the small signa
parameters given in the HSPICE output file are not calculated very accurately for these device
thegm1 was directly measured from simulation.

Cm 0.8pF=

Cµ

p1

go gπ⋅
gmCm
----------------–=

Adc

vo +

vi –
-------------

vo + vo ––

vi + vi ––
--------------------------------- gm1 Ro1⋅( ) gmRo( ) gm1 rπ⋅( ) gm

1
go
-----⋅ 

 ⋅≈⋅= = =

gm1 i vi⁄=
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from Sec. 5.1.1 that the differential transconductance is defined asGm = i ⁄ (vi+ − vi−) =

gm1 ⁄ 2. So from (C-6) and (C-7) it is straight forward to show that

(C-8)

It should be noted because of the cross coupling in the transconductor shown in Fi

the total differential transconductor and DC gain of the entire cross-coupled c

represented byG′m andA′dc are twice as large asGm andAdc respectively. So one may

write the dominant pole versus the cross-coupled parameters

(C-9)

This is what was explained earlier as an important feature of a TC-amp which pro

a very dominant pole due to its high DC gain. For example, for the simulated TC

with a differential DC gain of 66.3 dB and unity-gain frequency 85.41 MHz it turns

that p1 = 41.35 KHz which is close to the result given in (C-5).

As mentioned a high DC gain with a low frequency dominant pole provides an a

flat −90° phase and a−20 dB/decade gain frequency response in a very wide freque

range as shown in Fig. 5.15. However, the second polep2 (at −2.86 GHz) in (C-5)

produces another  phase shift and the RHP zeroz1 (at +3.0 GHz) in (C-5)

contributes more in the integrator phase lead which deteriorates the integ

performance at the desired high frequencies further.

C.2 Effect of Miller Resistor (RHP zero to LHP)

It is well known that a resistor in series with Miller capacitance moves the RHP ze

the LHP, and can be used to overcome the excess phase produced by the secondp2

[]. Taking into account  and  effects shown in Fig. C.1. TheA, v and i in (C-1)

become

p1

gm1

AdcCm
-----------------

2Gm

AdcCm
-----------------= =

p1
2G'm

A'dcCm
------------------

ωo

A'dc
----------= =

90°–

Cµ Rz
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(C-10)

This is a third order system producing three poles and two zeros. The transmission

can be found by applying Cramer’s rule to (C-10) or by inspection from Fig. C.1

find

which implies

(C-11)

From (C-11) it can be shown that

(C-12)

where one can calculate the numerical values for the zeros of TC-amp integrator:

z1 = − 280.6 MHz and z2 = + 235.0 GHz.

Both zeros are real where one is in the LHP another in the RHP. However, the eff

the very high frequency RHP zero is negligible. The effect ofRz on a TC-amp integrator

is then creating a new LHP zero and moving the RHP zero from its previous locatio

5) to a much higher RHP frequency (recall that withoutRz the RHP zero was at+3.0

GHz). Therefore, one may simply say that the Miller resistor moves the RHP 

(having just a Miller capacitance) to the LHP, as mentioned in this section’s title.

This way one may exploit the new LHP zero phase lead to adjust the required 

A

s Cπ Cm+( ) gπ gz+ + gz– sCµ–

gz– gz sCm+ sCm–

sCµgm– sCm– s Cm Co Cµ+ +( ) go+

v V1 V2 Vo ,

=

= i I 0 0=

I m I µ+ gm V1 V1 sCµ
1

Rz 1 sCm( )⁄+
----------------------------------+ 

 ⇒⋅ gm V1⋅= =

s
2 1 CµCm gmRz–+

RzCµ
--------------------------------------------s

gm

RzCmCµ
---------------------–+ 0=

z1

gm

Cm gmRz 1 Cµ Cm⁄+( )–( )
-----------------------------------------------------------------–=

z2

gmRz 1 Cµ Cm⁄+( )–

RzCµ
----------------------------------------------------=
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resonator.

Another effect ofRz as shown in (C-10) is increasing the order of system, creatin

third pole. For low values ofRz, (C-5) can still be used for the first and second poles 

the third pole can be approximated by a high frequency LHP real pole at

. (C-13)

The root locus of the this system (the second stage Miller amplifier) with respect Rz

variation is shown in Fig. C.2. Two poles of the amplifier without the Miller capac

p3
1
Rz
----- 1

Cm
------- 1

Cπ
------- 1

Co
------+ + 

 –=

Figure C.2 :  Root locus of the second stage amplifier with respect toRz variation.
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(Rz = ∞) are shown byp1a andp2a respectively represented by “×” in Fig. C.2. The root

locus shown in Fig. C.2 is obtained from the solution of the third-order system giv

(C-10) for finiteRz values. The equations (C-1) and (C-3) demonstrate a second-

system forRz = ∞ which is a special case of the third-order system.

At Rz = ∞ (gz = 0) as shown in Fig. C.2 the equation (C-10) results in a pole at DC (s= 0)

which is cancelled out by a zero ats = 0. From (C-12) it can be observed that atRz = ∞,

z1 would be zero. This pole-zero cancellation in the third-order equation (C-10) refe

the second-order response with no Miller capacitor case given in (C-1) whenCm is

replaced byCµ.

As Rz decreases from some high finite values the real pole moves froms = 0 towards

some negative real LHP pole represented byp1b (for Rz = 0). At the same time the rea

poles represented byp1a andp2a first merge at some point in the real axis then depar

a complex conjugate pair on the trajectory shown in Fig. C.2. Finally they approac

poles represented byp2b andp3b at Rz = 0. Again it should be noted that atRz = 0 the

third pole given in (C-13) and the zero shown byz2 in (C-12) both would be infinity at

LHP. This indicates another pole-zero cancellation whenRz → 0 which is shown in Fig.

C.2 too. Therefore there are only two poles atRz = 0 obtained from (C-3) and calculate

in (C-5) represented byp1b andp2b in Fig. C.2. It should be noted that the three poles 

the maximum Q (Rz = 776.2Ω shown in Fig. 5.14) are represented by ‘∗’ in Fig. C.2.

The zero locus of the second stage circuit respect toRz variation is shown in Fig. C.3. As

shown in the figure the second stage zeros are always real. At two limitsi.e. Rz → ∞ and

Rz → 0 as shown in Fig. C.2 and Fig. C.3 there are pole-zero cancellation ats → 0 ands

→ −∞ respectively which leaves the second stage with one zero:  atRz = ∞ and

 atRz = 0. AsRz decreases from infinity the LHP zero moves froms= 0

towards −∞ and the RHP zero moves from  to a final destinat

 whenRz = 0. The two zeros for the maximum Q (Rz = 776.2Ω shown

in Fig. 5.14) are represented by ‘z∗’ in Fig. C.3. As shown the RHP zero (RHPz∗) has

not moved too much from its initial place (258 GHz→ 235 GHz) while the LHP zero

(LHP z∗) has made a significant move from origin to−280.6 MHz. As will be shown

shortly this is the major effect ofRz for the excess phase adjustment in a TC-a

gm Cµ⁄

gm Cm Cµ+( )⁄

gm Cµ⁄

gm Cm Cµ+( )⁄
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C.3 First Stage Transconductor

So far we have presented a small signal analysis for the second stage amplifier. T

complete understanding of the high frequency performance of the circuit we ne

analyze the first stage transconductor too. A small signal model for the first 

transconductor shown back in Fig. 5.10 and Fig. 5.17 is shown in Fig. C.4. This 

signal model shows the input NMOS−BJT cascode stage ignoring the BJT ba

resistancerb. The current sourcegmQ1·vbe can be replaced by a resistance  

simplify the circuit further. This resistance combined with the parallel resistancerπ1

determines the resistance to ground from node “e” (in Fig. C.4):

.

It can be shown that the small signal transfer function of the first stage transcon

shown in Fig. C.4 is:

1
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z
gm
Cµ
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z∗: zeros of the second stage at
the maximum Q,Rz = 776.2Ω.

Real partσ: (Hz)

Figure C.3 :  Zero locus of the second stage amplifier with respect toRz variation.
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whereC2 is the total capacitance to ground in node “e” emitter of the cascode BJT. If th

input NMOS transistor gain is defined as  from Miller’s theorem one 

obtain that

.

Therefore the dominant pole and zero of the first stage transconductor are:

(C-15)

The numerical values of the parameters in this model obtained from HSP

simulations of the realized BiCMOS transconductor are as follows:

gmQ1: The transconductance of the cascode bipolar transistor. For a collector curr

1.58 mA,gmQ1 = 56.31 mS.

rπ1: Base-emitter resistance of BJT cascode transistor,rπ1 = 1336Ω.

Cµ1: Collector-Base capacitance of cascode BJT transistor,Cµ1 = 10.6 fF.

Cπ1: The cascode BJT’sCπ, Cπ = 0.664 pF.

Vo1

Vi
---------

sCgd1 gm1–

sC2 1 re1⁄+
------------------------------=

Figure C.4 :  Simplified small signal model of the first stage transconductor.

Cgd1

gm1·v1 gds1 Cµ1Cgs1vi

+

−

vo1

+

−

rπ1 Cπ1

gmQ1 vbe

vbe

e

Av1 ve vi⁄=

C2 Cπ1 Cgd1 1 1 Av1⁄–( )+=

z11

gm1

Cgd1
------------=

p11

gmQ1 gπ1 gds1+ +

Cπ1 Cgd1 1 1 Av1⁄–( )+
-----------------------------------------------------------–=
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gm1: The transconductance of the input NMOS transistor. For a DC operating po

Vds of 77 mV,gm1 = 271.6µS.

Cgd1: The drain to gate feedback capacitance of the input NMOS transistor,Cgd1 = 71 fF.

Cgs1: The input gate capacitance of the input NMOS transistor,Cgs1 = 72 fF.

gds1: The NMOS transistor drain to source admittance,gds1 = 10.8 mA/V.

Av1: The voltage gain from the gate of the NMOS transistor to its drain.Av1 = −44.5 dB.

From the given numerical parameter values the zero and pole of the first 

transconductor defined in (C-15) would be

p11 = − 853.5 MHz andz11 = + 608.8 MHz. (C-16)
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Recall 3.1.3 that a continuous-time sate space can be expressed as
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bcŷ τ( ) τd
t0

t

∫+=
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