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Foreword

The stunning continued reduction in the size of IC structures is bringing inter-
connect reliability at the scale of individual atoms to the forefront of concern in the
dependability of fielded electronic devices. That observation includes several
important aspects. First is that the concern is for fielded devices, that is for voids
and other material defects that come to exist and affect the component after the
overall product is in operation for days, weeks, or months. Second is that the
concern is for the anticipated integrity of the interconnect at the scale of individual
atoms.

The physical processes responsible for these concerns are not new. These pro-
cesses have always been present in fielded devices; however, the IC designs
implemented by earlier technologies were robust to the defects introduced. Whereas
with the present and planned IC structure scales, the material defects constitute
dramatic damage or resistance change in the interconnect, thus possible failure or
incorrect operation of the IC.

Specifically of concern here are migration processes: electro-, thermal, and stress
migrations. The authors of this volume bring years of experience in academic and
industrial circuit layout design and in the operational integrity of implemented
designs to the elucidation of the current and coming design problems associated
with electromigration. In particular, the authors have extensive experience in
investigating devices (ICs and PCBs) that failed—often exposed to high current
densities, amplified by extreme environmental conditions, for example the elec-
tronic devices that are omnipresent in automobile electronics. In this book, the
authors present their knowledge for a broad audience. The information is well
structured and written in a style professionals and engineering students will find
accessible.

However, for both professional designers and engineering students, a full
appreciation of design countermeasures for electromigration-induced defects is only
possible with a deep understanding of the inner workings of electromigration. To
this end, a thorough introduction to electromigration is presented and set in its
relationships to thermal and stress migration processes that are also critical in this
small scale. The authors augment the fundamental introduction to electromigration
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with the presentation of finite element modeling for analyzing electromigration
effects in specific design situations.

The authors correctly argue that in the overall IC design process, the phase in
which attention to electromigration mitigation should be focused is the
layout-synthesis stage. In this context, present design methodology is described
with options for modifying that methodology to encompass design principles for
the prevention of debilitating defects due to electromigration. In addition, measures
indicating the robustness of the resulting interconnect to electromigration effects are
formulated from an analysis of relevant technological developments.

The extensive experience of the authors provides the basis for their advice on
detailed applications for the principles in very specific and important components of
ICs. Their skills as educators are evident in the presentation, as circuit designers
will certainly be able to use the advice in their own designs requiring increased
current-density limits with the overall goal of reducing the negative impact of
electromigration on the circuit’s reliability. Thus, professionals and engineering
students will find it possible to apply the advice in today’s IC layout design.

The continued progression of reductions in the size of IC structures expected due
to developments in micro- and nanoelectronics, however, will soon require new
methods. The authors, thus, turn to the future making proposals for further
electromigration-aware IC design principles. These proposals are placed in the
context of the future outlook in this field as a whole.

This unique book provides the fundamental science necessary for a sound
grounding from which to make practical use of the complete and indispensable
application-oriented information regarding the electromigration-aware design of
electronic systems. It is a foundational reference for today’s design professionals, as
well as for the next generation of engineering students.

Charlottesville, VA, USA Prof. Worthy Martin
Associate Professor of Computer Science

University of Virginia
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Preface

Simplicity is prerequisite for reliability.

Edsger Dijkstra (1930–2002)

Today’s integrated circuits are among the most complex engineering products ever
built by mankind. Every day and around the world, seemingly without notice,
billions of transistors work flawlessly in our cell phones and other electronic
gadgets; the failure of a single transistor alone could render the entire system
useless. Having these systems work at all is a testament to the elevated reliability
of the components of which they are composed, commonly expressed in “failure in
time (FIT)” units. That we define a single unit of FIT as the number of failures that
occurs in 109 device-hours of operation, which is approximately 114,000 years, is
no accident—it impressively illustrates the huge reliability requirement of today’s
microelectronic components.

Today’s microelectronics revolution all started with the so-called first generation
of modern electronics, the invention of electronic switches and miniature vacuum
tubes by 1942. The first large-scale computing device, the Electronic Numerical
Integrator and Computer (ENIAC), which contained 20,000 vacuum tubes, was an
early and extraordinarily impressive result. However, it had reliability issues right
from the start—several tubes burned out almost every day, leaving ENIAC
non-functional about fifty percent of the time.

Then came the second generation, based on the discovery of the transistor in
1948. This period was mainly characterized by the switch from vacuum tubes to
smaller, and much more reliable, transistors.

The 1960s saw the dawn of the third generation of electronics, ushered in by the
development of integrated circuits (IC). Together with semiconductor memories,
such as random-access memory (RAM) and read-only memory (ROM), they
enabled increasingly complex system designs. Subsequently, we witnessed the first
microprocessor in 1971. Then in 1973, Motorola developed the first prototype
mobile phone, in 1976 Apple Computer introduced the Apple I, and in 1981 IBM
introduced the IBM PC. These developments foreshadowed the iPhones and iPads
that became ubiquitous at the turn of the twenty-first century.
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As semiconductor fabrication improved, enabling larger and larger numbers of
transistors to be integrated on a single chip, it became imperative for the design
community to turn to computer-aided design to address the resulting problem of
scale. It was an amazing self-supporting cycle: computer-aided design was facili-
tated by the improvements in the speed of computers, which were in turn used to
create the next generation of computer chips, resulting in their own further
improvement!

Throughout history, no other technical law has been as reliable and influential as
Moore’s Law. It fueled the PC revolution in the 1980s, the Internet in the 1990s,
social media in the 2000s, and now the machine learning revolution. New electronic
systems extend our senses, helping us see, helping us navigate, and helping us drive
safely. Their impact reaches far beyond gadgets: electronic systems affect the way
humans work and live. We have truly become a society immersed in mobile
electronic devices.

Our increased dependence on electronic systems shines an intense light on their
reliability. After all, a system is only as reliable as its weakest link. For example, as
our chip structures become smaller and smaller, causing interconnect cross-sections
to be continuously scaled down in size, we face increased migration problems,
notably electromigration (EM), within our circuit interconnects. Hence, the last
several years have seen a tremendous increase in electromigration-aware design
approaches. It is now well-accepted wisdom that EM risks arising from ever-smaller
structure sizes will become increasingly prominent in the future. If we want to
continue producing working circuits in ever-decreasing sizes, we must significantly
increase investment in reliability-promoting design methodologies.

This is where this book comes in. The aim is to examine the measures available
for designing and manufacturing an electromigration-robust, and hence, reliable
integrated circuit; to compare such measures with one another; and to investigate
their use in practical, up-to-date design flows. The book not only provides a
comprehensive overview of electromigration and its effects on the reliability of
electronic circuits, it also introduces the physical process of electromigration and its
crucial relationship with current density. The overall goal is to give the reader the
requisite understanding and knowledge for adopting appropriate countermeasures.

A book of such considerable scope and depth requires the support of many. The
authors wish to express their warm appreciation and thanks to all who helped
produce this publication. We would like to mention in particular Martin Forrestal
for his key role in writing a proper English version of our manuscript. Our warm
thanks go to Dr. Mike Alexander who has greatly assisted in the preparation of the
English text; his knowledge on the subject of this book has been appreciated. We
thank Andreas Krinke for his contribution to analog design issues and Dr. Frank
Reifegerste for the cover design. We also wish to sincerely thank Göran Jerke of
Robert Bosch GmbH for his input on determining application-robust design rules,
such as current-density limits (Sect. 3.4). Thanks are also due to VDI Verlag for
allowing us to reprint excerpts from Matthias Thiele’s PhD thesis (VDI Series 9,
No. 395). We also thank Petra Jantzen of Springer for being very supportive and
going beyond her call of duty to help out with our requests.
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Rapid progress will continue to be made in electromigration research and
electromigration-aware design in the years to come, perhaps by some of the readers
of this humble book. The authors are always grateful for any comments or ideas for
the future development of the topic and wish you good luck in your careers.

Dresden, Germany Jens Lienig
Matthias Thiele
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Chapter 1
Introduction

This chapter provides an overview of the evolution of microelectronics and relates it
to the contents of this book, namely electromigration issues that arise during
integrated circuit (IC) design and how such issues are best avoided and managed.
The increasing importance of electromigration in IC design can be understood in
the context of two broad developments that we explore in this chapter. First, we
show that present and future development in the semiconductor industry is moving
toward ever-higher current densities. And second, we discuss how boundary values
for approved operation in the IC’s interconnect, such as maximum tolerable current
densities, are shrinking (and will continue to shrink) due to smaller structure sizes.
As a consequence of these two fundamental and contradictory developments, we
show how electromigration issues are becoming a crucial, and indeed in many cases
critical, IC design criterion, which motivates their in-depth study in this book. The
chapter concludes with an overview of the book’s more detailed content, which the
reader should now be able to relate to these two broad developments.

1.1 Development of Semiconductor Technology

Adefining and consistent aspect throughout the history ofmicroelectronics has been a
continuous reduction in semiconductor scale, often termed “Moore’s Law” [Moo65].
Year after year, we have seen circuit densities grow, as more and more transistors—
each generation of transistors having smaller and smaller physical sizes—are able to
be packed onto IC dies. These transistors and their interconnect are constructed of
literally microscopic features, with feature resolutions of only a few tens of
nanometers now being the order of the day. The trend is toward structures spanning an
ever-decreasing number of atomic layers.

The primary drivers behind these reductions in semiconductor scale and the
corresponding increase in density are cost efficiency and increased reliability.
Small-scale semiconductors offer many benefits—for example, more functions can

© Springer International Publishing AG, part of Springer Nature 2018
J. Lienig and M. Thiele, Fundamentals of Electromigration-Aware
Integrated Circuit Design, https://doi.org/10.1007/978-3-319-73558-0_1
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be integrated on an IC chip having the same surface area. In addition, the ability to
perform more tasks using fewer integrated circuits also reduces costs. Alternatively,
if we keep functionality the same, we can reduce chip size, which leads to lower
costs and more compact systems with an increased chip count per wafer.

The desire for high reliability is one of the primary drivers for the continuous
reduction in size, leveraging the specific probability that there are flaws in the
wafer. In order to function properly, an IC must be located in a section of the wafer
that is free of defects. Smaller chips and smaller transistor sizes increase the
probability that they are located between the flaws, which increases the yield.

In addition to these benefits that arise solely from the reduced space require-
ments of individual transistors, there are additional drivers behind the quest for
smaller structures. Small field-effect transistors (FET) have low gate capacitances,
which is a favorable property as they are recharged during transistor operation. As a
result, FETs can be recharged at higher frequencies with the same current, due to
the reduction in the charge required.

The International Technology Roadmap for Semiconductors (ITRS) is a review
of future semiconductor technologies, produced by a group of semiconductor
industry experts. The detailed documents in this report provide the best guidance on
the directions of semiconductor research, using time lines that extend roughly
15 years into the future. The prognoses are based on currently available tech-
nologies and extrapolations of developments that have taken place to date. It is
worth noting that the report contains parameters, such as current densities and
interconnect track widths, which are critical for investigating electromigration and
its effects.

The technology parameters from the ITRS that are of critical interest in this book
are listed in Table 1.1. As we will discuss in subsequent sections in more detail,
these parameters show two alarming trends. First, while the maximum currents
(upper section, last line) are shrinking, the more marked decrease in cross-sectional
areas (middle section, last line) leads to increasing current densities. Second,
smaller interconnects require higher current densities to perform their intended
functionality (lower section, last line), while at the same time tolerable
current-density limits are shrinking (lower section, upper line).

The key parameters of Table 1.1 are plotted in Fig. 1.1 to illustrate their
expected trajectories.

According to ITRS predictions, the maximum possible clock frequencies for
microprocessors will increase to over 8 GHz in 2024 [ITR14]. These higher clock
frequencies will enable further performance enhancements for integrated circuits,
including increased functionality.

Significant work will be required to reduce power dissipation, in particular to
overcome thermal problems. This can be achieved by reducing currents at these
increased frequencies, thereby not exhausting the increased frequency options. In
addition, smaller transistors with lower voltages can be deployed as well, which
further contribute to a reduction in power dissipation. For example, core voltages in
CPUs with low power dissipation are as small as 0.55 V [Int17].
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Table 1.1 Technology parameters based on the ITRS [ITR14]; maximum currents and current
densities for copper at 105 °C

Year 2016 2018 2020 2022 2024 2026 2028

Gate length (nm) 15.34 12.78 10.65 8.87 7.39 6.16 5.13

On-chip clock frequency
(GHz)

6.19 6.69 7.24 7.83 8.47 9.16 9.91

DC equivalent maximum
current (µA, four gates)a

29.09 23.19 16.52 12.40 9.99 7.89 5.91

Metal 1 properties (Interconnect)

Width—half-pitch (nm) 28.3 22.5 17.9 14.2 11.3 8.9 7.1

Aspect ratio 2.0 2.0 2.0 2.1 2.1 2.2 2.2

Height (nm)a 56.7 45.0 35.7 29.8 23.6 19.6 15.6

Cross-sectional area
(nm2)a

1607.2 1012.5 637.8 421.9 265.8 175.4 110.5

DC equivalent current densities (MA/cm2)

Maximum tolerable
current density
(w/o EM degradation)b

3.0 1.8 1.1 0.7 0.4 0.3 0.2

Maximum current density
(beyond solutions are
unknown)b

15.4 9.3 5.6 3.4 2.1 1.2 0.7

Required current density
for driving four inverter
gates

1.81 2.29 2.59 2.94 3.76 4.50 5.35

EM to be expected Solutions unknown
Values from ITRS [ITR14]
aCalculated values, based on given width W, aspect ratio A/R, and current density J, calculated as
follows: layer thickness T = A/R � W, cross-sectional area A = W � T, and current I = J � A
bValues taken from Fig. INTC9 of ITRS [ITR14]
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Fig. 1.1 Trajectories of key technology parameters according to [ITR14]. As current reduction is
constrained by increasing frequencies, the more marked decrease in cross-sectional areas
(compared to current reduction) gives rise to increased current densities in ICs. Note the
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1.2 Interconnect Development

The use of different materials—more especially the transitions between such
materials—as well as reductions in structure size and associated technological
adaptations greatly impact chip characteristics. This is especially true for the in-
terconnect—the physical layout of the wires on a chip, which connect the tran-
sistors according to the network topology given by the circuit’s netlist.

Copper has replaced aluminum as an interconnect material, and this has resulted
in a significant change in interconnect failure modes. While copper is far more
resilient to migration processes compared with aluminum, other diffusion paths are
now of increased importance. In addition, copper tends to diffuse more into the
surrounding dielectric. The solution to these problems required significant devel-
opments in fabrication techniques, and include new methods for patterning the
metal, as well as the introduction of barrier metal layers to isolate the silicon from
potentially damaging copper atoms.

The use of different types of barrier materials between copper and the dielectric
is the focus of much research. It is therefore quite possible that with the advent of a
new technology, barrier characteristics may change considerably. This in turn
affects characteristics, such as intrinsic activation energy at the surface, the
mechanical stability of the composite or process temperatures and, thus, the
mechanical tension in the metallization layers.

The dielectric surrounding the interconnect likewise directly influences the
interconnect characteristics. This is especially true if low-k materials, i.e., materials
with a low dielectric constant k1 relative to silicon dioxide, are used instead of the
standard silica. Due to the lower stiffness of low-k materials, interconnects
embedded in them are much more prone to electromigration. Indeed, the likelihood
of electromigration damage is greater as mechanical loads that could prevent a
possible extrusion are smaller due to the lower Young’s moduli of these materials
[Tho08].

Scenarios in which alternative materials are used for interconnect are described
in the ITRS as well. A complete change of interconnect material has major con-
sequences for wiring reliability. Different carbon configurations, such as carbon
nanotubes (CNT) or graphene, are typical examples of interconnect materials of the
future with their high current-carrying capacities (Fig. 1.2).

The choice of materials for vias, i.e., the vertical connections between (metal)
layers, also has a tremendous impact on chip reliability and performance. In par-
ticular, the present move to three-dimensional ICs (Fig. 1.3) is raising the impor-
tance of considering via characteristics in design. The increasing deployment of

1Although the proper symbol for the dielectric constant is the Greek letter j (kappa), such
materials are referred to as being “low-k” (low-kay) rather than “low-j” (low-kappa).
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through-silicon vias (TSVs), which are vertical electrical connections passing
completely through a silicon wafer, alters the design constraints for the wiring layers
[KML+12, KYL12]. On the one hand, portions of the chip layers cannot be used for
routing, and on the other, there are areas in the neighborhood of TSVs where
mechanical tensions impact the interconnects and transistors [PPL+11, PPP+11].

1.3 The Rise of Electromigration

Since this book focuses on electromigration (EM) issues, let us now investigate
how the future developments of the semiconductor and interconnect technologies
may significantly affect the electromigration problem.

As we will describe in detail in Chap. 2, the process of electromigration in the
electrical interconnect of an integrated circuit (IC) is a major concern for IC
designers. If electromigration is not effectively understood and mitigated during the
design stage, when the IC is subsequently deployed and operated, electromigration
can lead to (i) open circuits due to voids and to (ii) unintended electrical connec-
tions (i.e., shorts) due to hillock or whisker failures, resulting in faulty IC operation.
Because of the nature of the electromigration process, which may take weeks,

Planar CMOS

Copper (Cu) with tungsten (W) contacts

Tungsten (W) loc int Cu doping

FinFET HNW

µ-enh

Stacked 3D-IC VNW Graphene wire, CNT via

2D-C, MoS

eNVM Monolithic3D-IC

Opto I/O NEMS 1D-CNT

Opto int Spintronics

2010 2015 2020 2025

Complexity

Interconnect

Transistors

Aluminum (Al) 

Fig. 1.2 Past and future development of interconnect and transistor technologies [YCS+13]
(Tungsten (W) loc int: tungsten local interconnect (metal 0), FinFET: fin field-effect-transistor,
HNW: horizontal nanowire, l-enh: mobility enhancement, VNW: vertical nanowire, 2D-C, MoS:
two-dimensional carbon (graphene), metal on semiconductor (metal gate), eNVM: embedded
non-volatile memory, Opto I/O: optical input and output, NEMS: nanoelectromechanical systems,
1D-CNT: one-dimensional CNT-transistor, Opto int: optical interconnect, Spintronics: spin
transport electronics)
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months, or even years to occur, the sudden faulty operation of the IC may be
particularly unexpected, detrimental, or costly (e.g., requiring a product recall).

As we will show in the following chapters, electromigration is the result of
excessive current densities. The current density J is calculated from the quotient of
the flowing current I and the cross-sectional area A of the interconnect:

J ¼ I
A

ð1:1Þ

The development of currents in the future (which will increase I in the numerator
of Eq. 1.1, thereby increasing J), and of interconnect track parameters, such as the
cross-sectional area (which will decrease A in the denominator of Eq. 1.1, thereby
also increasing J), are clearly critical in the context of electromigration.

By way of a first step in analysis, we note that Table 1.1 (upper section) shows a
(favorable) reduction in currents over time, due to lower supply voltages and
shrinking gate capacitances. However, it is important to understand that as current
downscaling is constrained by increasing frequencies, the more marked decrease in
cross-sectional areas (compared to current downscaling) will result in increased
current densities J in ICs going forward (Fig. 1.4).

To make matters worse, the maximum tolerable current densities are shrinking at
the same time due to smaller structure sizes. These concerning trends are captured
in Table 1.1 (lower section). The inevitable conflict between rising current densities
and falling limit values is depicted in detail in Fig. 1.5.

It is useful to analyze the trends and relationships in Fig. 1.5, to better under-
stand the source and causes of electromigration issues. We note that the intercon-
nect track width correlates directly with the gate length of the transistors. It equates
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Fig. 1.3 Evolution of 3D integration technology where “vertical interconnects,” such as
through-silicon vias (TSVs), are gaining importance [KSE+17]. Originating with package stacking,
3D integration has evolved through interposer-based systems toward TSV-based 3D ICs and is
currently on its path toward monolithic 3D ICs. While TSV-based and monolithic 3D ICs offer the
highest integration densities, interposer systems facilitate an easy heterogeneous integration

6 1 Introduction



approximately to the smallest possible structure size of the respective technology,
that is, half the grid dimension of the respective metallization layer. The on-going
reduction in structure size enables higher frequencies and lower voltages.
Considering the gate capacitances and associated charges needed for securely
operating the transistors, the required currents in the interconnects only slowly
decrease in magnitude (see (1) in Fig. 1.5). Data tells us they halve approximately
every five years [ITR14, ITR16].

Furthermore, cross-sectional areas (see (2) in Fig. 1.5) are reducing in size
quadratically in relation to the width within three years to about 50% of their
original size. This is because the aspect ratio of the interconnects, that is, the ratio of
height to width, can only be very slowly increased [ITR14, ITR16]. The effect of
the down-sizing of cross-sections is that the sizes of critical voids are decreasing as

1

Current I

Cross-sectional area A

Current density

Time

Fig. 1.4 Projected current densities over the coming years resulting from decreasing interconnect
cross-sections and only slightly falling currents [ITR14, ITR16]
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Fig. 1.5 The evolution of interconnect parameters leads to a conflict caused by the required rising
current densities coupled with falling limit values (see also Table 1.1)
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well, which in turn leads to EM-induced malfunctions. Interconnect properties are
increasingly subjected to side effects: while on the one hand the barrier component
of the overall cross-section is rising, the specific resistance of the interconnect track
is increasing due to the scattering effects of electron conduction. Both side effects
accelerate the characteristic heat increase (Joule heating) of the interconnect.
Hence, the reduction in cross-sectional area causes a reduction in allowed current
densities (see (3) in Fig. 1.5) for constant durability. There is a 50% decrease in the
permissible current density every three years, according to [ITR14, ITR16].

The following conclusion can also be drawn from (1) and (2) in Fig. 1.5: The
current densities required to operate an integrated circuit with decreasing structure
sizes double approximately every eight years (see (4) in Fig. 1.5). This is directly
opposed to falling current-density boundaries (3), as these opposing trends exac-
erbate the problem of rising current densities. This development (4) will cause a
technological hurdle even if current-density boundaries are maintained at their
present levels.

If required current densities exceed approved boundaries, this will spell the death
knell for technological progress as we know it in this area. And, according to the
ITRS [ITR14, ITR16], approved current densities are increasingly exceeded, which
makes this topic of immediate concern for IC design.

1.4 Motivation and Structure of This Book

Integrated circuits have far greater reliability than circuits consisting of discrete
components; this advantage is driving semiconductor scale reductions and associ-
ated investments in advanced technologies.

Unfortunately, increasingly small IC structures begin to have a significant
negative impact on reliability, as the cross-sectional areas of the metallic inter-
connects in the ICs are diminished in size. The problem arises because the required
currents cannot be reduced to the same extent—even by reducing the supply
voltages and gate capacitances. This is illustrated in Fig. 1.6, where the required
current densities to drive four inverter gates, for example, increase over time as a
consequence of decreased structure size.

To make matters worse, the maximum tolerable current densities are shrinking at
the same time due to smaller structure sizes (see Fig. 1.5). As already mentioned,
the reason for this is that small voids and other material defects, which could have
been tolerated in earlier technology nodes, cause increasingly dramatic damage and
side effects to the wires with shrinking metal structures. Thus, maximum tolerable
current densities will have to decrease to maintain the required interconnect relia-
bility. As a result, the ITRS indicates that all minimum-sized interconnects will be
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increasingly EM-affected, potentially limiting any further downscaling of wire sizes
(Fig. 1.6, yellow barrier).

Furthermore, the total length of interconnect per IC will continue to increase. As
a consequence, reliability requirements per length unit of the wires need to increase
in order to maintain overall IC reliability. This accepted wisdom is contradicted by
the future decrease in interconnect reliability due to electromigration—as noted
above. The ITRS thus states that no known solutions are available for the
EM-related reliability requirements that we will face in the near future (Fig. 1.6, red
barrier).

Measures to handle electromigration, such as current-dependent routing or the
adaptation of the track width in highly loaded interconnects, are de rigueur today
for designing analog integrated circuits. As a result of structural miniaturization,
digital integrated circuits are now also affected by the problem of increasing current
densities and accompanying EM. Typical measures, such as increasing the inter-
connect width, common in analog circuit design, cannot be deployed in these much
more complex digital circuits. Such measures would work against the reduction in
structure size and prevent further scaling. New approaches are therefore required to
avoid EM damage in digital circuits, as a result of falling semiconductor scale.
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Fig. 1.6 Evolution of required and maximum current densities in IC interconnect [ITR14,
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This book presents measures for layout design for avoiding damage caused by
EM in both digital and analog ICs. We determine parameters for every measure so
that the usability and suitability of a specific measure can be determined as a
function of the technology used. Approved current densities can thus be increased
at the critical places by means of local layout modifications. This ensures that
current densities in the yellow section in Fig. 1.6 are tolerated as well. The aim
essentially is to avoid exceeding approved current densities by enlarging reliability
limits. This book provides the reader with the necessary knowledge to overcome
such design challenges.

It is particularly important that the proposed measures be applied at the
physical-design stage and especially for the routing step. The reason for this is that
good interconnect routing allows the optimal utilization of measures for promoting
EM robustness. Interventions at a later stage in the design process, typically
involving layout modifications, are much less effective, because fewer modification
options are available at this later stage. On the other hand, currents cannot be
precisely specified before the layout is generated, as a physical network topology is
needed to provide detailed current knowledge.

The fundamental physical problem of EM will be examined to the core in
Chap. 2, as this knowledge is a requisite for adopting appropriate countermeasures.
After first explaining the physical causes of EM, we introduce influencing factors
arising from the specific circuit technology, the environment, and the design. We
then investigate detailed EM mechanisms with regard to circuit materials, fre-
quencies, and mechanical stresses. IC designers must be especially aware of thermal
and stress migration; both are introduced and described in their interaction with
EM.

Chapter 2 also outlines the principles of a migration analysis through simulation.
This honors the importance of finite element modeling (using the finite element
method, FEM) in EM analysis and enables the reader to develop and apply similar
modeling and simulation techniques.

Chapter 3 presents options for modifying the present design methodology to
encompass EM prevention. Analog and digital designs are considered separately in
this context as the respective measures differ for both. Understanding that knowl-
edge of the currents flowing in interconnects is a fundamental requisite for an
EM-aware design flow, we will discuss the different types of currents encountered
and show how sensible current values can be determined.

The key parameter for EM prevention is the maximum permissible boundary
value of the current density in the wires. This parameter is, however, dependent
on the intended use of the IC, which is why so-called mission profiles are created
to determine such values. Chapter 3 describes how robust current-density
boundary values (limits) can be determined, using application and reliability
specifications.

Fundamental procedures for current-density verification are examined as well.
Methods for eliminating problems, identified during current-density verification, by
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means of layout adjustment are presented. Finally, we put forward a number of
approaches for increasing current-density boundary values, based on our assess-
ment of current technological trends.

While Chap. 3 outlined options to address EM in today’s physical design of
electronic circuits, Chap. 4 describes in detail the EM-inhibiting effects that these
options are based on. The goal of this chapter is to summarize the state of the art in
EM-mitigating effects. This knowledge is presented such that a circuit designer can
use it to increase current-density limits with the overall goal of reducing the neg-
ative impact of EM on the circuit’s reliability. We will show how approved current
densities can be increased by means of local layout modifications. Detailed appli-
cation advice concludes each presented measure.

We also consider material-related options to reduce EM, such as surface pas-
sivation, and the use of EM-robust materials, such as carbon nanotubes.

In Chap. 5, we summarize our findings, make proposals for further EM-aware
integrated circuit design, and present the future outlook in this field, along with
expected developments in micro- and nanoelectronics.
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Chapter 2
Fundamentals of Electromigration

Having shown in Chap. 1 that the future development of microelectronics will lead
to more and more electromigration problems, let us now investigate in detail the
actual low-level migration processes. A solid grounding in the physics of electro-
migration (EM) and its specific effects on the interconnect will give us the
knowledge to establish effective mitigation methods during the design of integrated
circuits (ICs).

We first explain the physical causes of EM (Sect. 2.1) and then present options
to quantify the EM process (Sect. 2.2), which enable us to effectively characterize
key aspects of the process and its effects. In Sect. 2.3, we introduce EM-influencing
factors arising from the specific circuit technology, the environment, and the design.
We then investigate detailed EM mechanisms with regard to circuit materials,
frequencies, and mechanical stresses (Sect. 2.4).

Since EM is closely related to other migration processes, such as thermal and
stress migration that also occur in the conductors of electronic circuits, we examine
their interdependencies (Sect. 2.5). IC designers must be especially aware of
thermal and stress migration; both are introduced and described in their interaction
with EM.

Finally, Sect. 2.6 outlines the principles of a migration analysis through simu-
lation. This honors the importance of finite element modeling (using the finite
element method, FEM) in electromigration analysis and enables the reader to
develop and apply similar modeling and simulation techniques.

2.1 Introduction

The reliability of electronic systems is a central concern for developers, which is
addressed by a variety of design measures that include, among others, the choice of
materials to best suit an intended use. As the structural dimensions of electronic
interconnects are downscaled (Chap. 1), new factors that reduce reliability and that
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previously could be ignored now come to bear. In particular, material migration
processes that occur in electrical interconnects during IC operation can no longer be
ignored during IC design and development.

Material migration is a general term that describes various forced material
transport processes in solid bodies. These include (1) chemical diffusion due to
concentration gradients, (2) material migration caused by temperature gradients,
(3) material migration caused by mechanical stress, and (4) material migration
caused by an electrical field. This last case is often referred to as electromigration,
which is the subject of this chapter (and the book); we describe its relationship to
the other migration processes (1)–(3) in Sect. 2.5.

Current flow through a conductor produces two forces to which the individual
metal ions1 in the conductor are exposed, the first of which is an electrostatic force
Ffield caused by the electric field strength in the metallic interconnect. Since the
positive metal ions are shielded to some extent by the negative electrons in the
conductor, this force can safely be ignored in most cases. The second force Fwind is
generated by the momentum transfer between conduction electrons and metal ions
in the crystal lattice. This force, which one may visualize by analogy as a breeze or
wind blowing through the leaves of a tree, acts in the direction of the current flow
and is the primary cause of electromigration (Fig. 2.1).

If the resulting force in the direction of the electron wind (which also corre-
sponds to the energy transmitted to the ions) exceeds a given trigger known as the
activation energy Ea, a directed diffusion process starts. (In our earlier analogy, a
leaf has been blown off the tree by the wind.) The resulting material transport takes
place in the direction of the electron motion, that is, from the cathode (-) to the
anode (+).

Interaction of  
electric field on 
metal ions

Force on metal ions (Cu+) 
resulting from momentum transfer 
from the conduction electrons

Anode
+

Cathode
-

E
-

-

-

Cu+

-

Fwind Ffield

<<

Fig. 2.1 Two forces act on metal ions (Cu) that make up the lattice of the interconnect material.
Electromigration is the result of the dominant force, that is, the momentum transfer from the
electrons that move in the applied electric field E

1The crystal lattice of metals is built up of ordered metal ions with an “electron fog” in-between,
consisting of shared free electrons. The terms metal atoms and metal ions are considered equiv-
alent in this context.
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The actual diffusion paths are material dependent and are mainly determined by
the size of their respective activation energies. Every material has multiple, different
activation energies for diffusion, namely for diffusion (i) within the crystal,
(ii) along grain boundaries, and (iii) on surfaces (Sect. 2.3.1). The relationships
between the individual energy levels determine which of the diffusion mechanisms
(i)–(iii) dominates, as well as the composition of the entire diffusion flux.

If one could assume the material transport was homogeneous at every location in
the wiring, there would be no change throughout the interconnect: the same amount
of material would be replenished as would be removed. However, the wiring of a
fabricated IC chip contains numerous required features that result in inhomo-
geneities; as a result, the diffusion is also inhomogeneous. Among the features and
resulting inhomogeneities encountered in chip designs are

• ends of interconnects,
• changes in the direction of interconnects,
• change of layers,
• varying current densities due to changes in interconnect cross-sections,
• changes to the lattice or the material,
• already existing damage or manufacturing tolerances,
• varying temperature distributions, and/or
• mechanical tension gradients.

These inhomogeneities cause divergences in the diffusion flow, leading to metal
depletion or accumulation in the vicinity of such inhomogeneities. Such depletions
and accumulations in turn result in damage to the interconnect, due to voids and
interconnect breaks or hillocks that cause short circuits (Fig. 2.2). Another result of
EM in wires is whiskering, which is a crystalline metallurgical phenomenon
involving the spontaneous growth of tiny, filiform hairs from a metallic surface (see
Fig. 2.2, right). Whiskers can cause short circuits and arcing in electronic circuits.

The two types of depletion that cause damage in integrated circuits are known as
line depletion and via depletion (Fig. 2.3). Electron flow from a via to a line can

Hillocks

Voids

Grain boundaries

Whiskers

Fig. 2.2 Hillock and void formations in wires due to electromigration (left, photographs courtesy
of G. H. Bernstein und R. Frankovic, University of Notre Dame). Whisker growth on a conductor
is shown on the right
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cause line depletion due to obstructed material flow through the cap and liner
layers. Reversing the electron flow, i.e., electron flow from a line to a via, may
result in via depletion, sometimes also called via voiding. Here too, its causes are a
combination of geometry and process. As with line depletion, the material migra-
tion is hindered by the surrounding cap and liner layers. In addition, as the ratio of
the line width to the via width increases, the via must carry more current for the
same line current density, making the via more susceptible to the voiding process.

EM-induced damage to an IC that results from the growth of voids is further
accelerated by a positive feedback loop (Fig. 2.4). Here, an initial (excessive)
current density causes void growth and cross-sectional degradation, which increases
the local current density. At the same time, the (increasing) current density causes a
temperature rise due to (local) Joule heating, which occurs when an electric current
passes through a conductor and produces heat. The increased heat also accelerates
diffusion and thus further increases the void growth.

It is important to note that EM is only one of four different migration processes
that occur in solid-state materials such as the wires on an electronic circuit. As
shown in Fig. 2.5, the other processes are chemical diffusion, thermal migration,
and stress migration, which are caused by the chemical and thermal gradients and
mechanical stress, respectively. While we will consider their mutual interaction and
influence on EM in Sect. 2.5, this book primarily focuses on solid-state
electromigration.

In addition to the solid-state electromigration process, so-called electrolytic
electromigration can occur in electronic circuits, often on printed circuit boards
(PCBs). Its mechanisms are quite different compared to solid-state electromigration:
recall that solid-state electromigration is the movement of metal within a conductive
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Fig. 2.3 Line depletion (above) and via depletion (below) are common failure mechanisms due to
EM in integrated circuits
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path due to electron momentum transfer (scattering) resulting from high current
densities (>104 A/cm2), often at higher temperatures. In contrast, electrolytic
electromigration is the movement of metal across a nonconductive path at lower
temperatures (<100 °C) and at low current densities (>10−3 A/cm2) in the presence
of moisture.

Electrolytic electromigration requires moisture on the surface and a high electric
field, often caused by a combination of voltage difference and narrow line spacing
in a wet environment. Migrating metal ions are dissolved in an aqueous solution
(e.g., water) in this process. The material flows in a direction opposite to solid-state
electromigration: a DC electric field between the anode and cathode will pull the

Stress Migration

due to 
mechanical stress

Thermal Migration

due to 
thermal gradient

Electrolytic electromigration Solid state electromigration

Migration in Solid-State Materials

Electromigration

due to 
electrical field

Solid-state electromigration 

Chemical Diffusion

due to 
concentration gradient

Fig. 2.5 Different migration mechanisms can occur in electronic circuits. While this book focuses
on (solid-state) electromigration, their mutual interactions cannot be neglected and are covered in
Sect. 2.5

Growth of voids

Increase of local current 
density

Increase of Joule heating

Increase of temperature

Fig. 2.4 Acceleration of the growth of voids by positive feedback at work: void growth increases
current density, which in turn rises the wire’s temperature due to Joule heating, which further
accelerates diffusion and void growth
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free metal ions across to the cathode; hence, migration follows the direction of the
electric field.

Since electrolytic electromigration can easily be avoided (by keeping the elec-
tronic circuit dry) and is visually recognizable on PCBs (tree-like structures of
crystals, so-called dendrites, that traverse conductor spacing), it will not be covered
further in this book.

2.2 Electromigration Quantification Options

A diffusion formula (see Sect. 2.4.1, Eq. 2.2) may be used for a detailed, quanti-
tative analysis of the EM process, with the ultimate aim of determining the
divergence in the material flow. This type of analysis yields the locations that have
material accumulation and depletion, and identifies locations where initial damage
is expected to occur. Such a quantitative approach also helps to obtain the mean
service life duration of the interconnect.

While this analytical approach is sound from a theoretical basis, such extensive
calculations are practical only in simple cases. Typically, many iterations and
numerical analyses are required to determine the service life duration for even the
simplest of cases. The same applies to short-term calculations for more complex
architectures. As analytical solutions are often too time consuming and impractical,
a numerical simulation may be necessary, even for a single change in direction or
cross-section of the wire.

Fortunately, there is an empirical model for determining themedian time to failure
(MTF) for simple linear interconnects. This reliability characteristic is described by
Black’s equation, first introduced by J. R. Black in the 1960s [Bl69a], as follows:

MTF ¼ A
j2
� exp Ea

k � T
� �

ð2:1Þ

where A is a cross-section-dependent constant, that, among others, relates the rate of
mass transport with median time to failure (MTF) [Bl69b], j is the current density,
Ea is the activation energy, k is the Boltzmann constant2, and T is the temperature.

In later variants of Eq. (2.1), the constant exponent (“2”) of the current density
j has been replaced by a variable n to allow the model to be applied to different
types of dominant failure mechanisms. In effect, this meant different exponents
were used for different interconnect materials, for example aluminum (Al) and
copper (Cu). Furthermore, it has been established through studies on Al and Cu
interconnects (e.g., [Hau04]) that void-growth-limited failure is characterized by
n = 1, while void-nucleation-limited failure is best represented by n = 2.

2The Boltzmann constant, which is named after Ludwig Boltzmann (1844–1906), is a physical
constant relating the average kinetic energy of particles with the temperature.
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In the case of aluminum and its associated dominant grain-boundary diffusion,
the activation energy Ea is approximately 0.7 eV for a current-density exponent of
n = 2. Copper, by contrast, has the lowest activation energy at 0.9 eV for the
dominant surface diffusion with a current-density exponent n between 1.1 and 1.3,
depending on the dominant failure mode [FWB+09].

With Black’s Eq. (2.1), the relation between service life duration and current
and temperature can be readily estimated; the equation yields useful information for
accelerated testing, as well. One caveat of the equation is that a steep rise in the
current, and thus the current density, alters the failure mechanism—which is not
modeled by the equation. Large temperature gradients may then arise as well, due to
the characteristic heat increase of the interconnect (Joule heating), which can cause
thermal migration (Sect. 2.5) or even thermal failure.

Black’s equation is useful to a certain extent when designing interconnects for
desired reliabilities. The main disadvantage is that the equation is designed for
linear interconnects and cannot successfully be applied to entire net routes with
changes in direction or changes in layer. Neither does it cover transitions between
different materials and mechanical boundary conditions. This limits its usefulness,
as the equation cannot therefore be used to compare different technologies.
Parameters A and Ea are particularly technology-specific.

In [LT11], Li and Tan developed a different, more complex model for calcu-
lating the service life duration, which considered additional constraints, such as
thermal and mechanical stress. Their model, which is based on the Eyring equation,
contains far more parameters. It is easier to determine these parameters than with
Black’s equation, as the model is based on material properties and actual transport
mechanisms. This is in contrast to Black’s equation where the parameters are
empirically defined and can be determined only by statistical investigations.

2.3 Design Parameters

EM-related design parameters and constraints can be divided into three groups as
they are based on

• the technology, in particular the materials,
• the environment, especially the temperature, and
• the design, which is the main determinant of the current density.

We describe each of these groups in detail below.

2.3.1 Technology

The material used to construct the interconnect has a significant impact on elec-
tromigration. The key property of a conductor material is its activation energy Ea,
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which is a measure of the resistance of the metal ions to EM, as well as its
resistance to diffusion in general. The activation energy is primarily determined by
the bonding energy of the crystal metal lattice. Hence, its values are different for
different interconnect materials, such as copper and aluminum. In addition, the ions
in a crystal lattice have different binding energies, depending on their location
within the lattice as illustrated in Fig. 2.6 and explained below.

The most stable bond, one having the maximum activation energy, is in the
crystallite core. Only ions in this lattice region that are near crystallographic defects,
such as voids (vacancy defects) or dislocations, are able to leave their positions. In
contrast, ions at the grain boundaries in polycrystalline interconnects have weaker
bonds to the lattice and thus have a lower activation energy, because the bonding
forces are asymmetric. Similar behavior patterns exist at the external boundaries or
surfaces of the interconnect, where the materials in the surroundings have a decisive
impact on the activation energy.

In the case of aluminum, grain-boundary diffusion dominates the electromigra-
tion process, as the activation energy is lowest at the grain boundaries
(Ea � 0.7 eV, Sect. 2.4.1). EM robustness therefore can be improved significantly
for aluminum interconnect by doping with copper, for example, or by nucleating
larger grains.

This contrasts with copper, where boundary or surface diffusion dominates
(Ea � 0.8–1.2 eV, Sect. 2.4.1). This explains why at present there is a lot of
investment and interest in research for barrier materials, to boost the activation
energy.

The interconnect surroundings affect not only the activation energy of the sur-
face diffusion, but also the mechanical constraints. EM can be counteracted and
stopped with stress migration, which is initiated by exposing the interconnect to
mechanical stress. The dielectric has a greater role to play here than the barrier
materials. It is only with sufficiently large mechanical tension gradients that an
appreciable stress migration can take place. For this reason, dielectrics with high
Young’s moduli (i.e., high stiffnesses) produce the best results. The dielectric
specified by the technology affects the EM response in this context.

In general, technological restrictions specify constraints for the layout design,
which are typically referred to as design rules. These design rules result in specific
local geometrical configurations that have implications for EM behavior. The

-
(a) (b)

(c)

Fig. 2.6 Illustration of various diffusion processes within the lattice of an interconnect:
a grain-boundary diffusion, b bulk diffusion, and c surface diffusion
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overall design itself has very little impact on these configurations; instead, the
technological specifications for the design are typically spacing, overlap, and width
rules. There are often other rules as well, for example, for the surface ratios between
metal and dielectric for every routing layer. Certain dimensions, such as the coating
thickness of individual layers or the size of vias, are also typically specified by the
technology.

2.3.2 Environment

We can see from Eq. (2.1) that the key environmental factor regarding electromi-
gration is temperature and, as such, the physical location where the integrated
circuit is deployed is critical. Some of the highest temperature standards apply for
ICs in automobile electronics, where circuits are typically designed for ambient
temperatures up to 175 °C (347 °F). These maximum temperatures can be reached
in normal operations, in particular in gasoline engine compartments.

All electronic components and wire interconnects dissipate heat; this power
dissipation is the difference between the energy supplied to an electrical component
and that released during operation. High power losses, which frequently occur in
digital circuits such as high-performance microprocessors or analog amplifiers, can
cause increased temperature loading. This situation is further exacerbated if high
power losses are combined with high ambient temperatures—this increases the
likelihood of aging in integrated circuits.

Both of these temperature loads, frompower losses and high ambient temperatures,
reinforce EM by providing a portion of the activation energy as thermal energy.
Furthermore, the diffusion process is accelerated by the increased mobility of ions.
Copper is particularly susceptible to temperature changes; for example, if the oper-
ating temperature is increased by 10 K, the current needs to be cut by more than 50%
tomaintain the samemedian time to failure (service life duration). This critical relation
can be derived with copper parameters from Black’s Eq. (2.1). On the other hand, a
5 K decrease in operating temperature can lead to about a 25% increase in permissible
current density (Fig. 2.7 illustrates this relationship for aluminum wiring).

The characteristic heat increase of the interconnect at high current densities due
to Joule heating is another thermal factor that must be considered. As mentioned
earlier, Joule heating is caused by interactions between the moving electrons and
the metal ions that comprise the body of the conductor. Joule heating also leads to
temperature gradients in the interconnect, which can cause thermal migration
(Sect. 2.5).

Other environmental factors besides temperature also affect electromigration.
For example, different substances can penetrate the metal layer by diffusion and
impact the electromigration process. In addition, electrolytic migration (Sect. 2.1)
can occur if water comes in contact with the wiring. Furthermore, oxygen also
affects the processes by oxidizing the metals. These phenomena introduce major
changes to the entire migration process that can rapidly cause severe damage. Such
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environmental effects are not dealt with below as this type of diffusion of foreign
substances can be prevented with suitable barriers.

2.3.3 Design

The design itself can significantly affect EM by defining the current densities that
occur throughout the chip. The current density j, which is represented as the
quotient of current and cross-sectional area (Eq. (1.1), Chap. 1), is determined at a
specific location by the functional load, i.e., the electrical current I, and by the
physical design solution, in particular, the cross-sectional area A of the interconnect
at that location. The interconnect must be designed to deliver the currents required
by the circuit; thus, the width of each interconnect must be adapted to accommodate
the current.

Changes in direction and moving between layers cause local increases in current
densities, which in turn compounds EM and leads to an agglomeration of damage
(Fig. 2.8). All geometrical structures of the layout design, that is, those not
exclusively specified by the technology, can be used to increase the EM-limited
service life duration of the wiring, as illustrated in Fig. 2.8 by the use of suitable
corner-bend angles.

Other factors that can reduce the impact of EM should be deployed as well, to
prevent high local current densities. Service life duration can particularly benefit
from limiting the length of the interconnects if the Blech length [Ble76] is lever-
aged. This is due to mechanical stress migration in interconnects that are less than a
critical length, which counteracts EM and prevents damage occurring (Sects. 2.5
and 4.3).
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Jmax(T) / Jmax(T = 25 C) Jmax(T) compared to Jmax(Tref = 25 C) acc. Eq. (2.1) ° °

Fig. 2.7 Illustration of the relationship between maximum current density and temperature if the
reliability MTF of an Al wiring in Eq. (2.1) is kept constant [Lie05, Lie06]. It becomes clear, that,
for example, when the working temperature of an Al interconnect is raised from 25 °C (77 °F) to
125 °C (257 °F), the maximum tolerable current density must be reduced by about 90% in order to
maintain the same reliability of the wire
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In addition to current density, the frequency is another quantity arising from the
design that impacts interconnect reliability. The change in direction of the current
causes a corresponding change in the direction of diffusion, as well, and small
(preexisting) damage to the interconnect can be partially cleared. This beneficial
process is known as self-healing and greatly depends on the frequency of the
current (Sects. 2.4.3 and 4.7).

2.4 Electromigration Mechanisms

As stated earlier, the dominant driving force for electromigration damage is due to
momentum transfer from the moving electrons to the ions, which leads to a mass
flux in the direction of the electron flow. The detailed mechanisms of this flux with
regard to circuit materials, frequencies, and mechanical stresses are described next.

2.4.1 Crystal Structures and Diffusion Mechanisms

Interconnects in integrated circuits can have different crystal lattice structures
(Fig. 2.9). The most common type of lattice structures in metallic interconnects is
polycrystalline, fine-grained structures. Depending on the ratio between grain size
and interconnect dimensions, there may also exist—in theory at any rate—poly-
crystalline interconnects composed of few grains, bamboo-like structures,
monocrystals, and amorphous structures. These categories for crystal lattice

Min. Max.

Current density

Fig. 2.8 Current-density visualization of different corner-bend angles of a wire on an analog
integrated circuit, left 90°, middle 135°, and right 150°. It shows that 90° corner bends must be
avoided, since the current density in such a bend is significantly higher than that in oblique angles
of, for example, 135°
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structures are particularly useful for characterizing the causes and effects of elec-
tromigration. We discuss below the properties of these crystal lattice categories.

In amorphous interconnects, atoms are not in ordered structures, but rather are
arranged in irregular patterns and hence have a short-range order, rather than a
long-range one3. There are thus neither grain boundaries nor crystalline zones, and
the material has very specific properties. Because there is no long-range order, there
are no diffusion channels as in a periodic crystal lattice. In an amorphous lattice, the
cohesion and atomic density differ from the crystalline state. In practical terms, we
note that metals can only be brought into the amorphous state in extreme condi-
tions, with cooling rates on the order of 105–106 K/s [SW96]. Such conditions
cannot be created for the fabrication of integrated circuits, and thus the use of
metal-based amorphous lattices is more of theoretical interest for EM mitigation.

The other extreme, the monocrystalline state, can also only be achieved with
massive investment in technology, which too makes it impractical. Typically, the
crystal has to be grown from a single germ in the molten mass. This is virtually
impossible in an interconnect surrounded by different substances.

All the same, we should not completely rule out the use of monocrystalline
lattice structures in the future. A variant of monocrystal growth, which works below
the molten temperature, was used in [JT97]. Here, aluminum monocrystals were
produced on a monocrystalline sodium chloride layer. Different crystal orientations
can also be promoted with this process. This technology, however, is currently only
suitable for use in the laboratory and not for IC fabrication, not least because of the
unwanted sodium chloride in the semiconductor processes. The other issue with
monocrystals is that individual lattice defects can greatly impact interconnect
properties. This undermines the required process stability, which is so important for
reliability.

Amorphous

Polycrystalline

Near-bamboo

Bamboo

Monocrystalline

No crystal lattice or grain boundaries

Grain boundaries dominate

Featuring both crystal lattice and grain boundaries

Crystall lattice dominates

Crystall lattice and lattice defects define characteristics

Fig. 2.9 Different crystal lattice structures in metallic interconnects

3Long-range order in a crystal means that atoms are organized in a periodic order across many
atoms, such as in a periodic lattice.

24 2 Fundamentals of Electromigration



For these reasons, the polycrystalline state in interconnects is the norm. There
are many different types of polycrystalline lattice structures whose properties differ
enormously from an EM perspective. We can consider the bamboo and
near-bamboo lattice structures (see Fig. 2.9) as polycrystalline lattice variants,
whose diffusion properties are dominated by specific features, as we discuss below.
Lattice diffusion (also called volume or bulk diffusion) as well as grain-boundary
diffusion can take place in fine-grained polycrystalline microstructures (see
Fig. 2.9). Surface diffusion occurs, too, regardless of the lattice; we will deal with
this type of diffusion in Sect. 2.4.2.

EM, like all other types of migration, obeys the laws of diffusion. A crystal metal
lattice can be modeled in terms of EM with the simplified one-dimensional diffu-
sion formula (also known as heat equation4) for homogeneous media, as follows:

@c
@t

¼ D � @
2c

@x2
; ð2:2Þ

with the concentration c, the time t, the diffusion coefficient D, and the location x.
The diffusion velocity v of the atoms, excited by the current density, can be expressed
according to [AN91] as:

v ¼ D
kT

� ez�.j: ð2:3Þ

In this equation, k is Boltzmann constant, T the absolute temperature, e the
elementary charge, z* the effective charge of the metal ion as a measure of the
momentum exchange, . the specific electrical resistance, and j the current density
[AN91, Ble76].

The diffusion coefficient D expresses the magnitude of the atomic flux. It is a
physical constant dependent on atomic size and other properties of the diffusing
substance as well as on temperature and pressure. The diffusion coefficient is cal-
culated in the case of the combined grain-boundary and bulk diffusion as follows:

D ¼ Dv þ d � Db

d
; ð2:4Þ

where Dv is the diffusion coefficient for the bulk (volume) diffusion and Db the
diffusion coefficient for the grain-boundary diffusion. The width of the grain
boundaries d and the mean grain size d must be considered, as well [AN91].

As shown in Table 2.1, different diffusion paths are characterized by different
activation energies Ea (see Black’s Eq. (2.1)). While the maximum activation
energy is needed for bulk diffusion, it is lower for grain-boundary diffusion and
surface diffusion. Accordingly, the diffusion coefficient D for bulk diffusion is

4The heat equation is a differential equation that describes the distribution of heat (or variation in
temperature) in a given region over time.
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smaller than for the other diffusion types. Hence, EM is more prevalent at grain
boundaries and boundary layers. The material determines which of the two diffu-
sion paths has the lowest activation energy.

If one ignores boundary effects and focuses on the core of an interconnect, one
will see that it is primarily the grain boundaries that serve as diffusion paths. Hence,
the density and direction of grain boundaries in the interconnect lattice significantly
affect susceptibility to EM, and thus also the resulting reliability of the
interconnects.

The link between grain size and electromigration damage was first detected at
the end of the 1960s, and aggregate failures occurring at the transition between
different grain sizes were measured [AR70]. Two-thirds of the defects found in
aluminum strips were found to have occurred at the transition between extremely
different grain sizes.

Polycrystalline lattice structures with a low grain-boundary density are poten-
tially more robust to EM. Near-bamboo or bamboo-type structures (see Fig. 2.9)
have fewer grain boundaries aligned in the direction of current flow.
Grain-boundary diffusion can thus be partially stopped by using such variants.

Near-bamboo structures have individual crystallites—known as blocking grains
—that expand across the entire width of the interconnect and inhibit the diffusion
flux. However, damage tends to occur in the proximity of these crystallites as a
result of void formation or material accumulation. This damage is caused by a
divergence in the diffusion that occurs at these blockages or triple points. Triple
points are points at which grain boundaries branch off, so that one grain boundary
from one direction proceeds as two in other directions, or vice versa (Fig. 2.10).

Table 2.1 Activation
energies for different diffusion
paths for electromigration in
aluminum and copper

Diffusion process Activation energy in eV

Aluminum Copper

Bulk diffusion 1.2 2.3

Grain-boundary diffusion 0.7 1.2

Surface diffusion 0.8 0.8

Triple point
Blocking

grain

Fig. 2.10 Triple point(s) and blocking grain in a near-bamboo grain structure. In triple points, one
grain boundary is split into two (or vice versa); blocking grains expand across the entire
interconnect cross-section
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2.4.2 Barriers of Copper Metallization

The use of copper interconnect has become dominant in recent years, but brings
with it specific electromigration issues. Migration in copper wires is greatly affected
by boundary effects due to the low activation energy for surface diffusion in copper
(see Table 2.1).

Copper metallizations are primarily produced with Damascene technology
(Fig. 2.11). This is a metal patterning process that can also be described as additive
patterning. First, recesses, such as trenches (b) or via holes, are created in the
previously deposited dielectric (a) in a lithographic process. Copper is then
deposited on the wafer (c), so that the recesses are also filled. The wafer is then
polished (d) by chemical-mechanical planarization (CMP), and the excess copper
above the top edge of the recesses is removed. The interconnects and vias remain in
the recesses.

Dual-Damascene technology can reduce the number of CMP steps involved:
here, copper is deposited on an interconnect layer and a via layer underneath it in a
single step. Hence, a trench and the underlying via may both be filled with a single
copper deposition.

(a) Dielectric deposition (b) Trench etching

(c) Metal deposition (d) Metal removal

Silicon substrate

Dielectric (e.g., SiO2)

Fig. 2.11 A simplified schematic of the Damascene process on a cross-section of a copper track
(a). The dielectric insulating layer is patterned with open trenches where the conductor is required
(b). A coating of copper that significantly overfills the trenches is deposited on the insulator (c).
Chemical-mechanical planarization (CMP) is used to remove the copper that extends above the top
of the insulating layer (d). Copper sunken within the trenches is not removed and becomes the
patterned conductor
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It must be noted, however, that copper tends to diffuse considerably into
neighboring silicon and silicon oxide at high temperatures [UON+96]. As a result,
the above process is only beneficial if copper is treated with further technological
measures.

In addition, temperatures on the order of 500 °C can be reached in the manu-
facture of the metallization—especially during the annealing process for creating
bamboo structures (Sect. 4.2) [CS11]. The resulting diffusion has two major
drawbacks: (i) a copper silicide layer with low conductivity is produced, and
(ii) copper can degrade and destroy the semiconducting properties of silicon.

In order for circuits that incorporate copper metallization layers to function
properly, barriers between metal and dielectric are essential. These diffusion barriers
for copper and silicon must meet different criteria depending on their use. Good
adhesion to copper and the dielectric, as well as thermal and mechanical stability
with thin deposited layers (a few nanometers), are common criteria for these barriers.

The term barrier encompasses both the metallic diffusion barrier, the so-called
metal liner, in the trench and the mostly dielectric protective coating, the dielectric
cap (Fig. 2.12). There is therefore always a barrier between metal and dielectric
(metal liner and dielectric cap) and between interconnect and the via above it (metal
liner). This configuration is required to block diffusion especially during chip
fabrication [UON+96].

The metal liner is deposited in the etched trench or via hole in the dielectric
before the copper is deposited. The interconnect benefits from good electronic
conductivity in the barrier, as the barrier layer (i.e., metal liner) is placed between
the via and the underlying metal layer (see Fig. 2.12, right). In addition, the metal
liner can also contribute to the current flow. This ensures a residual conductance
especially in the event of faults arising from voids, thereby improving reliability.

The dielectric cap resides on top of the interconnects. Following the copper
removal by CMP, a barrier to the above deposited dielectric is required.
A dielectrical barrier is beneficial in preventing further structural modifications.
A thin layer of dielectric cap material is deposited on the whole wafer prior to

Dielectric (e.g., SiO2)

Metal
(Cu)

Surface coating
Dielectric cap

Diffusion barrier
Metal liner

Fig. 2.12 Schematics of cross-section of copper tracks with the necessary, surrounding barrier
layers (not to scale)
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interlayer dielectric deposition. It needs only to be subsequently reopened when
etching the via holes to make an electrical contact between the vias and the metal
layer (see Fig. 2.12, right).

An electrically conductive cap would need to be structured lithographically,
similarly to the underlying interconnect layer, in order to avoid shorts and parasitic
conductance. Alternatively, the cap could be accumulated exclusively on the sur-
face of the copper as a self-organizing process [CLJ08, LG09, VGH+12] and
leaving out the exposed dielectric (Sect. 4.8.3).

With this better understanding of barrier construction and characteristics, we can
now see, as noted earlier, that the barrier is a key factor for EM, as it forms a part of
the boundary layer in copper metallizations that is critical for EM. Thus, the barrier
greatly impacts the effective activation energy of the copper surfaces; we explore
this below.

Theoretically, the activation energy of surface diffusion in the case of copper can
be increased as well above the grain-boundary diffusion level by suitably selecting
the barrier material, thus blocking surface diffusion. However, inhibiting one dif-
fusion mechanism generally causes another mechanism to become predominant,
leading to alternate damage scenarios. For example, the switch from aluminum to
copper has eliminated grain-boundary diffusion, but it saw a significant increase in
surface diffusion. Now, if surface diffusion is prevented by suitable dielectric and
barrier layers, grain-boundary diffusion becomes an issue again. In the end, bulk
diffusion may even emerge as the dominant process for electromigration, if all other
mechanisms are suppressed. Every change in the dominant diffusion process
therefore changes the failure modalities, as well, and increases the complexity of
modeling procedures for EM prevention.

The difference between dielectric cap and metal liner also has a bearing on EM,
as there are critical technological differences between the covered copper surfaces.
In the dual-Damascene process [Gup09, Yoo08], a thick layer of copper is
deposited on the wafer, and this layer is then removed by polishing
(chemical-mechanical planarization, CMP). Copper is left only in the interconnect
layer and underneath in the via layer. This process causes flaws in the surface of the
metal, which also cannot be cleared in the process. The high defect density and
vacancy concentration at the surface of the interconnects modify the surface
characteristics at these locations and thus the activation energy. When combined
with a worsening of adhesion of the dielectric cap, the top surface becomes more
susceptible to electromigration damage, which is why voids typically occur on the
top surface of an interconnect. These scenarios have implications on specific
interconnect geometries (Sect. 4.4) and the materials used (Sect. 4.8).

2.4.3 Frequency Dependency of Electromigration

If the direction of the current in an interconnect is reversed, the direction of EM
diffusion is also reversed. Due to this compensation by material backflow, damage
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caused by EM can be partially cleared. This effect is known as a self-healing, which
can significantly extend the lifetime of a wire.

Whether damage can be effectively remediated by self-healing, thus contributing
to the service life of an interconnect, depends on the amount of damage done and to
what extent the crystal lattice has been changed before the current reverses direc-
tion. Frequency is therefore the key parameter at work here, as, along with the duty
factor5, it defines the duration of the one-sided current load.

Very little metal is moved per half cycle at high frequencies. Hence, there are
very few changes to the microstructure. The current flow in the second half cycle is
approximately a mirror image of the flow in the first half cycle, so that it is highly
likely that the changes are reversed. This delays the first occurrence of damage in
the form of vacancy defects and voids. Tests carried out at different frequencies
show that an alternating resistance change (the self-healing component) is super-
imposed on a slowly rising resistance [TCH93]. Partial self-healing is thus verified.

As described in [TCH93, TCC+96], the scale of self-healing can be expressed
with the diffusion fluxes J as follows:

Jnet ¼ Jforward � Jback ¼ Jforward � 1� cð Þ; ð2:6Þ

where c is the self-healing coefficient. This coefficient is determined by the duty
factor r of the current and other factors influencing the scale of self-healing, such as
the frequency.

In [DFN06], the self-healing coefficient c is introduced by expanding
Black’s Eq. (2.1) as follows:

MTFAC ¼ A
r � jþ � c � 1� rð Þ � j�ð Þn � exp

Ea

k � T
� �

: ð2:7Þ

The self-healing coefficient c is determined empirically in the same publication
by:

c ¼
r � jþ

jDC
� s �MTFDC

MTFAC

1� rð Þ � j�
jDC

: ð2:8Þ

The current density of the positive half cycle is j+, and j− for the negative half
cycle. The scaling factor s is determined iteratively.

Tao et al. [TCH93] found a median lifetime (median time to failure, MTF)
increase over low frequencies (DC, for example) for copper interconnects by a
factor of 500 for frequencies ranging from 10 to 104 Hz (Fig. 2.13). Rectangular
wave current signals were used in this study at frequencies ranging from a few mHz

5A duty factor is the fraction of one period in which a signal or system is active, i.e., it expresses
the ratio of the positive pulse duration to the period. The duty factor is commonly scaled to the
maximum of one. A duty cycle expresses the same notion; however, it is labeled as a percentage.
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to 200 MHz. The reason for the limited lifetime of interconnects even at high
frequencies, where we might hope for self-healing to extend the useful lifetime
infinitely, is the interaction between EM and thermal migration, which degrades and
destroys the interconnects. We discuss such interactions in Sect. 2.5.

It must be said, however, that the change in lifetime occurs in a frequency range
that has very little relevance for today’s digital circuits. Signals in this “low”
frequency range are mainly handled by subcircuits that deal with the environment
or the human-machine interface (Table 2.2).

Other signal frequencies are generally much higher (mega or gigahertz), while
currents in supply lines consist of a dominant DC component with superimposed
harmonics at very low frequencies. Hence, high frequencies on their own are not
enough to prevent damage. The frequency dependency does, however, show that
we need to differentiate between signal lines and power supply lines when dealing
with EM.

An empirical model for healing damage is developed in [DFN06]; see Eq. (2.7).
Shono et al. [SKSY90] also modeled the forward and backward transportation of
metal due to the reversal in current flow. They assume that the amount of charge in
both directions is the same (that is, there is no DC component), but that the current
waveform is asymmetric w.r.t. time. While there are long current pulses of low

MTF (AC)
MTF (DC)

103

102
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100

10- 2 10- 1 100 101 102 103 104 105 106 107 108
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Fig. 2.13 Median time to failure (MTF) if interconnect is stressed by an alternating current
(AC) compared to MTF if a directed current (DC) is applied [TCH93]. Note the almost linear
increase in reliability when the frequency increases over several orders of magnitude (cf. Fig. 4.30,
Chap. 4)

Table 2.2 Examples of relevant frequencies

Example Frequency

Controlling the background lighting for a computer screen 10 mHz

Frame rate on a PC monitor 60 Hz

Sampling frequency for audio signals 44 kHz

Carrier frequency for radio frequency identification (RFID) 13.56 MHz

Processor clock frequency 3 GHz
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amplitude in one direction, current pulses in the opposite direction are shorter with
larger amplitudes. Hence, there is an asymmetrical material transport with a net flux
in one direction due to the nonlinear relation between material transport and current
density. The minimum lifetime is reached with the model at a duty factor, that is,
the ratio of the positive pulse duration or pulse width (PW) to the period (T), of
approximately 0.4.

Having shown the positive effects of alternating currents on reliability, we must
also point out one drawback. Current is displaced from the current-carrying con-
ductor at very high frequencies due to a phenomenon known as the skin effect6. At
such high frequencies, the wire interior contributes very little to the current flow,
which causes the current density to increase at the outer regions of the wire.
A measure of the current displacement, the skin depth d, is given by:

d ¼
ffiffiffiffiffiffiffiffiffiffi
2.
x � l

s
; ð2:9Þ

where . is the specific electrical resistance and l the magnetic permeability of the
conductor material. The variable x represents the angular frequency with x ¼ 2pf .

The current density decreases approximately exponentially, with the variable jS
representing equivalent surface current density and d as the distance from the
surface, as follows:

j � jS � exp � d
d

� �
: ð2:10Þ

A better approximation of the current-density distribution as a function of the
radius r in a long cylindrical conductor with current I can be analytically expressed
as follows:

jeff rð Þ ¼ I
2pr0

� ffiffiffiffiffiffiffiffiffi
xjl

p �
ffiffiffiffi
r0
r

r
� exp � ffiffiffiffiffiffiffiffiffi

xjl
p � r0 � rð Þ½ �: ð2:11Þ

In this formula from [KMR13], the electrical conductivity is represented by
j ¼ 1=. and the cross-sectional radius of the conductor by r0. As it stands, this
analytical derivation of the current density cannot be applied to conductors with
rectangular cross-sections. The mathematical model of a cylindrical conductor in
Eq. (2.11) suffices here as an estimation of the magnitude.

In the case of copper, the skin depth at 50 Hz is approximately 9.4 mm and is
proportional to 1=

ffiffiffi
f

p
. A critical frequency of 90 GHz was determined for the skin

6The skin effect is due to opposing eddy currents induced by the changing magnetic field resulting
from the alternating current. This effect leads to a reduction in current from the outside to the inside
of a metallic conductor as a function of the frequency and the electrical material constants of the
conductor (permeability and conductivity).
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effect for an interconnect of square cross-section with dimensions width W and
height t with W = t = 0.45 µm in [WY02]. Using a similar calculation, the critical
frequency of approximately 35 THz for the 22-nm technology node was found to
be much higher.

Problems arising from the skin effect are not expected in digital circuits in the
light of current developments in semiconductors with regard to track widths and
clock frequencies [ITR14, ITR16]. The reason for this is that the interconnect
dimensions are being downscaled more quickly than the frequency-dependent skin
depth (Fig. 2.14).

We note that at present the skin effect can disturb the high-frequency signal
components and thus the clock edges. Furthermore, the skin effect is reduced at
lower conductivities and is thus weakened by the increasing influence of boundary
effects on the interconnects.

2.4.4 Mechanical Stress

There are three main causes of mechanical tension (mechanical stress) in
interconnects:

• The metal is deposited at high temperatures (approximately 500 °C) [CS11].
Mechanical stress is induced by the cooling to ambient temperature due to the
different thermal expansion coefficients of metal and insulator.

• The growth of layers during metal deposition is generally uneven, which also
produces mechanical stress in the metallization. This issue is more critical than
the first effect according to [CS11]; the phenomenon can be illustrated by wafer
curvature measurements [CS11, BLK04].
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Fig. 2.14 A comparison
between minimum structure
sizes and skin depth in
relation to the skin effect; data
from [ITR14]. The graph
shows that the skin effect can
be ignored in future, as well,
in the lower metallization
layers for a semiconductor
scale of 100 nm and less
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• The material transport caused by EM redistributes vacancies in the crystal metal
lattice which, in turn, generate mechanical stress. A vacancy represents an
absence of atoms; the absence of an atom needs less room than an atom at the
same lattice site. Hence, the lattice can relax, leading to a local reduction in
material volume and lower compressive stress.

The nature of the mechanical stress in interconnects can differ depending on the
combination of materials and the production process. Damage is typically caused
by tensile or compressive stress in the interconnect, which lead to a failure
mechanism. Smaller tensions can be relieved by lattice dislocations and typically do
not produce failure mechanisms.

As noted above, mechanical stress results from the fabrication of interconnects
due to different thermal expansion coefficients and high temperatures during metal
deposition. The temperature of the unstressed state, around 250 °C [ZYB+04], is
generally significantly higher than the maximum operating temperature.
Interconnects are exposed to mechanical tensile forces at standard operating tem-
peratures, as the thermal expansion coefficient of copper, at 16.5 � 10−6 K−1

[Gup09], is much larger than the surrounding dielectric (SiO2: 0.5 � 10−6 K−1

[YW97]).
Using the parameters Young’s modulus E (a measure of the stiffness of a solid

material) and temperature T

• E(Cu) = 117 GPa,
• E(SiO2) = 70 GPa,
• DT = 200 K,

and assuming identical widths of metal and dielectric (Fig. 2.15) for a
one-dimensional calculation with the approximation:

r
E
¼ e ¼ a � DT ; ð2:12Þ

where e is the strain and a the thermal expansion coefficient, we obtain a tensile
stress r of almost 140 MPa in the horizontal direction perpendicular to the longi-
tudinal direction of the interconnect with:

r ¼ aSiO2 � aCu

E�1
SiO2

þE�1
Cu

� � � DT : ð2:13Þ

Tensile stresses promote the creation of voids. The modified topology resulting
from the formation of voids tends to relieve tensile stresses, and the region at the
edge of the voids typically becomes stress-free. Although voids may seem “bene-
ficial” for their ability to relieve mechanical stress, void formation should be
strongly avoided, as the mechanical contact between metal and dielectric is
destroyed and the conductive cross-section of the interconnect is reduced.
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The allowed compressive stresses in interconnects are usually greater than the
allowed tensile stresses. If, however, a critical compressive stress threshold is
exceeded, this also leads to a reduction in tension. In this case, interconnect
extrusions are formed that spread into the neighboring dielectric as dendrites,
whiskers, and hillocks (see Fig. 2.2). This is comparable to the transition from
elastic to plastic deformation in solid mechanics.

Before extrusions arise, the vacancy concentration is scaled back further; this
process is partially reversible through, e.g., self-healing (Sect. 2.4.3). Extrusions,
however, are irreversible and lead to severe damage to the circuit, or its destruction.

2.5 Interaction of Electromigration With Thermal
and Stress Migration

In addition to EM, there are three other types of diffusion in metallic connectivity
architectures that can significantly impact reliability: thermal migration, stress
migration, and chemical diffusion. IC designers must be especially aware of thermal
and stress migration; both are introduced and described in their interaction with EM
in this section.

Temperature gradients produce thermal migration. Here, high temperatures
cause an increase in the average speeds of atomic movements. The number of atoms
diffusing from areas of high temperature to areas of lower temperature is higher
than the number diffusing in the opposite direction. As a result, there is a net
diffusion in the direction of the negative temperature gradients, which can lead to
significant mass transport.

Stress migration describes a type of diffusion that leads to a balancing of me-
chanical stress. Whereas there is a net atomic flow into areas where tensile forces
are acting, metal atoms flow out of areas under compressive stress. Similar to
thermal migration, this leads to diffusion in the direction of the negative mechanical
tension gradient. As a result, the vacancy concentration is balanced to match the
mechanical tension.

Cu

Dielectric (e.g., SiO2)

Fig. 2.15 Cooling of copper wires embedded in dielectric (silicon dioxide) leads to tensile stress,
marked by arrows at the interfaces, due to differences in coefficients of thermal expansion (CTE)
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Chemical diffusion occurs in the presence of a concentration (or chemical
potential) gradient, which also results in a net mass transport. This type of diffusion
is always a nonequilibrium process; it increases system entropy7 and brings the
system closer to equilibrium. Since chemical diffusion is quite different from the
migration processes mentioned above and does not directly relate to EM in metallic
interconnects, it is not discussed further here.

Migration processes can lead to an equilibrium state, where the limiting (or
counteracting) process is always another type of migration. There can be an
equilibrium between electromigration and stress migration (the so-called Blech
effect), between thermal migration and chemical diffusion (the so-called Soret
effect), or any other combination of two or more migration types.

2.5.1 Thermal Migration

Temperature gradients produce thermal migration (TM), sometimes also referred to
as thermomigration. Here, high temperatures cause an increase in the average
speeds of atomic movements. Atoms in regions of higher temperature have a greater
probability of dislocation than in colder regions due to their temperature-related
activation. This causes a larger number of atoms diffusing from areas of higher
temperature to areas of lower temperature than atoms in the opposite direction. The
result is net diffusion (mass transport) in the direction of the negative temperature
gradients (Fig. 2.16).

T

Vacancy

Atom

Fig. 2.16 Thermal migration (TM) is expressed by atomic and vacancy movement. It consists of
mass transport from one local area to another, much like EM, with the difference that TM is driven
by a thermal gradient rather than an electrical potential gradient (T temperature)

7Entropy is a measure of the “disorder” of a system. Hence, the more “ordered” or “organized” a
system is, the lower its entropy. For example, building blocks that have been used to construct a
wall are “highly organized” (i.e., they are arranged in a complex structure) and are thus in a low-
entropy state. This state is achieved only by the input of energy. If this structure is left unattended,
it will decay after a number of years, and the disorganized, high-entropy state will return (i.e., an
unorganized heap of blocks).
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The main reasons for temperature gradients in metal wires are

• Joule heating inside the wire caused by high currents,
• external heating of the wire, such as caused by highly performant transistors

nearby,
• external cooling of the wire, which may result from through silicon vias

(TSV) connected to a heat sink, in connection with low thermal conduction of
the wire and its surrounding, such as through narrow wires surrounded by a
thermally insulating dielectric.

Interestingly, thermal migration also contributes to thermal transport, as heat is
coupled to the transported atoms. This means that thermal migration directly
moderates its own driving force, which contrasts with EM, where current density is
only indirectly reduced by increased resistance in some cases.

If the temperature gradients are beyond the control of the thermal migration, i.e.,
the equilibrium state of minimal energy and homogeneous temperature cannot be
reached, a steady state can still be attained. In this case, migration is stopped by
linear gradients of other migration processes’ driving forces and entropy is gen-
erated by the heat flow [Soh09].

Thermal migration is very prominent in metal alloys such as solders, where
migration dissolves the alloy due to different mobilities of the alloy components
(the Soret effect) [Soh09]. Here, thermal migration and chemical diffusion set up an
equilibrium. This, and the fact that temperature gradients are higher in packaging
applications, makes thermal migration an interesting field of research especially in
solder connections, such as flip-chip contacts.

The process has less influence in interconnect structures located within inte-
grated circuits, as almost pure metals and no alloys are used, and the temperature
gradients are tempered by the high thermal conductivities of metal and insulation.

Thermal migration has been an important field of study in solder joints, for it is
likely to happen during regular operation. A temperature differential of 10 K across a
flip-chip contact of 100 µm diameter creates a temperature gradient of 1000 K/cm,
which suffices to induce thermal migration in the solder [Tu07].

2.5.2 Stress Migration

Stress migration (SM), sometimes also referred to as stress voiding or
stress-induced voiding (SIV), describes atomic diffusion that leads to a balancing of
mechanical stress. There is a net atomic flow into areas where tensile forces are
acting, whereas metal atoms flow out of areas under compressive stress. Similar to
thermal migration, this leads to diffusion in the direction of the negative mechanical
tension gradient (Fig. 2.17). As a result, the vacancy concentration is balanced to
match the mechanical tension.

The main reasons for mechanical stress as the driving force behind SM in metal
wires are thermal expansion, electromigration, and deformation through packaging.
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A mismatch of the thermal expansion coefficients between metal, dielectric, and die
material, and the temperature change from fabrication to storage, as well as the
working conditions, cause most of the stress. By using TSVs for contacting
3D-stacked ICs, this initial stress is increased and it becomes less uniform, as well.

Metal lattices usually contain vacancies, i.e., some of the atomic positions in the
lattice are unoccupied. Although they are aligned with the lattice grid, vacancies
consume less space than atoms at the same positions. Therefore, the volume of a
crystal that contains vacancies is to some extent smaller than the volume of the
same crystal with atoms in the place of former vacancies. Vacancies play a major
role in stress migration. Via Hooke’s Law (which states that the strain or defor-
mation of an elastic object is proportional to the stress applied to it):

r ¼ E � e ð2:14Þ

this volume is coupled with mechanical stress. Here, r and e are the mechanical
stress and the strain, respectively, while E is Young’s modulus. The change in
volume (strain in three dimensions) correlates to an inverse pressure change. If the
number of vacancies is reduced, pressure or compressive stress increases. The
decline or increase in the number of vacancies is caused by the place change of
atoms.

The stress gradient drives atoms from high pressure regions to regions with
tensile stress and pushes vacancies in the opposite direction. This effect is equiv-
alent to a highly viscous fluid that reacts slowly to an external pressure gradient.
The external stress gradient is minimized in this case by structural deformation.
Initially, microscopic atomic or vacancy motion facilitate this process. Temperature
has a critical effect on the process, as it enables the “place changing” of atoms,
which, in turn, causes vacancies to move.

σ

Vacancy

Atom

Tensile stress
Compressive stress

Fig. 2.17 Stress migration is a result of a mechanical stress gradient, either from external forces
or from internal processes, such as electromigration or thermal expansion. Voids form as a
consequence of vacancy migration driven by the hydrostatic stress gradient (r mechanical stress)
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In the case of external mechanical stress, the crystal lattice is stretched or
compressed depending on the kind of stress. While there is an increased likelihood
of atoms migrating to the stretched regions, atoms in the compressed regions are
“pushed” outward to increase the number of vacancies; the required volume and the
stress are thus reduced (Fig. 2.18). The result is an atomic flux from regions of
compressive stress to regions of tensile stress until a static state with no stress
gradient is reached.

If the stress is exerted internally by migration processes, e.g., by EM, there will
be a greater concentration of vacancies in regions of tensile stress. This concen-
tration will be balanced by stress migration to a steady state, where the atomic flux
due to EM is compensated by SM.

If the number of vacancies induced by external stress or EM exceeds a threshold,
the vacancies unite to form a void due to vacancy supersaturation. This phe-
nomenon is often called void nucleation. Subsequently, the tensile stress is reduced
to zero by the resulting crack [HPL+10]. At the same time, the driving force for SM
changes, as well as the equilibrium state (Fig. 2.19).

Vacancy

Atom

Tensile stress Compressive stress

Fig. 2.18 Stress migration leads to diffusion of atoms and vacancies (top) to eliminate the origin
of this migration (bottom). Atoms migrate into the stretched regions (left-hand side,
outward-facing stress arrows), whereas atoms in the compressed regions are “pushed” outward
(right-hand side, inward-facing arrows). Note that this material flow from compressive to tensile
stress is in the opposite direction compared to the EM flow
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2.5.3 Mutual Interaction of Electromigration, Thermal
and Stress Migration

Electromigration (EM) interacts directly with stress migration (SM), as the dislo-
cation of metal atoms induces mechanical stress, which is the driving force behind
SM. SM works against EM, as its flow is directed from compressive to tensile stress
which is the opposite direction to the EM flow. The resultant net flow is thus
reduced, and the damaging dislocation due to EM is slowed or even halted.

Thermal migration (TM) on the other hand is not a dedicated EM counter-
measure, as it is less dependent on the current direction than EM. Its direction can
differ from the EM direction depending on the temperature gradient, which might
stem from sources other than current density.

While temperature accelerates EM as well as the other migration types, we
observe most likely a mixture of all three types in the event of a current-density
hotspot. For the effective application of countermeasures, the dominant migration
force must be identified.

EM, TM, and SM are closely coupled processes as their driving forces are linked
with each other and with the resultant migration change (Fig. 2.20).

Current density increases the temperature through Joule heating, and temperature
change modifies mechanical stress through differences in the expansion coefficients.
Furthermore, temperature and mechanical stress affect the diffusion coefficient [see
Eq. (2.20)], which in turn modifies the behavior of all three migration types. In

Vacancy

Atom

Tensile stress Compressive stress

Fig. 2.19 Vacancy supersaturation (top) leads to the formation of voids (bottom), also called void
nucleation. Note that the resulting crack at bottom eliminates the (external) tensile stress
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addition, the mechanical stress is influenced by the change in atomic concentration
caused by all migration types individually.

The effects of different combinations of the three main migration types are
depicted in Figs. 2.21 and 2.22. Depending on the origins of the driving forces,
several different amplifying and compensating results are observed.

The causes and effects of migration are interrelated and at times self-reinforcing.
For example, recall our earlier discussion on void growth, current density, and Joule

D

Δc

c

TM

SM

EM

T

σ

j

Fig. 2.20 Interaction and coupling between electromigration (EM), thermal migration (TM), and
stress migration (SM) through their driving forces current density (j), temperature (T), and
mechanical stress (r). Also shown are the migration parameters diffusion coefficient (D),
concentration (c), and concentration change (Dc), respectively

− +
EM
TM

SM

T

σ

Vacancy

Atom

Fig. 2.21 Example of coupled migration processes in a wire segment, where electromigration and
thermal migration proceed from left to right, while the stress migration flow moves in the opposite
direction (T Temperature, r mechanical stress)
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heating in reference to Fig. 2.4, where we illustrated the acceleration of void growth
by the positive feedback of a temperature rise. In general, the effects of different
migration modes should be considered as interdependent. In particular, the material
flows JE from EM, JT from thermal migration, and JS from stress migration can be
calculated as follows [WDY03]:

JE
!¼ c

kT
� D0 � exp � Ea

kT

� �
� z�e. j

!
; ð2:15Þ

JT
!¼ � cQ

kT2 � D0 � exp � Ea

kT

� �
� grad T; ð2:16Þ

JS
!¼ � cX

kT
� D0 � exp � Ea

kT

� �
� grad r: ð2:17Þ

In these equations, c is the concentration of atoms, k Boltzmann’s constant, T the
absolute temperature, D0 the diffusion coefficient at room temperature, Ea the
activation energy, z* the effective charge of the metal ions, e the elementary charge,
. the specific electrical resistance, j the electrical current density, Q the transported
heat, X the atomic volume, and r the mechanical tension (stress).

T
σ

− +EM
TM

SM

Fig. 2.22 Another example of coupled migration processes. Here, thermal migration is induced
through a hotspot in the middle of the segment, while the stress is a superposition of tensile stress
in the middle and EM-induced stress. This situation may occur near thermal vias or TSVs
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The resultant diffusion flux, defined as follows:

Ja
!¼ JE

!þ JT
!þ JS

!
; ð2:18Þ

is the net effect of the combined driving forces.
The individual diffusions can flow in the same or in opposite directions. There is

also a coupling of the effects, that is, the feedback effect of the diffusion on the
causes of the material transfer, which should not be ignored. For example, the
critical length effects, covered later in this book (Sect. 4.3), arise from this type of
negative feedback between EM and SM.

The resulting diffusion flow in one dimension is described in [Tho08] as follows:

Ja ¼ Dc
kT

� .jz�eþ Dc
kT

� X � @r
@x

; ð2:19Þ

where Ja is the atomic flux, D the diffusion coefficient of copper, represented by:

D ¼ D0 � exp �Ea

kT

� �
; ð2:20Þ

c is the concentration of copper atoms, j the current density, z* the effective
charge of copper, e the elementary charge, k the Boltzmann’s constant, T the
temperature, X the atomic volume of copper, r the mechanical tension (stress), and
x the coordinate parallel with the segment with x = 0 at the cathode.

In order to prevent EM effects, the net diffusion flow must be reduced to zero. This
means that the diffusion flow from EM and, for example, the corresponding diffusion
flow from SM (in the opposite direction) may be used to cancel each other out.

2.5.4 Differentiation of Electromigration, Thermal
and Stress Migration

The particular damage arising from a given migration type cannot be identified by
appearance, as all damage, regardless of its root cause, results in voids caused by
diffusion processes (Fig. 2.23). However, the locations and surroundings of these
different damage types provide evidence as to their possible origin(s) (Fig. 2.24).

Diffusion barriers are key in all diffusion processes considered here because
damage will most likely occur near such barriers, due to flux divergences and the
effects of bad cohesion.

As discussed earlier, EM takes place inside wires and is driven by electric
currents. Therefore, EM damage correlates mostly with the current direction and
strength. EM damage is most likely to be found in areas of high current density, that
is, high currents and small cross-sectional areas. In addition, current crowding at
wire bends and vias is a strong EM indicator.
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TM correlates somewhat with EM, as large temperature differences appear near
locations of high current densities. Therefore, current crowding spots are also high
temperature spots that are a potential TM driver. Here, large temperature differences
(in addition to current differences) “push” the atoms.

There are many other reasons for temperature gradients, such as external heating
or cooling and the heating of active circuit elements, namely transistors.
Furthermore, thermal conduction influences temperature gradients. Thermal con-
duction can also dislocate TM damage from hotspots in the wires toward cooling
spots or areas of low thermal conductivity. This might be a TM indicator, whereas
EM is always coupled to large current locations.

Another EM characteristic is its requirement of a directed current flow. Wires
with alternating current flow, such as digital signal lines, often show TM as a partial
source of damage growth (in addition to EM, see Fig. 2.24, right).

Due to the prevailing combination of different materials in an interconnect
system, the resulting temperature inhomogeneities always lead to mechanical stress.
Therefore, TM is mostly coupled with SM, with SM often being the dominant
force. In order to apply appropriate countermeasures, we need to know whether
large temperature gradients can occur inside the region of interest, or if the
migration is driven by stress gradients only. These different migration scenarios
require different countermeasures.

Current (e−)

Via

Void

Fig. 2.23 Visualization of damage caused by the combined effect of EM, SM, and TM (side
view)

Current (e−)
Void

TSV

Void
Current (e−) Alternating Current

Void

Fig. 2.24 Different types of damage typically caused by EM (left), SM (middle), and TM (right)
(top view). In most cases, the respective damage cannot be differentiated by its appearance, but
rather by its location and surroundings
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SM is often coupled with EM in terms of counteraction. EM-transported atoms
induce mechanical stress that consequently leads to SM in the opposite direction to
the causal EM. SM therefore has the potential to reduce EM damage in short wire
segments (Sect. 4.3) and in locations of low current densities.

SM due to mechanical stress not only originates from EM, but also from fab-
rication, mismatches between different coefficients of thermal expansion (CTEs),
and induced stress from obstacles like TSVs. With the increase in 3D-IC applica-
tions, damage near structures such as TSVs in 3D-stacked ICs is rapidly becoming
critical. In most cases, it is SM related: TSVs induce stress on their surroundings
due to the mismatch in the coefficient of thermal expansion values between silicon
(aSi * 3 � 10−6 K−1) and copper (aCu * 16.5 � 10−6 K−1) as a TSV fill. The
resulting mechanical stress leads to, among others things, silicon wafer cracking,
debonding between wafers and TSV protrusion, signal degradation and cracking
(Fig. 2.25) [XK11]. Hence, to successfully implement TSVs, the mechanical
stresses in the copper TSV itself as well as in the surrounding silicon substrate must
be controlled. As one precaution, keep-out zones around TSVs are created for
active devices to minimize their stress-related mobility changes8 [KML12].

Finally, we would like to point out that hillocks and whiskers (see Fig. 2.2)
usually indicate EM as their cause. However, SM can also participate in the overall
diffusion flow and, hence, must be considered as well.

Die 2

Die 1
TSV

Mechanical
failure

Mobility changes

Fig. 2.25 TSVs in 3D-stacked ICs induce mechanical stresses in their surroundings because of
the mismatch in the coefficients of thermal expansion between silicon and copper, and other effects
[XK11]. This results in mechanical failures and electrical degradation, such as mobility changes in
transistors. As one precaution, keep-out zones around TSVs are recommended

8Electron mobility is a measure of how quickly an electron can move through a material such as a
metal or semiconductor, when pulled by an electric field.
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2.6 Migration Analysis Through Simulation

This last section of this chapter introduces and describes the principles of a
migration analysis through simulation. We discuss EM analysis using
current-density simulation techniques, such as the finite element method (FEM), in
Sect. 2.6.1. We also outline more sophisticated simulation strategies in the fol-
lowing subsections. For example, the atomic flux can be calculated from current
density and other driving forces to get a deeper insight into the migration process
(Sect. 2.6.2). We may also simulate mechanical stress development as the driving
force behind stress migration (Sect. 2.6.3). Void growth can be simulated in order
to gain a detailed look into damaging processes (Sect. 2.6.4).

2.6.1 Simulation Techniques

Migration is a complex problem that can be described by a system of differential
equations. For this type of mathematical problem, several solving strategies exist
and can be classified as follows:

• analytical methods,
• quasi-continuous methods,
• concentrated or lumped element methods, and
• meshed geometry methods, such as

– finite element method (FEM),
– finite volume method (FVM), and
– finite differences method (FDM).

All these methods must respect numerous boundary conditions given by the sim-
ulation problem as well as the coupling effects of the different physics domains
participating in the migration process. The solution space consists of a set of
variables, also called “degrees of freedom,” which must be adjusted to fit the
boundary conditions and equations.

The system of differential equations can only be solved analytically in closed
form and with acceptable effort for very simple geometries and boundary condi-
tions, or by extremely simplifying the problem by neglecting some transport pro-
cesses and simplifying the geometry, for example.

To facilitate the solution space, quasi-continuous methods, such as “power
blurring” [ZPA+14], have been developed. In contrast to concentrated elements,
this method provides a spatially resolved solution by superposition of analytical
expressions for a finite number of spatial points, like a grid. It uses a matrix
convolution technique similar to image processing methods to combine the separate
point solutions to a global solution. This approach consumes less computational
power than meshed solutions while losing some of the flexibility, as it is harder to
implement inhomogeneous material properties. For temperature calculations, as
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used in power blurring, quite reasonable results can be obtained, even for full-chip
analysis [KYL15].

A concentrated or lumped element method (Fig. 2.26) is really an extension of
the analytical method, where several analytically or numerically solved geometries
are combined. This method is very fast, but calculates only a single value for each
degree of freedom and element. The results are global without any spatial resolution
inside the segments, as the elements are typically quite large, e.g., one element per
wire segment.

Meshed geometry methods (Fig. 2.27) offer several advantages for migration
analysis. The degrees of freedom can be spatially resolved in a variable manner by
adjusting the mesh granularity. The calculation effort is limited due to the bounded
degrees of freedom—the mesh is finite. Using only basic geometries for the mesh
elements further simplifies the simulation.

The finite element method (FEM) is a universal tool for calculating elliptic and
parabolic equation systems. It is a numerically very robust method. Many tools

Φ1, j1 Φ3, j3

Φ4, j4

Φ2, j2

Φ5, j5

I1,2

Model

Layout

I2,4
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Fig. 2.26 Illustration of the lumped element model where several analytically or numerically
solved geometries are combined (U electrostatic potential, j current density, I current)

Model

Layout

Fig. 2.27 Illustration of the meshed model where the spatial resolution of the degrees of freedom
can be adjusted by the mesh granularity. Hence, each mesh node has its own degrees of freedom,
such as the electrostatic potential
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support FEM due to its great variety of applications. The system of equations is
built from degrees of freedom for nodes and elements.

The finite volume method (FVM) uses polyhedrons to divide the given geometry,
while solving the equations only at the center of each polyhedron. FVM is best suited
for conservational equations, such as mass flow calculations for fluid and gas transport.
It could be applied to migration when modeling atomic flux similar to gas diffusion.

The finite differences method (FDM) is numerically very simple and therefore
well suited for theoretical analysis or very fast calculations. Due to its simplicity, its
results are not as exact as with FEM. As its name suggests, the system of equations
is based on the differences in the degrees of freedom.

All these methods are regularly deployed for solutions in computational fluid
dynamics (CFD), which has a lot in common with migration simulation in solid state.

For reduced problem sizes, such as EM analysis restricted to power and ground
nets, meshed methods deliver precise results in reasonable calculation times.
However, when applying meshed methods to complex geometries, model prepa-
ration and calculation efforts are extremely high. These issues apply also in EM
analysis, as geometries in VLSI circuits are becoming increasingly complex. Since
signal nets are more and more EM-affected, filtering only EM-critical nets, as
proposed in [JL10], will no longer sufficiently curb problem complexity. This
growing challenge of complexity for finite element simulations for EM problems in
VLSI circuits is clearly shown in Fig. 2.28.

Quick simulations are required in physical design. These simulations are only
one part of the verification phase; they must be repeated iteratively in the design
flow. For example, applying FEM for use in the full-chip verification of complex
integrated circuits is too time consuming [TBL17].
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Fig. 2.28 Prediction of the analysis complexity for future digital circuits, i.e., shown is the
growing problem size of finite element simulations of all signal nets in future technologies, as
predicted by the ITRS, with 2014 as the base year. The respective CPU clock frequencies are also
depicted for comparison purposes. Calculated from ITRS [ITR14, ITR16]
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In order to maintain FEM precision despite the increasing number of structures
and geometries to be analyzed, we propose that EM simulations must be separated
from the actual verification process. This means that FE analysis is performed prior
to verification or even prior to routing. Routing will then be implemented exclu-
sively with verified routing elements from a library. Hence, a whole library of
routing elements with simplified parametric models attached will be verified in an
FE analysis. The complete chip can then be verified rapidly. The library should
include all routing elements required to build a complete layout; the library size can
be minimized by selecting highly repetitive patterns. The verification is simplified
to calculating only actual critical results from the actual boundary conditions by
using the parametric models to check against current-density limits, or other
migration metrics (Fig. 2.29).

An important prerequisite for the above-mentioned verification method of
combining several discrete FEM simulations is that the partial solutions equate with
the respective parts of the complete solution. This requirement is fulfilled if the
boundary conditions are transformed correctly between the full and partition
models, as we discuss next.

The method’s prerequisite can be best explained in a typical example, where a
complete wire connection is simulated as a whole and then split into separate parts.
If we can transform the boundary conditions to the parts in a suitable manner, the
simulation results will be equivalent.

There are several useful rules for finding the locations to split the model. The
best place to split is at locations where the boundary conditions are homogeneous,
as they can easily be applied to FE models. This is the case, for example, with
current-density regions in a straight wire that are located at some distance from vias
and branches. If, however, the layout element of interest consists only of the via
region, some appendices will have to be added to the wires in order to establish a
homogeneous boundary condition.

Technology

Pattern
Library

Simulation
(FEM)

Schematic

Placement,
Routing, ...

Circuit 
Layout

Physical Design

Fig. 2.29 To mitigate increasing circuit complexity, an EM simulation based on FEM should be
uncoupled from the actual verification process. The resulting layout synthesis would then use a
pattern verification method that restricts physical design to pre-verified (routing) patterns [TBL17]
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The atomic flux, on the other hand, stops at diffusion barriers, that is, the
transition from one material to another (this typically occurs near vias). These
diffusion barriers offer ideal boundary conditions for this model.

In the case of mechanical stress, it may not be easy to find ideal locations for
dividing the model into smaller partitions because mechanical stress is also driven
by the wire’s surroundings; a homogeneous stress condition is difficult to find
around a wire.

Temperature influences and mechanical stress from “unmodeled” surroundings
should not influence the simulation results. Therefore, a larger wire surrounding
area should be modeled, so that the difference between homogeneous model con-
ditions and inhomogeneous real conditions can be neglected inside the wire.

The same applies when modeling temperature directly, as the surrounding
dielectric distributes heat as well as the metal, only with lower conductivity.

In summary, it is important to verify that FE routing models can be partitioned
without losing accuracy if one wants to apply FEM for full-chip current-density
analysis. This verification is best done by comparing the simulation results for
generic sample patterns calculated both separately and combined. Figures 2.30,
2.31, and 2.32 visualize this using a T-shape wire segment inside one metal layer
and a via connection. Figure 2.30 shows the current-density results from two
separate (distinct) simulations. The simulation of both patterns combined is pictured
in Fig. 2.31; the combined results correspond well with the separately calculated
results. Figure 2.32 indicates current-density distribution at the interface between
the two patterns in a joint simulation; this is a measure of the error in the individual
simulations. The maximum error is 3% in the visualized case; this is an acceptable
value that has been verified for other patterns as well [TBL17].

By pre-evaluating interconnect structures in advance and building the layout
exclusively from evaluated structures, verification is significantly accelerated: even
a single circuit simulation, i.e., generating the (simulated) library patterns and using

0 3.31.1 2.2

j / j0

Fig. 2.30 Current-density
distribution using FEM for a
T-shape wire segment and a
via connection. Shown are
results of separate simulations
of the two single patterns with
homogeneous constraints at
the cut surfaces
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them only once, can be faster than a conventional, complete FEM simulation of the
entire final layout [TBL17].

The aforementioned method of pre-verifying routing patterns allows FEM,
including its precision and spatial resolution, to be applied in the EM verification of
complex circuits. All circuit nets can be verified by following the proposed method.
We believe this is a particularly important result, as it will fill a looming gap in the

0 3.31.1 2.2

j / j0

Fig. 2.31 Visualizing the
joint FEM current-density
simulation of the two patterns
in Fig. 2.30 when combined
indicates sufficient similarity
with the results of the disjoint
simulations (cf. Fig. 2.30)

0.97 1.031.0

j / j0

Fig. 2.32 Verifying
homogeneity of the current
density at the cut surface
between the two FEM
submodels (the maximum
deviation is 3% here) can be
used to ensure that distinct
and combined simulations
show matching results.
Hence, FE wiring models can
be partitioned without
accuracy loss if one wants to
apply FEM for full-chip
current-density analysis
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near future when all segments will be severely EM-affected (Chap. 1, cf. Fig. 1.6,
red area).

So far we have discussed EM analysis using current-density simulation and a
subsequent comparison with current-density limit(s). There are also several other,
more sophisticated simulation strategies for EM analysis (Fig. 2.33); these are
outlined in the following subsections. For example, the atomic flux can be calcu-
lated from current density and other driving forces to get a deeper insight into the
damaging process (Sect. 2.6.2). Furthermore, we can simulate mechanical stress
development as the driving force behind stress migration and compare it with the
critical stress (Sect. 2.6.3). Void growth can be simulated in order to gain a detailed
look into damaging processes, in terms of both void nucleation (mechanical stress
change) and void growth (Sect. 2.6.4).

2.6.2 Atomic-Flux Simulation

The diffusing atom flux is used to quantify the rate of diffusion. The flux is defined
as either the number of atoms diffusing through a unit area per unit time (atoms/
(m2�s)) or the mass of atoms diffusing through a unit area per unit time (kg/(m2�s)).

The atomic flux can be calculated by solving the systems of equations for all
migration driving forces and deriving the sum of all fluxes. In our case of EM
analysis, the migration driving forces are the current density for electromigration,

Current density

Atomic flux

Flux divergence

Mechanical stress

Steady state Void nucleation

Lifetime

Void growth

Check for limit

Basic current-
density simulation

Void-growth 
simulation

Atomic-flux simulation

Incorporation of
mechanical stress

Fig. 2.33 Simulation strategies for EM analysis based on different parameters affecting migration
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the temperature gradient for thermal migration, and the mechanical stress gradient
for stress migration.

In this section, we explain how to calculate the atomic flux when the driving
force is known. Numerous models are available for solving this task. In the fol-
lowing discussion, we go from the smallest scale to more abstract models.

The most natural approach is to calculate the movement of single atoms, also
called atomistic simulation. In the case of interconnect structures, this yields a
statistical model or, in small scale, a stochastic material transport model. The
driving force or work Wp is translated into a material flux or mean velocity �v by
relating it with an energy barrier and the atomic mobility. The resistance of an atom
to motion is given by its binding energy Eb and its mass, or mobility m. This leads
to the exemplary equation as follows:

�v ¼ Wp � Eb
� � � 1

m
: ð2:21Þ

Single atomic migration can be calculated on this basis. Probabilistic calcula-
tions must be made in order to obtain an atomic flux from this approach.

A more abstract method of calculating atomic flux uses collective atomic
properties to calculate a mean flux. Here, statistics over a certain number of atoms
are included in the model equation.

The most abstract model uses Eqs. (2.15)–(2.20) from Sect. 2.5.3 to calculate an
atomic flux from the driving forces of the migration types. This deterministic model
gives only mean flux results.

The atomic flux can be calculated in a quasi-static simulation (Fig. 2.34) which
determines the initial atomic flux and the spatial flux divergence. Hence, critical
regions can be directly identified in the locations of large divergences. Lifetime and
robustness can then be estimated by extrapolating this flux.

The microstructure has a significant influence on EM, as diffusivity differs for
bulk and grain boundaries [COS11]. Hence, different local EM properties are
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Fig. 2.34 Atomic flux divergence calculated from electromigration (FEM results) shows via
depletion (side view)
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changed due to microstructural variations. Furthermore, mechanical properties
depend on crystal orientation—an important factor in SM as an EM countermea-
sure. Therefore, the microstructure must be included in the geometric models.

The microstructure can be incorporated in the geometric models by using a
microstructure generator to establish a structure from median grain size and a given
standard deviation, as noted in [COS11]. As microstructure and crystal orientation
cannot be completely controlled by process technology, this method gives results
for one arbitrary configuration only. In reality, however, the positions of grain
boundaries and the crystallographic orientations cannot be arranged. Hence,
deterministic methods will not yield realistic simulation results. A probabilistic
analysis of the microstructure effects is, therefore, required for reliable outcomes
[COS11].

The divergences can be deduced from the atomic-flux simulation results; these
allow the lifetime of the layout structure, for example of a wire, to be estimated by
extrapolation.

2.6.3 Simulation of Mechanical Stress

In addition to simulating atomic flux due to EM, it is mandatory to calculate the
mechanical stress caused by atomic flux, as it is key to determining the steady-state
condition in the metal wire. In particular, the total flux in short wires greatly
depends on mechanical stress.

The obtained steady state leads either to an “immortal” wire (cf. Sect. 4.3) or the
void size in this state gives an indication as to the wire’s lifetime.

As metal wires in integrated circuits are confined, i.e., encapsulated, by dielectric
material, every material movement annihilates and/or generates vacancies. There
are different models of mechanical stress generation and evolution due to this
process, such as the Korhonen model9 [Ye03]. It describes the stress by the
one-dimensional equation as follows:

@r
@t

¼ @

@x
DaBX
kT

@r
@x

� z�e.
X

j

� �	 

; ð2:22Þ

where r is the hydrostatic stress, t is the time, Da is the atomic diffusivity, B is the
applicable modulus, X is atomic volume, k is Boltzmann’s constant, T is absolute
temperature, z� is the effective charge number, e is electron charge, . is the resis-
tivity, and j is the current density [Ye03].

9The Korhonen model combines vacancy dynamics with stress development. It assumes that the
recombination and generation of vacancies alter the concentration of the available lattice sites,
which influences the hydrostatic stress distribution. Specifically, the loss of the available lattice
sites increases the hydrostatic stress.
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In addition, several similar and more sophisticated models exist for
three-dimensional calculations [Ye03].

Having determined the mechanical stress due to EM, overstepping the critical
stress threshold indicates where void nucleation starts [CS11]. In the case of a
transient EM simulation to this point in time, the nucleation time and, depending on
the dominant failure mechanism, the wire lifetime can be estimated.

This failure criterion—void nucleation—is equivalent to a small resistance
increase in experiments, according to [CS11]. Simulation results can thus be
experimentally verified.

EM lifetimes vary widely due to high stress thresholds and large variations in
grain distribution [CS11]. Hence, probabilistic calculations are necessary here as
well.

To illustrate these mechanical stress considerations, simulation results are shown
in Figs. 2.35 and 2.36. Figure 2.35 illustrates the mechanical stress buildup after a
fixed simulation time, and Fig. 2.36 depicts a steady-state condition in a short wire.

2.6.4 Void-Growth Simulation

Void growth can be simulated to provide deeper insight into the electromigration
processes and the effects that lead to failure. We can thus estimate the lifetime of
different layout structures in a very detailed fashion. In general, void-growth sim-
ulation is the third step in a migration analysis, following the estimation of driving
forces and the atomic flux calculation. Therefore, it incorporates relatively complex
mathematics to calculate its results.
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Fig. 2.35 Simulation results for mechanical stress through EM after a fixed stressing time. The
nonlinear stress gradient inside the wire is shown (side view)
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After having calculated the (static) atomic flux, actual atomic motion increases
the vacancy concentration in certain locations and voids are created by vacancy
supersaturation. This process and the change of the void shape must be modeled as
well in order to estimate void growth and, hence, the lifetime of a layout structure.
A transient simulation is necessary to calculate the void growth.

As there are many parameters in the complex calculations and some assumptions
may be necessary, the results may not be reliable. We also need to conduct a
statistical analysis on input parameter variations to make useful conclusions based
on the simulation results.

When considering void nucleation it is important to note that during EM, and in
combination with mechanical stress, a significant grain-boundary movement takes
place [CS11]. Here, grain boundaries drift into the neighboring crystallite lattice
(grain) as a result of atomic rearrangements. Under these circumstances, one grain
grows at the expense of another. This process must be considered as well, as it
influences the overall diffusion flow and causes electrical resistance fluctuations.

The applicability of finite element models for simulating migration processes and
void growth until failures occur has been shown in [BS07] and [THL07].

Two methods are available for modeling void growth in a meshed geometry:

(1) geometry modification depending on volumetric loss of affected elements
(Fig. 2.37), similar to a method from [OO01], and

(2) deletion of mesh elements upon exceeding a certain mass flux divergence limit
(Fig. 2.38), as presented in [WDY03].

Both methods must also include surface tension models to generate the
energy-based void shape modification. The aims of these models are to gain a
deeper understanding of void growth and, thus, to identify methods for lifetime
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Fig. 2.36 Simulation results for a short-length segment including mechanical stress. The steady
state with linear stress profile inside the segment is shown (side view)
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extension. The latter can be achieved by modifying wire geometries or by imple-
menting special reservoirs; both methods are presented in detail in Chap. 4.
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Chapter 3
Integrated Circuit Design
and Electromigration

In this chapter, we will introduce measures for modifying the present integrated
circuit (IC) design methodology with the objective of countering electromigration.
After introducing the overall design flow (Sect. 3.1) in use today, we will explore
how this flow is differentiated between analog and digital design, as both areas
require different measures to counter electromigration (Sect. 3.2).

Understanding that knowledge of the currents flowing in interconnects is a
fundamental requisite for an electromigration-aware design, we will discuss in
Sect. 3.3 the different types of currents encountered and show how sensible current
values can be determined.

As we gain further understanding of electromigration in integrated circuits, we
will see that the key parameter for electromigration prevention is the maximum
permissible boundary value of the current density in the wires. This parameter is,
however, dependent on the intended use of the IC, which is why so-called mission
profiles are created to determine such values. Section 3.4 describes how robust
current-density boundary values can be determined, using application and reliability
specifications.

Effective current-density verification is at the core of electromigration-aware
design flows. This is highlighted in Sect. 3.5 where we delve deeper into the
fundamental procedures and critical aspects of it. In Sect. 3.6, we present options
for dealing with problems identified by current-density verification, using layout
adjustment techniques.

In the final Sect. 3.7, we put forward a number of farther-reaching measures for
increasing current-density boundary values, based on our assessment of current
technological trends. These are then explored in further detail in Chap. 4.
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3.1 Design Flow of Integrated Circuits

Our goal is to develop an IC design flow that is electromigration aware; as such, it is
important to first understand the overall IC design, identify areas in the flow where
inserting “electromigration awareness” is most beneficial, and determine where
information to support such electromigration awareness comes from in the design
flow (i.e., data dependencies among flow components). Thus before considering an
electromigration-aware design flow, let us outline the main steps involved in
designing an IC.

This highly complex process is divided into distinct tasks that are performed
sequentially (Fig. 3.1). While early steps in the design flow are high level and
operate on large pieces of the design in terms of logical inputs and outputs, later
steps in the flow are performed at much lower levels of abstraction, typically
involving detailed physical and electrical information. At the end of the process,
before fabrication, design tools and designers use detailed information on each
circuit element’s geometric shape and electrical properties [KLMH11].

ENTITY test is
port a: in bit;

end ENTITY test;

DRC
LVS
ERC

Circuit Design

Functional and
Logic Design

Physical Design

Physical Verification
and Signoff

Fabrication

System
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Chip

Packaging and 
Testing

Chip Planning

Placement

Signal Routing

Partitioning

Timing Closure

Clock Tree Synthesis

Fig. 3.1 Main steps in the design flow of digital integrated circuits with special emphasis on
layout synthesis (physical design) [KLMH11]
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Chip architects and designers, product marketers, and layout and library
designers, collectively define the overarching goals and high-level requirements for
the IC during system specification. These goals and requirements span functionality,
performance, physical dimensions, and production technology.

The basic circuit architecture is then drafted to meet the system specifications
during architectural design. Among the considerations here are packaging type and
die-package interface, power requirements, and the choice of process technology.

Having decided on the architecture, the functionality and connectivity of each
module are determined next. Only the high-level behavior is described during
functional and logic design. Specifically, each module has a set of inputs, outputs,
and timing behavior that the designer defines in this step.

The logic synthesis tool automatically converts Boolean expressions into a
gate-level netlist for most of the digital logic on the chip, usually at the granularity
of standard cells or higher. However, a number of critical, low-level elements ought
to be designed at the transistor level; this is referred to as circuit design. The result
of circuit design, as well as of logic synthesis, is a netlist, i.e., a description of the
connectivity of the electronic circuit.

The main step covered in this book is physical design, where all design com-
ponents are instantiated with their geometric representations. That is, all macros,
cells, gates, transistors, etc., with fixed shapes and sizes per fabrication layer are
assigned spatial locations on the IC (placement) and have appropriate interconnects
embedded in the IC’s metal layers (routing).

As physical design is a highly complex process, it is typically decomposed into
several key steps (see Fig. 3.1, right) [KLMH11]:

• Partitioning subdivides a large circuit into smaller subcircuits or modules,
which can each be designed and analyzed individually.

• Chip planning generally comprises two activities:

– Floorplanning determines the geometries and arrangement of subcircuits or
modules, as well as the locations of external ports and IP or macro blocks;
and

– Power and ground routing, often integral to floorplanning, distributes power
(VDD) and ground (GND) nets throughout the chip.

• Placement establishes the spatial locations of all cells within each module
(block).

• Clock network synthesis specifies the buffering, gating, and routing of the clock
signal to meet prescribed skew and delay requirements.

• Signal routing is generally comprised of two sequential activities:

– Global routing allocates routing resources to connections; and
– Detailed routing assigns routes to specific metal layers and routing tracks

within the global routing resources.

• Timing closure optimizes circuit performance by specialized placement and
routing techniques.
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When the physical design is completed, the layout must be fully verified to ensure
correct electrical and logical functionality. Physical verification usually includes the
following verification methods:

• Design rule checking (DRC) verifies that the layout meets all technology-
imposed constraints.

• Layout versus schematic (LVS) derives a netlist directly from the layout and
compares it with the original netlist produced from logic synthesis or circuit
design.

• Parasitic extraction verifies the electrical characteristics of the circuit.
• Antenna rule checking seeks to prevent so-called antenna effects during

manufacturing.
• Electrical rule checking (ERC) verifies the correctness of power and ground

connections, and that signal transition times and other electrical characteristics
are appropriately bounded.

The final, verified layout, usually represented in the GDSII or OASIS stream for-
mat, is sent for fabrication at a dedicated silicon foundry. Here, the design is
patterned onto different layers using photolithographic processes. ICs are manu-
factured on round silicon wafers. At the end of the manufacturing process, the ICs
are separated, or diced (into die), by precisely sawing the wafer into smaller pieces.

Functional chips are typically packaged and retested when dicing is complete.
Packaging is configured early in the design process; it is application-oriented and
embodies cost- and form-factor considerations. A die is positioned in the package
cavity, and its pins are connected to the package’s pins. Finally, the package is
sealed and shipped to the customer as a working chip.

3.2 Electromigration-Aware Design Flows

An electromigration-aware design flow is recommended to avoid electromigration
issues that may cause the chip to fail during operation. Here, measures to prevent
electromigration (EM) are taken during the design steps outlined in Sect. 3.1. The
measures can be implemented in individual design steps, or as measures that cut
across multiple steps. EM can be taken into account during the physical design step,
for example, by current-driven wire routing and adapting interconnect widths. It is
imperative that the layout is also verified for EM robustness.

When drafting the layout during physical design, placement and/or signal
routing should be performed to suit the expected currents, with the aim of reducing
EM. The currents acquired from the circuit simulation and the permissible current
densities are typically used as constraints in this context. The approach here is to
place the function blocks at locations so as to minimize current flows, and to size
the interconnect widths (routing widths) to suit these currents.

Interconnect widths and the wiring route (routing) are critical, especially for nets
with more than two nodes, that is, for multi-terminal interconnects that span mul-
tiple pin or port connections. Currents can often be reduced in individual segments
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of this multi-terminal interconnect by selectively setting Steiner points [LJ03,
LKL+12]. Steiner points are additional nodes in the wiring net, without any direct
pin or port connection.

The current in the segments or the local current density is validated during
verification, depending on the respective design step. The current density in the
layout can be determined as a function of the geometrical characteristics of the
routing pattern, and then compared with the maximum permissible current density
of the specific routing layer. Any overshoots must be flagged and remedied with
layout modifications.

The differences between analog and digital design, and their respective design
methodologies, require different measures to effectively counter electromigration.
There are three types of integrated circuits: (i) digital, (ii) pure analog, and
(iii) mixed-signal; the latter contains digital and analog subcircuits. Designing
analog and digital circuits are two very different activities.

Analog circuits are generally less complex and designed manually. Many
functional constraints must be considered in analog design, which has held back
design automation and analog synthesis to date and necessitates manual design. In
addition, the design steps for digital circuits are typically discrete and are performed
sequentially; analog design steps tend to overlap and several steps are often per-
formed simultaneously. For example, device generation, module placement, and
routing are normally executed simultaneously in analog designs.

Digital circuits in contrast are notable for their large number of nets and their
fully automated design flows. While the complexity of analog circuits generally
does not exceed a few thousand nets, digital circuits typically have millions of nets.

Further, digital circuits are characterized by net classes that exhibit different
susceptibilities to electromigration [Ma89]. We can assume that power nets carry
fairly constant currents and that their current directions are consistent. Clock and
signal nets, on the other hand, conduct alternating currents (AC). As outlined in
Sect. 2.4.3 (Chap. 2), these alternating currents impact wire lifetimes less than
direct currents, due to self-healing mechanisms. Hence, the different net classes
encountered in digital circuits require different current-density limits.

3.2.1 Analog Design

Analog circuits are designed as single modules, with a verified layout produced for
each such module. The design process itself is only minimally automated; an
engineer typically drafts the layout for an analog circuit (and analog parts in
mixed-signal designs) almost completely manually.

The low degree of automation as compared to digital design is a result of the
large number of degrees of freedom, influencing factors, and constraints. Circuit
topology, component parameters, and drawing up the circuit layout are some of
the degrees of freedom in the design. The performance and robustness of an analog
circuit are negatively impacted by many factors, including non-linearities, parasitic
components, electromagnetic coupling, temperature, and electromigration.
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Constraints, in effect, describe boundaries for a circuit’s performance and robust-
ness, and they absolutely must be taken into account for a successful design.
Unfortunately, a formal description of the influencing factors and constraints is
often missing; it is thus impractical and all but impossible to automate the analog
design process, because of the lack of a complete problem definition [SL15, NL09,
KMJ13].

Analog circuits also must carry currents that vary widely in magnitude
depending on the application: sensor applications require only a few nano-amps,
whereas wires in power circuits need to carry up to several amps on a continuous
basis. In addition to this broad spectrum of currents, analog circuits may also have
to operate reliably at very high temperatures.

The number of nets in analog circuits that are susceptible to electromigration is
growing due to technology downscaling and increasingly complex designs.
Furthermore, issues arising from Joule heating in conductors must be addressed for
these same reasons. Yet another characteristic of analog circuits is that currents in
power and signal nets are on the same order of magnitude. As a result, analog
designers have been more aware of electromigration issues in recent years than their
digital-design counterparts.

A design flow that considers current density in analog ICs is presented in
Fig. 3.2. It includes current characterization, current propagation in design hierar-
chies, current-aware layout PCells, current-aware route planning [LJ03], as well as
current-density verification [JL04, JLS04].

The purpose of current-driven routing is to ensure that all predefined technology-
based current-density constraints are met when the physical layout of the inter-
connect metallization structures are created. By adopting this “correct-by-
construction” approach to obtain an electromigration-robust layout, two closely
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Fig. 3.2 Electromigration-aware analog design flow [Lie06, Lie13]
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linked design problems must be simultaneously addressed for automatic and semi-
automatic layout generation.

First, it is absolutely necessary to connect to net terminals in a current-density-
correct manner to assure the intrinsic reliability of the affected metallization of
integrated electronic devices (Sect. 3.5.3). Second, an optimized net topology must
be properly planned in order to determine and minimize the current flow within all
planned net segments (Sect. 3.3.3). Current-density-correct layout dimensions are
then determined based on the current flow within net segments (Sect. 3.5.2).
Minimizing the routing area used is a primary optimization goal.

Current-density verification (Sect. 3.5) guarantees the predefined electromigra-
tion lifetime of interconnect structures. This is done by verifying that all relevant
worst-case current densities within existing metallization structures are always less
than or equal to the usage-dependent maximum permitted current-density limits
specified for the IC manufacturing technology.

During current-driven layout decompaction (Sect. 3.6), an external (de-)com-
paction tool is used to adjust the previously flagged critical layout structures to their
electromigration-correct dimensions. Here, all worst-case current flow values within
current-density-critical regions of the net layout are determined based on the results
of current-density verification. These current values are then applied to calculate
and adapt the correct layout dimensions of all critical layout structures.

To date, commercial analog design tools have required extensive manual
intervention to consider the impact of current densities in physical design.
Current-density-aware routing tools have been available for some time; they typi-
cally widen wires based on terminal currents.

Commercial verification tools for current densities extract a netlist from the
layout that includes parasitics. This netlist is then used to simulate the currents in all
wires. If any of the resulting current densities exceed an EM-relevant boundary, a
violation is detected and highlighted, and an attempt is made to resolve by per-
forming current-driven layout decompaction or earlier steps in the process as
necessary, as shown in Fig. 3.2.

3.2.2 Digital Design

One of the main differences between analog and digital circuits is that while analog
values and functions are processed in the former, digital values are processed in the
latter; because digital values are discrete with respect to time and value, they are
less susceptible to disturbances. Furthermore, fewer constraints are needed in the
design to assure its proper functioning, which are easily automated. Thus, digital
integrated circuits can be designed using well-understood synthesis algorithms; this
can be done with logic synthesis (which replaces “Circuit Design” in Fig. 3.1).

One can design much more complex circuits in an automated flow than manu-
ally. Hence, integrated digital circuits have become increasingly complex with each
year, and today can have billions of components and electrical interconnections
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(nets). At today’s level of complexity, they can only be economically designed,
verified, and analyzed with the support of computer-aided design (CAD) algo-
rithms. The complexity continues to ramp up rapidly as a result of miniaturization
(Moore’s Law, Chap. 1) and technological advances, which continue to permit ICs
with larger and larger numbers of components to be fabricated.

Automated layout generation, often referred to as layout synthesis, is less
challenging for digital circuits than with analog circuits, as there are fewer func-
tional constraints. In addition, digital circuits are less sensitive to small voltage
changes than their analog counterparts. The proper functioning of digital logic
depends essentially on the reliable differentiation between a few different digital
logic states. Also, these circuits comprise a relatively small number of different
types of subcircuits, so-called gates.

The scalability of the synthesis algorithms (for both logic synthesis and layout
synthesis) is key due to the on-going verity of Moore’s Law in digital integrated
circuits. So-called heuristics are typically used in this context, as they enable the
synthesis steps to yield practically “optimal” solutions very rapidly. The layout
synthesis of digital circuits can thus be automated with relatively simple algorithms,
far more easily than is possible in analog circuit design.

During layout synthesis, verifications should be carried out to check for com-
pliance with predefined constraints, which are based on rules. These verifications
are an integral part of the automated design process, because the synthesis algo-
rithms never take all constraints into account and are typically optimized for speed
rather than quality—thus the correctness of the output must be verified. Algorithms
that solve the given problem in polynomial time should be used in this context,
which gives priority to heuristic techniques. The entire circuit cannot normally be
fully analyzed, as this would require too much computation time. Instead, the
verification process benefits from a number of filtering techniques, which narrow
this partially complex task down to a few select portions of the complete circuit,
that is, to a few nets, for example. In particular, this is facilitated by investigating
the reliability of electrical interconnects, and classifying them into different net
classes.

There are at least three different net classes in digital circuits. First, there are
power distribution networks, where the DC component of the current predominates
and currents can be very high. Second, there are clock nets with almost symmet-
rically alternating currents, where typical root-mean-square (RMS) values can be
very high due to the large number of connections to the net. And third, there are
signal nets with asymmetrical, pulsed alternating currents, generally with low RMS
values.

Nets can be subdivided into these three classes by EM sensitivity, with high
(power distribution nets) and low EM sensitivity (clock and signal nets).
Verification can thus be restricted to the more EM-sensitive net class(es). However,
this simple classification is not absolutely reliable and not all nets can be correctly
classified. The verification is only truly reliable if no critical nets are erroneously
filtered out, and very few non-critical nets are unnecessarily analyzed. Classification
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and filtering thus benefit from the use of other useful heuristics [JL10], which may
require detailed information on the circuit. For example, the maximum currents
flowing in every segment must be determined to identify the nets with critical
current densities (Sect. 3.3).

A host of synthesis-analysis loops characterizes the design flow for digital cir-
cuits. This flow consists of a series of synthesis steps, which methodically con-
cretize circuit geometry (Fig. 3.3, left) [Lie13]. There is a set of verification steps
alongside these synthesis steps that ensure the circuit acquires the required electrical
characteristics and functions and meets the reliability and manufacturability criteria
(Fig. 3.3, middle).

Figure 3.3 (right) shows additional flow options to analyze the impact of elec-
tromigration on circuit reliability, which have only been partly supported to date by
layout tools. That said, “Sign-off DRC with EM rules” and “Sign-off Spice
Simulation” with subsequent current-density verification are now standard func-
tions in state-of-the-art digital layout tools. These functions are also available as
stand-alone verification tools.

The first step in these EM-specific analysis and verification options, “Estimation
of EM-Critical Nets Based on Netlist,” limits the number of nets that must be
verified for EM issues [JL10]. It determines the worst-case bounds on segment
currents in order to separate signal nets into critical and non-critical sets. Only the
set of critical nets, which is typically smaller, requires subsequent special consid-
eration during layout generation.

State-of-the-art commercial design tools typically perform tasks that align clo-
sely with the aforementioned analysis steps (see Fig. 3.3, right). They are based on
three global current-density limits set to identify EM violations: maximum allow-
able peak-, average-, and RMS-current densities (Sect. 3.3.1). The actual
current-density value in each wire segment is determined by transient or steady state
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SPICE (Simulation Program with Integrated Circuit Emphasis) simulations at the
transistor level. EM violations are detected if these calculated local current densities
exceed a specific limit.

As mentioned previously, power and signal nets are to be verified separately due
to their different susceptibilities to electromigration.

3.3 Determination of Currents

EM analysis starts by considering the currents flowing in the interconnects.
Transient circuit simulations with SPICE or quasi-static techniques are used to
determine the currents in the nets. The resulting maximum, average, and RMS
(root-mean-square) values can be converted to an equivalent direct current
depending on the effective switching frequency. A current-density value, that can
be checked for exceeding a technology, layout, and/or application-specific
boundary value, is then determined, in conjunction with the associated layout data.

To identify nets with critical current densities, the maximum currents occurring
in each layout segment must be determined. Current vectors are to be created for net
nodes that respectively contain the RMS value, the minimum and maximum mean
value, and the peak value of the current, as the critical maximum values need not
arise in each segment in the same operating mode. The maximum current value can
be obtained for each segment from such data. Depending on the frequency, the key
dimensioning current is calculated based on these different current values with
different weightings.

The EM criticality of a net can be determined by comparing the currents allowed
(based on the interconnect cross-section) with the actual currents (Sect. 3.5.2) or by
means of current-density simulations (Sects. 3.5.4 and 3.5.5). The latter is based on
the calculation of the key current density from the current and available
cross-section. Current values are at any rate absolutely necessary.

The different types of damage mechanisms caused by different currents
(Sect. 3.3.1), as well as how realistic terminal currents (Sect. 3.3.2) and segment
currents (Sect. 3.3.3) are determined, will be dealt with next.

3.3.1 Current Types

The current waveform and the electromigration robustness of an interconnect are
closely related. Various studies show an increased electromigration robustness in an
interconnect for bi-directional and pulsed-current stress over uni-directional current
and constant-current stress [Li89, Ma89, Pi94]. One of the reasons for this is the
aforementioned “self-healing effect”—due to a material flow back caused by
alternating current directions, which reduces the effective material migration
(Sect. 2.4.3, Chap. 2).
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When considering wire currents in an electromigration-aware design flow, it is
useful to differentiate various current types based on the frequency and character-
istics of the current:

• the effective current based on the root-mean-square value of the currents (RMS
currents) for frequencies lower than 1 Hz,

• the average-current value for frequencies greater than 1 Hz, and
• the peak-current values to consider for single current pulse events, such as

electrostatic discharge (ESD) or single short pulse events in power stages.

The use of these current types has certain limitations and characteristics, as we
describe below. In particular, using RMS currents is a more conservative approach,
since it does not take into account the self-healing effect. RMS currents are suitable
for analog DC nets and reliability-critical applications in general, including
long-pulse and continuous-current events.

Dimensioning interconnects based on RMS currents means that thermal effects
due to Joule heating in interconnects are considered (which strengthens the
above-mentioned “conservative approach”). This so-called self-heating (not to be
confused with “self-healing”) often limits the maximum current densities, espe-
cially in top-level IC metallization layers due to reduced heat conduction.

On the other hand, applying average currents for AC current flows typically
considers the self-healing effect of alternating current directions. Average currents
are commonly applied to current flows within digital signal nets and analog signal
nets. They are also used for EM-lifetime modeling according to Black’s Law
(Sects. 3.4 and 3.5).

A peak-current flow, such as an individual short-time current flow due to an ESD
event, must be considered separately from RMS or average currents. This is due to
different damaging effects, such as electrical overstress (EOS), within the metal-
lization requiring appropriate design rules for wire dimensioning.

All three current types should be considered simultaneously when dimensioning
interconnect layouts. The current type which leads to the largest number of vias/
contacts and the largest wire width in a segment for a given layer and ambient
operating temperature must be chosen for layout dimensioning (Sect. 3.5.2).

3.3.2 Terminal Currents

Determining realistic current values for each net terminal (pin) is a problem for any
electromigration-aware physical design methodology, notably in analog designs.
Most published approaches use a single so-called equivalent current value per
terminal by considering the current waveform, duty cycle, and frequency.

However, one cannot safely calculate the worst-case current flow in topological
connections between layout Steiner points by using only one maximum absolute
equivalent current value at a net terminal. (Steiner points are additionally introduced
net points to shorten the overall net connection.) This somewhat unexpected
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statement can be easily understood by considering Fig. 3.4. Suppose we were to
perform interconnect wire and via array sizing taking only the maximum absolute
equivalent current values at each terminal into account (Fig. 3.4, left). We would
then trigger a current-density violation in the Steiner point connecting net segment
due to cross-current flows when at least one equivalent current value at a net
terminal is subject to change (Fig. 3.4, middle). Hence, a “current value propaga-
tion problem” arises within a Steiner point if two connected net terminals are
characterized by reversed worst-case currents flows.

The lower (average−, RMS−, peak−) and upper (average+, RMS+, peak+)
boundaries of the average, RMS and peak equivalent currents at any time, therefore,
must be considered if this problem is to be solved [JL10]. These boundaries are
derived from the positive and negative parts of the current waveform. The equiv-
alent value for RMS−, which is calculated from the zero and negative parts of the
current waveform, must exceptionally be multiplied by a factor of −1.0 to guarantee
a lower boundary (RMS− � 0). One can now calculate the cross-currents correctly
in any segment of an arbitrary tree-shaped net layout using equivalent current
bounds (Fig. 3.4, right).

Next, we introduce three terminal current models, each of which considers the
above-mentioned current value propagation problem by utilizing either:

(1) a single current value pair,
(2) a vector of current value pairs, or
(3) a current matrix at each terminal.

In the first terminal current model, which involves a single current value pair, the
results from one or more simulations are post-processed by calculating a set of
current vectors satisfying Kirchhoff’s current law [Lie06]. They are a snapshot of
the circuits operating at the time of minimum and maximum currents at each
terminal (Fig. 3.5). This reduces the simulation results to a vector of worst-case
current value ranges. For a net with m terminals, this may lead up to m current value
pairs (i.e., 2m current values) attached to each terminal iterminal as follows:

Minimum-sized
wire for 0 mA

Correctly-sized wire
(max. absolute current 2 mA) 

Steiner point

Terminal

Fig. 3.4 Layout topology of a partial net with average currents [JL10]. A minimum-sized wire is
shown at left due to a cross-current of 0 mA. Any change in the terminal current in terminals VT1

or VT2 leads to an increase in the cross-current that eventually results in a current-density rule
violation in the layout of the attached vertical net segment (middle). Replacing single terminal
currents with current bounds delivers the correct bounds for each net segment (right)
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iterminal ¼ ii minðterminal 1Þ; ii maxðterminal 1Þ
� �

;
�

ii minðterminal 2Þ; ii maxðterminal 2Þ
� �

;

. . .

ii minðterminal mÞ; ii maxðterminal mÞ
� ��

:

ð3:1Þ

Example: iterminal ¼ �0:5mA; 1:8mA½ �; 0; þ 0:4mA½ �; . . .; �0:2mA; 0½ �½ �
The terminal currents can be obtained by either tracking the current bounds at

each terminal during circuit simulation, or by post-processing transient simulation
waveforms after the simulation run. The former method is very memory-efficient
since no waveforms need to be saved, but it typically slows down the circuit
simulation due to additional processing time. The latter post-processing method is
more versatile and enables more sophisticated post-processing algorithms to be
executed during its processing, for example, to determine the peak current pulse.

All terminal current waveforms must be stored for single current value pair
methods—a task which is often impracticable due to the additional storage time
required and storage-space limitations. Another disadvantage of this current model
is the use of worst-case currents, which produces results that are overengineered,
i.e., oversized interconnects, especially if the minimum/maximum current values
are only present for a fraction of the circuit’s operating time.

A vector with one current value pair for each of n time slots Sx (x = 1 … n) is
used in the second approach [Lie06]. The minimum and maximum current values of
a current value pair are determined between the start and end time of the particular
time slot, i.e., a circuit’s operating phase. The current values are obtained either by
circuit simulation, by manual assignment to the net terminal in the schematic, or by

T1 T2 T3 ..Tm

t1_min -0.5 0.4 0.4 ...
t1_max 1.8 -0.7 0.4 ...
t2_min 0.0 -0.8 -0.5 ...
t2_max 0.4 0.9 0.5 ...
:               :

<2m>T5  (-0.8 mA  / 0.3 mA /
0.4 mA / 0.5 mA / ...)

T1 (-0.5 mA /1.8 mA/
0.0 mA / 0.4 mA /...)

T3 (0.4 mA / 0.4 mA /
--0.5 mA/ 0.5 mA / ...)

T4   (0.3 mA / 0.4 mA/
0.5 mA /-1.2 mA/ ...)

T2 (0.4 mA / -0.7 mA /
-0.8 mA / 0.9 mA / ...)

Currents attached to terminal T1

Current vector at time t terminal_1_max

1

2

3

4

5

Fig. 3.5 Illustration of the terminal current model utilizing current vectors [Lie06]. Current values
assigned to terminals are the respective minimum and maximum values (shown in italics) and the
current values at the other terminals’ minimum and maximum points of time. Every current vector
satisfies Kirchhoff’s current law, i.e., its current sum is zero
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retrieval from a device library. This model accounts for independent current flow
events originating from multiple net terminals as follows:

iterminal ¼ S1; imin 1; imax 1½ �; S2; imin 2; imax 2½ �; . . .; Sn; imin n; imax n½ �½ �: ð3:2Þ

Example: iterminal ¼ S1;�1mA; þ 3mA½ �; S2; þ 2mA; þ 3mA½ �; . . .½ �
The main advantages of this terminal current model are that (1) the lower and

upper RMS, average and peak current bounds can be determined by processing
current waveforms; and (2) each time slot can be linked to a circuit operating phase.
Advantage (1) yields more realistic functional loads, and advantage (2) enables
application mission profiles to be considered (Sect. 3.4). As a result of these two
advantages, oversized or undersized interconnects can be avoided.

The third model accounts for current bounds for a net terminal that are specific
to an operating phase [JL10]. A circuit may have several operating phases
according to different operational modes and chip temperatures, such as a normal
operating mode, a sleep mode, and a high-temperature operating mode. In this case,
the current bounds of a net terminal should be specific to an operating phase and
must thus be determined by post-processing the current waveforms obtained for
each operating phase.

This model comprises two equally sized current matrices �Ln and �Un (lower
bound L and upper bound U). Both matrices hold the equivalent currents for a
terminal n (1 � n � N) for each current type o (1 � o � O) at each circuit
operating phase p (1 � p � P). The matrix for lower-bound equivalent currents
�Ln is defined as:

�Ln ¼

iLn;11 iLn;12
iLn;21 iLn;22

� � � iLn;1P
iLn;2P

..

. ..
.

iLn;O1 iLn;O2 � � � iLn;OP

0
BBB@

1
CCCA: ð3:3Þ

Each row in �Ln represents a P-sized subvector containing the equivalent currents of
a specific current type o, and P operating phases. Each O-sized column subvector in
�Ln corresponds to O current types defined for a specific operating phase
p (Fig. 3.6). The current matrices of all N instance terminals must have the same
dimension.

A matrix for upper-bound currents �Un is similarly defined for each terminal n.
A set In of terminal current matrices with:

In ¼ �Lnj�Unf g ð3:4Þ

is then assigned to each terminal of the considered net (see Fig. 3.6, top).
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The number of current values that have to be stored in �Ln and �Un for a net with
N terminals is (2 � N � O � P) regardless of both the number of layout Steiner points
in the net and its layout topology. For example, considering a 3-pin net with a pure
DC current flow (O = 3, P = 1), this would result in 2 � N � 3 � 1 = 6 N current
values to account for average, RMS, and peak equivalent currents. Sparse storage
techniques applied to �Ln and �Un further reduce the computational requirements
[JL10].

3.3.3 Segment Currents

Knowledge of segment currents is essential for correct interconnect dimensioning.
We can derive the current bounds in net segments using a worst-case current bound
approach with one of the terminal current models from Sect. 3.3.2.

We calculate the worst-case current vector~iW for each net segment by using the
definition of �Ln and �Un in Eq. (3.3), for example. First, each net segment is par-
titioned into two sets of left-hand side (LHS) and right-hand side (RHS) terminals,
which contain the connected LHS and RHS terminals VT1 and VT2, respectively
(Fig. 3.7, top).

The currents for the LHS and RHS terminal sets are calculated as follows:

iLLHS ¼
XNLHS

n¼1

i�Ln;op ; iULHS ¼
XNLHS

n¼1

i�Un;op
ð3:5aÞ

Fig. 3.6 Visualizing two equally-sized current matrices �Ln and �Un for the lower (L) and upper
(U) bounds, holding various current types o for two terminals at each circuit operating phase p
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iLRHS ¼
XNRHS

n¼1

i�Ln;op ; iURHS ¼
XNRHS

n¼1

i�Un;op
ð3:5bÞ

with �Ln and �Un the corresponding lower- and upper-bound current terminal matrices
in the LHS and RHS terminal sets, and NLHS and NRHS the number of terminals in
the LHS and RHS sets, respectively [JL10].

An implication of this method is that, for each specific operating phase, terminals
will never draw or deliver larger equivalent currents than defined by their current
bounds. The entries for the worst-case current vector~iW are thus determined for
each current type o and operating phase p as follows:

iW;op ¼ max
min iL;LHS;op

�� ��; iU;RHS;op
�� ��� �

min iL;RHS;op
�� ��; iU;LHS;op

�� ��� �
�

: ð3:6Þ

These entries are then used to determine the current-type-specific worst-case
currents that are required for sizing wires and via arrays in the net segment between
two terminals as follows:

iW;o ¼ max iW;op
� �

; ð3:7Þ

Fig. 3.7 Determination of the worst-case current value iw in a net segment between terminals VT1

and VT2 using the right-hand side (RHS) and left-hand side (LHS) sum of terminal current bounds
(with L lower and U upper bound) of a layout topology tree [JL10]. Contrary to Fig. 3.6, this
example contains only one current type and one operating phase to simplify the visual presentation
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with 1 � o � O, 1 � p � P, and terminal indices 1 � {LHS, RHS} � N
[JL10].

Figure 3.7 depicts the layout of two terminals VT1 and VT2. Here, the current
bounds of the left-hand terminal VT1 are −1 mA (RMS, average or peak current) for
the minimum, i.e., lower bound, and +2 mA for the maximum, i.e., upper bound.
The lower and upper bounds for the right-hand side terminal VT2 are −3 and 0 mA,
respectively. Taking the terminal currents at terminals VT1 and VT2 as a reference,
the worst-case absolute current value iw that can occur in this net segment is 2 mA.
The layout of the net segment then must consider this current value and current type
for dimensioning.

We note that terminal currents which do not comply with Kirchhoff’s current
law can also be considered, using the methodology in Fig. 3.7. For example,
Fig. 3.8 shows the same approach to determine worst-case current bounds in net
segments for a net with three different net layout topologies.

It can be shown that all annotated equivalent currents of a defined operating
phase and current type can be summated safely. The sum of the annotated equiv-
alent currents of a specific current type is always equal to, or greater than, its
equivalent value derived directly from the vector sum of transient current values
[JL10].

Having described how to calculate the segment currents, let us now point out a
problem that has been omitted thus far: the net topology must be known before
segment currents can be calculated. In other words, segment currents can only be
calculated after the entire topology of the net has been laid out.

This is an issue because current strengths are altered in a previously routed
subnet whenever a new terminal is linked to the net. This is illustrated in Fig. 3.9 by
connecting Terminal 4 to the net; the currents change depending on the topology of

Fig. 3.8 Three layout topologies of the same net with terminals VT1…VT4 [JL10]. In each
topology, the net segments are labeled with the worst-case current bounds. The terminal current
value matrices in this example contain two current vectors (with L lower and U upper bound)
representing two different current types (rows), each holding two equivalent current values of an
arbitrary current unit (columns)
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this connection. At the same time, however, segment currents should be considered
(and hence, should not change) when determining the net topology, that is, when
deciding how terminals are connected with each other.

To address this cyclic conflict, a wire planning step is required prior to any
segment current calculation (Fig. 3.10). A current-driven net topology is deter-
mined in wire planning by calculating an optimized routing tree [LJ03]. The net
topology is planned and the segment current estimated concurrently in this step in
order to optimize (minimize) the current flow. Specifically, the major optimization
goal of this step should be to minimize the interconnect area required for routing,
rather than simply minimizing the length. In other words, current-intensive seg-
ments are kept as short as possible (Fig. 3.10, right).
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3 mA
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Complete 
net 

topology
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flow 

within
net  

segments
...
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Fig. 3.9 Illustration of the cyclic conflict whereby the net topology, i.e., the sequence of all
terminals to be connected, must be known so that currents can be calculated within net segments
[Lie06]. At the same time, laying out the sequence of connections requires currents to be known in
order to fulfill certain optimization criteria. Single terminal current values are used here for
simplicity
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Given: 
Net terminals with currents
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4 mAT1

T2

T3

T4
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Obtain a net topology with
optimized current flow

T1

T2

T4

-2 mA

1 mA
-3 mA
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After routing:
Minimized interconnect area

Wire Planning

T3

Fig. 3.10 Solving the cyclic conflict in Fig. 3.9 by current-driven wire planning. This additional
step in an electromigration-aware design flow creates a list of global connections and Steiner
points to optimize (minimize) current flow, thereby minimizing the interconnect area after routing
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After the net topology is defined, segment currents can be calculated (see above)
which are then used to obtain the correct layout sizes for wires and via arrays
(Sect. 3.5.2). Any detailed routing is subsequently simplified to a point-to-point
routing between net terminals with known segment widths.

3.4 Determination of Current-Density Limits

Having determined realistic current values in the terminals and segments, we now
turn our attention to the resulting current density and its limitations, i.e., its
boundary values.

Verified current-density limits for an interconnect serve as a major constraint on
any electromigration-aware design flow. While we may be tempted to consider
current-density limits as “static” properties, it is important to realize that the
application for which the IC will be used (e.g., automotive applications that involve
high temperatures, as compared to consumer devices designed to operate at room
temperature) will affect such current-density limits. Indeed, all of the relevant
environmental conditions and functional loads that each electronic system, module
and component must be able to sustain during manufacturing, assembly, storage,
and operation needs to be considered to determine robust application-specific
current-density limits. This is done by formalizing these loads and conditions in
so-called mission profiles, which specify environmental (e.g., temperature) and
other conditions to which the chip will typically be subject when used for that
mission (e.g., used in an automotive engine compartment).

3.4.1 Mission Profile

A mission profile comprises all information about environmental conditions and
functional loads, such as I/O currents, of a module or component. By definition, any
mission profile is specific to a given electronic circuit; however, they are often
generalized into standardized mission profiles that are used to account for various
application classes, such as consumer, automotive, industry, medical, and aero-
space. This standardization improves their applicability.

The operating-state definitions of the mission profile in combination with the
specification requirements are used to derive a set of simulation stimuli for each
operating state [JK14]. These stimuli are subsequently used to obtain all effective
terminal currents within the electronic circuit for each operating state (Sect. 3.3.2).
These currents are then applied during the IC physical design phase to lay out all
interconnects with the correct cross-sectional areas, and to connect to all terminal
pins without causing current-density violations (Sect. 3.5.2). Compliance with
these electromigration design rules is verified in the final layout result, using
current-density verification techniques (Sect. 3.5).
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When a mission profile is applied to an existing, validated physical layout (e.g.,
applied to a layout characterized by “reference” parameters), the physical layout
must be validated once again with respect to current density. That is, a physical
design validation with respect to current density is required every time the tem-
perature profile or the duration of operating phases are modified, despite main-
taining the same physical layout. This is because the application of the mission
profile yields new current-density design rules, which differ from the reference
design rules in the design rule manual, and that must be obeyed by the physical
design as a condition of validation. Hence, the validation of current-density limits is
crucial for the reuse of physical layout.

How do we obtain application-robust design rules, such as current-density
limits? First, the fundamental parameters of the electromigration failure model of a
technology, such as the activation energy, are determined during technology reli-
ability characterization. (Parameters applied and obtained during this step are
subsequently indicated with the subscript “char”.) Accelerated test conditions, such
as obtaining current-density limits jchar under increased temperature Tchar, are in
place here. Second, environmental conditions are scaled to so-called reference
conditions to make design rules applicable to designers. For example, a certain
current-density limit that is valid for a specific temperature is given to an IC
designer. Hence, reference conditions (subscript “ref”) provide a generic frame for a
wide range of IC applications. Finally, a particular IC application is defined by
effective environmental conditions in which it is used (subscript “eff”). For example,
the temperature Teff and the current density jeff depend directly on the application
environment and usage, that is, the specific mission profile (Fig. 3.11).

Design Technology
Technology Corners

Technology Characterization
Characteristic Design Rules

EM Design Rule Derivation
Reference Design Rules

EM Design Rule Scaling
Effective Design Rules Physical Design

Physical Verification
and Signoff

Mission Profile

Fig. 3.11 Applying technological constraints and a mission profile to obtain characteristic design
rules, reference design rules, and effective design rules [JK14]. The resulting application-robust
current-density limits are applied during physical design and verification
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In the next Sect. 3.4.2, we describe these steps in more detail, up to and
including the final calculation of the application-robust current-density limit, which
is represented by the mission-profile-specific effective current density jeff for each
interconnect layer.

3.4.2 Application-Robust Current-Density Limits

As we introduced in Sect. 2.2 (Chap. 2), electromigration median time to failure
(MTF) can be modeled according to Black’s Law [Bl69a] as follows:

MTF ¼ t50 ¼ A
jn
� exp Ea

k � T
� 	

; ð3:8Þ

with t50 as the time when 50% of all interconnects have failed, j as current density in
the interconnect metallization, Ea as layer-specific electromigration activation
energy, n as dimensionless current-density scaling factor, k as the Boltzmann
constant, T as interconnect temperature, and A as a cross-section-dependent con-
stant, that, among others things, relates the rate of mass transport to median time to
failure (MTF) [Bl69b].

The terms Ea, A, and n are all closely associated with the specific technology
being used, and values for these terms are established during technology charac-
terization [JP001, JESD61]. These values must be monitored closely during man-
ufacturing, since the physical layout has been constructed for correctness with
respect to these characterization values [JEP119A, JESD61]. The environmental
stress conditions defined in the mission profile are reflected in the temperature
term T. The term j is used to represent the functional load (applied uniformly in the
wire cross-section area), that is, the electrical current i (see Eq. 3.7) as well as for
the physical design solution, namely the cross-section area Awire of the interconnect,
as follows:

j ¼ i
Awire

: ð3:9Þ

The entire circuit may fail if even a single interconnect is damaged; thus, Eq. (3.8)
is not suitable to describe the electromigration reliability target for an entire IC, but
will require adjustment. In particular, we rewrite Eq. (3.8) as follows, to describe
and define the actual component-specific EM design rule targets:

tlife;ref ¼ AFTF � AFT � AFq � t50;char ¼ AFTF � AFT � AFq � A
jnchar

� exp Ea

k � Tchar

� 	
;

ð3:10Þ
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with the three application scaling factors:

• target application lifetime AFTF,
• effective interconnect temperature AFT, and
• permissible failure rate at the end of life AFq [JK14].

The scaling factor of target application lifetime AFTF is used to tailor the maximum
current-density limits in interconnects to specific application requirements and
optimization goals, such as long interconnect lifetimes. For instance, the inter-
connect lifetime for ICs used in many applications is set to tlife,ref = 10 years of
constant operation at a constant reference temperature Tref (e.g., 378 K [105 °C]). If
the IC application is to be used for tlife,ref = 15 years instead, then AFTF is set to
1.5 (=15y/10y).

The two remaining scaling factors, of effective interconnect temperature AFT
and of permissible failure rate AFq, are obtained as follows [JK14]:

AFT Tref ; Tcharð Þ ¼ exp
Ea

n � k �
1
Tref

� 1
Tchar

� 	
 �
; ð3:11Þ

AFq 0:5; qrefð Þ ¼ S1
exp norminv qrefð Þ � r½ � : ð3:12Þ

We refer to the term tlife,ref (Eq. 3.10) as the targeted reference lifetime, which
represents the time at which the cumulative fraction, i.e., a quantile qref, of inter-
connects is projected to fail while being subjected to a constant reference tem-
perature Tref and stressed with a reference current density jref. We use the term
t50,char to denote the time when 50% of interconnects have failed during charac-
terization, at a temperature Tchar, while being stressed with a current density of jchar.
In Eq. (3.12), we use r to represent the lognormal standard deviation, which is
obtained from technology characterization. The variable S1 is used to account for
the low confidence level during technology characterization; in practice, values for
S1 in the range of 1 < S1 � 10 are used [JK14].

Figure 3.12 visualizes the application scaling factors introduced above. The
green solid line represents the measurements of the cumulative failure distribution
F(t) for electromigration taken at reference conditions during the initial technology
reliability characterization. This characterization is done with time acceleration by
using high temperatures (typically > 473 K [200 °C]) and high current densities.
As a result of this “time acceleration,” the green line is the left-most one, expressing
shortest lifetimes (x-axis).

The factors AFTF, AFT, and AFq represent the independent scaling factors to
either (i) determine the maximum effective lifetime of the application (cf. Eq. 3.19)
or (ii) to calculate the maximum permitted current-density limits to be obeyed
during IC layout design to guarantee a minimum effective lifetime (cf. Eq. 3.20).
Specifically, the target application lifetime factor AFTF is used to tailor the maxi-
mum current-density limits in interconnects to specific application requirements and
optimization goals, such as long interconnect lifetimes. Furthermore, the
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temperature factor AFT is applied to adjust the maximum current-density limits to
different chip operating temperatures, which are defined in the mission profile. The
factor AFq accounts for design-specific aspects, such as the number of
interconnects.

In Fig. 3.12, AFT is illustrated using temperature variation that represents a
temperature decrease, as compared to the technology characterization temperature
(which was significantly higher, to speed up the characterization process). Thus, we
can see that AFT has indeed extended the time to failure, as illustrated by the
shifting to the right of the blue dashed temperature variation line, as compared to
the green technology characterization line.

The parameter tlife,ref (Eq. 3.10) is considered as target electromigration lifetime,
from which jref is finally derived. This target lifetime of a circuit should not be
confused with its cumulative electromigration operating lifetime tlife,eff that accu-
mulates the IC operating times at specific temperature levels. Obviously, the IC’s
(actually accumulated) effective operating lifetime tlife,eff must be shorter than the
(verified) target lifetime tlife,ref in order to meet the validation criteria.

Clearly, tlife,ref must scale with rising reliability requirements (Eqs. 3.9–3.11).
Further, the larger the number of interconnects on an IC, the smaller the error
quantile qref needs to be chosen (Eq. 3.12). This then results in a higher electro-
migration target lifetime tlife,ref.

As noted above, the variable S1 in Eq. (3.12) accounts for the low confidence
level during technology characterization. The low level of confidence is a statistical
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Fig. 3.12 Visualizing the application scaling factors [JK14]. AFTF accounts for the effective
target lifetime adjustment compared to reference conditions, AFT for the ambient temperature
profile adjustment and AFq for design-specific aspects, such as the number of interconnects. Based
on known characterization values taken at reference conditions (green line), these factors are used
to either calculate the maximum effective lifetime of the application, or to determine the maximum
permitted current-density limits when designing the chip
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result of only having been able to efficiently characterize a few hundred intercon-
nect structures. To remedy this, the characterization result is scaled in subsequent
applications to a much larger number, representing millions or even billions of
interconnects. As a result, S1 must be set to values greater than 1.0 (1 < S1 � 10)
[JK14]. Additionally, we can see from Eq. (3.11) that temperature scaling can
significantly impact application reliability, and thus must be carefully considered
during the layout implementation and verification processes.

Finally, the layer-dependent reference current density jref at Tref is derived from
Eqs. (3.9)–(3.11) as follows:

jref Tref ; qrefð Þ ¼ jchar Tcharð Þ
AFT Tref ; Tcharð Þ � AFq 0:5; qrefð Þ � AFTF : ð3:13Þ

Recall that a particular IC application is defined by the effective environmental
conditions in which it is used. Hence, for most applications, the reference elec-
tromigration design rules must be scaled to effective, i.e., application-specific
design rules. This accounts for usage conditions as defined by the mission profile as
follows:

tlife;ref qrefð Þ ! tlife;eff qeffð Þ; ð3:14Þ

Tref ! Teff ; ð3:15Þ

jref ! jeff : ð3:16Þ

The application-specific effective error quantile qeff is calculated as:

qeff � 1
m
; ð3:17Þ

where m is the number of interconnect segments routed on the circuit.
The complexity of the IC and the electromigration reliability budget are captured

in the term qeff. For a given mission profile, we use Teff to denote the effective,
application-specific temperature at which an arbitrary current flow would cause the
same cumulative electromigration damage that it would at Tref with the reference
mission profile. (In this approach, we make the conservative and reasonable
assumption that the current flow itself causes no significant self-heating in the
interconnects.) One can calculate Teff as follows [JK14]:

1
Teff

¼ 1
Tref

� k
Ea

� ln tlife;eff
tlife;ref

� 	
; ð3:18Þ

with:

tlife;eff ¼
XS
s¼1

tlife;s � exp Ea

n � k �
1
Tref

� 1
Ts

� 	
 �
 �
; ð3:19Þ
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where Ts is the average temperature at circuit operating state s, tlife,s is wall clock
duration of s, tlife,eff is the effective electromigration lifetime at Teff, n is the
dimensionless current-density scaling factor from Eq. (3.8), and tlife,ref is obtained
from Eq. (3.10).

An example of this relationship between IC operating temperatures Tx applied
during a time interval [tx+1 − tx] and the effective electromigration lifetime tlife,eff is
depicted in Fig. 3.13. The time intervals on the x-axis represent the accumulated
time interconnects spend at a certain temperature Tx. For practical applications, Tx is
often given as mid-temperature of a temperature interval itself to allow some
temperature categorization in mission profiles (e.g., 100 h @ Tx = 373 K [100 °C]
actually represents 100 h @ Tx = 368–378 K [95–105 °C]).

We have seen how Teff depends on the application mission profile; it is important
to note that Teff is also influenced by the interconnect layer through the terms n and
Ea in Eqs. (3.10), (3.11), and (3.18). As a result, it is important to calculate Teff
separately for each interconnect layer of the applied technology, and furthermore to
use the highest value obtained as the reference for physical layout as well as for
current-density verification.

By reusing Eqs. (3.10)–(3.12), the mission-profile-specific effective current-
density limit jeff for each interconnect layer can now be calculated as follows
[JK14]:

jeff Teff ; qeffð Þ ¼ jref Trefð Þ
AFT Tref ; Teffð Þ � AFq qref ; qeffð Þ � AFTF : ð3:20Þ

Fig. 3.13 Temperature versus cumulated effective lifetime profile [JK14]. This plot shows an
example of cumulated time durations an IC has to sustain at various temperatures according to its
mission profile
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In summary, application-robust current-density limits are obtained by considering
(i) the technology reliability characterization, (ii) design-specific properties, such as
the number of nets in an IC and the quality level to be achieved, and (iii) the
specific mission profile of the IC application, such as the temperatures at which the
IC must operate, and the duration at such temperatures.

3.5 Current-Density Verification

Current-density verification validates that all given current-density constraints
within the interconnect layout are met. Given the aforementioned application
conditions for an IC, such as temperatures, a successfully performed current-density
verification assures the predefined electromigration lifetime of interconnect struc-
tures. This is done by verifying that all relevant worst-case current densities within
metallization structures are always smaller or equal to the application-robust
current-density limits as calculated in Sect. 3.4.

Figure 3.14 visualizes an excerpt of the graphical output of a current-density
verification tool.

Current-density violations
within via array

Current-density violations
within interconnect

Fig. 3.14 Excerpt of a current-density verification layout with flagged violations marked in red
[JL04]. These violations must be subsequently addressed by adjusting the wire widths and
extending the via array
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3.5.1 Methodology

Current-density verification methods require the following input data:

• a set of current values as boundary values (Sect. 3.3),
• an appropriate representation of the layout geometry,
• technology-dependent data (e.g., layer thickness),
• temperature data (e.g., average chip temperature or a temperature field plot), and
• the maximum permitted current (density) in each layer (Sect. 3.4).

A plot of thermal simulation data is often used to account for temperature gradients
near significant heat sinks and heat sources.

A number of current-density-verification solutions are available, which address
different complexities and constraints in analog and digital design. In one widely
used approach, worst-case current flow values within each net segment are
extracted and the required technology-dependent interconnect cross-section area is
then determined (Sect. 3.5.2). The required, and available, cross-section areas of
each net segment and via are then compared during the verification step, which is
often part of the regular layout verification suite. This approach is suitable for the
verification of pure digital layouts and can be used for fast pre-verification of
complex analog and mixed-signal layouts.

Another, more current- and net-specific approach uses FEM-based
current-density modeling and calculation for verification (Sects. 3.5.4 and 3.5.5).
Here, the calculated current densities within interconnect structures are compared
with the maximum current-density limits. An FEM-based verification typically
comprises four basic steps [JL04]:

(1) current-density verification of net terminals (intrinsic reliability),
(2) determination of non-critical nets, and their de-selection from further

verification,
(3) calculation of current densities within the given metallization layout and

comparison with layer-dependent current-density limits, and
(4) evaluation of the violations obtained.

We next discuss these four steps in further detail. First, a current-density verifi-
cation of net terminals is performed to ensure that the metallization of the net
terminals sustains the assigned current values.

Next, non-critical nets should be excluded from further checking, so the veri-
fication process may complete more quickly. The criticality of a net is determined
by considering the sum of the worst-case current values of each net terminal
(without accessing the net’s actual layout topology). The net is excluded if this sum
is smaller than the maximum permitted current on the minimum-sized metallization
layer. Recall that the maximum permitted currents per layer can be easily derived
from any given current-density limit as the layer-specific interconnect dimensions
are known.
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The layout topology of critical nets is then extracted and the worst-case
equivalent and ESD-current-flow conditions are determined by calculating all
possible up- and down-stream current strengths. This methodology makes it pos-
sible to cut the net layout into smaller and independent segments. The determined
worst-case currents are then assigned to the segment cuts. All given worst-case
currents can thus be verified simultaneously with only one detailed current-density
calculation cycle per independent layout segment.

The detailed current density within the metallization of a layout segment is
determined by using the finite element method (FEM). Here, the layout is further
segmented into finite elements (e.g., triangles) and the current density is calculated
using the potential field gradient. The current density is then compared with its
maximum permissible value within each finite element.

Finally, after the violating finite elements, i.e., layout regions, have been iden-
tified, the verification results are analyzed to distinguish “dummy errors,” such as
current-density spots at corner coordinates, from real violations.

An FEM-based verification approach is very precise and thus suitable for
current-density verification within arbitrarily shaped digital, analog, and
mixed-signal layouts. It has also been successfully applied to current-density ver-
ification in via structures [JL04].

The following subsections describe various aspects that must be considered when
implementing current-density verification and using it during physical design. First, we
outline specific equations that can be used to determine the appropriate wire and via
sizes (Sect. 3.5.2). Next, an often overlooked issue, the intrinsic reliability of net
terminals is introduced (Sect. 3.5.3). Finally, we describe simulation methodologies
that can be applied for EM (Sects. 3.5.4 and 3.5.5). That is, we will be discussing how
the finite element model is represented for current-density simulation.

3.5.2 Current-Required Wire and Via Sizes

Equations (3.21)–(3.23) (first published in [LJ05]) have been shown to be most
accurate for calculating the nominal wire width wnom(Teff). They are based on the
maximum permitted (application robust) current-density limits jeff,eq and jeff,peak
determined for a specific application temperature Teff according to the mission
profile (Sect. 3.4), as follows:

wnom Teffð Þ ¼ max

iw;eq
jeff;eq Teffð Þ � hnom ; ð3:21Þ

iw;peak
jeff;peak Teffð Þ � hnom ; ð3:22Þ

wmin process: ð3:23Þ

8>>>>><
>>>>>:

These equations also include the nominal layer height hnom, a process-dependent
minimal wire width wmin_process, and the equivalent (RMS or average) currents iw,eq
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and peak currents iw,peak. These currents represent the worst-case absolute current
value iw of segments as obtained in Sect. 3.3.3 (derived from the terminal current
models in Sect. 3.3.2).

When determining an effective (application-robust) wire width weff(Teff), tech-
nology characteristics, such as the ratio between nominal and minimum layer height
hnom=hminð Þ, wire width variation Dw, and etch loss wetch, also must be considered,
as follows:

weff Teffð Þ ¼ wnom Teffð Þ � hnom
hmin

þDwþwetch: ð3:24Þ

In addition to adjusting the wire widths, vias also must be sized according to their
currents. Vias are normally adjusted for current (density) by replacing a single via
with an array of vias, or altering the number of vias in a via array. The current- and
temperature-dependent number of vias nvia(Teff) required within a via array is
determined as follows:

nvia Teffð Þ ¼ ceil
iw;eq

isinglevia Trefð Þ � f Teffð Þ � g Hð Þ
� 	

; ð3:25Þ

where iw,eq is the worst-case equivalent current the via array must sustain, isingle_via
characterizes the maximum permissible current value of a single via at reference
temperature Tref, and f(Teff) is obtained as in Eq. (3.26) [LJ05].

The factor g(H) accounts for the inhomogeneity of the current flow. The term
g(H) is set to g(H) = 1.0 for homogeneous current flow, i.e., an equally distributed
current density throughout the wire cross-section, otherwise, it is set to g(H) > 1.0
for inhomogeneous current flow, according to FEM simulations in [LJ05].

In many cases, the maximum permissible current value that a single via can
sustain is only known for a specific reference temperature. In order to achieve more
flexibility, a temperature scaling factor can be derived from Eq. (3.8) which takes
any temperature-related difference of this maximum current into account. This
temperature scaling factor f(Teff) is calculated as follows:

f Teffð Þ ¼ exp � Ea

n � k � Tref 1� Tref
Teff

� 	� 	
; ð3:26Þ

where Ea is the activation energy of the electromigration failure process in the via
material, k is the Boltzmann constant, Teff is the effective application temperature,
and n a scaling factor (usually 1 � n � 2) [LJ05].

Please note that the term f(Teff) [and, hence, Eq. (3.26)] is only of significance if
the actual (effective) application temperature Teff differs from the reference tem-
perature Tref that has been used to determine the maximum current per via.
Otherwise, f(Teff) = 1 in Eq. (3.25).
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3.5.3 Net Terminal Connections

Analog device terminals (pins) are distinguished by their great variety of shapes and
sizes. When connecting such a terminal to a wire (interconnect), designers must
bear in mind that different connection positions of a wire to the terminal can
produce different current loads within the terminal structure. A current-density
verification should therefore include not only the interconnects but also all terminal
structures.

While designing the interconnects (the routing step), it is advisable to determine
the ampacities, i.e., the current carrying capacities, of the various terminal regions
(Fig. 3.15) and compare them with the maximum current(s) in the wire(s) reaching
the terminal. The terminal areas of ampacity below the expected maximum wire
current should then be eliminated as potential connecting points.

3.5.4 Simulation Methods for Electromigration Processes

Implementing a current-density verification tool requires the simulation of current
density, as the latter cannot be measured directly within the IC’s interconnect. Let
us therefore first consider the various simulation methods that can be applied.

Electromigration is a stochastic process, and as such, results obtained from
(deterministic) simulations should therefore be treated as random variables. The
simulation results can only be used successfully in the design of electronic circuit
layouts when they are combined with variables that describe their distribution.
Methods based on the statistical analysis of the results should therefore be used for
modeling, simulating and assessing EM phenomena. An alternative option is to

?

?

?

?

? ?

? ? ?

??

2 mA 0.5 mA

0.5 mA1 mA

1 mA

2 mA

3 mA

Fig. 3.15 Terminal regions of a U-shaped analog pin consisting of one metallization layer. While
such pins can be connected from different angles (left), designers must keep in mind that terminal
regions must be verified with regard to their maximum permissible currents (right). These values
must be considered when connecting the wire(s) to the terminal
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apply safety factors in the analysis to assure the robustness with a specific
probability.

As already mentioned in Chap. 2, migration is a complex problem that can be
described by a system of differential equations. Several solving strategies exist for
this type of mathematical problem. The related simulation methods can be classified
as follows:

• analytical methods,
• quasi-continuous methods,
• concentrated or lumped element methods, and
• meshed geometry methods, such as

– finite element method (FEM),
– finite volume method (FVM), and
– finite differences method (FDM).

When using these methods, it is important to respect the numerous boundary
conditions given by the simulation problem, as well as the coupling effects of the
different physics domains involved in the migration process. The solution space
consists of a set of variables (also referred to as “degrees of freedom”) that must be
adjusted to fit the boundary conditions and equations.

For a detailed description of the above-mentioned first three simulation methods
please refer to Sect. 2.6.1 in Chap. 2. We re-iterate below the fourth approach,
meshed geometry methods for EM analysis.

Meshed geometry methods offer several advantages for migration analysis. The
degrees of freedom can be spatially resolved in a variable manner by adjusting the
mesh granularity. The calculation effort is limited due to the bounded degrees of
freedom—the mesh is finite. Using only basic geometries for the mesh elements
further simplifies the simulation.

The finite element method (FEM) is a universal tool for calculating elliptic and
parabolic equation systems. It is a numerically very robust method. Many tools
support FEM due to its great variety of applications. The system of equations is
built from degrees of freedom for nodes and elements.

The finite volume method (FVM) uses polyhedrons to divide the given geometry,
while solving the equations only at the center of each polyhedron. FVM is best
suited for conservational equations, such as mass flow calculations for fluid and gas
transport. It could be applied to migration when modeling atomic flux similar to gas
diffusion.

The finite differences method (FDM) is numerically very simple and therefore
well suited for theoretical analysis or very fast calculations. Due to its simplicity, its
results are not as exact as with FEM. As its name suggests, the system of equations
is based on the differences in the degrees of freedom.

The finite element (FE) and the finite difference methods (FDMs) are particularly
well suited for the diffusion or heat equation [Eq. (2.2), Chap. 2] that is often
applied to model EM.

3.5 Current-Density Verification 91



Modern FEM tools enable a multi-physics approach for different abstraction
levels [Br04, El16]. (Multi-physics is a computational discipline which uses sim-
ulations that involve multiple physical models or multiple simultaneous physical
phenomena.) This multi-physics approach is very helpful, especially in calculating
the temperature gradients or mechanical stresses in a layout.

In the following Sect. 3.5.5, we limit our description of current-density simu-
lation to the use of FEM, as it is the most convenient option for fast EM analysis.

3.5.5 Current-Density Simulation

Numerical methods (e.g., FEM) are necessary for calculating the current density for
many geometrical configurations. While in some cases, two-dimensional (2D)
models can be used, three-dimensional (3D) models are typically required to pro-
duce results with the required fidelity. Quasi-3D or 2.5D models have been
investigated and deployed in the past [JL04]. However, sufficiently precise simu-
lation results can only be achieved for relatively coarse wiring structures with these
halfway-house approaches.

In an effort to limit the size of models and thus computation times, symmetries
can be used so that only a half, a quarter or even an eighth of the entire lattice
structure must be modeled. The (wiring) structures in an IC layout can be halved
under the best circumstances, as the critical structures of interest are asymmetrical
within the layer or are vertical via interconnects.

The diffusion or heat equation [Eq. (2.2), Chap. 2] for calculating the current
density is employed as the mathematical model. Here, the boundary conditions are
an electrical potential and a current density, each at the boundary surfaces in the
model (Fig. 3.16).

The internal variables (degrees of freedom) of the nodes or elements are the
electrical potential and the current density. The calculation is based on Ohm’s Law
as follows:

~j ¼ r �~E: ð3:27Þ

Fig. 3.16 Model for
current-density calculations
with boundary conditions at
the boundary surfaces
(electrical potential U1 ¼ 0
and current density

j2
!¼ j0 �~n)
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The current density is~j, r is the electrical conductivity, and ~E the electrical field
strength, that is:

~E ¼ �gradU; ð3:28Þ

where U is the electrical potential.
The set of equations to be solved is a system of first order, i.e., linear differential

equations with a sparse matrix, as only neighboring elements in the network model
are related. This simplifies the computational complexity considerably.

The current density and other driving forces of interest, such as the temperature
gradient and the mechanical stress gradient, can be determined with a static solution
of the set of equations, whereby a new set of equations with different boundary
conditions must be solved for every driving force. This involves calculating the
current density, the thermal conduction, and the mechanical stress (Sect. 2.6.3).

EM and thermal and stress migration are closely coupled processes, whose
driving forces are linked with each other and with the resultant migration change
(Sect. 2.5.3). Due to this coupling, the simulation of the atomic flux for all
migration types (Sect. 2.6.2) can become a time-consuming task.

If void creation over time is to be simulated, as well, an iterative, transient
process is required, and the model must be modified in each iteration step
(Sect. 2.6.4) [WDY03, WCC+05].

For a fast simulation, the calculation of the driving forces only is to be per-
formed. The results of this simulation are the current density, temperature, and
mechanical stress fields of the interconnect. These fields indicate locations with a
high risk of void creation. The pace of void and hillock growth can be estimated by
deriving the atomic diffusion flow based on these three fields. The growth velocity,
in turn, determines the time to failure of the interconnect. This necessitates, how-
ever, that the critical void volume or an equivalent parameter restricting time to
failure must be known (Chap. 4).

3.6 Post-Verification Layout Adjustment

Once current-density verification has been performed, the flagged wires and vias
with current-density violations must be modified in order to produce an
electromigration-robust layout design. Current-driven layout decompaction has
been shown to be an effective point tool to avoid repeated place and route cycles
when addressing current-density verification errors. Its major goals are the
post-route adjustment of layout segments according to their actual current density,
and a homogenization of the current flow.

Prior to layout adjustment, the current-density verification tool must identify
regions with excessive current-density stress. Based on these data, four steps are
performed (Fig. 3.17) [JLS04]:

3.5 Current-Density Verification 93



(1) layout decomposition,
(2) wire and via array sizing,
(3) addition of support polygons, and
(4) layout decompaction.

First, all net segments are retrieved from the given net layout during layout
decomposition. The end points of each segment (i.e., net terminals or layout Steiner
points) then represent either (artificial) current sources or current sinks.

Next, the current within a net segment is determined using the
location-dependent current-density data obtained from the prior current-density
calculation. The appropriate cross-section areas of critical wires and via arrays
(Sect. 3.5.2) are then calculated based on these current values.

Finally, so-called support polygons are added to critical layout corners (e.g., wire
bends) and around net terminals to reduce the local current-density stress if wire
widening is not applicable (e.g., at terminals) or sufficient (e.g., addressing
current-density spots in corner bends) [JLS04].

The final layout decompaction with cross-section area adjustment can be per-
formed with any layout decompaction tool capable of simultaneous compaction and
decompaction of layout structures while preserving the net topology.

Actual current in
net segment?

Width calculation

Support polygons

Extended
wires and vias

Fig. 3.17 Illustration of current-driven layout adjustment in analog design. For any net segment
and via with a current-density violation (upper left, red), the actual current is calculated (upper
right) and the appropriate segment width and via size/number subsequently calculated (lower
right). After shifting neighboring elements (i.e., layout decompaction), wires and vias are extended
and support polygons are implemented (lower left)
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3.7 Design Options for Electromigration Avoidance

So far we have shown how to address electromigration issues during the physical
design steps of an electronic circuit. While these are effective means of adjusting the
physical layout to the currents (and thus current density) in today’s design flows, we
would like to next discuss electromigration avoidance in a broader sense. These
farther-reaching solutions are subsequently investigated in detail in Chap. 4.

Clearly, five different options come to mind that allow circuit designers to
combat electromigration:

(1) limiting the current density,
(2) limiting the temperature,
(3) performing layout modifications to take advantage of EM-inhibiting effects,
(4) modifying materials with classical technologies to eliminate EM damage

mechanisms, and
(5) selecting new, EM-resistant materials.

The first mentioned current-density limitation requires either restricting the current
or increasing the interconnect cross-section. The current can be reduced by limiting
the operating frequency. However, this would have a negative effect on the required
performance gain in modern ICs. Applying the second option, i.e., increasing the
cross-sectional area, asks for a greater interconnect width. However, it is not only
impossible to widen all wires on a chip, it would also be counter-productive to any
new technology whose benefit is derived from its reduced structure size.

Both measures for restricting the current density are thus impracticable, as they
work against the general trend in technological advancement.

The temperature can only be influential to a limited extent. The reason for this is
that possible local structural changes in the layout design only impact temperature
gradients, as the critical ambient temperatures cannot be changed by the designer.
Heat exchange can, for example, be improved and thus the temperature gradient
reduced by inserting additional metal structures, in the form of thermal wires or
thermal vias, for example.1 This type of measure is commonly used in three-
dimensional integrated circuits [LM06].

It is also worth noting that the temperature gradients occurring in an interconnect
are slight due to the relatively high thermal conductivity of interconnect materials.
As mentioned earlier, the temperature of the wire segment is primarily influenced
by the power dissipation of transistors and other active components on the chip and
the ambient temperature. Improved heat dissipation within the chip or in the met-
allization layers can lower the temperature by a few degrees Kelvin only. Larger
temperature changes can only be achieved with a lot of engineering effort (e.g., by

1Thermal vias are structurally similar to electrical vias, but serve no electrical purpose. Their
primary function is to conduct heat vertically through the chip/die and convey it to the heat sink.
A thermal wire is used to spread heat in the lateral direction.
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means of external cooling, such as liquid cooling or thermoelectric cooling) or by
reducing the power dissipation.

The preceding discussions show us that limiting the current density (option 1)
and temperature (option 2) are largely unsuitable as “control variables” in layout
design for preventing EM damage in future generations of integrated circuits. We
will not therefore deal with these measures in detail in the remainder of the book.

The last three measures are more promising and deserve more attention. They
are:

• layout modifications,
• material modifications, and
• new materials.

These novel approaches will be examined in detail in Chap. 4. The main focus will
be on the first measure, i.e., using layout modifications to prevent EM damage, as
such measures can often be integrated into existing design techniques and tools
without undue difficulty. We will also discuss possible uses of material modifica-
tions and alternative materials, such as carbon nanotubes, and how they impact
layout design. We will explain the effects of the measures and provide guidance for
circuit designers to apply them.
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Chapter 4
Mitigating Electromigration in Physical
Design

The previous Chap. 3 introduced electromigration-aware design flows, for example,
by identifying areas in today’s design methodologies where inserting “electromi-
gration awareness” is required. This chapter, Chap. 4, describes in detail the
EM-inhibiting effects upon which this “electromigration awareness” is based and
introduces further effects and related measures. We also consider material-related
options to reduce EM, like surface passivation, and the use of EM-robust materials,
such as carbon nanotubes (CNTs).

The goal of this chapter is to summarize the state of the art in EM-mitigating
effects. We do this by providing “measures” that expand the approved
current-density limits, so they are not exceeded. This knowledge can be applied by
a circuit designer to increase current-density limits locally.

We determine parameters for every measure, which enable them to be used
easily; we also provide detailed advice for applying each method. We will show
how approved current densities can thus be increased at critical points, by means of
local layout modifications. Our intent is to facilitate an EM-robust layout design in
EM-critical technology nodes, such as represented by the yellow area in Fig. 1.6
(Chap. 1).

4.1 Overview of Presented Measures and Effects

In Chap. 3, we introduced components of an electromigration-aware design flow.
With this knowledge as a foundation, we now present in this chapter further
measures that allow the circuit designer to consider and mitigate potential elec-
tromigration threats. These measures are organized into the following topics:

• layout modifications,
• material modifications, and
• new materials.
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Electromigration-prevention measures are based on different physical phenomena,
called EM-inhibiting effects, or simply effects, below.

First, we will discuss layout modifications. The most prominent parameters here
are the interconnect width and the via size, as both directly impact current density.
The crystal lattice structure of the interconnect (Sect. 2.4.1, Chap. 2) also depends
on the width. The bamboo effect in eponymous crystal lattice structures is a par-
ticularly useful tool to counter the effects of electromigration. This effect will be
analyzed in Sect. 4.2.

In addition to the width, the length of interconnects is easiest to modify in the
layout. In terms of EM, non-trivial critical length effects are observed, arising from
mechanical stresses in the interconnect and the resulting stress migration
(Sect. 2.4.4, Chap. 2). Section 4.3 deals with such length effects, including also the
Blech effect.

The actual “allowed” lengths for utilizing critical length effects depend on
various constraints. One of these constraints can be explained by the difference
between via-above and via-below configurations (Sect. 4.4). As we will see, the
admissible length depends in part on the direction from which a segment is con-
tacted by vias.

Reservoirs are another way of modifying allowed lengths (Sect. 4.5). The length
or shape of an interconnect can be altered to create redundancies that increase the
time to failure, or improve the reliability of a previously unreliable configuration.

The use of double/multiple vias also serves to increase reliability (Sect. 4.6).
They boost the yield by reducing current density and providing redundancy. The
reservoir effect contributes significantly to EM robustness here as well.

Changes in current frequency, as specified by technology advances, result in
EM-behavioral changes (Sect. 4.7). There are two effects due to current frequency:
(i) self-healing and (ii) the skin effect, which impacts the local current density
(Sect. 2.4.3, Chap. 2).

All of these effects and measures differ in their respective impacts depending on
the technologies and materials used. The bamboo effect, especially, depends on the
relationship between the activation energies and the different diffusion mechanisms.
There are marked differences in this regard between the metals used in the inter-
connects. The barrier materials must be taken into account, as well. Further, the
critical length effects depend on the mechanical properties of the dielectric. We
therefore discuss all important materials in the routing layers in Sect. 4.8, thus
pursuing the material-modification approach.

In order to push the boundaries of EM robustness further out beyond classical
technologies, a third electromigration-prevention measure is presented in this
chapter (Sect. 4.9), termed new materials. As we will see, high current densities are
achievable without EM damage with the advent of new materials, especially CNTs.

The design parameters that have a bearing on the effects examined in the fol-
lowing sections are shown in Table 4.1. We can see from the table that almost all
effects are material- and technology-dependent.
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4.2 Bamboo Effect

4.2.1 Fundamentals

The bamboo effect is based on the elimination of grain boundaries in the inter-
connect that could act as diffusion paths for EM. The same favorable properties
with regard to EM that are present in a monocrystal (no grain boundaries parallel
with the direction of diffusion, Sect. 2.4.1) are achieved far more easily with
bamboo structures, since, in contrast to the monocrystal, many more crystal nuclei
are permitted. A coarse-grained crystal lattice structure is grown by a process
known as tempering, that is, holding the interconnects at an elevated temperature
over a longer period, followed by slow cooling (thermal annealing [Hoa88]) after
metal deposition.

Interconnect dimensions—mainly the cross-section, i.e., wire height and
width—are a critical factor in the formation of a given crystal lattice structure
within the interconnect. If the wire width is reduced while keeping the current and
temperature constant, the time to failure changes as shown in Fig. 4.1.

Tracing the curve from right to left, we observe first a reduction in the wire’s
reliability, i.e., its time to failure, which is caused by the corresponding increasing
current density. This is caused by the formation of near-bamboo crystal lattice
structures, where divergences in the diffusion flow occur as a result of blocking
grains and triple points (Sect. 2.4.1). Second, in the left part of the curve we see an
increase in the time to failure below a width limit that is about half the grain size
[KCT97], as there is less diffusion overall due to the bamboo structure. In the
bamboo structure, there are no more continuous diffusion paths in the form of grain
boundaries, as the boundaries are only perpendicular to the direction of diffusion.
This leads to less diffusion and thus to a lower failure probability, as illustrated by
the favorable rise of the curve in the left-hand part of Fig. 4.1.

Table 4.1 Relationships between design parameters (top line) and different EM-influencing
effects and measures (left column)

Length L Width W Frequency f Material Technology

Bamboo effect, Sect. 4.2 ✓ ✓ ✓

Blech effect, Sect. 4.3 ✓ ✓ ✓

Via effects, Sect. 4.4 ✓ ✓ ✓

Reservoir effect, Sect. 4.5 ✓ ✓ ✓ ✓ ✓

Via configuration, Sect. 4.6 ✓ ✓ ✓

Self-healing, Sect. 4.7 ✓

Passivation, Sect. 4.8 ✓ ✓

Immunity, Sect. 4.9 ✓ ✓
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There is however a limit to the scale of this effect. The growing current density
and the disproportionate increase in resistance of the interconnect caused by the
reduction in width result in thermal damage (Joule heating). The increase in
resistance is not a linear function of the reciprocal cross-section, but it increases at a
higher rate under the growing influence of edge and scattering effects [ITR14,
ITR16, Aro03]. Furthermore, the minimum wire (track) width is always defined by
the technology constraints.

Interconnects carrying high currents (preferably power supply nets) can benefit
in another way from the bamboo effect. The interconnect can be divided into a
number of parallel bamboo structures, with parts of the current flowing through the
different structures. This wire slotting or cheesing process (Fig. 4.2) is primarily
used to comply with the constraints of chemical-mechanical polishing (CMP).
There are CMP guidelines that stipulate maximum copper widths and the surface
ratio between metal and dielectric to ensure uniform material abrasion. The
reduction in width for high ampacity interconnects facilitates the formation of
bamboo structures, whose beneficial side effect reduces electromigration.

Wire width w

Reliability
MTF [h]

I = constant
T = constant

wMTF_min

w< Grains
(Bamboo wires)

Grain boundaries

w
e-

wmin …Thermal self-heating
width limit

wmin

Fig. 4.1 Reducing wire width to less than the average grain size improves interconnect reliability
with regard to electromigration. So-called bamboo wires are characterized by grain boundaries
which are perpendicular to the direction of the electron wind and thus permit only limited
grain-boundary diffusion

Fig. 4.2 Differently slotted wires, left rectangular slots, right octagonal cutouts, that support the
bamboo effect [KRS+97, KWA+13]
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Additional process steps are required to successfully produce bamboo structures.
For example, crystal growth and lattice rearrangement triggered by thermal
annealing [Hoa88] lead to larger grains in the lattice, which increases the proba-
bility of producing the desired bamboo structures.

One caveat is that the bamboo effect is highly material-dependent. The effects
are very extensive in aluminum, as the grain-boundary diffusion is the predominant
type of diffusion in the overall diffusion flow. Bamboo structures have very little
impact on the time to failure of copper, as surface diffusion is the determining
process here (see Table 2.1, Chap. 2).

There are reliability risks associated with these structures too, if the creation of a
bamboo structure is not assured. Such a lattice would contain triple points or
individual blocking grains (see Fig. 2.10, Chap. 2). Large divergences in the dif-
fusion flow will result causing increased and concentrated occurrences of voids and
agglomerations. It is therefore essential that complete bamboo structures are created
in the material treatment process, in order for this process to be effective.

4.2.2 Applications

The bamboo effect is particularly suited for aluminum wiring with track widths less
than 2 µm, as was shown with an Al-0.5%Cu alloy, among others [VS81].
Bamboo structures can be created in copper with track widths of less than 1 µm by
thermal annealing (3 h at 400 °C) [HRL99]; however, they have a positive effect
only if the surface diffusion is largely eliminated. Practical solutions in this regard
are presented in Sect. 4.8.

Bamboo-type structures are effective only with grain sizes greater than twice the
track width (w=D50\0:5) [KCT97]. There are several studies in the literature
describing processes to create large grains; for example, copper bamboo structures
have been created in 0.5-µm-wide interconnects by scanned laser annealing
(SLA) with grain sizes up to 4 µm [HRT01]. In contrast, regular annealing gen-
erated mean grain sizes of only 0.13 µm at 275 °C for 24 h. In addition,
monocrystalline and bamboo structures were produced in aluminum by annealing
with the help of sodium chloride (NaCl) layers [JT97], whereby interconnect widths
up to 2 µm were allowed.

Unfortunately, the various annealing processes used in the tests noted above are
unsuitable for manufacturing, as the temperatures required are too high, or the
technologies required are too elaborate and expensive. In particular, annealing at
575 °C, as in [JT97], is unsuited for semiconductor transistors; NaCl cannot be
used as a crystal nucleus [JT97], nor can SLA [HRT01] be used, due to its
incompatibility with wafer fabrication.

When we consider overall trends in the miniaturization of integrated circuits, it is
clear that the ever-smaller structure sizes facilitate bamboo structures in intercon-
nects. This applies especially to the Damascene process, as it allows the

4.2 Bamboo Effect 103



recrystallization of large contiguous metal layers during annealing before
CMP. This increases the probability of obtaining bamboo structures in the
interconnects.

Figure 4.3 shows that both current structural widths and upcoming technologies
allow bamboo structures to be produced in minimally dimensioned interconnects in
the bottom metal layers. The necessary technology steps (annealing) must be
integrated in the manufacturing process to achieve this. In the case of copper,
however, EM properties only benefit from bamboo structures if surface diffusion is
disabled (Sect. 4.8.3).

4.3 Critical Length Effects

4.3.1 Fundamentals

According to the Blech effect, named after Ilan Asriel Blech [Ble76], the time to
failure of an interconnect in an electromigration test depends on the length of the
interconnect. In this context, no visible damage in the form of voids has been
observed in interconnects shorter than a critical length that depends on the current
density. The reason for this phenomenon is the negative feedback between elec-
tromigration and stress migration, described in Sect. 2.5 (Chap. 2). The material
transport caused by electromigration ensures that the void concentration at the
cathode end increases, while it decreases at the anode. Stress migration counteracts
this process (Fig. 4.4), effectively neutralizing it if the interconnect length is shorter
than a critical length (whose value depends on the current density).
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Fig. 4.3 Comparison of actual occurring track widths (metal 1, blue line) with boundary values
for bamboo structures (red, yellow), SLA = scanned laser annealing [HRT01], TA = thermal
annealing at 100 °C [HOG+12], minimum width = half pitch [ITR14]. As illustrated, minimally
dimensioned track widths in bamboo structures can be produced with suitable processes in the
bottom metal layers with current technologies
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The discussion in this section refers to individual interconnect segments. A
segment here is a part of a conductor that is terminated either by two interconnects
in another layer (vias or contacts), or by branches within the plane of the segment,
and that contains no other branching in-between (Fig. 4.5). A wire segment is thus
equivalent to the edge of a graph in graph theory, where the nodes in the graph are
represented by connections, branches, or vias. When analyzing DC currents, each
segment contains an anode end and a cathode end. As is common, the cathode-end
potential is negative and the anode-end potential is positive.

+
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Cu+Cu+ Cu+Cu+ Cu+
Cu+

Electromigration (EM)

+

FN5FN4FN3FN2FN1

Cu+Cu+Cu+ Cu+
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e-

e-

e-
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Fig. 4.4 Simplified illustration of the interaction between electromigration and stress migration.
The latter is caused by the mechanical stress buildup in a short wire. This reversed migration
process essentially neutralizes the material flow due to electromigration

Fig. 4.5 Illustration of a wire (interconnect) with a segment highlighted with (−) = cathode,
(+) = anode, and vias (black)
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The electromigration-induced material transport produces a mechanical stress
gradient within the segment (Fig. 4.6), which is the driving force behind stress
migration. In this case, the gradient counteracts the material flow produced by
electromigration. Hence, the resulting diffusion flow continuously decreases. If a
steady state is established, the result is a linear stress characteristic with a constant
gradient along the length of the segment (see Fig. 4.6, red curve) [WHM+08]. This
stress characteristic means that the diffusion flows from electromigration and stress
migration negate each other across the entire segment length. If the critical
mechanical stress rcritical, which leads to the creation of a void, is not exceeded, the
equilibrium condition as specified by the Blech effect is satisfied. Permanent
damage to the segment due to electromigration is not expected in this case.

Blech discovered that this equilibrium depends on the current density j and the
length L of the segment. For every interconnect cross-section, there is a critical
product (jL)Blech below whose value no voids are formed. This critical product is
determined by several factors, which include among others, the fabrication tech-
nology. Setting the condition Ja = 0 in the equation for the one-dimensional dif-
fusion flow [Eq. (2.18) in Chap. 2], we get the expression for the Blech effect as
follows:

jLð ÞBlech¼
X � Dr
e � z� � . : ð4:1Þ

The parameter (jL)Blech is the maximum permissible product (“length”) at which
the Blech effect occurs, and X is the atomic volume. The difference Dr is the
difference between the respective mechanical stresses at the anode and cathode.
Further, e is the elementary charge, z* the effective charge of copper, and . the
specific electrical resistance of the interconnect.

Fig. 4.6 Mechanical stress
profile over time across the
length of a segment with the
Blech effect (time sequence:
blue, yellow, orange, red).
Note that the critical
mechanical stress rcritical,
which leads to the creation of
a void, is not exceeded in
order to fulfill the equilibrium
condition as specified by the
Blech effect
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If this critical length or the critical product jL is exceeded, void growth is
initiated. If minor damage in the form of voids is tolerated, the permissible current
density can be increased. Voids arise, as a rule, before extrusions start to form at the
anode, because (i) the interconnect is under tensile stress in the initial state and
(ii) the critical threshold for tensile stresses is lower than for compressive stresses in
terms of absolute values. The opposite side is thus more resistant to damage even
though voids have already been created [WGT+08].

Under certain conditions, these interconnects can still have an almost limitless
time to failure even if the critical product jL is exceeded. This is due to another
effect, the so-called void-growth saturation, which is also caused by the negative
feedback of stress migration. In this case, the mechanical stress at the cathode end
exceeds the critical value rcritical, at which voids are created (Fig. 4.7). When voids
are formed, the mechanical tensile stress at the cathode disappears; this causes a
buildup of compressive stress at the anode end, which leads to a stress gradient
across the length of the interconnect segment as long as the critical value for
forming extrusions has not been reached. The size of the void that is formed
determines whether the interconnect fails or not.

Different void volumes cause a critical increase in the interconnect resistance,
depending on interconnect geometry and the location where the voids are created

Fig. 4.7 Mechanical stress
profile over time across the
length of a segment at
saturated void growth
[WHM+08]. Note the time
sequence blue, yellow
(void creation), orange, red,
dark red. Voids are created if
the mechanical stress at the
cathode end exceeds the
critical value rcritical. In this
case, the mechanical tensile
stress at the cathode
disappears (orange), leading
to a buildup of compressive
stress at the anode, with a
stress gradient across the
length of the segment (red,
dark red)
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(see also Sect. 4.4). Similar to the Blech effect, the critical length or the critical
current can be expressed by means of the product (jL)sat as follows [Tho08]:

jLð Þsat\
.=A
.l=Al

� DRfail

R
� 2XB
ez�.

: ð4:2Þ

In addition to the variables from Eq. (4.1), the terms ./A and .l/Al are the
relationship between resistance and cross-sectional area of the interconnect and the
barrier, respectively (the subscript l stands for liner), DRfail is the maximum per-
missible resistance change, R the output resistance, and B the effective Young’s
modulus for the interconnect environment, which depends proportionately on the
properties of the dielectric and the barrier material.

The parameter jL symbolizes the link between electromigration and stress
migration. In the equilibrium case, a gradient of mechanical stress, which is
dependent on the current density, is required to trigger a compensating stress
migration. The product jL indicates whether the critical stress has been reached or
not, assuming a constant gradient and an actual critical mechanical stress that leads
to void formation.

The product jL is not considered a useful metric in all the research literature,
because results based upon it are too conservative. Lamontagne et al. [LDP+09]
suggest replacing the criterion with jL2, which would lead to less restrictive
boundaries especially for short segments of less than 20 µm. This criterion is
proportional to the void volume as follows:

Vsat ¼ e � z� � . � ACu

2 � X � B � jL2: ð4:3Þ

Besides the variables in Eq. (4.2), ACu is the cross-sectional area of the
interconnect.

According to the authors of [LDP+09], this criterion better describes the failure
mode, as it is proportional to the absolute resistance change DRsat. Due its asso-
ciated voltage drop, the absolute resistance change is a better measure of the failure
than the relative resistance change. Transistors may not function properly if a
specific voltage drop (IR drop) is exceeded. This proportional relationship to the
absolute resistance change makes it easier to differentiate between critical and
non-critical current densities.

The critical volume of a void is the threshold above which the interconnect is
permanently damaged. This volume corresponds to a critical resistance rise that
either (i) causes a voltage drop across the interconnect to impair proper functioning
of the circuit or (ii) leads to severe thermal damage (Joule heating) due to the power
dissipation in the interconnect. Electromigration acceleration due to a positive
feedback loop, described in Chap. 2 (see Fig. 2.4), is another aspect that must not
be ignored. Here, the current density increases in the damaged zone thereby
exacerbating the damage. The critical resistance change can be “translated” to a
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critical void volume depending on the exact location of the site where the voids are
created.

Damage by an inadmissibly high resistance change typically occurs only if the
copper cross-section is completely broken. All the current then flows through the
barrier, especially the metal liner, surrounding the interconnect. There is a mea-
surable resistance change, due to the low residual cross-section coupled with a
higher specific resistance. If we assume, when modeling this phenomenon, that void
growth is approximately isotropic (Fig. 4.8), then the volume Vvoid = H2 �W is the
volume at which the void spreads to the full extent of the copper cross-section of
the interconnect, where H is the height and W the width of the wire. An increase in
resistance in realistic wire lengths can only be identified when this critical value is
exceeded, as the barrier material in the environment of the voids then becomes the
sole conduit of the current. The barrier has a very low cross-sectional area and a
relatively high specific resistance.

As some copper is available in the presence of a reduced void volume, a very
low interconnect resistance still exists. In this scenario, where the void volume is
less than H2 �W for saturated growth, the wire is EM robust. Such wires are said to
be immortal.

As the precise geometry of voids is never known and their analysis is based on
statistics, a safety factor must be included in the calculations. A simple model for

Fig. 4.8 Model of an
interconnect with isotropic
void-volume growth (side
view). The entire
cross-section is depleted
when the void length equals
the interconnect height/width
[LDP+09]

Fig. 4.9 Model of an
interconnect with
void-volume growth after
the entire interconnect
cross-section has been
depleted (side view)
[LDP+09]
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the relation between void volume and resistance change is defined in [LDP+09].
This model assumes that the void has spread across the entire cross-section of the
interconnect and that only the remaining outer layer made of barrier material
contributes to the conductivity (Fig. 4.9). The relation between void volume Vsat

and resistance change DRsat is given by:

DRsat ¼ Vsat � .b
ACu � Ab

: ð4:4Þ

The quantity .b is the specific electrical resistance of the metal liner, ACu is the
cross-sectional area of the interconnect, and Ab is the cross-sectional area of the barrier.

Hence, the void volume Vsat is calculated from the resistance change DRsat as follows:

Vsat ¼ ACu � Ab � DRsat

.b
: ð4:5Þ

The void volume is also a measure of the quantity of material that may be trans-
ported by diffusion before critical damage occurs. This quantity of material is a function
of the buildup of mechanical compressive stress at the anode. Should the compressive
stress in relation to the segment length at the critical void volume initiate sufficient
stress migration, the segment is stable for the given current density.

The work of Blech [Ble76] sparked a series of practical investigations into the
eponymous effect. It has emerged from these myriad studies that the effect is highly
influenced by the materials and technologies used. (In contrast, Blech examined
metal structures of different lengths and concluded that the median time to failure is
a function of the length—thus implying a constant parameter jL.)

The effect has been investigated by numerous researchers using so-called Blech
structures, consisting of different-length segments connected in series (Fig. 4.10).

The test segments are placed on a strip of material with low electrical conductivity,
such that most of the current flows through the segments. The purpose of the test is to
establish the segment length at which damage occurs depending on the current. The test
can have three different outcomes: (i) the structure is destroyed, (ii) slight damage
occurs, or (iii) there is no measurable structural change. Such tests yielded values
between 420 and 3800 A/cm for critical Blech products jL for aluminum [Sch85];

Fig. 4.10 Schematic representation of a test structure to verify the Blech length consisting of
different segment lengths, connected in series on a strip of material with low electrical conductivity
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values of 375–3700 A/cm were found for copper [Tho08]. Depending on the material
combinations and geometrical configurations, this results in lengths of approximately
5–100 µm for copper for typical current densities.

The theory for critical length effects is examined fully in [CS11, Tho08, PAT99].
Please refer to these publications for further details and formulae.

4.3.2 Applications

The critical length effect is being deployed in part in IC design today: special rules
for maximum currents are applied for segments with lengths that are definitely
shorter than the Blech length. In general, these are simplified rules that are adapted
for a given technology, as described below.

The following rules are defined in [Set09]:

Imax 5� L� 10ð Þ� W
L
� S; ð4:6Þ

Imax L\5ð Þ� W
5
� S; ð4:7Þ

where W is the segment width, L the segment length, and S a user-defined de-rating
factor. Equation (4.6) describes a length-dependent current-density rule for con-
sidering the Blech effect, and Eq. (4.7) defines a maximum current (density), as a
margin of safety, for very short segments.

Other rules are available for the current-carrying capacity of longer segments
[Set09] as follows:

Imax 2\W\20ð Þ�W �
ffiffiffiffiffi

W
p

� S; ð4:8Þ

Imax W � 20ð Þ�W � S: ð4:9Þ

The permissible current (density) depends only on the interconnect cross-section
in Eqs. (4.8) and (4.9). The impact of the lower time to failure in the case of small
interconnect cross-sections is additionally included in Eq. (4.8). Equation (4.9) is
suitable for wider interconnects with a linear current-density relationship to the
width.

Obviously, the segment length should be limited in the layout, especially for high
currents. Doing so will increase the number of electromigration-robust segments in
the IC, based on critical length effects. All other interconnects must consist of durable
segments, to ensure an ample margin of safety for the required IC time to failure.

The analyses in this section are only valid for simple segments, such as linear
parts of interconnects having two terminals; supplementary approaches and
methodologies are required for more complex structures. An example of a
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supplementary approach is the reservoir effect, which we will examine in the fol-
lowing sections. Both immortal segments and durable segments can be designed
with critical length effects, as the transition from “immortal” to “non-durable” is
gradual.

The maximum lengths for the utilization of the effect are on the order of a few
microns for common current densities. These lengths should be compared with
segment lengths found in real electronic circuits in order to correctly assess the
applicability of the critical length effect.

The actual segment lengths and their statistical distribution can be determined in
several ways. First, segment lengths can be analyzed statistically, and a mathe-
matical model derived. Relevant models for the net length based on a model by
Davis [DDM96] are presented in the literature [HC08, SNS+07, ZDM+00], and
Rent’s rule [LR71] is often used to calculate the number of pins required for an
integrated circuit. A typical length distribution according to [SNS+07] is presented
in Fig. 4.11. In this approach, the overall wire length per net (net length) must be
statistically spread across the individual routing layers in order to determine a
realistic segment length.

Alternatively, as a second approach, the available routing resources can also be
used in the calculations. The entire routing lengths of the bottom six metal layers
per chip surface area are quoted in the ITRS [ITR14]. If one spreads these across the
routing layers and compares them with the number transistors per chip surface area
(from the ITRS as well), one gets also an estimate of the mean segment length.

Figure 4.12 is based on the second approach, where resources are uniformly
distributed among the six routing layers, and two nets per transistor are assumed.
The plot represents the mean value for layers metal 1 to metal 6. Mean segment
lengths occurring in typical integrated electronic circuits with state-of-the-art
technologies are plotted compared to the (theoretical) Blech length. Considering the
model error and the statistical variance of the input data, we can assume quite a
wide statistical length distribution due to the greatly simplified calculations.

The graph in Fig. 4.12 shows that the maximum lengths for utilizing critical
length effects are not exceeded in many cases. The length distribution of the
interconnects in Fig. 4.11 indicates that larger segment lengths make up only a
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Net lengths as a multiple of the gate pitch

Number of netsFig. 4.11 Statistical
distribution of the signal net
lengths for a digital 65-nm
technology with eight routing
layers [SNS+07]. Resources
used by power supply nets are
also taken into account
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small portion of the routing structures. There are nonetheless many above-average
net lengths on the chip, as well. This is due, in part, to the abundance of local
routing connections within subcircuits in the lower metal layers.

The above-mentioned lengths typically depend on the logic-gate pitch. However,
in global/external routing connections, where segments are longer, the lengths are
related to the block and chip sizes. These connections are typically located in the
upper routing layers where cross-sections are larger. The current density is lower in
these cases, and segment lengths can thus be larger, based on the specified jL
product.

Metal layers with small cross-sections are the subject of our investigations in this
section. These are typically the first four to six layers with the smallest structures
located near the substrate. The most difficult problems with electromigration occur
in these layers, while very few EM problems are expected in the near future in the
higher, and thus more coarsely structured, layers.

The lower first or second metal layers in digital circuits are typically dedicated to
connections within the cells; as a result, only small lengths are expected in these
layers. However, longer lengths that exceed the Blech criterion may exist in the
third to sixth layers.

The critical length effects as described here apply to individual interconnect
segments. How the effect influences the time to failure, however, is determined to a
large extent by the exact mechanical boundary conditions that act on the segment.
These boundary conditions are not only constrained by the segment itself and how
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Fig. 4.12 Average segment lengths (blue) compared to the Blech length (red) for typical current
densities, data from [ITR14]. Estimated variances (standard deviations) for the quantities are
shown. The plots indicate that the mean lengths including standard deviations observed on ICs
typically comply with the (theoretical) Blech criterion for immortal interconnects. Blech lengths
are however being exceeded by an increasing proportion (up to approximately 5% by the year
2026) of the chip’s routing. There is a tendency for the curves to converge even further under the
influence of technological constraints
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it is embedded in the dielectric, but also by the linking to neighboring segments in
the same metal layer.

In practice, the Blech effect is applied by means of geometrical rules in the
layout design. Specifically, care should be taken during the routing stage that the
critical product jL or jL2, as the case may be, is not exceeded.

Utilizing the Blech effect, commercial and academic EM-aware routers are
increasingly restricting the permissible length of routing segments (cf. Eq. (4.6)).
Additionally, longer routing paths (net lengths) can be implemented with shorter
segments by introducing layer changes. Although this measure is rarely used in
current designs, it can be a useful option for very long connections. However, the
trade-off between the reliability benefit from the critical length effect and the loss of
reliability caused by introducing additional vias should be weighed (Sect. 4.6).

4.3.3 Linked Segments

A net consists of a number of segments, forming a chain or tree structure depending
on the net topology. Neighboring segments impact the hydrostatic stress in a
manner similar to reservoirs (Sect. 4.5). In addition, they also emit an atomic
diffusion flow as they carry current. The sum of the effects and their impact on
neighboring segments yields the total critical length effect. In other words, the entire
net must be analyzed, or, when considering a segment, its neighboring segments
must be analyzed as well.

We cannot therefore draw conclusions from the behavior of linear (individual)
segments for the interaction between linked segments of a routed net in a metal
layer. In fact, the opposite conclusion might be true. Studies, such as those of
Chang et al. [CCT+06], suggest that the behavior of linked segments can be very
different to that of individual segments. Hence, the current densities and the
mechanical stresses at the segment nodes must be taken into account. Wei et al.
[WHM+08] investigated the effects of linking numerous segments.

An attempt is made in [HGZ+06] to extend the analysis of the critical length
effects across whole nets, and across the entire IC as well, with the help of
hydrostatic stress. This effect is investigated by applying different currents to two
connected segments in order to determine the mutual interaction of the segments
w.r.t. the predicted time to failure. The following aspects should be considered in
such cases:

• the length of the segment under test,
• the length of the connected segment,
• the relation of the two currents in the segments,
• the embedding of the segment in the dielectric, and
• the mechanical constraints, i.e., external stresses.

The difference between current density as the driving force for EM, and hydrostatic
stress as the driving force for stress migration (SM), is that the latter also acts in the
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insulator that surrounds the interconnect. The EM and SM effects are balanced in
the steady state, resulting in no diffusion flow. The stress must be distributed in the
environment of the interconnect segment in order for this condition to be met.

Given a steady state, where there is no violation of the mechanical constraints,
such as maximum tensile or compressive stress in the material or in a boundary
layer, it is unlikely that the assumed current density in this segment will lead to a
failure; we say “unlikely” because boundary conditions not taken into consideration
in this model could facilitate a failure. Also, there is no guarantee in the steady-state
model that this state can be reached solely by EM and SM.

A dynamic model of the entire process from the initial state to the steady state
can ensure the robustness of a segment with somewhat more certainty. This type of
model, however, is unsuited for circuit analysis, nor would it be economical, given
the considerable increase in computation time required, and the high degree of
uncertainty due to the impact of initial conditions and statistical deviations in the
metal structures.

To sum up, the electromigration models to date are inadequate for critical length
effects that are expected to be increasingly important in the future.

4.4 Via-Below and Via-Above Configurations

4.4.1 Fundamentals

As indicated in Sect. 4.3, the practical utilization of critical length effects depends
on additional boundary conditions. One of these boundary conditions relates to the
difference between via-above configurations, also called downstream configura-
tions, and via-below configurations, also called upstream configurations (Fig. 4.13).
Simply put, the permissible length is based on the direction from which a segment

Fig. 4.13 Side views of via-above (top) and via-below configurations (bottom)
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is contacted by vias. This effect is best understood by studying the manufacturing
process for integrated circuits (see also Sect. 2.4.2, Chap. 2).

In the dual-Damascene process, the deposited copper layer, which forms the
interconnect layer, is partly removed by polishing in the chemical-mechanical
polishing/planarization (CMP) process [Gup09, Yoo08]. Defects in the metal
surface are caused by this process which cannot be removed subsequently. The
result is a high defect density and vacancy concentration on the top surface of
the interconnects. If these phenomena are combined with a dielectrical encap-
sulation material with poor adhesion, the top surface is more exposed to elec-
tromigration damage. This is why voids tend to occur on the top surface of an
interconnect. Thus, if an interconnect is contacted from above (via-above,
downstream), the void often occurs directly in the contact zone between via and
interconnect. The result is that a small void can cause the interconnect to fail,
while the upstream configuration can tolerate more volume loss before damage
occurs (Fig. 4.14).

We can quantify the effect by examining interconnects where catastrophic
destruction of the interconnect is essentially prevented by void-growth saturation
(Sect. 4.3). In this scenario, the current-density-length product can be increased
tenfold with a via-below configuration. The via-below configuration thus fully
leverages the critical length effect.

4.4.2 Parameters

The critical values for jL (Sect. 4.3) differ quite substantially between upstream and
downstream configurations because of their different critical void volumes. Values
quoted in [Tho08] differ by a factor of ten; for example, a value of 375 A/cm is

Fig. 4.14 As voids tend to occur on the top surface of the interconnect (due to the CMP process,
among others), voids formed in the via-above configuration (top) lead to earlier failure than in the
via-below configuration (bottom)
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given for jL in [Tho08] for the via-above configuration, while values of up to
3700 A/cm are reached for the via-below configuration. This corresponds to lengths
of 7.5 and 74 µm for via-above and via-below configurations, respectively, for
typical current densities of 5 � 105 A/cm2.

If we compare the actual mean segment lengths measured on integrated circuits
with the potential (theoretical) critical lengths of via-below and via-above config-
urations (Fig. 4.15), we observe that the two critical lengths are always greater than
the actual mean lengths found on the chip. However, there are considerably more
nets with via-above configurations that potentially exceed the critical lengths
because of the above-mentioned length difference between the two types of con-
figurations and considering the length distribution (see Fig. 4.11). Hence, the dif-
ferences between via-below and via-above configurations must be taken into
account when permissible current densities and segment lengths are defined.

The materials used (Sect. 4.8) also have a significant impact on these issues.
However, regardless of the material, the top surface of the metal layer continues to
suffer most from EM damage with current technologies.

4.4.3 Applications

There is a definite tendency for voids to occur at the top surface of an interconnect.
Besides the aforementioned CMP-induced defects, this is due to different activation
energies for electromigration at the various interconnect surfaces [SMS+07,
HLK09, HGR06]. The latter is caused by the different types of barrier materials and
the CMP process on the top surface.

Blech lengths for via below
Blech lengths for via above
Mean segment lengths (metal 1 through 6)
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Fig. 4.15 Comparison of
actual and expected segment
lengths (blue line) with
boundary values for
via-below and via-above
configurations [ITR14].
Despite the fact that the two
critical Blech lengths are
always greater than the mean
actual segment lengths, there
are potentially more nets with
via-above configurations that
exceed the critical lengths
than there are with via-below
configurations (cf. Figs. 4.12
and 5.1, Chap. 5)
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Hence, the critical segments of an interconnect should, if possible, be configured
as via-below configurations in the design flow. Furthermore, different critical jL
products should be applied respectively to via-below and via-above configurations.

Ultimately, the type of configuration impacts the critical void size. This size is
the limit up to which the segment remains intact. Interconnect durability benefits if
this limit is maximized for a segment by means of the geometrical layout. The
actual void size must stay below the critical limit or, better still, growth saturation
should be reached in order to meet the required time to failure for a given inter-
connect (Sect. 4.3.1).

For via-above configurations, an overlap between the metallic barriers (metal
liners) at the via and the interconnect underneath is also recommended. This limits
the resistance increase caused by voids under the via [MS13].

4.5 Reservoirs

4.5.1 Fundamentals

Reservoirs are interconnect segments that are connected with other segments and
are typically not current carriers themselves. They nonetheless modify the effect of
EM on current-carrying segments.

The basis of the reservoir effect is the critical length effect and the effect of
mechanical stresses described in Sect. 4.3. Specifically, the shifting of the pre-
vailing equilibrium during void-growth saturation is a key enabler of the reservoir
effect.

Reservoirs provide material for diffusion, thus preventing void growth from
damaging the interconnect. Larger void volumes can be permitted, while suffi-
ciently high mechanical stresses occur to saturate the void growth by stress
migration. As a result, the lengths and/or current densities permitted by the critical
length effects are thus increased.

Besides evaluating individual segments, entire nets comprising many connected
segments can also be considered when analyzing reservoirs. Reservoirs can be
treated as short, non-current-carrying interconnect segments [WHM+08]. The effect
reservoirs have on the connected segments thus exist as well between neighboring
segments in a routed net.

4.5.2 Sources and Sinks

Source- and sink-type reservoirs differ in their effects (Fig. 4.16). A source-type
reservoir makes material available and enables the development of voids without
interrupting the current flow. It also increases the critical void volume at which a
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measurable change in conductor properties is observable. A source thus increases
the time to failure of a segment, and, depending on the current, can even render the
segment immortal.

In contrast, a sink “makes space available” in the form of vacancies for the
transportation of interconnect material. On the one hand, this reduces the proba-
bility that the critical mechanical stress threshold for the development of hillocks
and whiskers at the anode is exceeded. However, higher absolute values of
mechanical stress are usually needed for the creation of hillocks and whiskers than
with voids. Thus, this positive circumstance is not fully effective. On the other
hand, the accumulated mechanical stress for the equivalent transported quantity of
materials is reduced, because the material is distributed over a larger volume at the
end of the interconnect. As a consequence, the quantity of materials and hence the
void volume at the cathode—where stress migration and electromigration are bal-
anced—increases. A sink therefore increases the probability of a failure.

As discussed in Sect. 4.3, the stress migration caused by the mechanical stress
gradients ensures a stable interconnect status without further void growth in a
manner similar to the critical length effects. This equilibrium can still establish itself
due to the reservoir with larger void volumes, without critical damage to the
interconnect.

4.5.3 Reservoir Types

There are a variety of reservoir types. The most basic type is the end-of-line
reservoir (Fig. 4.17). It has the smallest footprint and the least difference to a layout
without reservoirs. It consists of an enlarged overlap at the via (see Fig. 4.16) and
has the advantage that the layout is based on the predefined grid and remains
compatible with techniques such as double or triple patterning. (Double or triple
patterning increases the resolution by spreading the layout structures across two or
three separate masks.)

Side reservoirs, on the other hand, do not always meet double-patterning
guidelines. Side reservoirs give rise to two-dimensional structures, that is, branches
are introduced, as the reservoirs are not aligned in the segment direction (Fig. 4.18).

The advantage of these latter structures is that voids, occurring inside a segment,
are “intercepted” by side reservoirs without jeopardizing the connection to the via
[MGL+11]. In contrast, in the case of reservoirs at the end of the line, a void
“passing by” would cause a failure at a via before reaching the reservoir.

Fig. 4.16 Source- and
sink-type reservoirs of a
via-above segment
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Reservoirs are also found as a by-product of multiple parallel vias; they occur in
the gaps between the vias (Sect. 4.6) and produce source and sink reservoirs.
Special attention should be given to this phenomenon in nets subjected to AC loads,
as outlined in the next Sect. 4.5.4.

4.5.4 Applications

If reservoirs act exclusively as a source, they improve the electromigration char-
acteristics of segments where voids could arise. The critical void volume is
enlarged, as a void causes no damage if it is located within the reservoir.

A reservoir can only exclusively act as a source if current in the segment always
flows in the same direction. This is not the case if the currents in the segment are
alternating currents, as a reservoir can be created as a source or sink, depending on
the direction of the current. The positive source effect is inferior to the effect of the
sink if low-k dielectrics, that have a lower Young’s modulus, are deployed. In such
scenarios, reservoirs should be avoided.

The permissible current-density-length product jL can be increased by utilizing
the positive effects of reservoirs (Fig. 4.19). A fivefold average increase in the
permissible length at which the Blech effect can be applied can be achieved for the
same current density [HRM08].

The negative influence of the mechanical properties of low-k dielectrics can be
counteracted by introducing metal structures in the proximity of the anode and
cathode or by mechanically reinforcing the dielectric locally [Tho08]. Reservoirs
are modeled in [NSMK01] in order to calculate the time to failure as a function of

Fig. 4.17 Top view of an end-of-line reservoir of an interconnect segment

Fig. 4.18 Top view of a side reservoir
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the size of the reservoirs: the time to failure for the segment scales with the reservoir
surface area. In the case of the length of an end-of-line reservoir, on the other hand,
an optimum length was found that correlates with a maximum time to failure
[LNW10, TF12].

Time to failure, and hence wire reliability, does not benefit from sinks, as there is
a smaller buildup of mechanical stress gradients for the same transported quantity of
materials. Hence, larger voids are produced in the balanced state. In addition, there
is a higher probability of failure with low-k dielectrics, as the mechanical stresses
are further reduced in this case. The impact of an existing source is thus over-
compensated, and the sink also reduces the time to failure under AC loads [Tho08].

A reservoir can exert different positive and negative effects in a segment carrying
alternating currents, and it is important to consider which of these effects pre-
dominate [HRM08]. Reservoirs exert a negative impact on the time to failure in the
presence of alternating currents, especially with low-k dielectrics [Tho08]. This
effect will be further reinforced as dielectric constants are lowered, accompanied by
reductions in rigidity, in future technology nodes.

Since there is a greater risk of extrusions with low-k dielectrics, the
void-growth-saturation effect will play an ever-declining role in future technologies.

4.6 Multiple Vias

4.6.1 Fundamentals

Vias are the elements of the interconnect that are most susceptible to manufacturing
faults. Double vias are often introduced in the layout after successful routing to
improve reliability (Fig. 4.20, middle).

102

103

104

105

Le
ng

th
in

 n
m

Blech lengths
Blech lengths with reservoir
Mean segment lengths (metal 1 through 6)

2016 2020 2024
Year

Fig. 4.19 Comparison of
(actual and expected) segment
lengths with (theoretical)
boundary values with and
without a reservoir (via-below
configuration). The graph is
based on mean segment
lengths derived from the
routing density and transistor
density and indicates a
significant increase in the
permissible length at which
the Blech effect can be
applied. Data from [ITR14]
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The reliability is increased in this way because, among other things, redundant
vias are available that could independently fail, as a result of the manufacturing
process, without the entire circuit failing. Redundancy allows the electrical inter-
connection to remain intact despite specific tolerances in the manufacturing process
being exceeded. Hence, the probability of a total failure of an interconnect is
reduced through the use of redundant vias.

Redundant vias and larger via arrays (Fig. 4.20, right), such as those found in
power supply nets at high currents for linking wide interconnects, should be dif-
ferentiated. The primary aim of the latter is to reduce the current density by
increasing the cross-section, without larger via cross-sections being available in the
respective layers. The impact on the current density and thus on the electromi-
gration characteristics, as discussed below, applies to both redundant vias and via
arrays.

The trade-off between multiple vias and a single via should always be consid-
ered. A balance needs to be struck between the benefits, such as a higher redun-
dancy level and a larger interconnect cross-section, and the disadvantages due to a
bigger footprint and possible problems due to reservoirs between the vias
(Sect. 4.6.3).

The redundancy introduced by multi-vias renders interconnects more robust
against faults caused by manufacturing tolerances. The shift between masks for
neighboring layers is an example of this type of fault. The result is a mismatch
between the metal structures for vias and interconnects (Fig. 4.21). In addition,
mask faults can occur as well, and missing polygons or superfluous objects (par-
ticles) on the mask can result in incorrect figures in the photoresist, which, in turn,
lead to missing or surplus metal. As a result, some vias may not be contacted.

Furthermore, some vias may provide no contact due to incorrect trench etching
or non-uniform metal deposition. Among the possible faults are vias that are not
fully opened, or vias or interconnects insufficiently filled with metal. Figure 4.22
illustrates different faults that might occur. The impact of these faults can be

Single via Double via Via array

Fig. 4.20 Different types of via interconnects between metal 1 (horizontal) and metal 2 (vertical)
in plan view
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prevented by the use of redundant vias, because additional vias increase the
probability that at least one contact is available.

4.6.2 Current Distribution

As explained in the preceding section, the current density can be reduced by
deploying a number of parallel vias. Ideally, the current divides itself evenly
between the individual vias and thus over a larger cross-sectional area. The
resulting lower current density reduces the probability of electromigration damage.
Another advantage is that the current running through the interconnect can be
increased, as the current-carrying capacity is higher because of the enlarged via
cross-section.

As depicted in Fig. 4.23, putting in place a number of parallel vias alters the
individual via’s current density. There is a two- to fourfold increase in the time to
failure of such an interconnect with regard to electromigration.

As we shall see, these benefits can only be maximized if the geometrical con-
figuration allows for an even current distribution (Sect. 4.6.4).

Fig. 4.21 Mask shift can cause unconnected vias; left: individual mask layers; middle: no shift;
on the right: too great a shift

(a) (b) (c) (d)

Fig. 4.22 Different faults arising from technological problems during via manufacture (side
view): a via interconnect as designed, b no interconnect due to too shallow etching depth for the
via, c insufficient metal in the via, and d incomplete metal deposition in the upper interconnect
(black: void)
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4.6.3 Vias With Reservoirs

As already noted, reservoirs can positively impact the time to failure due to
electromigration and are an important consideration in the use of redundant vias
[MIM+07]. When using multiple vias, reservoirs are located in the metal layers
between the vias and in the overlapping sections of the connected wires (Fig. 4.24).

As described in Sect. 4.5, reservoirs change the accumulated mechanical stress
produced by the material transport. If a reservoir acts as a sink for the material
transport, the mechanical stresses needed for the backward transportation are
reduced. Hence, the effect of reservoirs on the time to failure of the related via(s) is
either positive or negative, depending on the direction of the current.

In contrast, the reservoir effect is primarily responsible for improving the time to
failure with redundant vias, according to [MIM+07]. The geometrical configuration
is important for assessing the effectiveness of redundant vias, as outlined next.

4.6.4 Geometrical Configuration

The geometrical configuration of redundant vias and via arrays with regard to the
wires connected by them is the key property for evaluating their effect on elec-
tromigration. If the current is unevenly distributed across the redundant vias, large

Fig. 4.23 A comparison of current densities for a single via and redundant vias

Fig. 4.24 Different types of
reservoirs (highlighted in red)
in an interconnect with a
number of vias (gray)
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deviations from the mean value of the current densities in the vias occur. In extreme
cases, this can overload individual vias.

In this context, the actual current density depends on the geometrical configu-
ration of the vias in relation to the connected wires. If, for example, there is a
change in direction between the interconnect layers, the vias at the “inside curve”
are stressed to a greater degree than those at the outside of the curve.

This effect occurs, for example, with two parallel vias and a change in direction
of the current flow (Fig. 4.25). Hence, care should be taken that the vias are so
aligned that they are in the same position and orientation with respect to the
angulation. The current will then be distributed evenly between the individual vias,
and the current density will be reduced in an optimum manner.

How the current flows in an interconnect depends on the via configurations
based on the number of redundant vias and the directions of the linked intercon-
nects. Take, for example, a configuration of a number of vias in series along the axis
of an interconnect connected orthogonally to an interconnect in a different layer.
The via with the shortest current path carries the most current in this case
(Fig. 4.26). The same applies to two-dimensional via arrays (Fig. 4.27).

In addition to the current-density distribution, the geometrical configuration
affects the size of the reservoirs in the vicinity of the vias (Sect. 4.6.3). This
reservoir size depends to a large extent on the spacing between the vias and their
size. The spacing is essentially specified by the technology, in the form of minimum
spacings or a fixed pitch. The maximum spacing is bounded by the permissible
footprint for the via. A relationship between the via configuration and the local
routing density is thus established, as redundant vias may be added only if the
routing capacity is not fully exploited.

There are a number of trade-offs to be considered when selecting the via spacing
(via pitch) that leads to the best utilization of reservoirs. While the size of the
reservoirs grows with increased spacing between the vias, the effective rigidity of
the dielectric between metal layers is reduced. Rigidity is nonetheless required to
produce mechanical stresses for back diffusion (Sect. 4.3). Current distribution is
also typically degraded if the via pitch it too large.

Fig. 4.25 Comparison between interconnects with and without a change in direction. The
respective lengths of the current paths through the two vias differ with a change in direction; hence,
more current flows through the left-hand via in the figure on the right
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4.6.5 Applications

The effect of redundant vias on electromigration is still an active research area. The
results of studies, such as [DOC08, RT08, CKY+11], show that the use of
redundant vias has a positive impact on the time to failure in the presence of
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Fig. 4.26 Current densities in vias in an interconnect with many redundant vias with a change in
direction between the layers; the scaling of the current density has been changed w.r.t. Fig. 4.23
for reasons of clarity
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Fig. 4.27 Optimization of current-density distribution in a via array [Lie05, Lie06]
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electromigration stress in power supply nets especially. Two issues need to be
addressed w.r.t. their use in signal nets. Do their benefits predominate when the
formation of reservoirs is taken into consideration? And is there enough space
available?

Double (redundant) vias are utilized today in IC design as standard in
“post-layout techniques”. The main driver behind their use is the increased yield
during manufacturing. Vias are added in as many locations as possible in the layout
as long as the layout is not enlarged and not altered topologically. Other boundary
effects, such as the current-density distribution and reservoirs, are mostly ignored at
the present time.

Via arrays are introduced in power supply nets, especially in areas where high
currents are expected. The current density and the static voltage drop are crucial in
this regard. Initial attempts are being made to optimize the via configuration for the
best possible current distribution [Lie06, BL16].

The change in electromigration characteristics due to current distribution and the
occurrence of reservoirs when redundant vias are introduced must be considered.
Both of these side effects depend on the geometrical configuration of the vias and
the connected wires (Fig. 4.28). Simulations, such as depicted in Fig. 4.26, show
that the vias should be placed with minimum spacing on the perpendicular to the
bisecting line between the connected wires.

Ideally, the two connected wires run in the same direction (and thus have the
same orientation), so that all possible current paths have the same length. This can
be achieved by routing one of the connected wires “around the corner” (Fig. 4.29).
This can only be done, however, if the routing layout is not forced to follow
preferred directions.

Special attention should be given to the (sometimes unintended) formation of
reservoirs with EM-compliant redundant vias, as they may degrade the expected
gain on the time to failure [MIM+07].

Fig. 4.28 A comparison of different via configurations for a change in direction. In the left-hand
figure, the bottom-left via is stressed to a greater degree than the via above it to the right. The vias
are evenly stressed in the figure on the right
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4.7 Frequency-Dependent Effects

4.7.1 Self-Healing and Rising Frequencies

As explained in Sect. 2.4.3 (Chap. 2), the vast majority of nets in digital circuits
carry currents for which self-healing plays an important role.

The self-healing effect can be included in models for calculating an equivalent
current density. A principle that enables this is represented by the forward and
backward diffusion flows J in Eq. (4.10) as follows:

Jnet ¼ Jforward � Jbackward ¼ Jforward � 1� cð Þ; ð4:10Þ

where c is the self-healing coefficient [TCH93, TCC96].
As outlined in Sect. 3.3.1 (Chap. 3), using the value of the average current (and

not the RMS current value) can also account for the consideration of the
self-healing effect.

At present, there is a specific range for clock and signal frequencies in integrated
circuits within which self-healing in signal lines is effective (Fig. 4.30). This range,
however, does not include the skin effect (yet). Thus, the time to failure in current
frequency ranges is much greater than for DC currents. However, as is evident from
Fig. 4.30, the reliability of the interconnects cannot be increased by scaling the
frequency any further. Self-healing is negligible in power supply nets, and in signal
lines with low data rates, as illustrated in the left-most part of Fig. 4.30.

With the skin effect, the current is “forced” into the exterior of the interconnect.
This impacts the current density and the time to failure at very high frequencies
(Sect. 2.4.3, Chap. 2). The frequencies in question are in the terahertz range for
presently used interconnect dimensions. Clock frequencies at present reach a
maximum of 6 GHz, which is significantly lower than the frequency that is critical
for the skin effect (see Fig. 4.30). The skin effect is active only with the
high-frequency components that are driven with very steep signal edges.

Fig. 4.29 Two solutions for the problem of non-uniform via stressing with a change in direction
of the wiring. By placing the via array “in line” with the current direction, all possible current paths
have the same length, thereby ensuring a uniform current distribution between the two vias
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The time to failure of interconnects is practically unaffected by the frequency f in
presently used switching-frequency ranges (plateau range in Fig. 4.30). At the same
time, thermal migration has a significant influence on the time to failure in the
higher frequency ranges. The EM-driven mass transport, which is dependent on the
direction of current flow, has less of an influence here, while heating remains
constant for a constant current RMS value. This means that the thermal-migration
effect rises at high frequencies (Sect. 2.5, Chap. 2).

4.7.2 Applications

Nets in digital electronic circuits should be categorized according to the dependence
of their time to failure on the frequency.

Power supply nets are classed as the most sensitive to EM, as they have the
lowest (or no) frequencies coupled with high current values. Clock and signal nets
are put in another net class as they have high frequencies and thus self-healing
attributes. Within this net class, clock and signal nets differ in terms of their current
values and the symmetry of their current characteristics.

In an attempt to improve the time to failure, especially in the case of power
supply nets, direct current (DC) nets could be replaced with alternating current
(AC) nets, to take advantage of the self-healing effect. However, only global power
supply nets across the entire IC can be replaced in this way, as DC nets are still
required locally. This solution is practicable only for special applications with very
high currents due to the considerable amount of auxiliary circuitry required and
additional electromagnetic-coupling problems.

The main conclusion to be drawn from the frequency analysis is that the use of a
global current-density boundary for all nets is not beneficial. We therefore
recommend different net classes, each with respectively different boundaries,

100 103 106
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f in Hz
109 1012

Self-healing

Skin effect

Current frequencies

MTF (AC)
MTF(DC)

Fig. 4.30 Frequency dependency of the median time to failure, according to [TCH93, WY02].
The time to failure rises in the kilohertz range due to self-healing and falls in the terahertz range
due to the skin effect (Sect. 2.4.3, Chap. 2)

4.7 Frequency-Dependent Effects 129



which can be derived from an analysis of the expected currents and frequencies.
Not taking bus systems into account, there are three main net classes: power supply
nets, clock nets, and signal nets (Fig. 4.31).

Power supply nets are the most sensitive to EM, as they typically carry DC
currents. AC currents predominate in clock and signal nets, except for small areas
within the signal source. The main difference between these two net classes (clock
and signal) is the number of sinks per net. This number is usually higher in clock
nets, where it also leads to higher currents.

Figure 4.30 shows that it is beneficial to introduce at least two different
boundary values for the current density and hence, the EM stress: one for DC
currents or frequencies below 10 kHz and one for AC currents with higher fre-
quencies. In the case of DC currents or frequencies below 10 kHz, further boundary
values can be defined for the transition between 10 Hz and 10 kHz.

4.8 Materials for Classical Metal Routing

All materials in the routing layers of an IC are critical for electromigration. These
include the interconnect materials in the metallic wires and metallic via fillings
(vias), dielectrics in both types of layers, and barriers and adhesive layers between
metal and metal, and between metal and dielectric. The different domains (metal,
dielectric, and barriers) are shown schematically in Fig. 4.32.

Power supply net Clock net Signal net
Source Sink Sink SinkecruoSecruoS

I I I

Fig. 4.31 Three net classes with their major current and topological characteristics

Metal
(Cu)

Metal liner Dielectric cap

Dielectric (e.g., SiO2)

Fig. 4.32 Sectional view of a
copper interconnect with the
necessary barrier layers
(dielectric cap and metal liner)
and its surounding dielectric
(not to scale)
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The materials in the interconnect, the dielectric, and materials in the barriers can
be modified to improve the electromigration characteristics. The available options
for all three domains are described in the following Sects. 4.8.1–4.8.3.

The barriers are especially crucial for electromigration (see also Chap. 2), as
they form the boundary layer—a particularly EM-sensitive region with copper
metallization. The purpose of barriers in terms of electromigration is to seal open
surfaces and to increase the activation energy for the diffusion at the boundary
layers between copper and dielectric.

One must take into account that if a particular diffusion mechanism is inhibited,
another mechanism will always become dominant, leading to large variations in
damage. For example, although the switch from aluminum to copper blocked
grain-boundary diffusion, it promoted surface diffusion. Furthermore, if surface
diffusion is suppressed with appropriate dielectric and barrier layers, the
grain-boundary diffusion resurfaces as the dominant type of diffusion. Bulk diffu-
sion may come to dominate if all other mechanisms are disabled. Hence, it is not
enough to examine the barrier materials here on their own.

4.8.1 Interconnect

The choice of interconnect material has the greatest impact on electromigration, as
the process takes place within the interconnect material itself. The interconnect
material must have the following properties:

• low specific resistance,
• good EM robustness, and
• compatibility with semiconductor processes.

In the late 1990s, the wiring material was changed from aluminum to copper due to
the first property. The lower specific resistance of copper resulted in a lower time
constant s ¼ RC, which gave rise to higher signal frequencies. This, in turn, caused
a lower voltage drop and lower self-heating in the interconnects. The changeover
boosted overall electromigration robustness.

Metallization-technology changes were also needed to ensure compatibility with
the semiconductor processes and materials. This gave rise to the Damascene
technique (Sect. 2.4.2), as the direct lithographical structuring of copper was more
complex than with aluminum.

Metals can be doped with other substances to make them more resistant to
electromigration damage (this topic is dealt with in more detail in Sect. 4.8.3). This
technique has proved successful with copper-doped aluminum wiring, where the
diffusion paths at the grain boundaries are blocked by copper.

The properties mentioned at the outset must be kept in mind when advocating for
a metal change. Table 4.2 clearly shows that copper with its low specific resistance
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outperforms other elemental metals, which we discuss further below. Deploying
other materials would mean an increase in the resistance or a decrease in the
activation energy.

Silver has the best conductivity of all known elemental metals; however, it has a
low activation energy and behaves poorly as compared to copper in terms of
electromigration and its effects. Gold has favorable conductivity, but unfortunately
acts as a poison to semiconductors: it destroys the semiconducting properties of
silicon by adding energy levels. To address this, the metal liners would have to be
significantly upgraded. Despite finding use as contacts between interconnects and
polysilicon and having a high EM robustness [QFX+99], tungsten has not been
deployed in other applications due to its high resistance.

Switching from metals to new types of materials, such as carbon-based nano-
materials, is a possible option. We will discuss these new materials in more detail in
Sect. 4.9. Let us first elaborate on classical metallization in this Sect. 4.8. In
addition to the aforementioned interconnect material, the interconnect environment,
such as the dielectric (Sect. 4.8.2) and the barrier (Sect. 4.8.3), also affects the EM
characteristics, as described below.

4.8.2 Dielectric

The dielectric has a bearing on electromigration by means of mechanical boundary
conditions. As explained in Sect. 4.3, mechanical stresses cause stress migration,
which can beneficially slow down or prevent void growth. The scale of the
mechanical stress and thus the magnitude of the back diffusion as well depends on
the rigidity of the interconnect surroundings. For a given geometrical configuration,
this rigidity is determined to a large extent by the Young’s modulus of the
dielectric.

Silicon oxide (SiO2), with its very good technological properties, is notable for
its fairly high Young’s modulus (Table 4.3) and is therefore suitable for enabling
back diffusion. Hence, the Blech length is quite large due to the stress migration.

Table 4.2 Specific resistance and activation energy for the migration of voids in metals,
resistance values from [BF83]

Metal Specific resistance . in lX � cm Activation energy Ea in eV Source

Aluminum 2.44 0.61 [EJS91]

Silver 1.47 0.66 [EJS91]

Copper 1.54 0.70 [EJS91]

Gold 2.03 0.75 [EJS91]

Tungsten 4.84 1.89 [MIH+90, EJS91]
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There are nonetheless reasons for changing the dielectric:

• The time constant s ¼ RC must be reduced for smaller structures in order to
increase the frequencies. A lower dielectric constant is beneficial in this respect
(low k).

• The capacitance C must be increased without reducing the spacing. A higher
dielectric constant is required in this scenario (high k).

The second option impacts only the gate for field-effect transistors. Specifically,
high-k materials help lower the power dissipation of the IC, as a high transistor gate
capacitance correlates with a low resistance in the ON state.

Low-k materials are required in the routing as an insulator between the metal
layers, so-called interlayer dielectric (ILD), to reduce the capacitances between
different interconnects and thus to increase the permitted signal frequencies. Two
different approaches, that can also be combined, are available for this purpose:

• Parts of the dielectric are replaced with air or with a vacuum. This is achieved
with a porous dielectric or an aerogel.

• Alternative materials, such as organic materials with a lower dielectric constant,
are used.

The use of both variants means that the effective Young’s modulus of the dielectric
is lowered and that, with porous materials especially, there is a higher risk of metal
extrusions penetrating the dielectric. The best results are achieved by combining the
two techniques, thus obtaining a trade-off between dielectric constant and Young’s
modulus.

For these reasons, the specific dielectric must be optimized for its particular
application. An attempt should be made to choose dielectrics with a high Young’s
modulus, despite a lower dielectric constant. Porous SiCOH (carbon-doped oxide
dielectrics comprised of Si, C, O, and H) and different organic dielectrics are good
options [ITR14, ITR16]. There are certain compensatory measures that can be taken
to increase rigidity: the dielectric can be modified locally or metal structures can be
supplemented [Tho08].

In other cases, the boundary values for current densities (current-density limits)
should be modified such that the lower back diffusion is respected.

Table 4.3 Dielectric
constants er (or k) and
elasticity moduli E for
important insulating materials

Material er E in GPa

Vacuum or air 1 –

Aerogels 1.1–2.2 	 0.001

Polyimide (organic) 2.7 3.7

Silicon oxide (SiO2) 3.9 300

Glass fiber-reinforced epoxy resin 5 20

Silicon nitride (Si3N4) 7.5 297

Aluminum oxide (Al2O3) 9.5 264

Silicon 11.7 99
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4.8.3 Barrier

As mentioned before, a barrier is required to prevent diffusion between conductor
and dielectric. Without a barrier, the metal and dielectric properties would be
altered too much by the high temperatures encountered during manufacture
[UON+96].

Key barrier attributes are:

• good adhesion to copper and the dielectric, and
• high thermal and mechanical stability for a low coating thickness (few

nanometers).

The most popular metallic liners are made of tantalum (Ta) [MGL+11, OLM+01,
HOG+12], titanium (Ti) [DST95, LTC98, OLM+01], and compounds of these
metals, like tantalum nitride (TaN) or titanium nitride (TiN). The metal liner can
easily be deposited in thin layers in trenches etched for the interconnects. Due to the
metallic properties, adhesion to the interconnect material is good, and some con-
ductance capability remains if the interconnect is broken. This type of barrier layer
is in place as well at the interface between the via and underlying metal layer; the
barrier layer must therefore conduct the current.

The metal liner ensures quite high activation energies at the copper boundary
with regard to electromigration (Table 4.4).

A barrier (in the form of a dielectric cap) to the superior dielectric must be put in
place after the material abrasion in the CMP step. The dielectric cap is typically
composed of a dielectric material. Hence, the cap does not require any further
structural changes; it only needs to be opened later at the vias. This operation is
carried out when the trenches are etched. Silicon and nitrogenous compounds
are the materials of choice here, with compounds silicon nitride (SiN) [OLM+01,
MGL+11], silicon carbon nitride (SiCN) [MGL+11], and hydrogen silicon carbon
nitride (SiCNH) being good examples of dielectrical caps. The first of these
compounds, silicon nitride, is known for its compatibility with semiconductor
processes, as it was deployed in semiconductor manufacture as a hard mask,
etch-stop, or dielectric prior to its use as a dielectric cap.

Table 4.4 Activation energies for the boundary layer between copper and different barrier
materials

Barrier Activation energy Ea in eV Sources

Ta 2.1 [Gla05]

Ta/TaN 1.4 [HGR06]

SiN or SiCxNyHz 0.7–1.1 [Gla05, HGR06]

SiN on Cu(Ti) 1.3 [HGR06]

CoWP 1.9–2.4 [HGR06]

SiCxHy 0.9 [HGR+03]
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The dielectric cap requires different properties than the metal liner. It must
adhere well to the metal and the dielectric, in order to support other routing layers
on top of the dielectric cap.

Dielectric materials, however, adhere worse than metals to copper. In addition,
the top surface of the interconnects is quite flawed due to CMP. This is why the
activation energy at the boundary layer between the upper copper surface and a
dielectric cap is low (see third row in Table 4.4.).

This problem can be avoided by using metallic barriers, for example, tungsten
(W), tungsten nitride (WN, W2N) [UON+96], or cobalt tungsten phosphide
(CoWP; see Table 4.4) [HGR+03] on the top surface of the interconnect. However,
if metallic barriers are used, the barrier structure must be adapted to fit the inter-
connect layout to avoid short circuits.

This structuring can be performed in (i) an additional lithographical step in a
similar manner as with the interconnect layer underneath or (ii) a self-aligning
barrier [CLJ08, LG09, VGH+12]. A self-aligning barrier is preferable to an extra
lithographical step, as the latter is more expensive and may produce more defects.
The barrier must accumulate exclusively on the copper surface and recess the
exposed dielectric.

The easiest way to produce this type of barrier is to dope the interconnect
material with the appropriate barrier material. The material is then annealed,
whereby the barrier material diffuses to the boundary layer of the interconnect
material to produce the barrier [LG09, VGH+12]. Only some barrier materials, like
manganese (Mn) [YML+11, HOG+12] or ruthenium (Ru) [YML+11], are suitable
for this treatment.

Barriers pose additional technological challenges, especially with further
reductions in structure sizes. Lithographically manufactured structures have now
reached sizes in the lower nanometer range, which means that barriers must have
thicknesses in the sub-nm range. This causes problems, as there are only a few
atomic layers available for the barrier function. For example, the barrier must be
stable over the longer term to function properly. In addition, there should be no
diffusion between barrier and copper or barrier and dielectric, which would inad-
missibly modify the barrier properties or the environment.

The effort required to introduce the above chemical elements varies greatly.
Depending on how the materials must be treated, they can either be quite easily
integrated in the manufacturing process or may require modification of the entire
process. Similarly, increased thermal stresses caused by depositing certain barrier
materials must be compensated with appropriate measures. Hence, for example, the
thermal stress in other manufacturing steps must be restricted, as there is only a
limited thermal budget available for semiconductor structures during manufacture.

Many materials serve as barriers in practice. The high degree of dependence
between technology parameters and structural parameters on the deployed material
combination should always be accounted for when considering electromigration
effects.
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4.9 New Materials and Technologies

The use of different interconnect materials is one way to suppress EM in the
presence of ever-decreasing semiconductor scale and increasing current densities.
As discussed in Sect. 4.8, the prospect appears remote for finding in the near future
a suitable metal with higher EM robustness than the currently employed metal,
copper. In the following sections, we will describe new solutions that go beyond
classical metal routing.

4.9.1 Carbon-Based Solutions

Due to their outstanding physical properties, carbon-based materials are proposed
for future interconnect technology. Three possible approaches are being researched
at this time, involving different carbon allotropes: the interconnect may be realized
by an array of graphene layers (graphene nanoribbons, GNRs), by carbon nano-
fibers (CNFs), or by a bundle of carbon nanotubes (CNTs).

Graphene is a sheet of carbon atoms arranged in a 2D honeycomb lattice
(Fig. 4.33), which may be further stacked or arranged. For example, carbon
nanofibers are cylindric nanostructures with graphene layers arranged as stacked
cones, cups, or plates. In one method, carbon nanotubes are obtained by rolling up a
graphene sheet; carbon nanofibers with graphene layers wrapped into perfect
cylinders are also called carbon nanotubes.

Carbon nanotubes (CNTs) are one of the most promising solutions for electrical
interconnects in nanoscale structures. Many publications describe CNT as the
interconnect material of the future [BS06, SB04]. Reliability in highly integrated
electronic circuits is cited as being a key consideration [CSX+11]. CNT compares
very well with copper w.r.t. reliability [AKH+09].

Carbon nanotubes are composed entirely of sp2 bonds,1 similar to graphite,
which is the most stable form of carbon under standard conditions. Note that sp2

bonds are stronger than the sp3 bonds found in diamond. This bonding structure
provides carbon nanotubes with their unique strength. Moreover, they align
themselves into ropes held together by the van der Waals force and can merge
together under high pressure. When merging, they trade some sp2 bonds for sp3

bonds and produce very strong wires of a nano- to micrometer lateral dimension.

1When carbon bonds, the shape of the “p” orbitals will change to a different shape to allow for less
repulsion between electrons. For a carbon with one double bond and two single bonds, the orbitals
will become 33% “s” and 67% “p”, making it “sp2”. Hence, the term “sp2” indicates that one S
shell mixes with two P shells.
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CNTs consist of one or more graphene layers that one can imagine being rolled
up to form a tube. Thus, the following types of CNT are to be found:

• single-wall CNT (SWCNT), and
• multi-wall CNT (MWCNT).

The form of nanotubes is identified by a sequence of two numbers. The first one
represents the number of carbon atoms around the tube, while the second number
identifies an offset of where the nanotube wraps around to. The electrical properties
depend on the orientation of the carbon layers in the tubes.

Single-wall CNTs can be divided into three groups, according to their chiral
vector or chirality, which is visible in the trajectory of the atomic connections along
tube circumferences (Fig. 4.34):

• armchair,
• zigzag, and
• chiral.

Depending on the orientation, there are semiconducting and metallically conducting
CNTs, whereby one-third of the possible orientations is metallically conducting.
Multi-wall CNTs are almost always metallically conductive, because it is highly
likely that at least one tube wall is conductive.

Fig. 4.33 Schematic view of a graphene structure
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Three-dimensional structures (crystal lattice) and one-dimensional structures,
such as nanotubes, have been well known for some time, but it is only recently that
inherently two-dimensional structures have emerged with the discovery of
graphene.

Graphene consists of the individual atomic layers of graphite (see Fig. 4.33) in
which the carbon atoms form a planar hexagonal lattice. This structure has
extraordinary mechanical and optical properties. The electrical resistance of gra-
phene in the lateral direction is very low [ST10]. IC routing connections can benefit
from this property: depending on the structure sizes, interconnects are either
composed of individual graphene platelets or structured as graphene layers.

Carbon nanofibers (CNFs) are elongated objects similar to CNTs. They consist
of stacked graphene layers arranged as plates or cones. CNFs, hence, are also
prospective candidates for interconnects. CNTs can thus be treated as a special case
of CNFs, where graphene layers run parallel to the longitudinal axis of the fibers
and the conical shape becomes cylindrical.

As CNTs have very good conductivity and are readily available, we will
describe them in more detail below as an example of the different carbon modifi-
cations. They are available in many variations, and practice-oriented research
results are on file, too.

4.9.2 CNT Properties

Metallic CNTs have both high thermal and electrical conductivity, while also
providing thermal stability, which is due to the strong sp2 bonding between carbon
atoms. CNTs are much less susceptible to EM than copper interconnects and can
carry high current densities. Values of up to 1010 A/cm2 for single CNTs have been
measured thus far [BS06]. Ballistic electronic transport can go up to 1 µm nanotube
lengths, enabling CNTs to carry very high currents with virtually no heating; this is
due to the nearly 1D electronic structure [TRO17].

(a) Armchair (b) Zig-zag (c) Chiral

Fig. 4.34 Schematic views of various single-wall CNTs, each with different atomic-connection
patterns
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A copper interconnect with a 100 � 50 nm cross-section can transfer currents
up to 50 µA, whereas a CNT with a diameter of 1 nm can carry currents up to 20–
25 µA [PRY04]. Hence, a few CNTs can (theoretically) match the current-carrying
capacity of a much larger copper interconnect.

In addition, the thermal conductivity of CNTs ranges from 3000 to
10,000 W/ðm�KÞ at room temperature [MPG13], thus, exceeding that of copper
[385 W/ðm�KÞ] by approximately a factor of 10. Hence, heat diffuses much more
efficiently through CNTs. This supports their use not only in thermal vias but also in
through-silicon vias (TSVs) for 3D integration, where (vertical) thermal conduction
is urgently required.

The properties of single-wall (SWCNT), multi-wall (MWCNT) CNTs and
Cu-CNT composites, where a mixture of CNTs and copper is used, are summarized
in Table 4.5.

Obviously, CNTs are in theory superior to copper for all relevant interconnects
properties. However, challenges arise with their use, which will require different
technological processes in some areas. In addition, many of the favorable properties
of real-world CNT structures are significantly less than the theoretical limits noted
earlier. For example, the theoretical electrical resistance of individual CNTs
increases greatly in CNT arrays due to the contact resistance [LYC+03, CSX+11].

Figure 4.35 shows the theoretical resistivity comparison for copper wires and
single- and multi-wall CNTs for different lengths and diameters up to 80 nm.

Table 4.5 Comparison of properties of Cu and CNTs, indicating the enormous potential of CNTs
to serve as future, EM-robust interconnects

Cu Single-wall CNTs Multi-wall
CNTs

Cu-CNT
composites

Maximum current density
(A/cm2)

<1 � 107

[TRO17]
>1 � 109

[YKD00]
>1 � 109

[WVA01]
>6 � 108

[SSY16]

Thermal conductivity
@300 K [W/ðm�KÞ]

385
[TRO17]

3000–10,000
[MPG13]

3000
[MPG13]

*800
[SYK13]

Electrical conductivity
(S/cm)

5.8 � 105

[TRO17]
7 � 105

[LYY04]
2.7 � 105

[KKR12]
(2.3–4.7) � 105

[SSY16]

Electron mean free path
@300 K (nm)

40
[TRO17]

>1000
[PHR07]

>25,000
[BYW02]

Coefficient of thermal
expansion (1/K)

17 � 10−6

[BS06]
(−0.3–+0.4) � 10−6

[JLH04]a
(4–5) � 10−6

[ARW11]

Young’s modulus (GPa) 129
[Bei03]

*1000
[Bel05, MR06]

*900
[MR06]

Tensile strength (GPa) 0.2
[BS06]

*100
[MR06]

a@400 K, axial direction; the specific value depends on temperature, diameter, CNT structure, and
direction
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Clearly, the theoretical resistivity of multi-wall CNTs for larger lengths (>10 µm) is
not just significantly smaller than that of copper but outperforms single-wall CNTs,
as well. Please note, however, that measured resistivity values for MWCNTs are
still considerably higher than those predicted in these analytical models [CGJ14].

CNTs have a low thermal expansion coefficient combined with a high
mechanical tensile stressability [MR06]. This attribute can be leveraged to com-
pensate for differences in thermal expansion. For example, by manufacturing
composites of copper and CNT [ARW11], their thermal coefficient of expansion
can be adjusted to that of silicon or silicon oxide. The addition of CNT is being
investigated for this reason in other fields as well, such as filler metals for con-
tacting integrated electronic circuits to substrates [XZK+12].

4.9.3 Applications

Carbon nanotubes can be deployed in layout design in the form of single CNTs,
Cu-CNT composites [CC08, Cha09], and CNT arrays. The latter are vertically
aligned carbon nanotube arrays consisting of carbon nanotubes oriented along their
longitudinal axes normal to a substrate surface. New routing techniques are, to
some degree, needed for these arrays.

Fig. 4.35 Comparison of electrical resistivity between copper lines (extrapolated from ITRS
[ITR14]) and single- and multi-wall CNTs (based on analytical models [CGJ14]) for different
interconnect lengths (x-axis), Cu widths (W), and CNT diameters (D), according to [TRO17]
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While standard technologies, such as metal deposition and CMP, are typically
employed for Cu-CNT composites, single CNTs and CNT arrays require new
technological processes. CNT arrays are especially suited for vertical interconnects
(vias). Here, a number of process flows have been developed to selectively grow
densely packed bundles of CNTs on the metallic bottom electrode and to contact
the other end of the CNTs with the top metal. Chemical vapor deposition (CVD) is
used for this purpose; CVD is generally performed at very high temperatures.
Processes have not yet been developed to create CNTs at low temperatures. The
interconnects will continue to be made of metal or a composite material, while the
application of CNT arrays is pursued.

Connecting CNTs to their surroundings and to other structures, as well as
between one another, is challenging. There is a risk of high contact or transient
resistance with metallic connections, which would neutralize the benefits of low
line resistance and high current-carrying capacity that are being sought. Doped
CNTs and different functionalizations and liners are under research at this time to
address these issues [CHT+12, SBK05]. Another problem arises due to the fact that
the current should be injected ideally alongside the axis of the CNT to create a
so-called end-bonded contact to the CNTs [TRO17]. This, however, requires per-
fect control over the quality of the interface between open-ended CNTs and metal.

In addition to the contact issues, the electrical performances of CNTs integrated
as interconnects are still lower than those predicted in theoretical models, and even
lower than that of copper. This can be explained by the insufficient packing density
of CNTs in interconnects and the quality of the CNTs produced by the
low-temperature CVD process [TRO17].

Due to these technological challenges, interconnects made of CNTs are unlikely
to replace all copper interconnects at once. Rather, hybrid structures, consisting of
vertical parallel CNTs for vias combined with interconnects made of composite
materials, are a possible solution.

Interconnects are difficult to produce with aligned CNTs at this time. However,
unordered CNTs embedded in metal allow for a compensation of the thermal
expansion. Yet high conductivity and robustness against electromigration can only
be achieved with aligned CNTs. Hence, the focus is now on so-called aligned CNT-
Cu composites, where the CNT alignment in the composite is controlled by current
flow.

Theoretically, there can be no electromigration within CNTs, as the activation
energy or the bonding energy of at least 3.6 eV is very high, as compared to the
activation energy of copper of approximately 1 eV. However, this useful charac-
teristic comes with a severe drawback: every void in the CNT greatly impedes the
ballistic current flow; this leads to an extreme rise in self-heating. Thus, the CNT is
immediately destroyed if the maximum permissible current (density) is exceeded.

We have seen that carbon-based solutions hold great promise, with highly
favorable electrical, thermal, and physical properties. It is the challenge of the next
generation of researchers and engineers to make such solutions viable in practice.

4.9 New Materials and Technologies 141



4.10 Summary

In this chapter, we examined different methodologies for mitigating electromigra-
tion in integrated electronic circuits. The use of the bamboo effect, length and
reservoir effects, via configurations, self-healing, and the use of appropriate mate-
rials for conductors, dielectrics, and barriers are some of the issues we have
examined.

The bamboo effect can greatly prolong the time to failure of an interconnect; it
does, however, depend on numerous constraints. Before the effect can work in
copper interconnects, the surface diffusion must be disabled, which requires specific
materials. The focus in this regard is on very stable barrier layers that raise the
activation energies to a high level. The interconnect resistance is increased as well
in massively miniaturized technologies by means of wire slotting due to scattering
effects. The benefits of the bamboo structure are thus largely eliminated by the
negative thermal effects of self-heating.

The critical length effects in combination with via effects (via-below and
via-above configurations) and reservoir effects will soon become beneficial.
Reliability can be greatly improved by controlling the wiring by using short seg-
ments where possible, and considering different boundary values for the product of
current density and length. Reservoirs should be deployed in appropriate applica-
tions, as well.

Special care should be taken when arranging redundant vias or via arrays to
avoid generating new EM flash points in the layout. Via arrays are required in the
very EM-sensitive power-supply nets. Hence, they are critical for the digital design
flow. Specifically, you should optimize the via configurations also with regard to
reservoirs between the vias to maximize the time to failure for small footprints.
Reservoirs are particularly beneficial in power-supply nets due to the constant
direction of the current flow.

Frequency effects, that is, self-healing and skin effects, serve only to classify nets
and allocate current-density boundary values. This is critical for the routing step and
also for verification, as different current-density boundary values should be
assigned for each net class. Valuable routing resources would be squandered by
oversizing if a global boundary value was applied to the entire layout. The skin
effect will not play a significant role in digital circuits now and in the near future,
because frequencies will only increase very slowly compared to the scaling of the
structural miniaturization. In future, on the other hand, the skin effect will affect
reliability in analog high-frequency integrated circuits for frequencies of 45 GHz or
higher [YZZ+11].

In this chapter, we also cast an eye beyond current methodologies and into the
future. The main focus of present research is on the search for a new interconnect
material, possibly CNTs. The current state of research shows that CNTs are
potential candidates as a via and wire material. Further practice-oriented research is
required, however, to integrate them in the manufacturing process for integrated
circuits.
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Chapter 5
Summary and Outlook

This chapter summarizes the key findings and results of the book, and presents our
outlook on future developments. The latter indicates how to facilitate an electro-
migration (EM)-compliant layout design in future EM-critical technological nodes,
such as represented by the red area in Fig. 1.6 (Chap. 1).

The aim of the book has been to examine the measures available for producing
an electromigration-robust layout, to compare such measures with one another and
to investigate their use in practical design flows for modern integrated circuits. This
approach provides circuit designers a suite of options to design and apply useful
measures to prevent electromigration damage in present, and future, technology
nodes. Ultimately, the challenge is to avoid exceeding permissible current densities
by selectively increasing the permissible boundaries.

5.1 Summary of Electromigration-Inhibiting Measures

Semiconductor scale and thus also interconnect dimensions are continuously
decreasing, due to the ongoing development of the technologies for manufacturing
integrated circuits. As a result, interconnect cross-sections are being scaled back as
well, which means lower boundary values for the higher current densities required
for circuit functions. This trend leads to increased EM-induced problems, not only
in analog circuits, but also in digital signal wires.

The required current density is the decisive parameter for describing the EM risk
in these wires, and thus, the permissible current density must be increased with
appropriate measures. As the current density cannot be measured at specific loca-
tions within the conductor, it must be determined with model-based measurement
techniques or simulations. Other reliability indicators, apart from current density,
can also be quantified in this way.

Many EM-critical parameters change as a result of decreasing semiconductor
scale. For example, besides current density, mean segment lengths in interconnects
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are also decreasing. They facilitate the Blech effect, which results in shorter wire
segments that have increased robustness. However, the Blech effect does not go far
enough to fully abate EM issues. The comparative evolutions of segment lengths
and prospective Blech lengths (see the following Sect. 5.2) are not encouraging:
Blech lengths are being scaled back to a greater degree than typical segment
lengths. Blech lengths, in this context, are the maximum segment lengths for which
no long-term damage is expected due to EM.

This means that the EM risks arising from the ever-smaller structure sizes will
continue to become more prominent in the future. If we want to continue producing
working circuits at such sizes, we must increase the reliability-promoting material
and technology parameters. High mechanical rigidity in routing layers, a low
dielectric constant for the dielectric, and a high activation energy for the inter-
connect material are some of the critical parameters that come under the spotlight. If
these parameters cannot keep pace with requirements, reliability, usually expressed
as time to failure, will suffer.

We have examined a number of different measures in this book to effectively
block the effects of EM that occur with the ever-decreasing IC structure sizes. The
aim of all measures and effects presented in the preceding chapters is to minimize
damage occurring in a circuit’s interconnect, so that the electrical parameters of the
signal transmission change as little as possible within a predefined life span.

Electromigration cannot be prevented from occurring in metallic routing wires; it
can only be compensated for, or restricted in its effect. This can be achieved either
by reducing the wire’s material transport or by raising the allowed boundary values
for current density. A number of remedial measures have been proposed, which
include: utilizing the bamboo effect, creating small segment lengths, producing via
geometries with greater EM robustness, introducing reservoirs, using redundant
vias, differentiating frequency-dependent net classes w.r.t. EM vulnerability, and
selecting suitable materials. These measures are summarized below.

Bamboo effect

The bamboo effect is based on the metallic crystal lattice and the alignment of the
grain boundaries perpendicular to the direction of diffusion. Diffusion typically
occurs along the grain boundaries in the wire. High EM robustness can thus be
achieved with small conductor cross-sections and hence fewer grain boundaries in
the direction of diffusion.

Reservoirs

Reservoirs increase the maximum permissible current density by supporting the
stress-migration effect, which partially neutralizes EM. Reservoirs can, however,
have an adverse effect on reliability in nets with current-flow reversals, as the stress
migration is reduced in this case.

Via configurations

The robustness of interconnects fabricated with dual-Damascene technology
depends on whether contact is made through vias from “above” (via-above) or
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“below” (via-below). Via-below configurations are better from an EM-avoidance
perspective than their via-above counterparts, as the higher permissible void vol-
umes associated with via-below configurations allow higher current densities.

Redundant vias increase robustness against EM damage. They should be placed
“in line” with the current direction so that all possible current paths have the same
length. This ensures a uniform current distribution and, hence, avoids a local
detrimental increase in current density between the vias.

Frequencies

The high frequencies typically encountered in signal nets reduce EM damage more
than in power supply nets or very low-frequency nets under otherwise similar
operating conditions. Hence, different current-density boundary values (limits) must
be assigned to take into account signal nets and power supply nets in EM analysis.

Materials

We have examined in this book alternative materials based on carbon nanotubes
(CNTs). These materials are suitable for transporting higher current densities
without incurring EM damage. CNTs have a lower current-carrying capacity when
integrated into a tube network or in another matrix material than when deployed on
their own. A number of different CNT-based techniques, such as CNT arrays or
composites, are suitable for increasing EM robustness. The choice of technique also
depends on the application.

A universal scheme for preventing EM damage can only be developed by
evaluating the measures mentioned above with appropriate analysis tools, such as
the finite element method (FEM). Specifically, the impact of current density and
other design parameters on the diffusion processes can be represented spatially by
FEM, and the effects and measures analyzed by simulation. Stress migration, in
particular, is an effective EM inhibitor for many measures, such as the critical
length effect, reservoirs, and the type of wire contacting.

The critical length effect, described in detail in previous chapters, can be leveraged
to obtain an EM-robust layout while incurring no more than a slight degrade in circuit
performance. Other presented EM-inhibiting measures should be put in place that
match the technology used and the interconnect parameters for the IC.

As described in detail in Chap. 4, the following practical guidelines are derived
from our investigations:

• The Blech length must be considered with a view to improve time to failure.
• Reservoirs can be effectively deployed in power supply nets. However, reser-

voirs are not of significant value in signal nets due to the changing direction of
the current, and indeed on the contrary, incorporating them could negatively
impact EM robustness, depending on the manufacturing process used.

• A via-below configuration, where the vias contact the critical segment from
below, should be chosen in the dual-Damascene technology if the layout
permits.
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• The product of length and current density must be restricted to a greater degree
in the (remaining) via-above segments to compensate for the higher EM sus-
ceptibility in these segments.

• Special attention must be paid to multiple vias, as their geometrical configura-
tion impacts the time to failure. Redundant vias are generally better than an
individual via. However, possible EM benefits depend on the inter-via config-
uration and the vias’ relationships with the connected wire segments, as higher
local current densities may have an adverse effect on reliability.

State-of-the-art layout design can benefit particularly well from critical length
effects. Similarly, geometries and signal frequencies can be easily considered and
adjusted as necessary. By correctly tuning the technological, geometrical, and
material measures described above, we estimate that the permissible current density
can be increased by a factor of 10 in current semiconductor technology nodes.
However, the actual reliability improvements achieved in practice will depend on
numerous circuit constraints.

5.2 Outlook: Segment Lengths

As already mentioned, the comparative evolutions of segment lengths and
prospective Blech lengths due to IC downscaling are not encouraging. To illustrate
this, technology-dependent, EM-robust segment lengths that are achievable solely
with the critical length effect (Blech length) are plotted in Fig. 5.1, based on
numbers taken from the ITRS [ITR14]. The maximum current densities predicted in
the roadmap are assumed for these plots.
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Fig. 5.1 Length limits of segments, up to which the critical length effect solely suffices for the
EM robustness, depending on the respective technology node; absolute values in microns (red line
on the left) and relative values in multiples of the routing grid (right). Also shown are the actual/
expected mean segment lengths (blue line on the left) which drop to a lesser degree. The values are
taken from ITRS [ITR14] and calculated assuming a maximum mechanical stress of 100 MPa

152 5 Summary and Outlook



The red curves in Fig. 5.1 indicate that the EM-robust segment lengths are
decreasing significantly as the structural miniaturization predicted in the ITRS
advances [ITR16]. We can also see that these critical-length limits drop more
sharply than the actual mean segment lengths on the chip (Fig. 5.1, left). This
alarming realization is further supported if we plot the critical lengths w.r.t. the
routing grid, i.e., in multiples of the routing grid (Fig. 5.1, right). The latter con-
clusion is based on the assumption that the routing grid is almost proportional to the
mean segment length, as the lengths of the predominantly short segments depend on
the spacing between the transistors.

Both projections imply that the number of nets that benefit from the critical
length effect drops with decreasing semiconductor scale. The Blech length is
exceeded in an increasing proportion of the routing—up to approximately 5% by
the year 2026 (see Fig. 4.12 in Sect. 4.3.2). Remedial action, such as the intro-
duction of reservoirs, will be required for these segments.

5.3 Outlook: Library of Electromigration-Robust
Elements

It can be observed that practical tools for layout design are increasingly considering
the required measures outlined in this book. However, these measures will need to
be implemented as algorithms in the future, to automate the design of EM-robust
integrated circuits.

One option to achieve this goal is to develop a pattern generator which produces
routing elements for a given fabrication technology and that are EM robust when
carrying a specified current density. These routing elements could be held in a
library, and the routing layout then drafted exclusively with routing elements from
this library (Fig. 5.2).

Consequently, the IC routing will be highly regulated, that is, constraint-driven,
as only library elements may be used to create it. Nonetheless, the verification
of EM properties is considerably simplified, because the robustness of individual
elements has already been verified when the library is created. All that remains to be
done in the complete layout is to examine the mutual interaction between elements
when they are combined. The complexity of EM testing is thus reduced signifi-
cantly, with the result that even for complex routing geometries no FE calculations
are required for EM-robustness verification (Sect. 2.6.1). Furthermore, parameters
can be assigned to these analyses and the results stored in the library, allowing the
verification to be performed with a simplified (routing) model.
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5.4 Outlook: New Technologies

Steps to (partially) replace copper interconnects are expected in the long term.
Carbon nanotubes (CNTs) have been put forward as a viable option, as they do not
suffer from EM issues; however, they are thermally destroyed at current densities
greater than 109 A/cm2. There is a range of possible applications for single CNTs,
CNT arrays, and variously filled composites. These options must be evaluated for
the prospective applications, such as interconnects, vias, and contact structures.

The high current-carrying capacity of CNTs has been verified by many research
groups (Sect. 4.9). However, current-density values that are viable for use in
practice depend on the implemented, usable technology. Realistic current densities
for composites, for example, are determined by the matrix material, the lengths, and
the orientation of the CNTs. EM can still occur in a copper-CNT composite, where
some current flows through the metal. By contrast, the minimum electrical resis-
tance is restricted if a polymer is used. The maximum current density is lower as
well with CNT arrays due to mutual interactions.

All of these issues mentioned above must be overcome before routing systems
for integrated circuits can be built with CNTs. We anticipate that a number of new
routing constraints will emerge as the layout design process is adapted to these
technologies.

Design Technology
Technology Corners

Pattern Generator
EM Verification

EM Design Rule Derivation

Physical Design

Physical Verification
and Signoff

Routing Elements

Fig. 5.2 Improving the EM robustness of the generated layout by restricting physical design to
EM-robust routing elements (“layout patterns”) that have been generated for a given technology
and verified with special emphasis on EM properties
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5.5 Electromigration-Aware Design: Driven
by Constraints

New challenges for IC design are appearing on the back of the ongoing trend in IC
downscaling, i.e., structural miniaturization. Physical designs with ever-smaller
feature sizes are subjected to an increasing number of more complex constraints due
to these challenges. They are increasingly curtailing freedom in the design flow and
are setting the boundaries of the ever-decreasing solution space. Hence, we are
witnessing a slow, but steady evolution from a constraint-correct design flow to a
constraint-driven one. With the latter, design algorithms and methodologies not
only verify the correct implementation of constraints, but rather are governed by
them.

One such challenge is EM. EM considerations are thus producing additional
constraints in the design flow that are becoming the principal obstacles arising from
progressive reductions in structure size. The resultant reduction in the available
solution space for IC and routing design is illustrated in Fig. 5.3. Hence, a dis-
tinction must be made in the future between EM-robust and non-viable routing
elements, whereby only EM-robust elements may be used for routing. Thus,
constraint-driven routing is expected to predominate in future.

This book has examined the underlying EM-inhibiting effects and proposed
guidelines for creating routing elements that are more EM robust. The prospective
rules for the constraint-driven design in general and, in particular, constraint-driven
routing techniques can be derived from the presented guidelines.

Today Future

Current
density

“Forbidden elements”

EM-robust elements

Permissible current
density

Required current
density

Routing Elements

Fig. 5.3 Projected evolution of the routing solution space with falling current-density boundaries
(green) and increasing required current densities (red, cf. Fig. 1.6 in Chap. 1). The solution space
for the allowed routing elements will be increasingly curtailed; hence, today’s constraint-correct
routing evolves into constraint-driven routing where only EM-robust elements may be used
(see Fig. 5.2 for the generation of the routing elements)
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We expect that future, nanoscale design of reliable integrated circuits can only
be achieved by applying the methodologies summarized in this final chapter and
described in detail throughout this book.
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Mechanical stress/tension, 33
Median time to failure (EM), 18
Meshed geometry methods, 47
Metal liner, 28

Mission profile, 79
Mobility changes (transistor), 45
Monocrystalline structure, 24
Moore’s Law, 1
Multiple via, 121

N
Near-bamboo structure, 24
Net classes, 130

P
Packaging (VLSI), 64
Partitioning, 63
Pattern generator (outlook), 153
Peak current, 71
Physical design (VLSI), 63
Physical verification (VLSI), 63
Placement, 63
Polycrystalline structure, 24
Power dissipation (power loss), 21

Q
Quasi-continuous methods, 46

R
Reference conditions, 80
Reservoir (effect), 118
RMS current, 71
Routing, 63

S
Segment current, 75
Segment lengths (outlook), 152
Segment (of a wire), 105
Self-healing, 30, 128
Sink (reservoir), 118
Skin effect/depth, 32
Source (reservoir), 118
Steiner point, 65
Stress migration, 35, 37
Support polygons, 93
Surface diffusion, 20

T
Temperature scaling factor, 89
Terminal currents, 71
Thermal migration, 35, 36
Thermal via/wire, 95
Thermomigration, 36
Through-silicon via (TSV), 5
Timing closure, 63
Triple point, 26
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V
Via array (current distribution), 125
Via-below/above configuration, 116
Via depletion, 15
Via (double, multiple), 121
Via sizing (current), 88
Void, 15
Void growth (simulation), 55

W
Wet electromigration, 17
Whisker, 15
Wire planning, 78
Wire sizing (current), 88
Wire slotting, 102
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