


Lab-on-a-Chip

Techniques, Circuits, and Biomedical Applications



For a complete listing of titles in the 
Artech House Integrated Microsystems Series,

turn to the back of this book.



Lab-on-a-Chip

Techniques, Circuits, and Biomedical Applications

Yehya H. Ghallab

Wael Badawy



Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available from the U.S. Library of Congress.

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library.

Cover design by Vicki Kane

ISBN 13: 978-1-59693-418-4

© 2010 ARTECH HOUSE
685 Canton Street
Norwood, MA 02062

All rights reserved. Printed and bound in the United States of America. No part of this book may 
be reproduced or utilized in any form or by any means, electronic or mechanical, including pho-
tocopying, recording, or by any information storage and retrieval system, without permission in 
writing from the publisher.
 All terms mentioned in this book that are known to be trademarks or service marks have been 
appropriately capitalized. Artech House cannot attest to the accuracy of this information. Use of 
a term in this book should not be regarded as affecting the validity of any trademark or service 
mark.

10 9 8 7 6 5 4 3 2 1



To the memory of my father Dr. Hassan Ghallab who encouraged me in my research 
and who always supported my efforts, to my mother, brothers, and sisters, 

to my wife, Rehab, and my children, Ahmed and Rola
—Yehya H. Ghallab





vii

Contents 

 Preface  xiii

 Acknowledgments  xv

1 Introduction to Lab-on-a-Chip  1

 1.1 History 2

 1.2 Parts and Components of Lab-on-a-Chip 3

 1.2.1 Electric and Magnetic Actuators 3
 1.2.2 Electrical Sensors  4
 1.2.3 Thermal Sensors  5
 1.2.4 Optical Sensors 5
 1.2.5 Microfluidic Chambers  5

 1.3 Applications of Lab-on-a-Chip 6

 1.4 Advantages and Disadvantages of Lab-on-a-Chip 8

 References 9

2 Cell Structure, Properties, and Models 13

 2.1 Cell Structure 13

 2.1.1 Prokaryotic Cells 14
 2.1.2 Eukaryotic Cells 15
 2.1.3 Cell Components 15



viii Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications 

 2.2 Electromechanics of Particles 18

 2.2.1 Single-Layer Model 19
 2.2.2 Double-Layer Model 19

 2.3 Electrogenic Cells 20

 2.3.1 Neurons 20
 2.3.2 Gated Ion Channels 21
 2.3.3 Action Potential 23

 References 25

3 Cell Manipulator Fields 29

 3.1 Electric Field 29

 3.1.1 Uniform Electric Field (Electrophoresis) 29
 3.1.2 Nonuniform Electric Field (Dielectrophoresis) 30

 3.2 Magnetic Field 41

 3.2.1 Nonuniform Magnetic Field (Magnetophoresis) 42
 3.2.2 Magnetophoresis Force (MAP Force) 42

 References 44

4 Metal-Oxide Semiconductor (MOS) Technology 
 Fundamentals 47

 4.1 Semiconductor Properties 47

 4.2 Intrinsic Semiconductors  48

 4.3 Extrinsic Semiconductor 50

 4.3.1 N-Type Doping 52
 4.3.2 P-Type Doping 52

 4.4 MOS Device Physics 53

 4.5 MOS Characteristics  56

 4.5.1 Modes of Operation 58

 4.6 Complementary Metal-Oxide Semiconductor 
 (CMOS) Device  60

 4.6.1 Advantages of CMOS Technology 61

 References 61



 Contents        ix                 

5 Sensing Techniques for Lab-on-a-Chip 63

 5.1 Optical Technique 63

 5.2 Fluorescent Labeling Technique 65

 5.3 Impedance Sensing Technique 68

 5.4 Magnetic Field Sensing Technique 70

 5.5 CMOS AC Electrokinetic Microparticle Analysis 
 System 70

 5.5.1 Bioanalysis Platform 71
 5.5.2 Experimental Tests 74

 References 74

6 CMOS-Based Lab-on-a-Chip 77

 6.1 PCB Lab-on-a-Chip for Micro-Organism Detection
 and Characterization 77

 6.2 Actuation  78

 6.3 Impedance Sensing 82

 6.4 CMOS Lab-on-a-Chip for Micro-Organism 
 Detection and Manipulation  84

 6.5 CMOS Lab-on-a-Chip for Neuronal Activity 
 Detection 90

 6.6 CMOS Lab-on-a-Chip for Cytometry Applications 98

 6.7 Flip-Chip Integration 100

 References 102

7 CMOS Electric-Field-Based Lab-on-a-Chip for Cell 
 Characterization and Detection 105

 7.1 Design Flow 106

 7.2 Actuation 108

 7.3 Electrostatic Simulation 110



x Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications 

 7.4 Sensing 113

 7.5 The Electric Field Sensitive Field Effect Transistor
 (eFET) 113

 7.6 The Differential Electric Field Sensitive Field 
 Effect Transistor (DeFET) 114

 7.7 DeFET Theory of Operation  116

 7.8 Modeling the DeFET 118

 7.8.1 A Simple DC Model 119
 7.8.2 SPICE DC Equivalent Circuit 120
 7.8.3 AC Equivalent Circuit 123

 7.9 The Effect of the DeFET on the Applied Electric 
 Field Profile 125

 References 129

8 Prototyping and Experimental Analysis 131

 8.1 Testing the DeFET 131

 8.1.1 The DC Response 132
 8.1.2 The AC (Frequency) Response 135
 8.1.3 Other Features of the DeFET 136

 8.2 Noise Analysis 137

 8.2.1 Noise Sources 138
 8.2.2 Noise Measurements 139

 8.3 The Effect of Temperature and Light on DeFET
 Performance 140

 8.4 Testing the Electric Field Imager 144

 8.4.1 The Response of the Imager Under Different
 Environments 144
 8.4.2 Testing the Imager with Biocells 144

 8.5 Packaging the Lab-on-a-Chip 151

 References 153

9 Readout Circuits for Lab-on-a-Chip 155

 9.1 Current-Mode Circuits 155



 Contents        xi                 

 9.2 Operational Floating Current Conveyor (OFCC) 156

 9.2.1 A Simple Model 158
 9.2.2 OFCC with Feedback 159

 9.3 Current-Mode Instrumentation Amplifier  161

 9.3.1 Current-Mode Instrumentation Amplifier 
 (CMIA) Based on CCII 161
 9.3.2 Current-Mode Instrumentation Amplifier 
 Based on OFCC 163

 9.4 Experimental and Simulation Results of the 
 Proposed CMIA 168

 9.4.1 The Differential Gain Measurements 168
 9.4.2 Common-Mode Rejection Ratio Measurements  169
 9.4.3 Other Features of the Proposed CMIA 171
 9.4.4 Noise Results 172

 9.5 Comparison Between Different CMIAs 173

 9.6 Testing the Readout Circuit with the Electric 
 Field Based Lab-on-a-Chip 174

 References 177

10 Current-Mode Wheatstone Bridge for Lab-on-a-Chip
 Applications 181

 10.1 Introduction 181

 10.2 CMWB Based on Operational Floating 
 Current Conveyor 184

 10.3 A Linearization Technique Based on an 
 Operational Floating Current Conveyor 188

 10.4 Experimental and Simulation Results  191

 10.4.1 The Differential Measurements 191
 10.4.2 Common-Mode Measurements  192

 10.5 Discussion 193

 References 195

11 Current-Mode Readout Circuits for the pH Sensor  197

 11.1 Introduction 197



xii Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications 

 11.2 Differential ISFET-Based pH Sensor 198

 11.2.1 ISFET-Based pH Sensor 198
 11.2.2 Differential ISFET Sensor 200

 11.3 pH Readout Circuit Based on an Operational 
 Floating Current Conveyor  201

 11.3.1 Simulation Results 204

 11.4 pH Readout Circuit Using Only Two 
 Operational Floating Current Conveyors 206

 11.4.1 Simulation Results 208

 References 210

 List of Symbols  213

 About the Authors 217

 Index 219



xiii

Preface
Lab-on-a-chip technology is exciting the interest of scientists in many fi elds. This 
technology can be used to synthesize chemicals, biological cells, cancer cells, and 
DNA effi ciently and economically. It also has applications in life science and 
health care. The merging between electronics used in biology and micro- and 
nanoscience will clearly be the technological revolution of the future. 

Lab-on-a-chip promises many advantages including improved performance, 
portability, reliability, and cost reduction. Lab-on-a-chip combines many parts 
and components. The functions of the lab-on-a-chip fall in four major categories: 
actuators, sensors, read out circuits, and microfl udic channels. 

In support of this research, this book discusses and reviews the state of 
the art of the lab-on-a-chip research and its applications at the cell level. Also, 
this book combines fundamental and basic information about the different 
components of the lab-on-a-chip. Moreover, this book covers some readout 
circuits, which are applicable for integration into the lab-on-a-chip applications.
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1
Introduction to Lab-on-a-Chip
Lab-on-a-chip is a device that integrates one or several laboratory functions on a 
single chip of only millimeters to a few square centimeters in size [1–3]. Lab-on-
a-chip deals with extremely small fluid volumes (it can be less than picoliters). 
Lab-on-a-chip is often indicated by micro total analysis systems (μTAS) [4–6]. 
However, lab-on-a-chip generally indicates the scaling of single or multiple lab 
processes down to chip format, whereas μTAS is dedicated to the integration of 
the total sequence of lab processes to perform chemical analysis [7, 8]. In other 
words, lab-on-a-chip showed that μTAS technologies were more widely appli-
cable than only for analysis purposes.

Recently, companies and applied research groups have become interested 
in different lab-on-a-chip applications such as chemical analysis, environmental 
monitoring, and medical diagnostics. However, the application of lab-on-a-chip 
is still novel and modest [9]. Lab-on-a-chip applications include synthetic chem-
istry (e.g., rapid screening and microreactors for pharmaceutics). Also, research 
in lab-on-a-chip is expected to extend towards downscaling of fluid handling 
structures by using nanotechnology [10, 11]. Submicrometer and nanosized 
channels, DNA labyrinths, single cell detection, and nanosensors become fea-
sible, which allow new ways of interaction with biological species and large mol-
ecules [12]. Automated patch clamp chips are a commercially successful example 
of lab-on-a-chip in life science, which allow for drastically increased throughput 
for drug screening in the pharmaceutical industry [13].
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1.1 History

Miniaturization and integration are the two main keywords in device engineer-
ing research, and these two keywords are also the main characteristics of lab-on-
a-chip technology. The rapid advance of integrated circuit (IC) technology is the 
main reason for this big trend. In 1958, the discovery of microtechnology opened 
the door for integrated semiconductor structures for microelectronic chips [16]. 
Figure 1.1 shows the first IC. In 1966, these lithography-based technologies 
were applied in pressure sensor manufacturing [17]. As a result of further de-
velopment of the IC technology, complementary metal oxide semiconductor 
(CMOS) compatibility limited processes appeared and were used. Furthermore, 
a toolbox became available to create micrometer- or submicrometer-sized me-
chanical structures in silicon wafers. New technologies, such as microelectrome-
chanical systems (MEMS), also had started to become used [18].

Fluid-handling devices were developed after other types of sensors, such as 
pressure and airbag sensors. These fluid-handling devices are channels (capillary 
connections), mixers, valves, pumps, and dosing devices [19, 20]. In 1975, S. 
C. Terry from Stanford University presented a gas chromatographic air analyzer 
fabricated on a silicon wafer using integrated circuit technology [21]. It was the 
first μTAS that used techniques borrowed from microelectronics to fabricate a 
system for chemical analysis. However, lab-on-a-chip research started to seri-
ously grow in the late 1980s and early 1990s as a few research groups in Europe 
and North America developed micropumps, flow sensors, and the concepts for 
integrated fluid treatments for analysis systems. These research groups, using 
lab-on-a-chip concepts, demonstrated that integration of pretreatment steps, 
usually done at lab scale, could extend the simple sensor functionality towards 

Figure 1.1 First integrated circuit chip. (Courtesy of Texas Instruments, Inc.)



 Introduction to Lab-on-a-Chip        3                 

a complete laboratory analysis, such as additional cleaning and separation steps. 
In 1990, μTAS technologies provided interesting tooling for genomics applica-
tions, like capillary electrophoresis and DNA microarrays [4]. This resulted in a 
big boost in research and commercial interest. Also, research support and interest 
in the field of portable bio/chemical warfare agent detection systems came from 
the military. The term “lab-on-a-chip” was introduced as a result of this boost, 
which was not only limited to integration of lab processes for analysis but also 
the characteristic possibilities of individual components and the application to 
nonanalysis lab processes [9]. 

1.2 Parts and Components of Lab-on-a-Chip

Lab-on-a-chip contains many parts and components. The function of the lab-
on-a-chip can be fall into three major categories: actuators, sensors, and readout 
circuits. In the actuation applications, lab-on-a-chip generates either mechanical 
or electrical forces in fluid or objects via electromagnetic interactions [14]. As a 
sensor, lab-on-a-chip is used to measure electrical, optical, magnetic, or thermal 
properties of the target samples. As a readout circuit, lab-on-a-chip is used to 
amplify, reduce noise, and condition the output signal. It also provides an inter-
face between the lab-on-a-chip and computers [15]. Figures 1.2–1.4 show the 
components of lab-on-a-chip, which include a chip and a chamber that when 
combined form a lab-on-a-chip. 

1.2.1 Electric and Magnetic Actuators

As an actuator, lab-on-a-chip exerts forces on small objects such as DNA, which 
are biological cells suspended in fluids. Electric or magnetic fields can be used 
to create forces and control the motion of objects in fluids. Microelectrodes are 
implemented to generate an electric field on the lab-on-a-chip’s surface. This 
field interacts directly with the target samples and the surrounding media. For 
example, in dielectrophoresis applications, cells exploit the difference in polariza-
tion between the object and media under an ac electric field to trap and move the 
objects (see Chapter 3). 

For magnetic actuation, microelectromagnets are implemented on the lab-
on-a-chip’s surface to generate a local magnetic field. Biological cells can be ma-
nipulated in the chip’s surface. The dimension of the electrodes is in the range 
of micrometers, which allows the lab-on-a-chip’s electrodes to be arranged in an 
array form. Thus, parallel manipulation of target samples can be performed with 
high manipulation accuracy and throughput. 
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1.2.2 Electrical Sensors 

Microelectrodes in a lab-on-a-chip’s surface can form high sensitive electric sen-
sors. Biological cells can be capacitively coupled with microelectrodes and their 
bioelectrical activities can be measured noninvasively. By implementing a large 
array of microelectrodes with multiplexing circuits, the propagation of the elec-
trical signals in biological tissues can be monitored and provide valuable in-
formation on intercellular communication. CMOS-based microelectrodes have 
been used to monitor the electrical activity of cultured neurons (see Chapter 7).

Flush port

Particle injection port

Fluid port

Figure 1.3 The microfl uidic chamber.

(b)

(a)

Figure 1.2 (a) Close-up of an integrated circuit chip, which shows the different parts such as 
electrodes and sensors. (b) The integrated circuit chip (0.7 × 0.7 mm) and a glass spacer.
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1.2.3 Thermal Sensors 

Precision temperature sensors can be easily integrated in the lab-on-a-chip along 
with other sensors and actuation components. These sensors provide accurate 
temperature measurements. In lab-on-a-chip applications, measuring the surface 
temperature is important for the biocompatibility process as lab-on-a-chip gen-
erates heat during its operation. To enhance the biocompatibility of the system, 
the output of the temperature sensors is coupled with coolers or heaters to main-
tain the surface temperature regulations. 

1.2.4 Optical Sensors

Optical imaging is the most sensitive detection method in biological and medi-
cal applications. However, it is the weakest in device miniaturization; optical 
detection involves bulky equipment such as a light source and microscopes. In 
lab-on-a-chip, charge-coupled device (CCD) and CMOS imagers are combined 
with microfluidic systems to image biological samples without relying on inter-
mediary or bulky optical components. 

1.2.5 Microfluidic Chambers 

Packaging of the lab-on-a-chip is vital. For successful packaging, knowledge of 
materials, devices, reliability, and a good understanding of the limits of current 
packaging technology are required. The functions of packaging are to protect the 
devices from the environment and vice versa. Protection of the device includes 
electrical insulation and passivation of the device from the penetrating of mois-
ture and ions. On the other hand, it is also necessary to protect the environment 
from the device materials and the device’s operation. Thus, no undesirable inter-
action with the environment occurs. An example of the microfluidic chamber is 

Figure 1.4 The microfl uidic chamber above the IC chip, which is installed on the top of the X, 
Y, Z table.
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shown in Figure 1.3. This chamber was machined out of Lucite plastic. To com-
plete the chamber assembly, 4-mm needles were glued (epoxy) onto the chamber 
primary fluid ports (see Figure 1.3). A complete system is shown in Figure 1.4. 
A glass spacer (3 mm thick) was bonded into the chip package (40 PIN DIP 
IC carrier) well using adhesive glue. The IC chip (Figure 1.2) was subsequently 
bonded on top of the spacer, as shown in Figure 1.2. Electrical connections (wire 
bonds) were made from the IC chip pads to the chip package bond pads. Finally, 
the chamber was mounted above the IC chip. A complete system including the 
elevator (i.e., X, Y, Z table), which raises the system to the same level as the hori-
zontal microscope, is shown in Figure 1.5.

1.3 Applications of Lab-on-a-Chip

Due to rapid development and a growing interest in medicine, biotechnology, 
drug discovery, and environmental monitoring, the world has become increas-
ingly dependent on chemical analysis. Previously, chemical analyses have been 
performed in central laboratories because they require skilled personnel and spe-
cific equipment. However, the trend is to make chemical analysis much easier 
and thus possible for a user who doesn’t have experience with chemical equip-
ment. Some examples are pregnancy tests, blood glucose concentration tests for 
diabetic patients, and analysis for water samples. These tests can be obtained on 
store shelves and can be used at home by individuals with no special training in 
chemistry. This trend of simplification of chemical analysis is expected to con-
tinue. To achieve this goal, analytical equipment needs to be smaller and thus 
portable, easier to operate, and reliable. The results of the chemical tests need to 
be easy for the user to interpret. The concept of lab-on-a-chip builds on perform-
ing all of the necessary steps required for a chemical analysis on a miniaturized 

Figure 1.5 A complete system.
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system and therefore offers portability. Battery-operated analytical equipment 
opens up the possibility of performing chemical analysis with very low power 
independently on the power network. This because of the miniaturized com-
ponents of the lab-on-a-chip can work with very low power consumption. A 
fully automated system, which includes the automation of the entire chemical 
analysis process and data processing, is also a part of the lab-on-a-chip concept. 
Lab-on-a-chip can be used as a black box where the user needs only to push a 
start button to perform the analysis and retrieve the results. Microfabrication 
allows the reproduction of the same lab-on-a-chip with the same specifications. 
One of the most important component of the lab-on-a-chip is the chip in which 
a sample of microliters and reagents are moved around with very high accuracy. 
Conventionally, chemical analyses are performed by mixing milliliters of samples 
and reagents in a test tubes and analyzing the product in an instrument, such as 
spectrophotometer. Lab-on-a-chip offers a significant decrease in the cost espe-
cially when the samples and reagents are very expensive. The decrease in the cost 
is achieved by dramatically reducing the volume of samples and reagents that are 
needed to perform the chemical analysis.

Lab-on-a-chip has many applications in the medical and biological fields. 
In the past decade, it has started to be used in many other fields, such as environ-
mental applications. In the medical field, it can be used in real-time polymerase 
chain reaction (PCR) applications to detect bacteria, viruses, and cancers [22, 
23]. Lab-on-a-chip is also used in biochemical assays [1]. In immunoassay ap-
plications, lab-on-a-chip is used to detect bacteria, viruses, and cancers based on 
antigen-antibody reactions [2]. Another area of applications is the dielectropho-
resis applications where lab-on-a-chip is used to detect cancer cells and bacteria 
[24]. Lab-on-a-chip can be used in blood sample preparation to crack cells and 
extract DNA [25, 26]. It is also used in cellular lab-on-a-chip for single-cell 
analysis and ion channel screening [27–29]. 

Lab-on-a-chip technology may soon become an important part of efforts 
to improve global health [30], particularly through the development of point-of-
care testing devices. In countries with few healthcare resources, infectious diseas-
es that would be treatable in a developed nation are often deadly. In some cases, 
poor healthcare clinics have the drugs to treat a certain illness but lack the diag-
nostic tools to identify patients who should receive the drugs. Many researchers 
believe that lab-on-a-chip technology may be the key to powerful new diagnostic 
instruments. The goal of these researchers is to create microfluidic chips that will 
allow healthcare providers in poorly equipped clinics to perform diagnostic tests 
such as immunoassays and nucleic acid assays with no laboratory support.

One active area of lab-on-a-chip research involves ways to diagnose and 
manage HIV infections. Around 40 million people are infected with HIV in the 
world today, yet only 1.3 million of these people receive antiretroviral treatment. 
Around 90% of people with HIV have never been tested for the disease [31]. 
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Measuring the number of CD4+ T lymphocytes in a person’s blood is an accu-
rate way to determine if a person has HIV and to track the progress of an HIV 
infection. At the moment, flow cytometry is the gold standard for obtaining 
CD4 counts, but flow cytometry is a complicated technique that is not available 
in most developing areas because it requires trained technicians and expensive 
equipment.

Lab on-a-chip has applications in the environment field, such as real-time 
monitoring. Real-time monitoring is very important in many applications (e.g., 
continuous analysis of ammonium in wastewater, which is better than taking 
measurements only two or three times a day). 

1.4 Advantages and Disadvantages of Lab-on-a-Chip

Lab-on-a-chip brings many advantages and promises to science and industry. 
These advantages are:

• Increased spatial resolution: Lab-on-a-chip provides a way to perform ex-
periments with high spatial resolution. This is because sensors and actua-
tors in the integrated chip (IC) have small footprints, which increase the 
spatial resolution. Also, by using new and updated technologies, such 
as complementary metal oxide semiconductor (CMOS) technology to 
manufacture lab-on-a-chip, lab-on-a-chip improves the accuracy of ex-
periments. Lab-on-a-chip can be designed to operate in the gigahertz 
range for high-speed measurement, which enhances the spatial resolution 
of the measurement.

• Automated measurement: In lab-on-a-chip, actuators and sensors are used 
in an array format. Consequently, lab-on-a-chip allows users to perform 
measurement in a parallel fashion for high throughput operation [1–3]. 
The measurement sequence can be automated by programming the con-
trollers of the lab-on-a-chip, which also minimizes the manmade errors.

• Robustness: Durability and reproducibility are significant merits of the lab-
on-a-chip. Lab-on-a-chip is manufactured in a commercial foundry with 
many sophisticated process controls. Thus, the chip-to-chip variation is 
minimal, which maintains the consistency of the chip performance.

• User-friendly interface: Lab-on-a-chip combines different technologies; 
one of these technologies is the IC technology, which allows a simple 
interface to the external inputs. Also, it provides different user-friendly 
interfaces. Thus, lab-on-a-chip users can use the same user-friendly inter-
face in lab-on-a-chip applications.
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• Portability and disposability: Lab-on-a-chip is a combination of both the 
IC and microfluidic systems. The IC includes many parts, such as sens-
ing, actuation, and detection parts. Also IC includes the electronic cir-
cuits, which control different functions. Lab-on-a-chip is a cost-effective 
portable unit; it can be mass produced using the conventional IC found-
ries. The microfluidic systems can be fabricated at a low cost using poly-
mers. Therefore, lab-on-a-chip can be cheap and disposable, which is very 
attractive in biomedical applications. 

• New avenues and opportunities for IC industry: The IC industry can take 
good and new opportunities from lab-on-a-chip. New markets can be 
opened as well. Also, lab-on-a-chip will benefi t from newly developed 
technology.

However, lab-on-a-chip still has many challenges and disadvantages. They 
are:

• Novelty: Lab-on-a-chip is a novel technology and therefore not yet fully 
developed. 

• Physical and chemical effects: In lab-on-a-chip fabrication, which is a 
small-scale industry, there are many effects that become more dominant 
such as capillary forces, surface roughness, and chemical interactions of 
construction materials on reaction processes. This can sometimes make 
processes in lab-on-a-chip more complex than in conventional lab equip-
ment. 

• Signal-to-noise ratio: Detection principles may not always scale down in a 
positive way, leading to low signal-to-noise ratios. 

• Accuracy and precision: although the absolute geometric accuracies and 
precision in microfabrication are high, they are often rather poor in a 
relative way compared to precision engineering, for instance.
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2
Cell Structure, Properties, and Models
The cell is the smallest unit of an organism that is classified as living, and is of-
ten called the building block of life. Based on modern cell theory, the cell is the 
fundamental unit of structure and function in living things—all cells come from 
preexisting cells by division. Also, energy flow (metabolism and biochemistry) 
occurs within cells [1–3]. Cells contain hereditary information (DNA), which 
is passed from cell to cell during cell division. All cells are basically the same in 
chemical composition [1, 2, 4]; all known living things are made up of cells. 

The cell is the structural and functional unit of all known living organisms, 
which includes human, animal, plant, fungus, or micro-organism. An organism 
may either be unicellular (single-celled) or be composed of (as in humans) many 
billions of cells grouped into specialized tissues and organs. The term multicel-
lular describes any organism made up of more than one cell [5–7]. 

In this chapter, the focus will be on two main cell related topics, they are 
particle electromechanics and electrogenic cells. These topics will help the reader 
better understand the coming chapters of this book.

2.1 Cell Structure

Cells can be subdivided into two categories: 

1. Prokaryotes, which lacks a nucleus and other membrane-bound organ-
elles, although they contain ribosomes [8]. Bacteria and archaea are two 
divisions of prokaryotes. 
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2. Eukaryotes, which have distinct nuclei and membrane-bound organelles 
(i.e., mitochondria, chloroplasts, lysosomes, rough and smooth endo-
plasmic reticulum, vacuoles). They possess organized chromosomes, 
which store genetic material [9].

2.1.1 Prokaryotic Cells

The prokaryote cell is simpler than a eukaryote cell, lacking a nucleus and most 
of the other organelles of eukaryotes. There are two kinds of prokaryotes: bacte-
ria and archae [10–14]. Figure 2.1 shows the structure of a prokaryotic cell. This 
figure shows that prokaryotic cell has three architectural regions:

1. Outside region: Flagella and pili project from the cell’s surface. These are 
structures (not present in all prokaryotes) made of proteins that facili-
tate movement and communication between cells. 

2. Cell envelope: Generally consisting of a cell wall covering a plasma mem-
brane. The envelope gives rigidity to the cell and separates the interior 
of the cell from its environment, serving as a protective fi lter. Most 
prokaryotes have a cell wall; there are exceptions such as mycoplasma 
(bacteria) and thermoplasma (archaea). The cell wall consists of pepti-
doglycan in bacteria, and acts as an additional barrier against exterior 
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Figure 2.1 Prokaryotic cells [10].
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forces. It also prevents the cell from expanding and fi nally bursting (cy-
tolysis) from osmotic pressure against a hypotonic environment. 

3. Inside region: The cytoplasmic region contains the cell genome (DNA), 
ribosomes, and various sorts of inclusions. A prokaryotic chromosome 
is usually a circular molecule. The DNA is condensed in a nucleoid; 
however, it does not form a nucleus. Prokaryotes can carry extrachro-
mosomal DNA elements called plasmids, which are usually circular. 
Plasmids enable additional functions, such as antibiotic resistance.

2.1.2 Eukaryotic Cells

Eukaryotic cells are about 10 times the size of a typical prokaryote and can be as 
much as 1,000 times greater in volume [15–17]. Eukaryotic cells contain mem-
brane-bound compartments in which specific metabolic activities take place; 
this is the major difference between prokaryotes and eukaryotes. Other differ-
ences are also presented between prokaryotes and eukaryotes, such as the pres-
ence of a cell nucleus, which is the most important among these differences and 
a membrane-delineated compartment that houses the eukaryotic cell’s DNA. 
Another difference is that the plasma membrane resembles that of prokaryotes 
in function, with minor differences in the setup. Cell walls may or may not 
be present [18, 19]. The eukaryotic DNA is organized in one or more linear 
molecules, called chromosomes, which are associated with histone proteins. All 
chromosomal DNA is stored in the cell nucleus, separated from the cytoplasm 
by a membrane. Some eukaryotic organelles such as mitochondria also contain 
some DNA [20]. Many eukaryotic cells are ciliated with primary cilia. Primary 
cilia play important roles in chemosensation, mechanosensation, and thermo-
sensation. Cilia may thus be “viewed as sensory cellular antennae that coordinate 
a large number of cellular signaling pathways, sometimes coupling the signaling 
to ciliary motility or alternatively to cell division and differentiation” [21]. Eu-
karyotes can move using motile cilia or flagella. The flagella are more complex 
than those of prokaryotes. Figure 2.2 shows the structure of an animal cell as an 
example of eukaryotic cell.

2.1.3 Cell Components

2.1.3.1 Cell Membrane

All cells, whether prokaryotic or eukaryotic, have a membrane that envelops the 
cell, separates its interior from its environment, regulates what moves in and 
out (selectively permeable), and maintains the electric potential of the cell [1]. 
Inside the membrane, a salty cytoplasm takes up most of the cell volume. The 
plasma membrane in plants and prokaryotes is usually covered by a cell wall [2, 
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3]. This membrane serves to separate and protect a cell from its surrounding 
environment and is made mostly from a double layer of lipids (hydrophobic 
fat-like molecules) and hydrophilic phosphorus molecules. Hence, the layer is 
called a phospholipid bilayer. Embedded within this membrane is a variety of 
protein molecules that act as channels and pumps moving different molecules 
into and out of the cell. The membrane is said to be “semipermeable,” in that it 
can either let a substance (molecule or ion) pass through freely, pass through to 
a limited extent, or not pass through at all. Cell surface membranes also contain 
receptor proteins that allow cells to detect external signaling molecules such as 
hormones [1].

2.1.3.2 Cytoskeleton

The cytoskeleton’s main functions are:

• Organize and maintain the cell’s shape;

• Anchor organelles in place;

• Help during endocytosis, the uptake of external materials by a cell;

• Help during cytokinesis, the separation of divided cells after cell division;

• Move parts of the cell in processes of growth and mobility [20]. 

The eukaryotic cytoskeleton is composed of microfilaments, intermediate 
filaments, and microtubules. There are a great number of proteins associated 
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Figure 2.2 Eukaryotic cell (animal) [11].
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with them, each controlling a cell’s structure by directing, bundling, and aligning 
filaments [21]. The prokaryotic cytoskeleton is less well studied, but is involved 
in the maintenance of cell shape, polarity, and cytokinesis [22].

2.1.3.3 Genetic Material

Two different kinds of genetic material exist: deoxyribonucleic acid (DNA) and 
ribonucleic acid (RNA) [3]. Most organisms use DNA for their long-term infor-
mation storage, but some viruses (e.g., retroviruses) have RNA as their genetic 
material. The biological information contained in an organism is encoded in 
its DNA or RNA sequence. RNA is also used for information transport (e.g., 
mRNA) and enzymatic functions (e.g., ribosomal RNA) in organisms that use 
DNA for the genetic code itself [23]. Transfer RNA (tRNA) molecules are used 
to add specific amino acids during the process of protein translation. Prokary-
otic genetic material is organized in a simple circular DNA molecule (the bacte-
rial chromosome) in the nucleoid region of the cytoplasm. Eukaryotic genetic 
material is divided into different, linear molecules called chromosomes inside 
a discrete nucleus, usually with additional genetic material in some organelles 
like mitochondria and chloroplasts [24]. A human cell has genetic material in 
the nucleus (the nuclear genome) and in the mitochondria (the mitochondrial 
genome). In humans the nuclear genome is divided into 23 pairs of linear DNA 
molecules called chromosomes [25]. The mitochondrial genome is a circular 
DNA molecule distinct from the nuclear DNA. Mitochondrial DNA codes 13 
proteins involved in mitochondrial energy production as well as specific tRNAs, 
although mitochondrial DNA is very small compared to nuclear chromosomes. 
Foreign genetic material (most commonly DNA) can also be artificially intro-
duced into the cell by a process called transfection. Certain viruses also insert 
their genetic material into the genome.

2.1.3.4 Organelles

The human body contains many different organs, such as the heart, lung, and 
kidneys, with each organ performing a different function. Cells also have a set of 
“little organs,” called organelles that are adapted and/or specialized for carrying 
out one or more vital functions [26]. There are several types of organelles within 
an animal cell. Some (such as the nucleus and Golgi apparatus) are typically 
solitary, while others (such as mitochondria, peroxisomes, and lysosomes) can be 
numerous (hundreds to thousands). The cytosol is the gelatinous fluid that fills 
the cell and surrounds the organelles.

Mitochondria and Chloroplasts 

Mitochondria are self-replicating organelles that occur in various numbers, 
shapes, and sizes in the cytoplasm of all eukaryotic cells. Mitochondria play a 
critical role in generating energy in the eukaryotic cell. Mitochondria generate 
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the cell’s energy by the process of oxidative phosphorylation, utilizing oxygen 
to release energy stored in cellular nutrients (typically pertaining to glucose) to 
generate ATP. Mitochondria multiply by splitting in two. Organelles that are 
modified chloroplasts are broadly called plastids, and are involved in energy stor-
age through the process of photosynthesis, which utilizes solar energy to generate 
carbohydrates and oxygen from carbon dioxide and water [1]. Mitochondria 
and chloroplasts each contain their own genome, which is separate and distinct 
from the nuclear genome of a cell. Both of these organelles contain this DNA in 
circular plasmids, much like prokaryotic cells, strongly supporting the evolution-
ary theory of endosymbiosis; since these organelles contain their own genomes 
and have other similarities to prokaryotes, they are thought to have developed 
through a symbiotic relationship after being engulfed by a primitive cell [2, 3]. 

Ribosomes 

The ribosome is a large complex of RNA and protein molecules [3]. They each 
consist of two subunits, and act as an assembly line where mRNA from the 
nucleus is used to synthesize proteins from amino acids. Ribosomes can be found 
either floating freely or bound to a membrane (i.e., in eukaryotes, which can be 
found in the rough endoplasmatic reticulum, and in prokaryotes, which can be 
found in the cell membrane) [27]. 

2.1.3.5 Cell Nucleus

The cell nucleus is the most conspicuous organelle found in a eukaryotic cell. It 
houses the cell’s chromosomes; almost all DNA replication and RNA synthesis 
(transcription) occur in the cell nucleus [1]. The nucleus is spherical in shape 
and separated from the cytoplasm by a double membrane called the nuclear 
envelope. The nuclear envelope isolates and protects a cell’s DNA from various 
molecules that could accidentally damage its structure or interfere with its pro-
cessing. During processing, DNA is transcribed, or copied into a special RNA, 
called mRNA. This mRNA is then transported out of the nucleus, where it is 
translated into a specific protein molecule. The nucleolus is a specialized re-
gion within the nucleus where ribosome subunits are assembled. In prokaryotes, 
DNA processing takes place in the cytoplasm [23].

2.2 Electromechanics of Particles

As a result of the particles’ electrical and magnetic properties, they experience 
force and torques when subjected to electrical and magnetic fields. Moreover, 
mutual interactions between the particles and fields are obtained when the parti-
cles are electrically charged, polarized, or magnetized [28–33]. The particle-field 
interactions are referred to as the electromecanics of particles. 



 Cell Structure, Properties, and Models        19                 

2.2.1 Single-Layer Model

For prokaryotic cells where there is no nucleus such as bacteria (see Section 
2.1.1), a single-layer model can be used. Figure 2.3 shows a single-layer model 
[33]. It shows two different regions; they are: 

1. The cell membrane, which consists of a selective bilayer of lipid protein 
molecules;

2. The cell interior (cytoplasm). 

From the electrical point of view, the membrane is typically characterized 
by effective capacitance C

cm
 and conductance g

cm
. The cell interior (cytoplasm) is 

simplified as a homogenous model with permittivity C
c
 and ohmic conductivity 

σ
c
. 

2.2.2 Double-Layer Model

In a eukaryotic cell where there is a nucleus such as in animal or plant, a double-
layer model can be adapted [33]. This model is shown in Figure 2.4. This figure 
shows four different regions: 

1. The wall of the cell (cell membrane).

2. The cell interior (cytoplasm).

3. The nuclear membrane, which consists of a selectively bilayer of lipid 
protein molecules. The nuclear membrane serves as a two-way conduit 
for life-sustaining nutrients and substances required by the cell. It also 
passes the waste materials outside of the cell. 

4. Nucleoplasm, an aqueous fl uid that contains the nucleus and other 
structures. 
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Figure 2.3 Single-layer model.
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The wall helps provide rigidity to the cell. For example, plant tissue con-
sists of a large numbers of these cells standing together by the wall material, 
which gives structural rigidity to leaves and other plant parts. Another example 
is the yeast, which is a single-cell organism, which has a roughly spherical shape. 
In yeasts, the cell wall provides mechanical protection to the membrane. From 
the electrical point of view, the wall of the cell is usually modeled as a homog-
enous spherical concentric shell of finite thickness with bulk permittivity Cw 
and ohmic conductivity σw. The membrane is typically characterized by effective 
capacitance Cm and conductance gm. The cell interior (cytoplasm) is simplified 
as a homogenous model with permittivity Ccm and ohmic conductivity σcm. Also, 
the nucleoplasm is simplified as a homogenous model with permittivity Cnp and 
ohmic conductivity σnp.

2.3 Electrogenic Cells

Cells that have the ability to generate electrical signals are called electrogenic 
cells. In the human body, there are many types of cells that can go in a transient 
depolarization and repolarization (i.e., generate electric signals) such as brain 
cells, neurons, and hart cells [34]. 

2.3.1 Neurons

Neurons (nerve cells) are biological cells that specialize in transmitting and pro-
cessing information. The elementary neural signals are action potentials, which 
are transit charges of voltage drop across the cell membrane with a typical shape. 
The human brain contains a large number of neurons (in the tens of billions) 
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and about 1,000 times as many synaptic connections [35–37]. A high degree 
of connectivity and the coordinated electrical activity of neural networks are 
believed to be the reason that the brain is capable of highly sophisticated infor-
mation processing. 

The neuron has four distinct regions:

1. The cell body, which has a diameter of 10 to 100 μm. It contains the 
nucleus and produces most neuronal proteins.

2. The dendrites, which conduct the electrochemical stimulation received 
from other neural cells to the cell body of the neuron from which the 
dendrites project. Neurons have multiple dendrites that extend out-
ward from the cell body and are specialized to receive either chemical 
or electrical signals from other neurons via synapses. Dendrites con-
vert theses signals into electrical impulses and transmit them to the cell 
body. 

3. The axon, which is specialized for the conduction of electrical pulses, 
termed action potentials, away from the cell body towards the axon 
terminals. 

4. The axon terminals, which are the last part in the axon and make con-
tact with other cells.

Figure 2.5 shows the neuron’s structure. Neurons communicate with 
other neurons through specialized contacts called synapses. Synapses can be ei-
ther chemical or electrical, and have two main functions in the transmission of 
impulses from one cell to the other. These functions are: signal amplification, 
which can be observed at nerve-muscle synapses where synapses amplify the sig-
nal received from the nerve and stimulate contraction; and signal computation, 
which is common at a synapse’s interneuron. For example, a single neuron can 
be affected simultaneously by signals received from different excitatory synapses. 
The neuron averages these signals and determines if an action potential genera-
tion is needed or not. The synapse plays the main role for computation; this is 
the basis of the ability of neural networks to analyze and perform computation. 

2.3.2 Gated Ion Channels

Ion channels are embedded transmembrane proteins that help establish and con-
trol the small voltage gradient across the plasma membrane of all living cells by 
allowing the flow of ions down their electrochemical gradient [38]. They are 
present in the membranes that surround all biological cells. In other words, ion 
channels allow the formation of a concentration gradient of ions between the 
extracellular and intracellular fluids surrounding the membrane. This concen-
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tration gradient leads to an electrical action potential across the cell membrane 
(typically between −30 to −70 mV). If the ion channels can open or close then 
they are called gated ion channels. There are three types of gated ion channels: 
ligand-gated channels, mechanically gated channels, and voltage-gated channels 
[2]. 

2.3.2.1 Hodgkin-Huxley Model

The best-studied model of the mechanisms in an excitable membrane is the 
Hodgkin-Huxley model, which is a scientific model that describes how action 
potentials in neurons are initiated and propagated [39]. The Hodgkin-Huxley 
model is a set of nonlinear ordinary differential equations that approximates the 
electrical characteristics of excitable cells such as neurons and cardiac cells. In 
this model, the ion currents are flowing through tansmembrane channel pro-
teins through which ions can diffuse down their concentration gradients. These 
tansmembrane channels have gates that are controlled by voltage-sensitive gating 
charges. 

The components of a typical Hodgkin-Huxley model are shown in Figure 
2.6. Each component of an excitable cell has a biophysical analogy [39]. The 
lipid bilayer is represented as a capacitance (C

m
). Voltage-gated ion channels are 

represented by nonlinear electrical conductances (g
n
), where n is the specific ion 

channel, meaning that the conductance is voltage- and time-dependent. This 
was later shown to be mediated by voltage-gated cation channel proteins, each 
of which has an open probability that is voltage-dependent. Leak channels are 
represented by linear conductances (g

L
). The electrochemical gradients driving 

the flow of ions are represented by batteries (E
n
 and E

L
), the values of which are 

determined from the Nernst potential of the ionic species of interest. Finally, ion 
pumps are represented by current sources (I

p
).

To simplify the complexity of the mathematics used in Hodgkin-Huxley 
model, a Fitzhugh-Nagumo (FHN) model is developed. The FHN model has 
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only two independent variables, but exhibits a similar stability behavior to the 
full Hodgkin-Huxley equations [40].

A hybrid of the Hodgkin-Huxley and Fitzhugh-Nagumo models was de-
veloped by Morris and Lecar in 1981 [41]. The Morris-Lecar model replaces 
the voltage-gated sodium current of the Hodgkin-Huxley model with a voltage-
dependent calcium current. 

2.3.3 Action Potential

The activity of voltage-gated ion channels embedded in the membrane generates 
an action potential (nerve impulse), which is a transient alteration of the trans-
membrane voltage (membrane potential) across an excitable membrane. Action 
potentials play multiple roles in several types of excitable cells such as neurons, 
myocytes, and electrolytes. The action potentials are pulse-like waves of voltage 
that travel along axons of neurons [42]; Figure 2.7 shows the action potential.

A typical action potential is initiated at the axon hillock when the mem-
brane is depolarized sufficiently (i.e., when its voltage is increased sufficiently) 
[43–45]. The procedure of an action potential can be summarized as follows:

1. The membrane potential is increased.

2. Sodium ion channels open, allowing the entry of sodium ions into the 
cell. 

3. Potassium ion channels open, which permits the exit of potassium ions 
from the cell.

4. The inward fl ow of sodium ions increases the concentration of posi-
tively charged cations in the cell and causes depolarization, where the 
potential of the cell is higher than the cell’s resting potential. 

5. The sodium channels close at the peak of the action potential, while 
potassium continues to leave the cell. The effl ux of potassium ions de-
creases the membrane potential or hyperpolarizes the cell. 
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Figure 2.6 Hodgkin-Huxley model [39].
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6. For small voltage increases from rest, the potassium current exceeds 
the sodium current and the voltage returns to its normal resting value, 
typically −70 mV [43]. However, if the voltage increases past a critical 
threshold, typically 15-mV higher than the resting value, the sodium 
current dominates. This results in a runaway condition whereby the 
positive feedback from the sodium current activates even more sodium 
channels. Thus, the cell produces an action potential [45].

Currents produced by the opening of voltage-gated channels in the course 
of an action potential are typically significantly larger than the initial stimulat-
ing current. Thus the properties of the excitable membrane are controlling the 
amplitude, duration, and shape of the action potential. These parameters are not 
determined by the amplitude or duration of the stimulus. This all-or-nothing 
property of action potential sets it apart from graded potentials such as recep-
tor potentials, electrotonic potentials, and synaptic potentials, which scale with 
the magnitude of the stimulus. A variety of action potential types exist in many 
cell types and cell compartments as determined by the types of voltage-gated 
channels, leak channels, channel distributions, ionic concentrations, membrane 
capacitance, temperature, and other factors [43–45].

The principal ions involved in an action potential are sodium and potassi-
um cations; sodium ions enter the cell, and potassium ions leave, restoring equi-
librium [43]. Relatively few ions need to cross the membrane for the membrane 
voltage to change drastically. The ions exchanged during an action potential, 
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Figure 2.7 Schematic action potential signal.
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therefore, make a negligible change in the interior and exterior ionic concentra-
tions. The few ions that do cross are pumped out again by the continual action 
of the sodium–potassium pump, which, with other ion transporters, maintains 
the normal ratio of ion concentrations across the membrane. In a domino-like 
propagation, action potentials are generated locally on patches of excitable mem-
brane and the resulting currents can trigger action potentials on neighboring 
stretches of membrane. Action potentials are generated along excitable stretches 
of membrane and propagate without decay [45], contrarily to the passive spread 
of electric potentials (electrotonic potential).
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3 
Cell Manipulator Fields
Particles have electrical and magnetic properties associated with their material 
and shapes. Consequently, they experience forces and torques when subjected to 
electrical and/or magnetic fields. Moreover, particles will exhibit mutual interac-
tions through their own electric charge, polarization, or magnetization. 

Due to the action of electric and magnetic fields, forces and torques are 
exerted on small particles (less than a millimeter in diameter) [1]. The electric 
or magnetic field can be obtained either by external means (i.e., electrodes or 
magnetic poles) or by other nearby charges or magnetized particles.

In this chapter, different types of electric and magnetic fields will be pre-
sented and discussed. 

3.1 Electric Field

3.1.1 Uniform Electric Field (Electrophoresis)

Electrophoresis is the motion of dispersed particles relative to a fluid under the 
influence of a spatially uniform electric field [2]. In other words, electrophoresis 
(EP) is the method of moving charged particles through a medium by using an 
electric field induced by flat electrodes [3]. The features of the EP phenomenon 
can be summarized as follows:

• Particles experience EP force only when the electric field is uniform.
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• The EP force depends on the polarity of the applied electric field and is 
observed with DC excitation only. 

• There are two kinds of EP forces:

• Positive EP for positive charged particles. Particles move in the same 
direction as the electric field. 

• Negative EP for negative charged particles. Particles move in the oppo-
site direction against the electric field. 

3.1.2 Nonuniform Electric Field (Dielectrophoresis)

Dielectrophoresis (DEP) [1, 4] is defined as the motion of uncharged (neutral) 
particles caused by the polarization effect in a nonuniform electric field. The 
features of the DEP phenomenon can be summarized as follows:

• Particles experience DEP force only when the electric fi eld is nonuni-
form.

• The DEP force does not depend on the polarity of the applied electric 
field and is observed with AC as well as DC excitation. There are two 
kinds of DEP forces:

• Positive DEP for ε
m < εp, where εm is the permittivity of the suspended 

medium and εp is the permittivity of the particles. In this case, particles 
are attracted to regions of the stronger electric field.

• Negative DEP for εm
 > ε

p
. In this case, particles are repelled from re-

gions of the stronger electric field.

• DEP is most readily observed for particles with diameters ranging from 
approximately 1–1,000 μm.

DEP should be contrasted with electrophoresis, where one manipulates 
charged particles in a dissipative medium with electric fields [5], as there are sev-
eral important differences. First, DEP does not require the particle to be charged 
in order to manipulate it. The particle must only differ electrically from the me-
dium that it is in. Second, DEP works with AC fields, where no net electropho-
retic movement occurs in such a field. Thus, with DEP one can avoid problems 
such as electrode polarization effects and electrolysis at electrodes. Even more 
importantly, the use of AC fields reduces membrane charging of biological cells 
[1]. Membrane charging is due to the potential developed across cell membranes 
in electric fields. This potential, which can impact cell physiology, can be dimin-
ished by the application of high-frequency fields. Finally, DEP forces increase 
with the gradient of the square of the electric field (i.e., ∇

 2
E , described later), 

whereas electrophoretic forces increase linearly with the electric field. 
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To illustrate these differences, Figure 3.1 shows a uniform electric field 
applied to two bodies; one of them is neutral and the second is charged. In a 
uniform electric field, a charged body is pulled towards the electrode carrying 
the charge opposite to that on the particle. In the same field, a neutral body will 
merely be polarized. The result may produce a torque, but not a translational 
force; that is, the body will not move toward either electrode. In Figure 3.2, 
where a nonuniform electric field is shown, we can observe different behavior 
of the charged and neutral bodies. The charged body is still attracted toward the 
electrode of opposite polarity. The neutral body, in this case, will find a trans-
lational force upon it. This occurs as a result of the polarization, which causes 
a physical displacement of charges in the dielectric [4], which in turn happens 
under the influence of the nonuniform electric field. The polarization has the ef-
fect of putting a negative charge upon the side nearer the positive electrode, and 
a positive one on the side nearer the negative electrode. Because the particle is 
neutral, the two charges on the body are opposite but equal. Figure 3.2 shows the 
reaction of both neutral and charged particles under the effect of a nonuniform 
electric field. To characterize the DEP force, the Dipole theory has been used [1].

3.1.2.1 Dielectrophoreses (DEP) Force 

In this section, an estimated expression of the net force upon a small physical 
dipole will be obtained [1, 4]. The dipole consists of equal and opposite charges 
+q and −q located a vector distance 


d  apart, under the effect of a nonuniform 

electric field 
 
( )E r , as shown in Figure 3.3. The dipole moment 


p  is defined as 

the result of multiplication of the charge q and the distance 

d  (i.e., −


p qd ). It 

is assumed that 

d  is very small compared to the characteristic dimensions of 

the electric field nonuniformity, and the electric field 
 
( )E r  includes no contribu-

tions due to the dipole itself. 

Charged body—
moves along field
lines

Neutral body—
merely polarized

Figure 3.1 Uniform electric fi eld applied to neutral and charged bodies.
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Because the applied electric field 
 
( )E r  is nonuniform, then, in general, 

the two charges (+q and −q) will experience different values of the vector field,  
( )E r and +

 
( )E r d , respectively, and the dipole will experience a net force. The 

charge +q experiences

 ( )F qE r d+ = +
  

 (3.1)

Charged body—
moves along field
lines

Neutral body—
polarized and pulled towards
strongest field region

A

B

Figure 3.2 Nonuniform electric fi eld applied to neutral and charged bodies.

y

z

x

Dipole

q

q

r

d

 E r( )

  
E r d( )+

Figure 3.3 Representation of an elementary dipole in a nonuniform electric fi eld.
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while the charge −q experiences

 ( )− = −
  

F qE r  (3.2)

The net force on the dipole is:

 ( ) ( )= + −
   

F qE r d qE r  (3.3)

Using a Taylor series expansion, 

 ( ) ( ) ( ).  higher-order termsE r d E r d E r+ = + ∇ +
     

 (3.4)

where ( )∇
 

E r  is the gradient of 
 
( )E r .

Taking into consideration that 

d  is very small compared to the character-

istic dimension of the electric field nonuniformity, the higher additional terms, 
of order d 2, d 3, and so forth in (3.4) have been neglected. Substituting (3.4) into 
(3.3), we can simplify (3.3) as given here:

 .F qd E= ∇
 

 (3.5)

As −


p qd  (the dipole moment), the force on an infinitesimal dipole results 
in [1]: 

 .dipoleF p E= ∇
 

 (3.6)

Similarly, if we have a neutral particle suspended in some dielectric fluid 
and polarized by a nonuniform electric field 


E , and due to polarization, 


E  will 

induce a moment in the particle and a net electric force will be given as:

 ( ).effF p E= ∇
 

 (3.7)

where 


effp  is the effective dipole moment, and is defined as the moment of an 
equivalent, free charge, point dipole that when immersed in the same dielectric 
fluid and positioned at the same location as the center of the original particle, 
produces the same dipolar electrostatic potential.

In the case of a sphere in a medium, both of which are lossless dielectrics 
(i.e., both materials have finite dielectric constant and zero conductivity (ideal 
case), the induced effective dipole moment 


effp  is given by [1].
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2

p m
eff m

p m

p a E
ε ε

π ε
ε ε

⎛ ⎞−
= ⎜ ⎟+⎝ ⎠


 (3.8)

where a is the radius of the sphere, ε
m
 is the permittivity of the medium, ε

p
 is 

the permittivity of the sphere, and 


E  is the strength of the applied electric field. 
Substituting (3.8) into (3.7), the net force on the sphere is:

 
2
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2

p m
m

p m

F a E
ε ε

π ε
ε ε

⎛ ⎞−
= ∇⎜ ⎟+⎝ ⎠

 
 (3.9)

The term 
ε ε

ε ε

⎛ ⎞−
⎜ ⎟+⎝ ⎠2

p m

p m

 is known as the Clausius-Mossotti factor (K ) [1].

In the nonideal case, where ohmic losses are taken into consideration, a 
homogenous spherical particle with radius a and complex permittivity ω

cp
, when 

immersed in a medium of complex permittivity ε*
m  and exposed to a spatially 

nonuniform AC electric field, the time average DEP force 

DEPF  is defined as 

follows:

 [ ]3 22 ReDEP m rmsF a K Eπ ε= ∇


 (3.10)

where

 

* *

* *2
p m

p m

K
ε ε

ε ε

⎛ ⎞−
= ⎜ ⎟+⎝ ⎠

 (3.11)

is the complex Clausius-Mossotti factor, and ε*
p  and ε*

m  are defined by (3.12) 
and (3.13), respectively:

 * p
p p j

σ
ε ε

ω
= −  (3.12)

 
* m
m m j

σ
ε ε

ω
= −  (3.13)
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where σ
p
 and σ

m
 are the conductivity of the particle and the medium, respec-

tively, and ω is the angular frequency of the applied electric field. From (3.10), 
we can observe the following:

• The DEP force is linearly related to the volume of the immersed particle 
(i.e., F

DEP 
αa 3).

• F
DEP

 is related directly to the permittivity of the suspended medium (i.e., 
F

DEP
 αε

m 
).

• The DEP force depends upon the magnitude and sign of the Clausius-
Mossotti factor.

• The DEP force vector is directed along the gradient of the electric field 
intensity ∇ 2

rmsE , and the time-averaged DEP force is independent of the 
field polarity, as we are taking the rms value of the intensity of the electric 
field.

3.1.2.2 Positive and Negative DEP Forces

In accordance with (3.10), the real part of the Clausius-Mossotti factor (Re[ ]K  ) 
determines the direction of the DEP force. When Re[ ]K  is positive (i.e., εm < 
εp ), particles are attracted to the electric field intensity maxima and repelled 
from the electric field intensity minima. This force is known as positive dielectro-
phoresis. Negative dielectrophoresis occurs when Re[ ]K  < 0 (i.e., εm > εp), where 
particles are attracted to the electric field intensity minima and repelled from the 
electric field intensity maxima.

The most interesting dielectrophoretic behavior is exhibited by particles 
exhibiting frequency-dependent dispersion due to dielectric or conductive loss. 
Substituting (3.12) and (3.13) into (3.11), we obtain the frequency dependence 
of Re[ ]K  [1]:

 [ ] ( )
( ) ( )2 2 2

3
Re

2 2 1

m p p mp m

p m MW p m MW

K
ε σ ε σε ε

ε ε τ σ σ ω τ

−−
= +

+ + +  (3.14)

where 
ε ε

τ
σ σ

+
=

+ 2
p m

MW
p m

 is the Maxwell-Wagner charge relaxation time.

The high and low frequency limits for Re[ ]K  will be identified as:

 [ ]Re , for 0
2

p m

p m

K
σ σ

ω
σ σ

−
= →

+  (3.15)
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 [ ]Re , for 0
2

p m

p m

K
ε ε

ω
ε ε

−
= >>

+  (3.16)

We can observe from (3.15) and (3.16) that the conductivity dominates 
the low frequency DEP behavior, while the permittivity dominates the high fre-
quency behavior. Figures 2.4 and 2.5 show a schematic diagram representation 
of Re[ ]K  versus radian frequency ω for two different cases. In the first case 
(Figure 3.4), where σ

p
 < σ

m
 and ε

p
 > ε

m
, Re[ ]K  is negative at low frequencies and 

positive at high frequencies. The reverse case is shown in Figure 3.5, where σ
p
 > 

σ
m
 and ε

p
 < ε

m
, so that Re[ ]K  becomes positive at low frequencies and negative 

at high frequencies. Thus, the frequency dependence of Re[ ]K  translates to a fre-
quency-dependent, time-averaged DEP force 


DEPF  on homogenous particles 

(3.10). In other words, both the magnitude and sign of 

DEPF  are functions of 

the electric field frequency ω. 
For example, in Figure 3.4, where σ

p
 < σ

m
 and ε

p
 > ε

m
 the particle will be at-

tracted to the electric field intensity minima at low frequencies and the maxima 
at high frequencies. The crossover frequency ω

c
 (Figures 3.4 and 3.5), at which 

no DEP force acts on a particle (i.e., Re[ ]K  = 0), and the DEP force changes 
sign can be calculated as [1].

 
( )( )
( )( )

2

2

m p p m

p m p m

σ σ σ σ
ω

ε ε ε ε

− +
=

− +  (3.17)

Figure 3.4 Dielectrophoretic spectra for σp < σm and εp > εm.
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It can be deduced that ω
c 
is defined only when 

σ σ

ε ε

−
>

−
0

m p

p m

 (i.e., the DEP 
spectrum crosses the x-coordinate).

3.1.2.3 Dielectrophrtic (DEP) Levitation 

Both positive DEP and negative DEP can be used to precisely displace cells in a 
microchamber formed between two facing glass chips with elongated electrodes 
[6]. However, this procedure has the disadvantage that cells tend to contact the 
device surfaces and stick to the surfaces. A solution to this problem is to levitate 
cells while manipulating them using dielectrophoretic levitation (DEP levita-
tion). The DEP levitation technique is based on the balance of the gravitational 
force and the DEP force where a particle becomes stably suspended in a fluid of 
known properties [7, 8]. To levitate a particle exhibiting negative DEP (passive 
levitation) ( Re[ ]K < 0), requires a local minimum in the electric field intensity. 
Such minima are observed in divergence and curl-free electrostatic fields [1]. 
Thus passive levitation of particles exhibiting negative DEP is readily achieved 
with cusped axisymmetric electric fields [9, 10]. Passive DEP levitation has the 
advantages of simplicity; the nonuniform electrostatic field holds the particle 
in static equilibrium, and no particle position detection or feedback control is 
required [1]. In order to levitate a particle exhibiting positive DEP (feedback 
controlled levitation) ( Re[ ]K  > 0) [11, 12], the gradient of a field is required, 
where an intensity maximum exists at an isolated point in the space away from 
the electrode surfaces. Such maxima do not occur in divergence and curl-free 
electrostatic fields [1].

Figure 3.5 Dielectrophoretic spectra for σp > σm and εp < εm.
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The conditions required for the stable levitation of a particle experiencing 
a positive DEP force have been discussed at length by Kraybill [13]. The par-
ticle, assumed to be in equilibrium on the axis in an axisymmetric electric field, 
must be stable with respect to the radial and axial motions. Radial stabilization is 
achieved using a focused electric field with the intensity decreasing as the particle 
moves away from the axis. In such an electrode structure, sensing the vertical 
particle displacements from an equilibrium point and adjusting the levitation 
voltage to maintain the particle at the preset equilibrium point achieves stabili-
zation in the axial direction. Two theories, dipole and quadrupole, are used to 
analyze DEP levitation. 

3.1.2.4 Dipole Levitation Theory

A common configuration used to implement a dipole levitation system is the 
cone-plate assembly of Figure 3.6 whereby a rounded cone electrode is brought 
into close proximity to a conducting ground plane. This structure is derived 
from the analytical solution for the electrostatic potential due to a semi-infinite 
line charge over a ground plane (Figure 3.7), which can be shown [1] to be:

 
( )
( )

2 2

2 2
ln

4

h z h z
V

h z h z

ρλ

πε ρ

⎡ ⎤+ + + +⎢ ⎥=
⎢ ⎥− + − +⎣ ⎦

 (3.18)

where λ is the line charge density in units of coulomb/meter.
The equipotential surfaces of this scalar field take the form of rounded 

cones and define the curvature of the conducting tip used for experimentation. 

Figure 3.6 Cone-plate electrode structure.
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Also, from the voltage solution of (3.18), the electric field along the z-axis is 
given by

 0
0

z

V
E

zρ
ρ

=
=

∂
= −

∂  (3.19)

The gradient of its square can easily be shown to be 

 ( )
( )

2 2 2
2

32 2 2 2

2

2 2

2

2

2

z
z

m

m

E h z
E

z h z

G z

λ

π ε

λ

π ε ∞

∂
∇ = =

∂ −

=

 (3.20)

where the G∞(z) collects the geometric dependencies, 
−

2

2 2 3

2

( )

h z

h z
. From (3.20), 

the E2 term in the dipolar dielectrophoretic force expression of (3.10) is now 

analytically defined:

 [ ] ( )3
2 22 Re

2DEP m
m

F a K G z
λ

π ε
π ε ∞=


 (3.21)

Figure 3.7 Semi-infi nite line charge over ground plane.
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 [ ] ( )
2

3
1ReDEP

m

F a K G z
λ

πε ∞=


 (3.22)

Therefore the DEP force 

DEPF  is directly related to the (particle radius)3 

of the levitated particle.

3.1.2.5 Quadrupole Levitation Theory

The dipole approximation is not accurate when considering field-induced inter-
actions in highly nonhomogenous fields because of induced higher-order field 
interactions [13]. Such cases can be handled readily by the multipolar theory 
[13–15]. In this theory, Legendre polynomial expansion in spherical coordinates 
of the potential due to an azimuthally symmetric arrangement of point charges 
is used. The model used for analytical representation of quadrupole behavior 
comprises four point charges (two +Q and two −Q) arranged as shown in Figure 
3.8. From the generalized expression in spherical coordinates for the potential 
(Φ

p
) at some point (r, θ, φ) due to a point charge Q located at ( , , )r θ φ′ ′ ′ , su-

perposition is applied to determine the electrostatic potential in the vicinity of 
the quadrupole. A mathematical extension to the equivalent dipole method, the 
equivalent multipolar moment method [1] is used to determine the force on a 
vanishingly small sphere with surface charge σ

t
 on its surface with permittivity ε

1
 

and suspended in a medium of permittivity ε
o

 1
z t zsurface

o

F E dS
ε

σ
ε

= ∫  (3.23)

Figure 3.8 The quadrupole point charge model.
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where the z-component of the electric field (E
z 
) is obtained from the axial de-

rivative of the potential function. For particles of radius << +2 2a b z , the series 
expression of the z-directed force component can be truncated and normalized 
by a5 to become [2, 6]:

 [ ] ( )
( )( ) [ ] ( )

2 2

2 265 271 1

3 3
Re Re

1

z
QUAD

z bF Q Q
K K G z

a b z bπε πε
≅ − = −

+
 (3.24)

where G
QUAD

(z) collects the geometric dependencies and

 
( )( )

( )

* *

* *

2 1

1

p m

n
p m

n n
K

n n

ε ε

ε ε

+ −
=

+ +
 (3.25)

Then K
2
 in (3.25) will be:

 
( )* *

2 * *

10

2 3

p m

p m

K
ε ε

ε ε

−
=

+  (3.26)

Contrasting the quadrupole levitation force on a sphere in (3.24) with 
the dipolar dielectrophoretic force on a sphere in (3.21), two fundamental dif-
ferences are evident. First, the “radius cubed” dependence in the dipolar force 
expression is replaced by the “radius to the fifth” dependence in the quadrupole 
case. Second, the Claussius-Mosotti factor present in the dipole expression is 
replaced in the quadrupole expression by the higher order K

2
 term. The quadru-

polar force’s dependency on (particle radius)5 is the distinguishing feature that 
makes the quadrupole an attractive component for inclusion in particle process-
ing systems.

3.2 Magnetic Field

Magnetic fields surround magnetic materials and electric currents and are de-
tected by the force they exert on other magnetic materials and moving electric 
charges.
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3.2.1 Nonuniform Magnetic Field (Magnetophoresis)

Magnetophoresis (MAP) [1] is defined as the motion of uncharged (neutral) 
particles caused by the polarization effect in a nonuniform magnetic field. Much 
interpretation and analysis of dielectrophoresis (DEP) carries over to magneto-
phoresis (MAP). However, most magnetic particles are ferromagnetic and ex-
hibit strong nonlinearity, limiting the usefulness of the DEP-MAP analogy [1].
The features of the MAP phenomenon can be summarized as follows:

• Particles experience MAP force only when the magnetic fi eld is nonuni-
form.

• The MAP force does not depend on the polarity of the applied magnetic 
field and is observed with AC as well as DC excitation. 

• There are two kinds of MAP forces:

• Positive MAP for μ
m
 < μ

p
, where μ

m
 is the permeability of the sus-

pended medium, and μ
p
 is the permeability of the particles. In this 

case, particles are attracted to regions of the stronger magnetic field.
• Negative MAP for μm > μp. In this case, particles are repelled from 

regions of the stronger magnetic field.

3.2.2 Magnetophoresis Force (MAP Force)

Similarly to DEP force (Section 3.1.1), if we have a neutral particle suspended 
in some dielectric fluid and polarized by a nonuniform magnetic field H


, and 

due to magnetic polarization, H


 will induce a moment in the particle and a net 
magnetic force will be given as:

 ( ).MAP effF m H= ∇
 

 (3.27)

where effm


 is the effective magnetic dipole moment, and is defined as the mo-
ment of an equivalent, free charge, point dipole that when immersed in the same 
dielectric fluid and positioned at the same location as the center of the original 
particle, produces the same dipolar magnetic effect.

In the case of a sphere in a medium, both of which are lossless dielectrics, 
that is, both materials have finite dielectric constant and zero conductivity (ideal 
case), the induced effective dipole moment effm


 is given by [1].

 
34
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p m
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p m

m a H
μ μ

π
μ μ

⎛ ⎞−
= ⎜ ⎟+⎝ ⎠


 (3.28)
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where a is the radius of the sphere, μ
m
 is the permeability of the medium, μ

p
 is 

the permeability of the sphere, and H


 is the strength of the applied magnetic 
field. Substituting (3.8) into (3.7), the net force on the sphere is:

 
2

32
2

p m
MAP m

p m

F a H
μ μ

π μ
μ μ

⎛ ⎞−
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 (3.29)

The term 
2

p m

p m

μ μ

μ μ

⎛ ⎞−
⎜ ⎟+⎝ ⎠

 is known as the Clausius-Mossotti factor (K ) [1]. 

In the nonideal case, where ohmic losses are taken into consideration, a 
homogenous spherical particle with radius a and complex permittivity ω

cp
, when 

immersed in a medium of complex permittivity ε*
m and exposed to a spatially 

nonuniform AC electric field, the time average MAP force MAPF


 is defined as 
follows:

 [ ]π μ= ∇


3 22 ReMAP m rmsF a K H  (3.30) 

where

 

* *
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p m

p m

K
μ μ

μ μ
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= ⎜ ⎟+⎝ ⎠

 (3.31)

is the complex Clausius-Mossotti factor, and *
pμ  and *

mμ  are defined by (3.32) 
and (3.33), respectively:

 * p
p p j

σ
μ μ

ω
= −  (3.32)

 * m
m m j

σ
μ μ

ω
= −  (3.33)

where σ
p
 and σ

m
 are the conductivity of the particle and the medium, respec-

tively, and ω is the angular frequency of the applied electric field. From (3.30), 
we can observe the following:
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• The MAP force is linearly related to the volume of the immersed particle 
(i.e., F

MAP 
αa3).

• F
MAP

 is related directly to the permeability of the suspended medium (i.e., 
F

MAP
 αμ

m
).

• The MAP force depends upon the magnitude and sign of the Clausius-
Mossotti factor.

• The MAP force vector is directed along the gradient of the magnetic 
fi eld intensity 2

rmsH∇ , and the time-averaged MAP force is independent 
of the fi eld polarity, as we are taking the rms value of the intensity of the 
magnetic fi eld.

3.2.2.1 Positive and Negative MAP Forces

In accordance with (3.30), the direction of the MAP force can be determined by 
the real part of the Clausius-Mossotti factor ( Re[ ]K ). When ( Re[ ]K ) is positive 
(i.e., μ

m
 < μ

p
), particles are attracted to magnetic field intensity maxima and re-

pelled from the magnetic field intensity minima. This force is known as positive 
magnetophoresis. Negative magnetophoresis occurs when Re[ ]K  < 0 (i.e., μ

m
 > μ

p
), 

where particles are attracted to the magnetic field intensity minima and repelled 
from the magnetic field intensity maxima.
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4
Metal-Oxide Semiconductor (MOS) 
Technology Fundamentals
Semiconductors have been used to denote materials with a much higher conduc-
tivity than insulators; however, semiconductors have a much lower conductivity 
than metals measured at room temperature. Another factor that distinguishes 
between metals and semiconductors is the temperature dependence of the con-
ductivity. At high temperatures, both metals and semiconductors retain their 
conductivity, while at low temperatures, semiconductors are transformed into 
insulators. Metals have a large carrier density; semiconductors exhibit a moder-
ate carrier density at room temperature, while insulators have a negligible carrier 
density. 

4.1 Semiconductor Properties

Semiconductors are the most important materials for the fabrication of elec-
tronic and optoelectronic devices. Silicon (Si) is the most common semiconduc-
tor material used for semiconductor devices and integrated circuits [1]. Other 
semiconductor materials are used for specialized applications, such as gallium 
arsenide (GaAs) and related compounds are used for high-speed devices and 
optical devices. 
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4.2 Intrinsic Semiconductors 

The atom is the basic unit of matter consisting of a dense, central nucleus sur-
rounded by a cloud of negatively charged electrons. The atomic nucleus con-
tains a mix of positively charged protons and electrically neutral neutrons. The 
electrons are distributed in various shells at different distances from the nucleus. 
Electron energy increases as the shell radius increases. Electrons in the outermost 
shell are called valence electrons. The number of valence electrons identifies the 
chemical activity of a material [1]. 

Table 4.1 shows a portion of a periodic table. The common semiconduc-
tors such as silicon (Si) and germanium (Ge) are in group IV (elemental semi-
conductors), while gallium arsenide (compound semiconductor) is a group III-V 
[2]. 

The silicon crystal structure is a tetrahedral configuration in which each sil-
icon atom has four nearest neighbors, as shown in Figure 4.1. The five noninter-
acting silicon atoms, with the four valence electrons of each atom, are emanating 

Si

Si

Si

Si

Si

Figure 4.1 Five silicon atoms, each with four valance electrons.

Table 4.1
Periodic Table

III IV V

B C —

Al Si P

Ga Ge As
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from the atom. When silicon atoms come closer to each other, the valance elec-
trons interact to form a crystal. The valance electrons are shared between atoms 
and form covalent bonds. Other semiconductor materials, such as germanium 
and gallium arsenide, have the same tetrahedral structure. In its lattice form, 
the valance electrons are always available on the outer edge of the silicon crystal; 
thus, additional atoms can be added to form large single crystal structures [1].

At zero Kelvin temperature (T = 0K), each electron is in its lowest energy 
state and the covalent bond positions are filled by electrons. The electrons will 
not move if an electric field is applied to this material, because they are still bound 
to their own atoms. Thus, at T = 0K, the silicon is an insulator (i.e., no charge 
flows through the silicon material). If the temperature increases, the valance elec-
trons will gain thermal energy to break the covalent bonds and move away from 
their original positions; these electrons are free to move within the crystal. The 
net charge in the crystal is neutral (i.e., the number of positive charges is equal 
the negative charges). If a negatively charged electron breaks its covalent bond 
and moves away from its position, a positively charged “empty state” is created at 
the position. As the temperature increases, more covalent bonds are broken and 
more free electrons and empty states are created. The valance electron requires a 
minimum energy to break the covalent bond; this minimum energy is called E

g
 

(bandgap energy). The energy gap E
g
 is higher in insulator compared to conduc-

tors, which contain very large numbers of free electrons at room temperature. 
In a semiconductor, E

g
 is in the order of 1 electron volt (eV). A current flow in a 

semiconductor occurs as a result of a net flow of free electrons [2]. In addition, a 
valance electron, which has a certain thermal energy and is adjacent to an empty 
state, may move into the position as shown in Figure 4.2. This movement can ap-
pear as a positive charge moves through the semiconductor. This positive charge 
is called a hole. In semiconductors, there are two types of charged particles that 

Figure 4.2 Two-dimensional representation of the silicon crystal showing the movement of the 
positively charged hole.



50 Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications 

contribute to the current: the negatively charged free electrons and the positively 
charged holes. The magnitude of the current in the semiconductor material is 
directly influenced by the concentrations of the electrons and holes [2]. 

An intrinsic semiconductor is a single crystal semiconductor material with 
no other types of atoms within the crystal. Because the thermal energy is the only 
source for generating free electrons and holes in the intrinsic semiconductor, the 
densities of electrons and holes are equal [3]. The intrinsic carrier concentration 
(n

i 
) represents the concentration of free electrons as well as the holes. The equa-

tion for n
i 
is 

 
−⎛ ⎞

⎜ ⎟⎝ ⎠=
3

22

gE

KT
in BT e  (4.1)

where B is a constant related to a specific semiconductor material, E
g
 is the band-

gap energy (eV), T is the temperature (K), and k is the Boltzmann’s constant (86 
× 10−6 eV/ K). The values of E

g 
and B for different semiconductors are given in 

Table 4.2 [2]. 
Also, a pure semiconductor is often called an “intrinsic” semiconductor. 

The conductivity, or ability to conduct, of common semiconductor materials 
can be drastically changed by adding other elements, called “impurities” to the 
melted intrinsic material and then allowing the melt to solidify into a new and 
different crystal. This process is called “doping” [2].

4.3 Extrinsic Semiconductor

The electron and holes concentrations in an intrinsic semiconductor are small. 
Thus, very small hole or electron currents are possible. These currents can be 
increased by adding a controlled amount of certain impurities. Impurity enters 
the crystal lattice and replaces one of the semiconductor atoms, even though the 
impurity atom does not have the same valance electron structure. For silicon, the 
desirable substitutional impurities are from the group III and V elements (refer 
to Table 4.1). Phosphor and arsenic are the most common elements in group 
V. Figure 4.3 shows a phosphorous atom substituting a silicon atom, and four 

Table 4.2
Semiconductor Constants

Material B (cm−3 K−3/2) Eg (eV)

Si 5.23 × 1015 1.1

Ge 1.66 × 1015 0.66

GaAs 2.1 × 1014 1.4
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valance electrons of the phosphorous atom are used to satisfy the covalent bond 
requirements [4]. The fifth valance electron is loosely bound to the phosphorous 
atom. At room temperature, this electron has enough thermal energy to break 
the bond, thus being free to move through the crystal and contribute to the 
electron current in the semiconductor. Because the phosphorous atom donates 
an electron that is free to move, it is called a donor impurity [2]. The remaining 
phosphorous atom is immobile and cannot contribute to the current, although, 
the remaining phosphorous atom has a net positive charge. Therefore, when a 
donor impurity is added to a semiconductor, free electrons are created without 
generating holes. This process (known as the doping process) allows the concen-
tration of free electrons in a semiconductor to be controlled as required. 

In other words, an extrinsic semiconductor is a semiconductor that has 
been doped, that is, into which a doping agent has been introduced, giving it 
different electrical properties than the intrinsic (pure) semiconductor. Doping 
involves adding dopant atoms to an intrinsic semiconductor, which changes the 
electron and hole carrier concentrations of the semiconductor at the thermal 
equilibrium. Dominant carrier concentrations in an extrinsic semiconductor 
classify it as either an n-type or p-type semiconductor. The electrical properties 
of extrinsic semiconductors make them essential components of many electronic 
devices [2]. Semiconductor doping is the process that changes an intrinsic semi-
conductor to an extrinsic semiconductor. During doping, impurity atoms are 
introduced to an intrinsic semiconductor. Impurity atoms are atoms of a dif-
ferent element than the atoms of the intrinsic semiconductor. Impurity atoms 
act as either donors or acceptors to the intrinsic semiconductor, changing the 
electron and hole concentrations of the semiconductor. Impurity atoms are clas-
sified as donor or acceptor atoms based on the effect they have on the intrinsic 

Si Si Si Si

Si P SiSi

Si SiSi Si

e

Figure 4.3 Two-dimensional representation of the silicon lattice doped with a phosphorous 
atom.
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semiconductor. Donor impurity atoms have more valence electrons than the 
atoms they replace in the intrinsic semiconductor lattice. Donor impurities “do-
nate” their extra valence electrons to a semiconductor’s conduction band, provid-
ing excess electrons to the intrinsic semiconductor. Excess electrons increase the 
electron carrier concentration (n

0
) of the semiconductor, making it n-type. Ac-

ceptor impurity atoms have fewer valence electrons than the atoms they replace 
in the intrinsic semiconductor. They “accept” electrons from the semiconductor’s 
valence band. This provides excess holes to the intrinsic semiconductor. Excess 
holes increase the hole carrier concentration (p

0
) of the semiconductor, creating 

a p-type semiconductor. Semiconductors and dopant atoms are defined by the 
column of the periodic table of elements they fall in. The column definition of 
the semiconductor determines how many valence electrons its atoms have and 
whether dopant atoms act as the semiconductor’s donors or acceptors. Group IV 
semiconductors use group V atoms as donors and group III atoms as acceptors. 
Group III-V semiconductors use group VI atoms as donors and group II atoms 
as acceptors. Group III-V semiconductors can also use group IV atoms as either 
donors or acceptors. When a group IV atom replaces the group III element in 
the semiconductor lattice the group IV atom acts as a donor. Conversely, when 
a group IV atom replaces the group V element the group IV atom acts as an ac-
ceptor. Group IV atoms can act as both donors and acceptors; therefore, they are 
known as amphoteric impurities [5].

4.3.1 N-Type Doping

Extrinsic semiconductors with a larger electron concentration than hole concen-
tration are known as n-type semiconductors. The phrase “n-type” comes from 
the negative charge of the electron [2]. In n-type semiconductors, electrons are 
the majority carriers and holes are the minority carriers. N-type semiconductors 
are created by doping an intrinsic semiconductor with donor impurities. In an 
n-type semiconductor, the Fermi energy level is greater than that of the intrinsic 
semiconductor and lies closer to the conduction band than the valence band.

4.3.2 P-Type Doping

P-type semiconductors, in comparison to n-type, have a larger hole concen-
tration than electron concentration. The phrase “p-type” refers to the positive 
charge of the hole. In p-type semiconductors, holes are the majority carriers and 
electrons are the minority carriers. P-type semiconductors are created by dop-
ing an intrinsic semiconductor with acceptor impurities. P-type semiconduc-
tors have Fermi energy levels below the intrinsic Fermi energy level. The Fermi 
energy level lies closer to the valence band than the conduction band in a p-type 
semiconductor [1].
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4.4 MOS Device Physics

A metal-oxide semiconductor (MOS) structure is obtained by growing a layer of 
silicon dioxide (SiO

2
) on top of a silicon substrate and depositing a layer of metal 

or polycrystalline silicon (the latter is commonly used). As the silicon dioxide is 
a dielectric material, its structure is equivalent to a planar capacitor, with one 
of the electrodes replaced by a semiconductor [1]. Figure 4.4 shows the MOS 
capacitor. The physics of the MOS structure can be explained using a simple 
parallel plate capacitor, as shown in Figure 4.5. The top plate has a negative volt-
age with respect to the bottom plate, and an insulator material separates the two 
plates. According to the bias voltage, negative and positive charges exist in the 
top and bottom plates, respectively, as shown in Figure 4.5. 

A MOS capacitor with a p-type semiconductor substrate is shown in Fig-
ure 4.6. The top metal terminal is called the gate, which is at a negative voltage 
with respect to the semiconductor substrate [2]. The direction of the electric 
field is as shown in Figure 4.6. 

If the electric field penetrates the substrate, the holes in the p-type sub-
strate will experience a force toward the oxide-semiconductor interface. Accord-
ingly, the holes will accumulate at the bottom plate of the MOS capacitor. If 

Oxide

Semiconductor
substrate

Metal

Figure 4.4 The MOS capacitor structure.
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the polarity of the applied voltage is reversed, a positive charge will exist on the 
top of the metal plate and the induced electric field is in the opposite direction, 
as shown in Figure 4.7. The holes will be pushed away from the interface and 
a negative space charge region is created. The negative charge in the induced 
depletion region corresponds to the negative charge on the bottom plate of the 
MOS capacitor. The induced space charge region is shown in Figure 4.8. If the 
positive voltage applied to the gate is increased, the magnitude of the induced 
electric field will be increased. Minority carrier electrons are attracted to the 

V
Electric field

Figure 4.5 A parallel-plate capacitor shows the charges and the electric fi eld.

V

E-field

Hole

P-type

Figure 4.6 MOS capacitor with a negative gate bias.
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oxide-semiconductor interface, as shown in Figure 4.8. This region of the minor-
ity carrier electrons is called an electron inversion layer. The gate voltage controls 
the number of charges in the inversion layer [2]. By similarity, an n-type semi-
conductor substrate can provide the same basic charge distribution in a MOS 
capacitor. If the polarity of the applied voltage is reversed, a negative charge will 
exist on the top of the metal plate and the induced electric field is in the opposite 
direction. The electrons will be pushed away from the interface and a negative 
space charge region is created. The negative charge in the induced depletion 

Accumulation
of holes P-type

E-field

V

Figure 4.7 MOS capacitor with an accumulation layer of holes.

VE-field

hole

P-type

Figure 4.8 MOS capacitor with p-type substrate.
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region corresponds to the positive charge on the bottom plate of the MOS ca-
pacitor. If the positive voltage applied to the gate is increased, the magnitude of 
the induced electric field will be increased. Minority carrier holes are attracted 
to the oxide-semiconductor interface. This region of the minority carrier holes 
is called a holes inversion layer. The gate voltage controls the number of charges 
in the inversion layer.

The term enhanced mode means that a voltage must be applied to the gate 
to create an inversion layer [6]. For an n-type MOS capacitor, a negative volt-
age is required to be applied to create the electron inversion layer. While, for the 
p-type MOS capacitor, a positive voltage is required to be applied to create the 
electron inversion layer.

4.5 MOS Characteristics 

A metal-oxide semiconductor field-effect transistor (MOSFET) is based on the 
modulation of a charge concentration by a MOS capacitance. The charges ac-
cumulate between a body electrode and a gate electrode located above the body 
and insulated from all other device regions by a gate dielectric layer, which in the 
case of a MOSFET is an oxide [6]. A metal-insulator semiconductor FET (MIS-
FET) is a device that has a dielectric other than an oxide such as silicon dioxide 
[7]. Figure 4.9 shows the MOSFET structure. Compared to the MOS capacitor, 
the MOSFET includes two additional terminals (source and drain), each con-
nected to individual highly doped regions that are separated by the body region 
[8]. These regions can be either p- or n-type, but they must both be of the same 
type, and of an opposite type to the body region. The source and drain (unlike 
the body) are highly doped as signified by a “+” sign after the type of doping.

If the MOSFET is a p-channel or p MOSFET, then the source and drain 
are p+ regions and the body is an n region. With sufficient gate voltage (refer 
to Section 4.4) above a threshold voltage value, electrons from the source enter 
the inversion layer or n-channel at the interface between the n region and the 
oxide [9]. This conducting channel extends between the source and the drain, 
and current is conducted through it when a voltage is applied between source 
and drain. Only a very small subthreshold leakage current can flow between the 
source and the drain. When the gate voltage is below the threshold value, the 
channel is lightly populated.

If the MOSFET is an n-channel or n MOSFET, then the source and drain 
are n+ regions and the body is a p region. When a positive gate-source voltage 
(negative source-gate) is applied, it creates an n-channel at the surface of the p 
region, analogous to the p-channel case, but with opposite polarities of charges 
and voltages [6, 10]. Only a very small subthreshold leakage current can flow 
between the source and the drain. When the gate voltage is below the threshold 



 Metal-Oxide Semiconductor (MOS) Technology Fundamentals        57                 

value, the channel is lightly populated. The source is so named because it is 
the source of the charge carriers (electrons for the n-channel, holes for the p-
channel) that flow through the channel; similarly, the drain is where the charge 
carriers leave the channel.

4.5.1 Modes of Operation

The operation of a MOSFET can be separated into three different modes, de-
pending on the voltages at the terminals. The threshold voltage (Vth ) is defined 
as the applied gate voltage needed to create an inversion charge in the MOSFET 
channel. In other words, the minimum gate voltage required to turn on the 
MOSFET. For n-channel enhancement mode MOSFET, the threshold voltage is 
positive because a positive gate voltage is required to create the inversion charge 
[6, 11]. The three operational modes for the n-channel MOSFET are: cutoff 
(weak-inversion), linear, and saturation, as shown in Figure 4.10. 

4.5.1.1 Cutoff (Weak-Inversion) Mode 

When the voltage between the gate and source (V
GS 

) is less than threshold volt-
age (V

th 
) (i.e., V

GS
 < V

th 
), the current is considered to be zero, the transistor is 

Source (S)

Gate (G)

Drain (D)

P-type

Body (B)

n+ n+

Figure 4.9 Cross-section of the n-channel MOSFET.
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turned off, and there is no conduction between the drain and source [6]. In 
reality, some energetic electrons at the source enter the channel and flow to the 
drain, resulting in a subthreshold current that is an exponential function of gate-
source voltage. 

While the current between drain and source should ideally be zero when 
the transistor is being used as a turned-off switch, there is a weak-inversion cur-
rent, sometimes called the subthreshold leakage current [12]. 

In weak inversion the current varies exponentially with gate-to-source bias 
VGS as given approximately by [6]: 

 
0

GS th

T

V V

nV
D DI I e

−

≈  (4.2)

where ID0
 = current at VGS = Vth and the slope factor n is given by 

 + +1 D OXn C C  (4.3)

where CD is capacitance of the depletion layer and COX  
is capacitance of the ox-

ide layer. In a long-channel device, there is no drain voltage dependence of the 
current once VDS > > Vth, but as the channel length is reduced, drain-induced 
barrier lowering introduces drain voltage dependence that depends in a complex 
way upon the device geometry (for example, the channel doping, the junction 
doping, and so on). Frequently, threshold voltage Vth

 for this mode is defined as 
the gate voltage at which a selected value of current I

D0
 occurs, for example, I

D0
 

Linear region Saturation region

Drain to source voltage (V)

Figure 4.10  Current voltage characteristics of the MOSFET.
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= 0.1 μA, which may not be the same V
th
 value used in the equations for the 

following modes. 
By working in the weak-inversion region, some micropower MOSFET 

analog circuits are designed to take advantage of subthreshold conduction [6, 
12]. These circuits deliver the highest possible transconductance-to-current ra-
tio, namely: g

m
/I

D
 = 1/(nV

T 
). The subthreshold I-V curve depends exponentially 

upon threshold voltage, introducing a strong dependence on any manufacturing 
variation that affects threshold voltage, for example: variations in oxide thick-
ness, junction depth, or body doping that change the degree of drain-induced 
barrier lowering. The resulting sensitivity to fabrication variations complicates 
optimization for leakage and performance [13, 14]. 

4.5.1.2 Triode (Linear) Mode 

When the voltage between the gate and source (V
GS 

) is greater than threshold 
voltage (V

th 
) and the voltage between the drain and source V

DS
 is less than (V

GS
 

− V
th 

) [i.e., V
GS

 > V
th 

and V
DS

 < (V
GS

 − V
th 

)] [6]. The transistor is turned on, and 
a channel has been created, which allows current to flow between the drain and 
the source. The MOSFET operates like a resistor, controlled by the gate voltage 
relative to both the source and drain voltages. The current from drain to source 
is modeled as: 

 ( )μ
⎛ ⎞

= − −⎜ ⎟⎝ ⎠

2

2
DS

D n ox GS th DS

VW
I C V V V

L
 (4.4)

where μ
n
 is the charge-carrier effective mobility, W is the gate width, L is the gate 

length, and C
ox
 is the gate oxide capacitance per unit area. 

 4.5.1.3 Saturation (Active) Mode 

When the voltage between the gate and source (V
GS

) is greater than the threshold 
voltage (V

TH 
), and the voltage between the drain and source V

DS
 is greater than 

(V
GS

 − V
th 

) (i.e., V
GS

 > V
th
 and V

DS
 > (V

GS
 − V

th
), the switch is turned on, and a 

channel has been created, which allows current to flow between the drain and 
source [2, 6, 15]. Since the drain voltage is higher than the gate voltage, the 
electrons spread out, and conduction does not occur through a narrow channel 
but through a broader, two- or three-dimensional current distribution extending 
away from the interface and deeper in the substrate. The onset of this region is 
also known as pinch-off to indicate the lack of channel region near the drain. 
The drain current is now weakly dependent upon drain voltage, controlled pri-
marily by the gate-source voltage, and modeled very approximately as: 
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 ( ) ( )( )μ λ= − +2 1D n ox GS th DS

W
I C V V V

L
 (4.5)

The additional factor involving λ, the channel-length modulation parame-
ter, models current dependence on drain voltage due to the Early effect, or chan-
nel length modulation [15]. According to this equation, a key design parameter, 
the MOSFET transconductance is: 

 =
−

2 D
m

GS th

I
g

V V
 (4.6)

where V
GS

 − V
th
 is called the overdrive voltage [6, 15]. Another key design param-

eter is the MOSFET output resistance r
O
 given by: 

 
λ

λ

+
=

1 DS
o

DS

V
r

I
 (4.7)

If λ is taken as zero, an infinite output resistance of the device results in un-
realistic circuit predictions, particularly in analog circuits. As the channel length 
becomes very short, these equations become quite inaccurate. New physical ef-
fects arise. For example, carrier transport in the active mode may become limited 
by velocity saturation. When velocity saturation dominates, the saturation drain 
current is more linear than quadratic in V

GS
. At even shorter lengths, carriers 

transport with near zero scattering, known as quasi-ballistic transport. In ad-
dition, the output current is affected by drain-induced barrier lowering of the 
threshold voltage. 

4.6 Complementary Metal-Oxide Semiconductor (CMOS) Device 

The principal reason for the success of the MOSFET was the development of 
digital complementary metal–oxide semiconductor (CMOS) logic, which uses 
p- and n-channel MOSFETs as building blocks [2, 6]. Overheating is a major 
concern in integrated circuits since increasingly more transistors are packed into 
ever smaller chips. CMOS logic reduces power consumption because no current 
flows (ideally), and thus no power is consumed, except when the inputs to logic 
gates are being switched. CMOS accomplishes this current reduction by comple-
menting every n MOSFET with a p MOSFET and connecting both gates and 
both drains together. A high voltage on the gates will cause the n MOSFET to 
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conduct and the p MOSFET not to conduct, and a low voltage on the gates 
causes the reverse. During the switching time, as the voltage goes from one state 
to another, both MOSFETs will conduct briefly. This arrangement greatly re-
duces power consumption and heat generation. Digital and analog CMOS ap-
plications are described in the following sections.

 CMOS is a technology for constructing integrated circuits. CMOS tech-
nology is used in microprocessors, microcontrollers, static RAM, and other digi-
tal logic circuits. CMOS technology is also used for a wide variety of analog 
circuits such as image sensors, data converters, and highly integrated transceiv-
ers for many types of communication. Two important characteristics of CMOS 
devices are high noise immunity and low static power consumption. Significant 
power is only drawn while the transistors in the CMOS device are switching be-
tween on and off states. Consequently, CMOS devices do not produce as much 
waste heat as other forms of logic, for example transistor-transistor logic (TTL) 
or NMOS logic, which uses all n-channel devices without p-channel devices. 
CMOS also allows a high density of logic functions on a chip. It was primarily 
this reason why CMOS won the race and became the most used technology to 
be implemented in VLSI chips.

4.6.1 Advantages of CMOS Technology

There are two main advantages in using the CMOS technology. The first is sig-
nal quality. The signal is conditioned by means of dedicated circuitry units. This 
occurs perfectly at the electrode locations. The second advantage is integration. 
Large numbers of electrodes and transducers can be integrated on-chip and they 
can be addressed by on-chip multiplexing architectures. The use of CMOS offers 
large numbers of electrodes on a single chip, which provide good signal quality 
and improve the signal-to-noise ratio [16].
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5 
Sensing Techniques for Lab-on-a-Chip
Many techniques have been used for sensing, analyzing, and monitoring the 
behavior of cells under the influence of electric or magnetic fields. They include 
optical techniques [1–3], fluorescent labeling [e.g., microfabricated fluorescence-
activated cells sorter (μFACS)] technique [4–6], the impedance sensing tech-
nique [7–11], and the magnetic field sensing technique [12–14]. The sensing 
parts currently used in lab-on-a-chip are based on impedance sensing [15–17] 
and optical (photo detectors) techniques [18, 19]. 

5.1 Optical Technique

In this method, a dual beam optical spectrometer has been reported for rapid 
measurement of the dielectrophoretic behavior of cells and other particles sub-
jected to a DEP force [1]. The optical system used is shown in Figure 5.1. It 
has an optical chamber, which incorporates two microelectrode arrays, between 
which cell suspensions are subjected to nonuniform electric fields and conse-
quently DEP force.

Dielectrophoretically, the induced motion of the colloidal particles was 
monitored as a change in the optical density of the suspension by measuring the 
intensity of a light beam that passes through the gap between the two electrode 
arrays. Conditions of positive DEP, where the particles are removed from the 
bulk solution to collect at the edges of the electrodes, are thus monitored as a 
decrease in optical absorbance of the bulk solution. Negative DEP, where the 
particles are directed into the low-field regions in the bulk solutions away from 
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the electrodes, is detected as an increase in the optical absorbance. The light 
from a laser diode is split into two parallel beams using a half and full-mirror 
as shown in Figure 5.1. The beam emerging from the half mirror is focused 
down by means of a standard microscope into the chamber containing the col-
loidal sample, while the other beam is similarly focused into a second (reference) 
chamber that contains fluid of the same composition as that used for the colloid 
suspending medium. This dual beam arrangement minimizes effects associated 
with fluctuations of light intensity and thus results in an improved signal-to-
noise ratio compared with the other systems [2, 3]. 

The advantage of the optical technique is the ability to characterize the 
positive and negative DEP, which in turn provides a technique for deriving the 
practical conditions required for the selective manipulation and separation of 
cells using dielectrophoretic forces. The disadvantages of this technique from the 
lab-on-a-chip point of view can be summarized as follows: it requires bulky and 
expensive equipment, it needs complex sample preparation, and it is not suitable 
for miniaturization. 
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Figure 5.1 The overall blocks diagram of the dual DEP spectrometer [1].
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5.2 Fluorescent Labeling Technique

Based on this technique, cell suspension containing cells labeled with a fluores-
cent dye have been used. The cells can be characterized and sorted by detecting 
the fluorescence of the cells [4]. In this technique, the fluorescence-activated cell 
sorter (FACS) machine is used [5]. This machine can rapidly separate the cells 
in a suspension on the basis of size and the color of their fluorescence; a sche-
matic representation of the FACS is shown in Figure 5.2. The FACS machine 
works as follows: a cell suspension containing cells labeled with a fluorescent 
dye is directed into a thin stream so that all the cells pass in a single file. This 
stream emerges from a nozzle vibrating at some 40,000 cycles per second, which 

LASER
Detector of forward
scattered light

Electrodes

Call suspension
Fluorescence
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Figure 5.2 Schematic representation of the fl uorescence-activated cell sorter (FACS) [6].
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breaks the stream into 40,000 discrete droplets each second, some of which may 
contain a cell. A laser beam is directed at the stream just before it breaks up into 
droplets. As each labeled cell passes through the beam, its resulting fluorescence 
is detected by a photocell. If the signals from the two detectors (i.e., fluorescence 
and forward-scattered light detectors) meet either of the criteria set for fluores-
cence and size, an electrical charge (+ or −) is given to the stream. The droplets 
retain this charge as they pass between a pair of charged metal plates, such that: 

• Positively charged drops are attracted to the negatively charged plate and 
vice versa.

• Uncharged droplets (those that contain no cell or a cell that fails to meet 
the desired criteria of fl uorescence and size) pass straight into a third con-
tainer and are later discarded. 

The process does not damage the cells. In fact, because the machine can 
be set to ignore droplets containing dead cells, the percent viability of the sorted 
cells can be higher than that in the original suspension. 

Although the FACS technique provides impressively efficient sorting, the 
devices are expensive and mechanically complex. Inexpensive devices that rap-
idly sort live cells, particles, and even single molecules would greatly facilitate 
screening of combinatorial chemistry libraries or cell populations during in vitro 
molecular evolution. Moreover, such devices would have wide applications in 
clinical medicine and basic biological and materials research. 

A disposable microfabricated fluorescence-activated cell sorter (μFACS) 
was demonstrated in [6]. Compared with conventional FACS machines, the 
μFACS provides higher sensitivity, no cross-contamination, and a lower cost. 
The μFACS device is a silicone elastomer chip with three channels joined at a 
t-shaped junction (Figure 5.3). The channels are sealed with a glass cover slip. A 
buffer solution is introduced at the input channel and fills the device by capil-
lary action. The pressure is equalized by adding a buffer to the two output ports 
and then adding a sample containing the cells to the input port. The cells are 
manipulated with electro-osmotic flow, which is controlled by three platinum 
electrodes at the input and output wells. The chip is mounted on an inverted 
optical microscope, and fluorescence is excited near the t-shaped junction with a 
focused laser beam. The fluorescent emission is collected by the microscope and 
measured with a photomultiplier tube (PMT). A computer digitizes the PMT 
signal and controls the flow by the electro-osmotic potentials (Figure 5.4).

The advantages of the fluorescent labeling technique are high sensitivity 
and efficient sorting. The disadvantages from the lab-on-a-chip point of view 
are that it requires cell modification by markers or antibody, and that the equip-
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Figure 5.3 Optical micrograph of the μFACS device [6].

Figure 5.4 Schematic diagram of the cell sorting apparatus [6].
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ment is rather expensive, bulky, and complex to operate. Thus it is not suitable 
for miniaturization. 

5.3 Impedance Sensing Technique

It has been demonstrated that micromachining technologies may alleviate some 
of the problems encountered in macroscale flow cytometry [7]. On-chip inte-
gration of microfluidics and microelectrodes has already been reported for sta-
tionary cell measurements, trapping, and sorting [8]. The common attribute of 
impedance flow cytometry devices is that they are all able to measure the size 
of the cell under consideration. The measurement consists in determining the 
impedance change ΔR due to the particle passing through an aperture placed be-
tween two electrodes [9]. In a microchannel, the aperture is inbuilt and channel 
walls appear to be the best solution to achieve a high ΔR/R ratio by placing the 
electrodes as close as possible to each other and concentrating the current lines 
on the cell. The measurements are realized by sensing the differential variation 
of impedance ZAC − ZBC into two successive channel segments as the cell passes 
consecutively into each one (Figure 5.5). This method is preferred over the use of 
a separate reference channel because the cell’s properties can be measured directly 
against its surrounding media. Another advantage derives from the fact that the 
measurement and reference electrodes are inherently switched; any uneven drift 
of the electrode properties can be sensed and corrected, as both signal maxima 
should be of the same amplitude. Furthermore, the speed of the particle can 
be determined, as the distance between the two measurement areas and time ttr 
separating both signal spikes are known, as shown in Figure 5.6. 

An electric model is shown in Figure 5.7, where Cdl is the double-layer 
capacitance, Rc is the resistivity of the cell, Cm is the capacitance of the surround-
ing nonconductive membrane, and Rsol1 is the resistance of the fluid surrounding 
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Figure 5.5 Side schematic view of the microchannel [10].
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the cell. Based on this model, the impedance change can be determined either 
analytically or through simulation using 3D finite elements [10].

Another method based on micromachining technology has been developed, 
the capacitance cytometry technique [11]. Using this technique, it is possible to 
quantify the DNA content of single eukaryotic cells from a diverse set of organ-
isms, ranging from yeast to mammals. In addition, capacitance cytometry can be 
used as an assay for abnormal changes in DNA content, such as are encountered 
frequently in neoplastic cells. Because DNA is a highly charged molecule, in an 
applied low-frequency AC electric field its polarization response, in combination 
with the motion of the surrounding counter ions, can be substantial. The tech-
nique measures this response as a change in total capacitance, ΔC

T
, across a pair 

of microelectrodes as individual eukaryotic cells suspended in a buffer solution 
flow one by one through a microfluidic channel, as shown in Figure 5.8. 

The advantages of the impedance-sensing technique are that it can be used 
in many different tasks (e.g., counting, sizing, and population study), and that 
it is suitable for miniaturization. The disadvantage of this technique is that it 
does not provide integrated actuation capabilities and it requires microfluidic 
techniques to move cells in the device. 
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Figure 5.6 Impedance difference signal [10].
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Figure 5.7 An electrical model of the impedance change [10].
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5.4 Magnetic Field Sensing Technique

A magnetic field can control and manipulate biocells [20]. To sense the magnetic 
field, a magnetic field MOSFET (MAGFET) sensor is used [12–14]. MAGFET 
is essentially a MOSFET having one source and two drains as shown in Figure 
5.9(a). The operation of the MAGFET structure is illustrated in Figure 5.9(b). 
In the absence of a magnetic field, the current flowing through the two drains of 
the MOSFET, I

d1
 and I

d2
, are equal. When a magnetic field is applied, an unbal-

ance in the current flowing through the two drains is produced by the Lorentz 
force [13]. This unbalance is a function of the intensity of the magnetic field 
applied. The disadvantages of the MAGFET are: it is a temperature-dependent 
device, and it has a large offset [14]. 

5.5 CMOS AC Electrokinetic Microparticle Analysis System

Keliman et al. presented the lexel array drive system [21]. This system consists 
of an array of lexel units, which is an electric field element. A lexel array is a pro-
grammable two-dimensional array of discrete, independent microelectrodes that 
constructs arbitrary electric field shapes to manipulate microscopic particles and 
cells. The lexel array forms the base structure of a future low-power bioanalysis 
platform. The analysis techniques employed by the lexel array exploit AC elec-
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Figure 5.8 Schematic illustration of the microfl uidic device [11].



 Sensing Techniques for Lab-on-a-Chip        71                 

trokinetic methods that have been demonstrated in noninvasive biological cell 
identification, interrogation, and species separation applications. 

5.5.1 Bioanalysis Platform

Keliman et al. have suggested a bioanalysis system that will be part of a future 
low-power bioanalysis platform [21]. The analysis technique exploits dielectro-
phoresis (DEP), an electrokinetic phenomenon that has demonstrated novel and 
noninvasive biological cell identification, interrogation, and species separation 
capabilities. Various electrode configurations have been developed and imple-
mented, each of which can manipulate cells in a specific manner, and test micro-
structures have been built by fabricating the electrodes using a standard CMOS 
process. 

A basic block diagram of such a proposed platform is shown Figure 5.10 
[21]. The lexel array custom IP block is used to synthesize a specifically shaped 
electric field(s) for the manipulation of cells. This IP block is fabricated using a 
CMOS process, and operates in conjunction with an integrated microfluidic de-
vice. The function of this platform is as follows. A biological sample (cell or bac-
terial suspension) will be suitably acquired and injected using a micropump or 
based on capillary action made to flow over the lexel array within the microfluidic 
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Figure 5.9 (a) Schematic of MAGFET. (b) Operation of MAGFET.
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device. The nonuniform field(s) generated by the lexel array manipulates the cell 
sample in a specific fashion, in accordance with instructions from the ARM pro-
cessor, and the resulting signals from the lexel control module. The electric field 
and image sensors collect data for feedback control, as well as for the purposes 
of identification and characterization of the sample by the ARM processor. A 
variety of data will be transmitted to a base station, where additional analysis of 
the biocell and data storage will occur. 

The bioanalysis platform has the capability to implement a variety of elec-
tric fields from a single electrode structure in order to effect DEP manipulation 
of particles [21]. A planar array of microelectrodes with the ability to impose 
arbitrary voltages (potentials) to each individual electrode was established as the 
best method to realize this versatility of the electrode structure. In order to keep 
the number of control signals manageable, while still having the ability to impose 
arbitrary voltages (potentials) to each individual electrode, a conventional sample 
and hold circuit comprised of a transmission gate and capacitor is implemented 
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Figure 5.10  The bioanalysis platform. (From: [21]. Reprinted with permission.)
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at each lexel, where the lexel is the top plate of the capacitor. This programmable 
and reconfigurable electrode structure is referred to as the lexel array.

The lexel array is a checkerboard pattern of planar microelectrodes [21]. 
Figure 5.11 shows the arrangement of the electrodes in a sample section taken 
from the lexel array. The checkerboard pattern allows for the maximum electrode 
density per unit area due to the constraints of implementing the sample and hold 
circuit using MiM capacitors in the CMOSP18 fabrication process. The lexels 
in the CMOSP18 process are octagonal in shape to accommodate the routing 
conductors. The distance across the lexels and the spacing between the lexels is 
10 μm. A ground plane covers the spaces between lexels to shield the particles 
from the stray fields of the active devices and routing conductors [21].
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Figure 5.11  Block diagram showing the arrangement of the lexel array. (From: [21]. Reprinted 
with permission.)
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5.5.2 Experimental Tests

A fluidic chamber of approximately 10 μL has been created to contain the sus-
pending medium and particles under test. The lexel array forms the bottom of 
the chamber and silicon rubber forms the walls of the chamber. A small piece of 
glass covers the chamber. Polystyrene microspheres with a relative permittivity 
of 2.5 and diameters of 9.6 pm, 14.6 pm, and 20.9 pm are used as test particles. 
The particles are suspended in deionized water with a measured conductivity 
between 1.3–1.9 pS/cm. A reflectance microscope is used to observe the particles 
from the top of the fluidic chamber. Tests are prepared so that the resulting signal 
on each lexel has a frequency of 300 kHz and amplitude of 3.3 Vpp. Each look-
up table contains 64 entries to all of the columns [22]. To arrange the particles 
into rows, a single sinusoidal signal is sent to all of the columns. To optimize 
the FPGA resources that are used, the transmission gates in rows that receive 
the sinusoidal signal are always activated. The transmission gates in rows that 
are connected to ground are activated only when the sinusoidal signal is at 0V. 
The columns and rows of particles are conveyed by appropriately switching the 
columns and rows that receive the sinusoidal signal. Figure 5.12 shows the col-
lection of a column of particles and the conveyance of the column to the right. 
Similar conveyance can also be achieved with particles arranged in rows that 
convey vertically. 
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6
CMOS-Based Lab-on-a-Chip
Lab-on-a-chip is a new technology that is changing the traditional way by which 
biological samples are inspected in laboratories during analyses. Lab-on-a-chip 
includes miniaturized and smaller integrated systems. Miniaturization allows for 
replacement of traditional bulky and expensive equipment with cheaper and por-
table equipment. In cell biology, the use of microfabricated structures employ-
ing active substrates and integrated sensors [1] is still at the experimental stage. 
However, these techniques have already been tested for identification of objects 
at the microscopic level so as to envision several applications in the replacement 
of traditional optical inspection techniques. The presence of a silicon substrate 
and the complementary metal-oxide semiconductor (CMOS) technology allows 
the functional integration of sensors, signal conditioning, and processing circuits 
and the development of a fully electronic, integrated lab-on-a-chip. This chapter 
covers and presents the state of the art in the area of CMOS-based lab-on-a-chip 
for biological applications. 

6.1 PCB Lab-on-a-Chip for Micro-Organism Detection and 
Characterization

In 2002 Medoro et al. [2, 3] proposed the first lab-on-a-chip approach for elec-
tronic manipulation and detection of micro-organisms. The approach combines 
dielectrophoresis with impedance measurement to trap and move particles while 
monitoring their location and quantity in the device. The prototype has been 
realized using standard printed circuit board (PCB) technology. The actuation 
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part in this approach is based on the DEP moving cage [2]; the sensing can be 
performed using a transimpedance amplifier. Figure 6.1 shows a picture of the 
complete lab-on-a-chip system [2]. It consists of three main parts: a laptop (PC), 
a motherboard, and an actuator/sensor device. The sensor/actuator is plugged 
into a motherboard, which controls and generates the proper phased voltages 
for each electrode in the device in order to create and control the DEP cages 
and to enable particle sensing. The actuation and sensing operations have been 
controlled and automated by a software tool running on a microcomputer (PC). 
The microchamber (Figure 6.2) is comprised of a top plate and a printed circuit 
board (PCB) on the bottom for support. The top plate is both conductive and 
transparent; it serves as an electrode and it is electrically connected to the PCB 
device by means of a conductive glue. A spacer (realized by two optical fibers) 
determines the chamber height, while a silicon elastomer gasket delimits and 
seals the microchamber on the sides [2, 4]. 

6.2 Actuation 

The DEP cage in the spatial region above an electrode can be obtained by con-
necting the associated electrode and the microchamber lid to an out-of-phase 

Motherboard

Actuator/sensor device

Microchamber

Figure 6.1 System setup: the actuation and sensing phases are executed under software con-
trol by means of a PC. A motherboard is used to generate and apply the stimuli to each elec-
trode in the device. (From: [1]. Reprinted with permission.)
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(180° phase) sinusoidal voltage, while the neighboring electrodes are connected 
to an in-phase sinusoidal voltage. A field minimum is then obtained in the liquid 
corresponding to a DEP cage in which one or more particles are trapped and lev-
itated. By changing the applied pattern voltage to the electrodes, the DEP cage 
can be independently moved around the device plan [5]. Under software control, 
a cylinder-shaped DEP cage can be realized above each generic electrode.

The prototype device has 39 electrodes to realize up to 19 DEP cages. By 
sequentially changing the electrode activation pattern, each DEP cage can also 
be independently moved from one electrode to the next along the whole micro-
chamber while dragging the trapped particles (Figure 6.4). After the electrode 

Optic fiber Gasket PCB support Gold electrodes

Conductive lid DEP cages

Clamps

Figure 6.2 Cross-section of the device. A conductive lid and a PCB support close the micro-
chamber on the top and on the bottom; two optic fi bers are used as a spacer and a gasket is 
used to delimit the microchamber on the sides. (From: [1]. Reprinted with permission.)

Upper electrode

Microchamber

Electrodes

DEP cage

Substrate

Electrode potential phases

Figure 6.3 The approach for establishing a DEP cage. (From: [1]. Reprinted with permission.)
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activation pattern has been changed, the cage disappears from the original loca-
tion and reappears, for example, in correspondence to one of the neighboring 
electrodes. At the beginning the particles remain in the original location due to 
inertial and viscous forces. Since they are still in the attraction basin of the shift-
ed cage, they will end up toward its center. For spherical geometries, the first 
order equation time-averaged DEP force 


DEPF  is defined as follows:

 [ ]π ε= ∇


3 22 ReDEP m rmsF a K E  (6.1) 

where 

 
ε ε

ε ε

⎡ ⎤−
= ⎢ ⎥
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p m

p m
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K is the complex Clausius-Mossotti factor, and ε*
p  and ε*

m  are defined by (6.3) 
and (6.4), respectively:

 σ
ε ε

ω
= −* p

p p j  (6.3)

1 cm

200 mμ

250 mμ

Figure 6.4 Schematic view of the prototype device, where a cylinder-shaped DEP cage cor-
responding to the central electrode. (From: [1]. Reprinted with permission.)
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 σ
ε ε

ω
= −* m

m m j  (6.4)

where σ
p
 and σ

m
 are the conductivity of the particle and the medium, respective-

ly, and ω is the angular frequency of the applied electric field (refer to Chapter 2 
for complete details about the dielectrophoresis force). 

For negative DEP (i.e., K  is negative), K  can be approximated at a low 
frequency by:

 

σ σ
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while at a high frequency, K  is given as:

 

ε ε
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Thus, particle levitation is possible at low frequencies if σ
p
 < σ

m
, and at high 

frequencies if ε
p
 < ε

m
.

The viscosity force (F
Vis

) is defined as:

 
η=Vis

dv
F A

dy  (6.7)

where A is the particle’s area (for a spherical particle A = πa 2), η is the viscosity 

coefficient, and 
dv

dy
 is the viscosity gradient [6]. 

In fact, the dynamic of the particle is strictly influenced by its size. From 
(6.1) and (6.7), the dielectrophoretic force is proportional to the particle volume 
(F

Dep
αa 3), while the viscous force is proportional to the particle surface (F

Vis
αa 2). 

The ratio between dielectrophoresis and the viscous force is therefore propor-

tional to α
Dep

Vis

F

F
. Accordingly, the timing associated with the electrode program-

ming sequence has to be chosen considering the slower particle dynamics, as 
scaling down the particle geometry causes the dynamics to slow down. After a 
cage is shifted, one needs to wait for the slowest particles to reach the new trap-
ping point (i.e., for 3-μm diameter particles, 5–10 seconds are needed, while for 
50-μm diameter particles, 2 seconds are enough) [1]. Otherwise, if the cage shift 
is too fast, some particles may be left behind. 
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6.3 Impedance Sensing

The sensing part in this approach can be performed for any electrode by multi-
plexing it between providing the electrical stimulus and as the input to a tran-
simpedance amplifier, while all the other electrodes are connected to ground and 
a sinusoidal stimulus is applied to the lid (Figure 6.5). During the sensing task 
the actuation is switched off. However, levitation is preserved since the sensing 
operation is much faster than the time required by the particles to fall down to 
the chamber floor (about 1 second is needed for 3-μm microbeads). The pres-
ence of the particle above the electrodes induces a perturbation of the electric 
field that can be detected by impedance sensing [7, 8].

The transfer function of the sensing circuit is described by:

 

ω

ω

⎛ ⎞+
= − ⎜ ⎟+⎝ ⎠

1

1
M Mout F

in M F F

j R Cv R

v R j R C
 (6.8)

where v
out

 is the circuit output voltage, v
in
 is the input stimulus, R

F
 and C

F
 and 

are the feedback resistance and capacitance, and R
M

 and C
M 

are the resistance 
and capacitance between the lid and the sensing electrode. In the low-frequency 
range, the response is dominated by the resistive effects and (6.3) can be ap-
proximated by 

 
= −out F

in M

v R

v R  (6.9)

Pin

Cin Rin

Rp

G

Pout

Figure 6.5 Impedance sensing. (From: [8]. Reprinted with permission.)
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In the high-frequency range, the response is dominated by the capacitive 
effects and (6.8) can be approximated by

 
= −out M

in F

v C

v C  (6.10)

From (6.5) and at low-frequency stimuli, a particle can be trapped if its 
conductivity is lower than the medium (σ

p
 < σ

m
). Accordingly, the effective con-

ductivity between the sensing electrode and the lid decreases. Therefore, if we use 
the same frequency for actuation and sensing, R

M
 increases with the presence of 

trapped particles

 ( ) ( )>with particle without particleM MR R  (6.11)

From (6.9) and (6.11), we can predict that the voltage amplitude of the 
transimpedance amplifier output decreases when particles are trapped above the 
electrode. Similarly, at the high frequency range, from (6.6), a particle can be 
trapped if its permittivity is lower than the medium (ε

p
 < ε

m
), and thus 

 ( ) ( )<with particle without particleM MC C  (6.12)

which substituted in (6.10) yields a lower output voltage amplitude. 
The advantages of this lab-on-a-chip can be summarized as follows: 

1. It is possible to build a map of particle distribution by repeating the 
sensing operation for each electrode in the device. 

2. The volume occupied by the particles can be measured by measuring 
the output variation. Hence, an estimation of the quantity of trapped 
particles for each cage may be possible. 

However for this purpose, a precalibration procedure is required to associ-
ate a volume quantity to the sensing value. Thus, if the cell specie in the micro-
chamber is known and previously characterized, cell quantification for each cage 
is possible. The concentration capabilities of the device can boost the sensitivity 
of the detection, which is useful when low concentration samples have to be ana-
lyzed. Sometimes without the recalibration, the sensing measure can give impor-
tant information even if the micro-organism specie is not known. For example, 
contaminated water can be checked for micro-organisms. In this case, one has to 
assess whether micro-organisms are present in the sample or not. This could be 
revealed by decreasing sensing output after merging DEP cages.
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Figure 6.6 shows an experiment demonstrating that the PCB-based lab-on-
a-chip is suitable for directing single microspheres to a single identified target cell 
[9]. The figure shows three cationic microspheres (M1, M2, and M3) and two 
K562 cells entrapped in five independent spherical DEP cages. Only one of the 
two cells was the three microspheres’ cellular target. The device first moved mi-
crosphere M1, generating the cell-microsphere complex shown in Figure 6.6(d); 
then it moved microsphere M2, generating the K562-M1M2 complex shown 
in Figure 6.6(e). Finally, it moved microsphere M3 for a further targeting of the 
K562 cell, obtaining the K562-M1M2M3 complex shown in Figure 6.6(f ). The 
buffer employed was 280-milliMolar (mM) mannitol and 6.5-mM potassium 
chloride. The experimental conditions were 50 kHz for the AC electric field 
used to create dielectrophoretic patterns, and 37°C for the supernatant. The 
passivation layer provides protection against metal contamination and inhibits 
electrolysis.

6.4 CMOS Lab-on-a-Chip for Micro-Organism Detection and 
Manipulation 

Manaresi et al. [10, 11] proposed another CMOS lab-on-a-chip for cell manipu-
lation and detection based on standard 0.35-μm CMOS technology. This lab-
on-a-chip microsystem consists of three main units: the actuation unit, which 

Figure 6.6 (a–c) Programmed sequential interactions between three cationic microspheres 
(M1, M2, and M3) and one target K562 cell. Moving M1 produced (d) the K562-M1 complex. 
Moving M2 and M3 produced the (e) K562-M1M2 and (f) K562-M1M2M3 complexes. (From: [9]. 
Reprinted with permission.)
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creates the DEP cage; the sensing unit; and a microfludic chamber. The lab-on-
a-chip architecture (Figure 6.7) is based on a two-dimensional array of micro-
sites, the purpose of which is to: 

1. Generate the electric fi eld necessary to create dielectrophoretic cages.

2. Detect the presence of single particles or clusters trapped in cages by 
using optical sensing. 

Each microsite consists of an actuation electrode, implemented with a top 
metal plate, and underlying embedded circuitry for programming and detection. 
Microsites can be addressed in a random access mode by means of row and col-
umn decoders for both actuation and sensing. 

The presence of particles is detected by photodiodes embedded in the 
substrate that measure signal variations from uniform light impinging on the 
chip surface. The mode of operation consists of three phases: programming, 

Figure 6.7 The lab-on-a-chip architecture for cell manipulation and sensing. (From: [10]. Re-
printed with permission.)
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Figure 6.8 Chip architecture. (From: [11]. Reprinted with permission.)

actuation, and sensing. During programming the actuation pattern is stored in 
the microsites of the array to determine DEP cage number, profile, and shape. In 
the actuation phase each electrode is energized by either an in-phase or counter 
phase sinusoidal actuation voltage signal, according to the programmed patterns. 
During the sensing phase, the optical image of the array is grabbed. The general 
architecture of the chip is sketched in Figure 6.7. The chip contains the follow-
ing blocks: 

• An array of microsites, composed of 320 elements of 20-micrometer 
pitch;

• 9-bit static column/row decoders for random access; 

• A bias generator block; 

• A readout circuit block. 

Referring to Figure 6.8, the row and column circuits provide the logic sig-
nals to program and read out each microsite [11]. 
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The actuation part in this lab-on-a-chip is based on the same DEP cage 
technique [1], as mentioned earlier in Section 6.1. The sensing junction de-
pends on those particles in the sample that can be detected by the changes in 
optical radiation impinging on the photodiode associated with each microsite. 
During the sensing, the actuation voltages are halted to avoid coupling with 
the pixel readout. However, due to inertia, the cells keep their position in the 
liquid. Thus, actuation and sensing phases are always kept nonoverlapping. On 
the contrary, programming and actuation may be concurrent: actuation patterns 
can be changed in real time while electrodes keep energizing the system [11]. A 
schematic diagram for a single microsite is shown in Figure 6.9 [11]. When the 
site is addressed and WRITE is activated, the metal 3 electrode can be switched 
between V

phip
 and V

phim
 by programming the memory element addressed by 

ROWW and COLW. The sensing circuit is an active-pixel optical sensor imple-
mented with a 2 ×17 μm2 well-junction photodiode technique. The sensor array 
is read row-wise. After activating the sense junction, a pixel is addressed through 
ROWS and COLS, and the voltage, after integration, is sampled by the readout 
circuit through V

orow
. While the pixel is still addressed, RESET goes high, and 

the reset voltage is sampled also by the readout circuit. The difference between 
the two voltages is amplified and outputted as a differential voltage V

outp 
− V

outm
. 

The subtraction of the reset voltage allows one to compensate the pixel’s fixed 
pattern noise.

Figure 6.10 shows the chip in the microfluidic package [11, 12]. After a 
conductive-glass lid with SU8 walls is glued to the chip to define the micro-
chamber, the die is mounted directly on the printed circuit board (PCB) with the 
chip-on-board technique [13, 14]. The lid is spaced about 85 μm from the chip 
surface; lid height is not critical. The strength of the DEP cage mostly depends 
on its height above the array; since the cage is near the array, the field gradients 
are stronger (the lower cage results in a stronger the force).

In turn, cage height increases with lid height and decreases with lid-voltage 
amplitude. Simulation results show that increasing lid height from 50 to 80 μm 
while increasing lid-voltage amplitude from 3.3 to 6.6V, results in cage height 
being approximately the same (i.e., about 15 μm) [12, 13]. Considering a cell 
radius of about 10 μm, this is somewhat of a lower bound in order to prevent cell 
contact with the array. The interdevice variations of microchamber height (e.g., 
±10% due to SU8 thickness variations), or intradevice nonplanarity of the lid, 
have a negligible impact on DEP cage strength, such as for constant lid-voltage 
amplitude; DEP force variation with microchamber height is low. For example, 
keeping a 3.3-V lid voltage, when increasing the lid height as above from 50 
to 80 μm (i.e., 60%), the horizontal DEP force decreases due to a variation in 
cage height of less than −50%. Epoxy resin is used for bonding wire protection 
[13]. The fluidic inlet is provided by a capillary connected to an opening in the 
microchamber lateral wall and sealed with a drop of insulating glue. A drop of 
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conductive glue is used to electrically connect the lid electrode to the PCB. The 
die photograph with the microfluidic chamber is shown in Figure 6.11. Figure 
6.12 shows the corresponding image acquired with the embedded sensors after 

Inlet capillary Silicon chip with plastic lid

Figure 6.10  The lab-on-a-chip. (From: [11]. Reprinted with permission.)
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Figure 6.9 Schematic of a microsite. (From: [11]. Reprinted with permission.)
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Figure 6.11  CMOS biosensor/actuator for cell analysis. The fl uidic microchamber packaging is 
implemented by double bonding the ito-coated glass, patterned with dry-resist fi lm, to a CMOS 
chip. (From: [10]. Reprinted with permission.)

Figure 6.12  Comparison of embedded sensor (top left) and optical microscope (top right) im-
ages of 50-μm polystyrene beads. (From: [10]. Reprinted with permission.)
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a sample (50-μm polystyrene beads in water) has been flushed into the micro-
chamber; the beads are randomly distributed. DEP cages are activated with 3.3V. 

Three snapshots of the selective motion of one bead are reported in Fig-
ure 6.13. The top line shows the images acquired by the microscope while the 
bottom line displays the corresponding programming pattern, where gray and 
white squares indicate the electrodes receiving V

phim
 and V

phip
, respectively; the 

lid is always proportional to V
phim

. The time for particles to complete one step is 
approximately 2 seconds. 

Figure 6.14 shows how, after applying a pattern implementing an array of 
DEP cages, the microbeads are arranged correspondingly, and how they can be 
detected with the embedded optical sensors. Figure 6.15 shows how the chip 
can control two K562 tumor cells, as it shows the mating and separation of two 
K562 tumor cells. Two cages trapping the selected cells [Figure 6.15(a)] are first 
merged into a three-electrode cage [Figure 6.15(b)], which is then shrunk to a 
single electrode cage [Figure 6.15(c, d)], forcing the two cells to contact. The 
cage is then enlarged [Figure 6.15(e)] and the cells lose contact until they are 
finally separated again in two distinct cages [Figure 6.15(f )] [10, 11]. The chip 
also was used to characterize a K562 human erythro-leukemia cells and Yarrowia 
lypolytica yeasts, respectively. The results are shown in Figure 6.16 [13].

6.5 CMOS Lab-on-a-Chip for Neuronal Activity Detection

Neurons are biological cells specialized in transmission and processing informa-
tion [15]. The elementary neural signals are action potentials, which are transient 
changes of the voltage drop across the cell membrane with a typical shape. The 
related peak-to-peak amplitudes of this transmembrane voltage approximately 

(a) (b) (c)

Vphip Vphim Lid@Vphim (not shown)

Figure 6.13  (a–c) Individual manipulation of a 50-μm polystyrene bead in water; 3.3V at 800-
kHz phases. (From: [10]. Reprinted with permission.)
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(a)

(b)

(c)

Figure 6.14  Manipulation and detection of 50-μm polystyrene beads. (a) Actuation pattern, (b) 
microscope image, and (c) embedded optical sensors image. (From: [10]. Reprinted with per-
mission.) 

(a) (b) (c)

(d) (e) (f)

Figure 6.15  (a–c) Mating and (d–f) separation of K562 tumor cells in 280-mM mannitol in water, 
3.3 Vpp at 500-kHz phases. Cage electrodes are enclosed by dashed lines. (From: [9]. Reprinted 
with permission.)
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amount to 70 mV. Today’s standard tools used to characterize this parameter 
are patch pipettes [16] or microelectrodes [17]. These tools have led to great 
achievements in the field of neural cell monitoring. However, these techniques 
suffer from drawbacks, such as that they require an elaborate mechanical setup, 
which allows the monitoring of very few cells in parallel. Thus, they are generally 
not suitable to fulfill high-throughput requirements. Also, long-term recording 
is restricted due to the invasive type of contact, reducing the lifetime of the cell. 
Extracellular, and therefore, noninvasive, recording techniques have opened a 
way to circumvent these drawbacks [18–20]. The noninvasive recording is based 
on the fact that the action potentials to be considered correspond to sodium 
and potassium ion currents through ion channels in the cell membrane [15]. 
Consequently, the idea behind these approaches is to monitor these ion currents 
instead of the transmembrane voltage.

For extracellular recordings, cells are cultured directly on top of a transduc-
ing element (Figure 6.17), which is generally either a metallic electrode or an 
open-gate transistor [21, 22]. When an action potential occurs in a cell, the local 
flow of ions in and out of the cell causes the membrane to become nonuniformly 
polarized [23]. The ionic current flows across the cleft resistance and establishes 
an electric field, which induces electrical charge in the underlying transducer 
(the recorded signal). 

Eversmann et al. proposed a CMOS lab-on-a-chip for extracellular record-
ings and detection of neuronal activity [18, 19]. Figure 6.18 shows the system 
setup and chip architecture. The sensor array consists of 128 × 128 pixels. The 
column decoder periodically selects one of the 128 columns of the pixel array. 
It also provides control signals, which determine whether the pixels within the 
selected column are operated in the readout mode or in a calibration mode. 
Calibration of all pixels is performed before they are operated in readout mode, 
and periodically repeated after a number of readout frames (typically, after 100 
frames). The full frame readout rate is 2 kiloframes per second (2 kfps). Each 
of the 128 rows is connected to a separate readout amplifier. The outputs of 

(a) (b) (c) (d)

Figure 6.16  An optical sensor image of dielectrophoretically trapped K562 human erythro-leu-
kemia cells (a) is compared with a corresponding microscope image of the sensor array (b). In 
(c), an image of trapped Yarrowia lypolytica yeasts obtained with capacitive sensors matches 
the microscope image (d). (From: [13]. Reprinted with permission.)
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these amplifiers are connected to the chip’s output drivers or to dummy loads 
via 16 8-to-1 multiplexers. The 16 output drivers force an output current into 
current to voltage (I/V) converters arranged on an off-chip printed circuit board 
(PCB). Finally, the buffered output voltages of the I/V converters are converted 
by 16 analog-to-digital converters (ADCs) with an effective resolution above 
8 bit; these ADCs are part of a PC-based measurement system. The resulting 
data rate amounts to 32 MS/s. A user interface program sorts and represents 
the acquired data. Moreover, this interface allows control of the timing of the 
applied control signals, the number of frames per calibration, and the power-
up and power-down routines of the sensor array, by generating the correspond-
ing control patterns. The latter are provided to the chip via magneto couplers, 
which drive the chip’s logic interface. In Eversmann’s lab-on-a-chip, a resistive 
temperature sensor is realized to control and regulate precisely the environment 
temperature, which influences biological processes such as neural activity; also, a 
regulation loop controls the chip’s temperature utilizing a peltier element located 
underneath the sensor chip. In order to control the voltage of the nutrition elec-
trolyte, an off-chip potentiostat circuit is operated in the measurement system 
(see Figure 6.18). 

The extracellular recording capabilities are tested with neurons from a pond 
snail (lymnaea stagnalis). Before cultivation, the chips are cleaned, sterilized, and 

Figure 6.17  Schematic representation of the extracellular recording technique. During an ac-
tion potential, ions fl ow across the cell membrane and cause a voltage change in the cleft, 
which can be measured using an extracellular electrode. The equivalent circuit shows the ca-
pacitance and ion conductances of the cell membrane, the electrode–electrolyte impedance, 
and the cleft resistance. (From: [20]. Reprinted with permission.)
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coated with a cell-adhesive layer of poly-l-lysine. Then, the neurons are extracted 
from the animals, placed on the sensor chip, and cultured for one day, as shown 
in Figure 6.19. Figure 6.20 shows the result of a neuron tapped by a microelec-
trode and stimulated by the injection of a constant current of 0.1 nA forced into 
the cell for 500 ms. For comparison purpose, the intracellular voltage is recorded 
with both the same trapped microelectrode and with the extracellular sensors. 
Bursts of four action potentials with amplitude of 60 mV are obtained.

In 2006, Heer et al. presented a new CMOS lab on a chip for bidirectional 
communication (stimulation and recording) [20]. Figure 6.21 shows a micro-
photograph of the monolithic CMOS lab on a chip. The 6.5-mm × 6.5-mm 
chip comprises 128 stimulation and recording-capable electrodes in an 8 × 16 
array, and an integrated reference electrode [20]. The system approach is struc-
tured in a modular design as shown in Figure 6.22. Each pixel of the electrode 
array incorporates the signal-transducing electrode, a fully differential bandpass 
filter for immediate signal conditioning, selection switches to select either stimu-
lation or recording mode, and a buffer for stimulation. The pitch of the pixel 
unit is 250 μm. For this lab-on-a-chip, the electrodes are realized during post-
processing. Thus, the electrode pitch, size, and shape are very flexible and the 
electrode material can be selected from a large variety.

A digital control unit is integrated on chip. It controls the multiplexing, 
the electrode selection for stimulation, and the reset of single electrodes, and it 

Figure 6.18  Architecture of a sensor array with a complete system. (From: [18]. Reprinted with 
permission.) 
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contains the successive-approximation registers of the analog-to-digital (A/D) 
converters and the interfaces to the outside world. In comparison to Eversmann’s 

Figure 6.19  Snail neuron on a sensor chip in culture. (From: [18]. Reprinted with permission.)
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Figure 6.20  Measured data from a snail neuron. The neuron is stimulated and monitored 
for reference purposes with a microelectrode. Stimulation current ISTIM, intracellular potential 
VINTRA, and extracellular potential VEXTRA recorded with sensor array. (From: [18]. Reprinted with 
permission.)
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CMOS lab-on-a-chip [18, 19], this lab-on-a-chip, which implements filters and 
buffers at each electrode, offers important advantages: 

Figure 6.21  Micrograph of the chip. (From: [20]. Reprinted with permission.)

Figure 6.22 Block schematic of the overall system architecture. (From: [20]. Reprinted with per-
mission.)
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1. The signal is amplifi ed and fi ltered in close proximity of the electrodes, 
which makes the design less sensitive to noise and distortion picked up 
along connection lines. 

2. A buffer renders the stimulation signal independent of the number of 
activated electrodes.

3. The highpass fi lter removes offset and drift of the biochemical signals 
and, therefore, the signal can be amplifi ed before it is multiplexed. 

4. The lowpass fi lter limits the noise bandwidth and works as an antialias-
ing fi lter for subsequent AD conversion. 

The electrodes are continuously read out at a sampling rate of 20 kHz 
per electrode. An amplification of 1,000 or 3,000 can be selected. The overall 
power consumption of the chip is 120 mW at a 5-V supply, 20 mW of which 
are dissipated within the array. To control the environment’s temperature, an 
on-chip temperature sensor, which monitors the chip operating temperature, 
is used. Also, to reduce the effect of the leakage currents, a full differential of 
the in-pixel readout circuitry is utilized. Furthermore, electromagnetic interfer-
ence is also generally reduced in a fully differential architecture. The electrode 
units also provide stimulation capabilities. The circuitry at each electrode can be 
individually reset to its operating point in order to suppress artifacts evoked by 
the stimulation pulses from the stimulated electrode itself or from neighboring 
electrodes. The chip was then mounted and wire-bonded on a custom-designed 
printed circuit board (PCB) (see Figure 6.23). A water-resistant medical epoxy 
(EPOTEK 302-3M) was used to encapsulate the bond wires and pads. A glass 
ring forms a bath that contains a suitable amount of cell medium. The Heer’s 
CMOS lab-on-a-chip is tested successfully with spontaneously firing chicken 
neurons. Figure 6.24 shows the extracellular recorded signal. 

Chip

Glass ring PCB

Figure 6.23  A packaged chip. (From: [20]. Reprinted with permission.)
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6.6 CMOS Lab-on-a-Chip for Cytometry Applications

As a result of research efforts in the late 1960s and 1970s, conventional flow 
cytometry is considered a mature technology. In flow cytometry, single particles 
(biological cells) in an aqueous media that have been suitably tagged with fluo-
rescence markers are hydrodynamically focused and made to traverse a small 
region of space across which a focused laser beam is shone [21]. Depending 
on the optical characteristics of the cell traversing the beam, and the chemical 
markers it carries, the incident laser light will be scattered and/or fluorescence 
generated light will be emitted. The optical signals emitted from the particles are 
then collected as spectral bands of predominantly visible light. Using chromatic 
filters, photomultipliers, and analog-to-digital (A/D) conversion, the acquired 
signals can be used to identify and quantify the biophysical or biochemical char-
acteristics of the cell sample population. The advantage of flow cytometry is 
that a very large number of particles can be evaluated in a very short time pe-
riod. For example, systems can analyze particles at rates up to 100,000 particles 
per second. Moreover, this technology can be employed to physically separate 
single particles/cells from a heterogeneous population, which results from the 
principle of cell sorting in flow cytometry. Various topologies utilizing passive 
microchannels, waveguides, fiber optics, and/or integrated photodetectors have 
been demonstrated to measure forward- or side-scattered radiation as particles 
moving through microfluidic channels interact with light beams [22–26]. These 
topologies seek an alternative to conventional microscopy

Two near-field optical sensors in a 1-m bipolar process for particle shape-
based flow cytometry measurements were reported by Nieuwenhuis [27]. The 
first device consists of a two-photodiode strip sensor that requires particles to 
pass over the geometric center of the structure. The second device consists of 
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Figure 6.24  An extracellular recording from spontaneously fi ring chicken neurons. (From: [20]. 
Reprinted with permission.)
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a 2 × 20 photodiode array, which, although capable of greater resolution, is 
plagued by a high I/O pad count and is further challenged by the vast amount of 
unconditioned analog data that must be processed off chip in real time. Thrush 
has described early work on an integrated VCSEL emitter, photodiode, and lens 
system suitable for coupling to standard microfluidic chips [28]. Lee et al. have 
reported a platform for integrated microfluidic cytometry, where optical image 
sensing is integrated directly on the microfluidic substrate, is employing flip-
chip packaging technology [29]. This technology can be used for near-field cou-
pling of the optical sensors to the microfluidic channels for monitoring particles 
(such as beads or cells), which are transported in the microchannels. A schematic 
diagram of the overall flip-chip digital cytometry on a chip system is illustrated 
in Figure 6.25 [29]. 

The CMOS sensor intended for optical near-field particle detection is inti-
mately coupled to the channel in the microfluidic substrate via flip-chip on-glass 
assembly. The 0.18-μm CMOS sensor, designed and fabricated for near-field 
microfluidic integration, is shown in Figure 6.26.

The design mandates direct coupling to microfluidic channels fabricated in 
glass or polymer. A block diagram of the mixed-signal CMOS sensor architecture 
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Figure 6.25  Integrated digital cytometer system components and architecture. (From: [29]. Re-
printed with permission.)

Figure 6.26  Photograph of the linear active pixel CMOS sensor chip with interface pads, the 
digital logic block, and the analog signal path indicated. The sensor active area comprises a 
16-element linear array. (From: [29]. Reprinted with permission.)
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is depicted in Figure 6.27, which shows flip-chip coupling of the sensor and 
microfluidic substrate. It comprises a linear active pixel sensor (APS) array, cor-
related double sampling (CDS), and an adaptive spatial filter (SF) with a digital 
control block for monitoring and configuration. The sensor chip is interfaced to 
and controlled by an ultra-low power and battery-operable MSP430F449 micro-
controller. The proposed sensor architecture, with near-field imaging capability, 
provides a practical basis for realizing autonomous microfluidic lab-on-a-chip 
cell counting platforms that are suitable for modular, mobile, and disposable 
applications [29]. 

6.7 Flip-Chip Integration

In order to validate the performance of the sensor, a family of 15 mm ×15 mm 
glass substrates was fabricated [29]. Each substrate consisted of two Schott D263 
glass sheets thermally bonded together. A 100-μm thick sheet of glass was pat-
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Figure 6.28  Digital cytometer hybrid substrate cross-section depicts the sensor attachment to 
the underside of a 100-μm-thick glass sheet that is bonded to a 1.1-mm glass sheet. (From: [29]. 
Reprinted with permission.)

Figure 6.27  A block diagram of the mixed-signal CMOS sensor architecture. (From: [29]. Re-
printed with permission.)
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terned with Cr-Ni-Au (50 nm-50 nm-1,250 nm) metallization suitable for ther-
mocompression and solder reflow flip-chip bonding. In this metal stack, nickel 
was employed as a barrier against chrome-gold intermetallic formation, which is 

(a)

(b)

(c)

Figure 6.29  DAC output of the sensor is shown to produce a negative pulse as a 20-μm poly-
styrene microsphere passes across the sensor (from left to right). The real-time count of such 
perturbations is observed to change from 1 to 2 in frame (c). (a) Particle approaching fi eld of 
view. (b) Particle in fi eld of view (event in progress). (c) Particle exited (event ended). (From: 
[29]. Reprinted with permission.)
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known to hinder bond reliability in microelectronics packaging [30]. A 1.1-mm 
glass sheet delivering mechanical stability, microfluidic channels, and top-side 
fluid ports was then permanently bonded to the thin glass bottom sheet. This 
mechanical stack (including the flip-chip attached sensor) is illustrated in Figure 
6.28. The glass substrates represented in Figure 6.28 contain a 100-μm-wide/
deep microchannel passing transversely over the center of the sensor’s linear ac-
tive pixel array.

In Figure 6.29, three sampled video frames acquired by a digital video 
camera monitoring the sensor surface during operation are displayed along with 
an analog overlay of the aforementioned q-format digital value as a 16-μm di-
ameter polystyrene bead passes over the flip-chip mounted sensor’s active area 
(outlined in each frame). In the sequence, the particle can move from left to right 
over the active area of the sensor. In the top left of each frame, the synchronized 
digital-to-analog converter output can generate a negative pulse in response to 
the particle’s passage over the sensor’s active area. In the bottom left corner, the 
computed particle count is displayed and can be updated from 1 to 2 in Figure 
6.29(c) as the negative pulse rises again above a static threshold. 
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7 
CMOS Electric-Field-Based Lab-on-
a-Chip for Cell Characterization and 
Detection
The CMOS labs-on-a-chip presented in Chapter 6 appear to be the first PCB 
and CMOS labs-on-a-chip that contain actuation as well as sensing components 
at the cell level, and they can trap, concentrate, and quantify biocells. 

The disadvantages of these CMOS lab-on-a-chips can be summarized as 
follows [1]:

1. Based on these labs-on-a-chip, the position of the levitated cells can be 
detected. However, the actual intensity of the nonuniform electric fi eld 
that produces the force cannot be sensed.

2. The measurements here are indirect. In other words, there is no real-
time detection of the cell response under the effect of the nonuniform 
electric fi eld, since the actuation and its sensing junctions cannot occur 
together.

3. The sensing junction in those labs-on-a-chip depends on the inertia of 
the levitated cells. In other words, this sensing approach depends on 
an external factor, which is the inertia of the levitated cells. Thus, only 
cells with higher inertia can be sensed and detected by using these two 
labs-on-a-chip.
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To overcome the previous disadvantages, Ghallab et al. proposed a CMOS 
lab-on-a-chip using a standard CMOS 0.18-μm technology [2–9]. Figure 7.1 
shows the layout of the proposed lab-on-a-chip, with a total die area of 0.75 mm 
× 0.6 mm. The proposed lab-on-a-chip consists of two main parts:

1. The actuation part, which is a quadrapole electrode confi guration, gen-
erates the required nonuniform electric fi eld pattern (i.e., DEP force) 
to passively levitate the cell that needs to be characterized, without 
feedback.

2. The sensing part, a novel CMOS electric fi eld sensor that is referred 
to as differential electric fi eld sensitive fi eld effect transistor (DeFET), 
senses the electric fi eld intensity gradient above it. Thus, a real time 
change in the electric fi eld due to the presence of the levitated cell can 
be detected. To obtain an image of the electric fi eld, and consequently 
characterize the levitated cell, the DeFET in an array form is used. 

7.1 Design Flow

In order to generate a successful design, the following design procedure has been 
followed [10]:

Figure 7.1 Layout of the CMOS lab-on-a-chip for cells characterization and detection.
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1. Theory: A novel idea exists that can be implemented in CMOS tech-
nology. First, the idea needs to be verifi ed theoretically using the basic 
knowledge of physics, mathematics, and circuit analysis.

2. Physical information: Since a decision has been made to use the CMOS 
0.18-μm technology then the technology has to be checked and its 
important physical parameters have to be extracted, such as the doping 
density, gate oxide width, well depth, and drain and source depth. 

3. PISCES software: The minimum electric fi eld required on the gate to 
create a channel in a CMOS 0.18-μm transistor needs to be checked. 
To do this, the PISCES software has been used along with appropriate 
0.18-μm CMOS parameters to check the minimum electric fi eld re-
quired above the gate to create a channel. PISCES is software provided 
by Stanford University, and can be used to perform the simulation at 
the physical layer level [11]. 

4. Design the electrodes: From PISCES, the required electric fi eld intensity 
supported by the gate to create a channel can be determined reasonably 
accurately. Thus, the electrodes that can provide the required electric 
fi eld can be designed. Designing the electrodes includes selecting the 
best electrode dimensions, and determining the distance between them. 
At this step, the best locations for the sensors to be inserted to measure 
the lowest electric fi eld need to be determined. Moreover the supply 
voltage required to be applied to the electrodes needs to be determined 
to obtain the required electric fi eld intensity. To design the electrodes, 
electrostatic simulation software that can solve Maxwell equations is 
needed (Coulomb ver. 6.1 is used) [12].

5. Design and model the electric fi eld sensor (DeFET): A CMOS CAD tool 
has to be used to design and model the sensor; The Cadence analog kit 
has been used for the sensor design. The Cadence analog kit contains 
three main steps: generate the schematic representation of the circuit 
or design; simulate the design in DC, AC, or transient mode of opera-
tions; design the layout using the layout tool and extract the parasitic, 
which is associated with the design.

6. Layout of the lab-on-a-chip: Using Cadence, the layout of the complete 
design of the lab-on-a-chip has been generated using Taiwan Semicon-
ductor Microfabrication Company (TSMC) 0.18-μm technology. The 
lab-on-a-chip contains both the electrodes (actuation part) and the sen-
sors (sensing part).

7. Fabrication: After fi nishing the layout, the chip was fabricated using 
standard TSMC 0.18-μm fabrications technology. 



108 Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications  

8. Testing and verifi cation: After receiving the chip, it was tested in two 
steps. The fi rst step was to test the electrical properties of the DeFET 
sensor. After confi rming the performance of the sensor, the CMOS lab-
on-a-chip, which contains an array of the sensors, was tested targeting 
biomedical analysis applications. In addition to testing the electrical 
properties of the sensor, such as its DC and AC response, the Coulomb 
software was used to confi rm the measurements in order to be sure that 
the sensor gives correct readings with different electric fi eld profi les.

9. Design and test the readout circuit: In parallel with designing the pro-
posed imager, the readout circuit needs to be designed and tested, and 
then it needs to be tested with the lab-on-a-chip. Figure 7.2 shows a 
summary of the design fl ow steps. 

7.2 Actuation

As described earlier in Chapter 3 (Section 3.1), the quadrupole electrode con-
figuration provides a higher force value with respect to the dipole configuration 
[see (3.22) and (3.24)]. Therefore, the small particles can be levitated using this 
configuration [13–17]. Also, the quadrupole levitator comprises an azimuthally 
symmetric electrode arrangement capable of sustaining passive stable particle 
levitation [13, 14]. Moreover, as a diagnostic tool, quadrupole levitation offers 
researchers insight into the detailed electrical composition of materials [16, 17]. 
For these reasons, the quadrupole electrode configuration has been selected as an 
actuation part in the proposed CMOS lab-on-a-chip. 

In Chapter 3, a quadrupole electrode configuration is approximated by a 
system of four point charges (± Q) situated in the x-y plane and arranged sym-
metrically about the z-axis (see Figure 3.8) [16]. To implement the same quad-
rupole system in the 0.18-μm CMOS technology, four identical octagons using 
the metal2 layer are being used. These octagons are in the x-y plane and arranged 
symmetrically about the z-axis (see Figure 7.1), with a distance of 100 μm be-
tween each other, as shown in Figure 7.3. Figure 7.4 shows a schematic diagram 
of a single electrode, the dimension of the electrode is 100 μm × 100 μm from 
edge to edge. This dimension actually violates the direct rule check (DRC) for 
the standard CMOS 0.18-μm technology, where the maximum metal area is 
required to be smaller than 35 μm × 35 μm. Thus, a grid arrangement of metal2 
with a 1-μm space between each metal2 rectangle is used, as shown in Figure 7.4. 
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7.3 Electrostatic Simulation

Electrostatic field simulation encompasses the computer-aided engineering 
task of numerically solving Maxwell’s equations for arbitrary geometric prob-
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Figure 7.3 The quadrupole confi guration.

Figure 7.4 Picture of a single quadrupole electrode using metal2.
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lems. Electrostatic simulators have gained acceptance for their ability to solve 
problems too complex for analytical representation. Several different numerical 
methods form the computational engines of various commercial solvers. For nu-
merical simulation, a boundary element method software package was utilized. 
The simulation program is a 3D electrostatic design package entitled Coulomb, 
version 6.1; it is one of a set of boundary element method simulation packages 
offered by Integrated Engineering Software of Winnipeg, MB, Canada. 

The boundary element method, as with any numerical method, must also 
discretize the problem space into elemental units. The boundary element meth-
od only discretizes the boundaries between neighboring media and then solves 
Maxwell’s equations in integral form along those boundaries. The unknowns be-
ing solved for are physical charges and currents adequate to maintain all bound-
ary conditions prescribed by the geometry. The equivalent sources solved for 
in boundary element analysis, due to their physical significance, provide intui-
tively simple means for direct computation of global quantities such as force, 
torque, stored energy and capacitance. Additionally, scalar and vector field so-
lutions emerge from integral operations, which minimize errors by smoothing 
discretization noise in the boundary sources. Figure 7.5 shows the input file for 
the Coulomb electric field simulator. It contains the quadrupole octagon alumi-
num electrodes; their centers are placed at [(100μ, 100μ, 0), (−100μ, 100μ, 0), 
(100μ, −100μ, 0), and (−100μ, −100μ, 0)], respectively, in a universe field with 
water, which has a relative permittivity of 80. The electrodes located at [(100μ, 
100μ, 0), (−100μ, −100μ, 0)], have an applied voltage of +3V. The other two 
electrodes, located at [(−100μ, 100μ, 0), (100μ, −100μ, 0)], have an implied 
voltage of −3V. Six test particles of relative permittivity 9 and 20, respectively, 
and radii 5 μm, 10 μm, 20 μm, 30 μm, 40 μm, and 50 μm were individually 
positioned on the structure along the z-axis at heights ranging from 5–300 μm 
in 5-μm increments. 

Coulomb was run in the DC permittivity mode to eliminate conduc-
tivity and reduce the polarization factor [K

2
, see (3.26)] to a real number. At 
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Quadrupole
electrodes

Biocell

Figure 7.5 The input fi le for the Coulomb program.
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each z-location, the net body force acting on the test particle was computed. 
 Figures 7.6 and 7.7 show the force acting on the test particles. From these fig-
ures we notice that the force increases with the increasing radius of the par-
ticle, as seen in (3.24). Also we notice that by using the octagon electrode 
 configuration, we can get similar force profiles to the point charge quadrupole 
 configuration [15].
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1 10×
−22

1 10×
−21

1 10×
−20

1 10×
−19

1 10×
−18

1 10×
−17

1 10×
−16

1 10×
−15

1 10×
−14

1 10×
−13

1 10×
−12

0 50

Height ( m)μ

Fo
rc

e 
(N

)

100 150 200 250 300

Force profile for different cell raduis
( =80, and =9)ε ε

R=50 mμ
R=40 mμ

R=30 mμ

R=10 mμ

R=5 mμ

R=20 mμ

Figure 7.7 The force profi le with different radii: εm = 80 and εc = 20.



 CMOS Electric-Field-Based Lab-on-a-Chip for Cell Characterization and Detection 113

7.4 Sensing

In the DEP process, the manipulating electric field is a nonuniform electric field, 
(i.e., the electric field is a function of the distance). Thus, we can detect the elec-
tric field by using the electric field sensitive field effect transistor (eFET), as a 
novel electric field sensor. To extend the range of measurement of the eFET, the 
CMOS concept to implement the differential electric field sensitive field effect 
transistor (DeFET) sensor is used [2]. The DeFET consists of two complemen-
tary eFETs, one of them is a p eFET type and the second is an n eFET type.

In the proposed lab-on-a-chip, the sensing part is composed of an array of 
the DeFET). This array is located around the central point of the quadrupole 
electrodes, where the cell will be levitated, so that we can get accurate informa-
tion not only about the characteristics of the cell, but also about the intensity of 
the applied nonuniform electric field. 

7.5 The Electric Field Sensitive Field Effect Transistor (eFET)

Figure 7.8 shows the physical structure of the eFET. It consists of two adjacent 
drains, two adjacent floating gates with distance d between them, and a single 
source. For the eFET, it is equivalent to two identical enhancement MOSFET 
devices, as shown in Figure 7.9. Thus, the two drain currents are equal if a uni-
form electric field is applied.

Under the influence of the nonuniform electric field, the current imbal-
ances of the two drain currents occur. Due to the drain current dependence on 
the gate voltage, the eFET device that has two adjacent gates, and two adjacent 
drains, but isolated from each other, can sense the difference between the two 
gate voltages, which reflects the gradient of the applied nonuniform electric field. 
Figure 7.10 shows the eFET’s circuit symbol. To increase the dynamic range of 
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Figure 7.8 Physical structure of an eFET. (From: [2]. Reprinted with permission.)
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the eFET, the CMOS concept to implement the DeFET sensor is used; this sen-
sor will be the basic sensing block in the electric field imager.

7.6 The Differential Electric Field Sensitive Field Effect Transistor 
(DeFET)

The DeFET consists of two complementary eFETs, one of them is a p eFET 
type and the second is an n eFET type, as shown in Figure 7.11. The equivalent 
circuit of the DeFET is shown in Figure 7.12. From Figure 7.12, the two gates 
of the p eFET and the n eFET are connected with each other, and there is a cross 
coupling at the output between the two drains of the p eFET and the n eFET. 
The output current I

O
 is equal to the difference between the two drain currents 
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Figure 7.10  The eFET’s circuit symbol. (From: [2]. Reprinted with permission.)
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Figure 7.9 Equivalent circuit of an eFET. (From: [2]. Reprinted with permission.)
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Ip − In (i.e., IO = Ip − In, see Figure 7.12); where, Ip and In are functions of the two 
applied gate voltages V

in1
 and V

in2
, respectively. In DeFET’s design, by adjust-

ing the dimensions (the width and length) of M
2
 and M

4
, IO is directly related 

to the difference between the two applied gate voltages (V
in1 

− V
in2

), and since 

V
in1 − V

in2 
is equal to the applied

 
electric field above the two gates multiplied by 

the distance between them 1 2in inV V
E

d

−⎛ ⎞=⎜ ⎟⎝ ⎠
, where d is the distance between the 

two split gates, which is constant. So, I
O
 is related directly to the intensity of the 

applied nonuniform electric field. Thus by measuring I
O
, and consequently V

o
, 

the intensity of the nonuniform electric field, can be detected. 

Figure 7.12  An equivalent circuit of a DeFET. (Reprinted from [2] with permission.) 

Figure 7.11  The DeFET’s circuit symbol. (From: [2]. Reprinted with permission.)
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7.7 DeFET Theory of Operation 

From Figure 7.12, a simple analysis shows that the output current (I
out

) is:

 = −out p nI I I  (7.1) 

where I
p
 and I

n
 are the two drain currents in the p transistor (M

2
) and the n tran-

sistor (M
3
), respectively. The sensitivity (S

1
) is given by

 =1
outdI

S
dE

 (7.2)

Also, the gradient in the electric field intensity above the sensor (E ), which 
is modified by the presence of the sensor and produces ΔV, is related to this volt-
age as follows:

 .V E dΔ = −  (7.3) 

where ΔV is the difference between the two gate input voltages (i.e., ΔV = V
in1 

− V
in2

).
From (7.2), I

out 
can be expressed as:

 ( )= ∫ 1outI S d E  (7.4)

 = +1 ConstantoutI S E  (7.5)

and
 
V

out 
is:

 1 Constantout out L LV I R S R E= = +  (7.6)

where R
L
 is the load resistance. Thus, we can rewrite (7.6) as:

 = + ConstantoutV SE  (7.7)

where

 = 1 LS S R  (7.8)
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To get the value of the “Constant” in (7.7), we use the condition E = 0, so 
Constant = V

out
 when E = 0. 

We notice that in our case, E = 0 means that ΔV = 0, so we have the same 
voltage drops at the two input gates (i.e., ΔV = V

in1 
− V

in2 
= 0), so V

in1 
= V

in2
. V

in1 

= V
in2

 means that we apply a uniform electric field. So, we can rewrite (7.7) as:

 = +out Non UniV V V  (7.9)

where V
Non

 = SE is the output voltage when we apply a nonuniform electric field, 
and V

Uni
 is the output voltage when we apply a uniform electric field.

Substituting (7.1) into (7.2),

 ( )−
=1

p nd I I
S

dE
 (7.10)

 
( )

( )
( )

1

p nd I I d V
S

d V dE

− Δ
= ⋅

Δ
 (7.11)

For simplicity, we will assume that the transconductances (g
m
) of the M

2
 

and M
4
 transistors are equal; this can be obtained by adjusting the dimensions 

of M
2
 and M

4 
to obtain

 ( )p n mI I g V− = − Δ  (7.12)

From (7.12)

 
( )

( )
p n

m

d I I
g

d V

−
= −

Δ
 (7.13)

From (7.3)

 ( )d V
d

dE

Δ
= −  (7.14)

From (7.13) and (7.14) into (7.11), the sensitivity can be given as:
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 1 mS g d=  (7.15)

From (7.15) into (7.8),

 m LS g dR=  (7.16)

As a linear equation, we can express the output voltage (V
out

) in terms of the 
sensitivity and the electric field as follows:

 out UniV SE V= +  (7.17)

Substituting (7.16) into (7.17),

 out m L UniV g dR E V= +  (7.18)

Equation (7.18) shows a linear relationship between the DeFET’s output 
voltage and the intensity of the applied electric field. Thus, if we have an array of 
DeFETs, then we can obtain the electric field intensity at different locations and 
consequently the electric field gradient. 

In other words, we can rewrite (7.18) in terms of ΔV as:

 ( )1 2,out m L Uni in inV g R V V V V= − Δ +  (7.19)

 ( )1 2,out Non Uni in inV V V V V= +  (7.20) 

where ΔVg
m
R

L
 represents the output voltage as a result of a nonuniform electric 

field (V
Non

).
From (7.20), there are two different output voltages. The former, V

Non
, is 

linearly related to the change in ΔV (i.e., we have a nonuniform electric field ap-
plied), and the latter, V

Uni
, is a constant, which can be calculated when V

in1
 =V

in2 

= Vin
 (i.e., ΔV = 0, so we have a uniform electric field applied). However, its value 

changes by changing V
in
.

7.8 Modeling the DeFET

As a new device, the DeFET is not a standard device in the simulator librar-
ies. Thus, a macromodel to evaluate the performance of circuits composed of 
DeFET and MOSFET devices is needed. A DC model has been proposed and 
tested using SPECTRE version 5. Also, an equivalent DC circuit of the DeFET 



 CMOS Electric-Field-Based Lab-on-a-Chip for Cell Characterization and Detection 119

using PSPICE version 9.1 has been proposed so it can be used in the SPICE 
environment.

7.8.1 A Simple DC Model

Figure 7.13 shows the proposed DeFET circuit used for SPECTRE simulation. 
The channel length and the width of the PMOS and NMOS used are 0.4 μm/10 
μm and 0.4 μm/1 μm, respectively. Figure 7.14 shows the simulation results 
of the output voltage Vout against the input voltage difference Vin1 

− Vin2 
(ΔV ), 

where Vin1
 varies from −2.5V to 2.5V and Vin2

 is 0V. From Figure 7.14, the linear 
relationship between Vout and ΔV can be observed. As the external electric field E 
= −ΔV/d, and d = 0.5 μm, Figure 7.15 shows the output voltage Vout against the 
intensity of the applied electric field. We can observe that Vout is linearly related to 
E, as we expected from the theory of the DeFET [see (7.20)]. The sensitivity can 
be determined from Figure 7.15 as S = ΔV

out
/ΔE = 0.12 (V/V/μm). If we vary 

Figure 7.13  Schematic of the DeFET used in SPECTRE simulation.
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Vin1 
from −2.5V to 2.5V

 
and Vin2 

from −3V to 3V, we can get the same linear re-
lationship between Vout and Vin1

 for different Vin2
 values, as shown in Figure 7.16.

7.8.2 SPICE DC Equivalent Circuit

Figure 7.17 shows the SPICE equivalent circuit of the DeFET. As outlined be-
fore, in DeFET’s theory of operation (Section 7.3), there are two sources of the 

Figure 7.14  DC response of the DeFET.

−4.0E+006 −2.0E+006

Electric field intensity (V/m)

0.0E+006 2.0E+006 4.0E+006

0.4

0.5

0.6

0.7

0.8

0.9

1

Ou
tp

ut
 v

ol
ta

ge
 (v

ol
t)

Figure 7.15  Output voltage versus electric fi eld intensity.
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electric field [21]. The first one is a uniform electric field source, and the second 
is a nonuniform electric field; both of these fields can control the output volt-
age (V

out
). The output current caused by the uniform electric field (I

uni
) is rep-

resented by the four MOSFETs (M
1 
through M

4
) with the two gates  connected 

Figure 7.16  SPECTRE’s simulation results.

Figure 7.17  DeFET SPICE equivalent circuit. (From: [21]. Reprinted with permission.)
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(see Figure 7.17). I
Uni 

represents the output current when the two gates are con-
nected. The output current caused by a nonuniform electric field (I

Non 
) is rep-

resented by an electric field controlled current source (ECCS). I
non

 is related to 
the electric field E, and the sensitivity S by the equation (I

non 
= SE ). Figure 7.18 

shows the SPICE equivalent circuit of ECCS. In this SPICE circuit, the exter-
nal electric field applied is represented as a voltage source V

Ele
. The value of R

Sen
 

is proportional to the inverse value of the sensitivity S. I
Non

 is a current source 
controlled by I

1
, which is caused by the nonuniform external electric field. As a 

simple model, Figure 7.19 shows this simple DC model, where the output cur-
rent (I

out
) is the summation of two dependent sources of current [21]. The first 

is an electric field controlled current source (I
Non

), which depends on the applied 
nonuniform electric field, and the second is a voltage-controlled current source 
(I

Uni
), which represents the output current obtained when applying a uniform 

electric field.
Figure 7.20 shows the schematic input file for the PSPICE, level 7 mod-

els for the PMOS and NMOS transistors is used [21]. Figure 7.21 shows the 
simulation results of the output voltage V

out
 against the input voltage V

3
, where 

V
3
 varies from −2.5V to 2.5V and V

4 
varies from –3V to 3V. From Figure 7.21, 

V
3
 represents the uniform electric field source, while V

4
 represents the nonuni-

form electric field source. Also, one can observe the linear relationship between 
V

out
 and V

in1
 for different values of V

in2
. In Figure 7.21, the simulation results 

obtained from the two different proposed models are drawn using PSPICE and 
SPECTRE simulators. Good agreements between these two models can be ob-
served. Thus, both of these models can properly represent the DC response of 
the DeFET.

Figure 7.18  Electric fi eld controlled current source (ECCS) model. (From: [21]. Reprinted with 
permission.)
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As the external electric field E = −ΔV/d, and d = 0.5 μm, Figure 7.22 shows 
the output voltage V

out 
against the electric field applied. One can observe that V

out
 

is linearly related to E, which is to be expected from the theory of the DeFET 
[see (7.20)]. The sensitivity can be determined from Figure 7.22 as S = ΔV

out
/ΔE 

= 0.12 (V/V/μm).

7.8.3 AC Equivalent Circuit

Figure 7.23 shows the AC equivalent circuit of the DeFET, where the media is 
represented by a capacitor in parallel with a resistor (C

ext
//R

ext
) [18]. The media 

Figure 7.19  A simple DC model. (From: [21]. Reprinted with permission.)

Nonuniform electric field source

Uniform electric
field source

Figure 7.20  DeFET PSPICE equivalent circuit. (From: [21]. Reprinted with permission.)
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here can be the dielectric fluid above the DeFET sensor, that is, any neutral body, 
such as: biocells, DNA molecules, or a virus. The AC response for different C

ext
 

values is shown in Figure 7.24. From this figure we can observe that the DeFET 
is working as a bandpass filter. The magnitude, bandwidth, and the frequency 
range of operation of this filter depend on the external media (see Figure 7.24). 
These factors are very important to extract useful information about the media 
itself. A summary of these results is shown in Table 7.1. 
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Figure 7.21  SPECTRE and PSPICE simulation. (From: [21]. Reprinted with permission.)
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7.9 The Effect of the DeFET on the Applied Electric Field Profile

To check the effect of the DeFET on the applied electric field profile, an electro-
static simulation has been done using Coulomb software, with the same condi-
tions that we have used before without the DeFET (refer to Section 7.3). Figure 
7.25 shows the input file for the Coulomb electric field simulator. It contains 
the quadrupole octagon aluminum electrodes; their centers are placed at [(100μ, 
100μ, 0), (−100μ, 100μ, 0), (100μ, −100μ, 0), and (−100μ, −100μ, 0)], re-

Figure 7.23  The AC equivalent circuit of the DEFET. (From:  [2]. Reprinted with permission.) 

0
1E+000 1E+001 1E+002 1E+003 1E+004

C   =1 Fμext

C   =100 Fμext

C   =0.1 nFext

C   =10 pFext

R    is constantext

1E+005

Frequency
1E+006 1E+007 1E+008 1E+009

0.1

0.2

0.3

0.4

Ou
tp

ut
 v

ol
ta

ge
 (V

) 0.5

0.6

0.7

0.8

Figure 7.24  AC response with Rext = 500 KΩ and variable Cext. (From:  [2]. Reprinted with 
  permission.) 
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spectively, in water as the suspended medium (relative permittivity = 80) with 
the DeFET sensors inserted in between. The material, thickness, and permit-
tivity of each layer of the DeFET are shown in Table 7.2. This information is 
extracted from the TSMC 0.18-μm technology file. The electrodes located at 
[(100μ, 100μ, 0), (−100μ, −100μ, 0)] (i.e., electrode 1 and electrode 3) had 
imposed an input voltage of +3V, the two electrodes located at [(−100μ, 100μ, 
0), (100μ, −100μ, 0)] (i.e., electrode 2 and electrode 4) had imposed an input 
voltage of −3V.

Six test particles of relative permittivity 9 and 20 and radii 5 μm, 10 μm, 
20 μm, 30 μm, 40 μm, and 50 μm were individually positioned into the struc-
ture along the z-axis at heights ranging from 5–300 μm in 5-μm increments. 
Coulomb was run in DC permittivity mode to eliminate conductivity and re-
duce the polarization factor [K2; see (3.26)] to a real number. At each z-location, 
we compute the net body force acting on the test particle. The results with and 
without sensors are shown in Figures 7.26 and 7.27.

To clearly see the effect of the DeFET on the applied electric field, one 
of the dielectrophoretic force results has been redrawn with and without the 
DeFET in the same graph, as shown in Figure 7.28. Also, Figures 7.29 and 7.30 
show the electrostatic contour for the electric field profile extracted from the 

Table 7.1 
Summary of the AC Response When Rext = 500 

KΩ and Variable Cext

Cext

Central
Frequency (fo) Bandwidth

10 pF 26.7 MHz 100 MHz

0.1 nF 10 MHz 26.59 MHz

100 nF 2.6 MHz 9.841 MHz

1 μf 50.1 kHz 311 kHz

Quadrupole
electrodes

Quadrupole
electrodes

Biocell

DeFETs

Figure 7.25  Electrostatic representation for the quadrupole, biocell, and DeFET sensors.
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simulator with and without the DeFET sensors. From these figures the following 
can be observed:

• The DeFET does not disturb the profi le of the applied electric fi eld. A 
minimum electric fi eld (i.e., minimum energy area) still exists in between 
the DeFET sensors (see Figure 7.28) and cells above the DeFETs sensors 
can still be levitated or trapped. We can simultaneously actuate the elec-
tric fi eld and sense it in real time; this is a signifi cant advantage over the 
proposed lab-on-a-chip in [19, 20]. 

• In Figure 7.28, there are two levitation areas, one of them is unstable; the 

slope of zdF

dz
 is positive, and the second is a stable, that is, when zdF

dz
 is 

negative [15]. A biocell cannot passively be levitated in the unstable re-
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Figure 7.26  The force profi le when the sensors exist with εm = 80, and the cell’s relative permit-
tivity εc = 20.

Table 7.2 
DeFET Layers Parameters Used in 

Coulomb Input File

Material Thickness
Relative
Permittivity

Polysilicon 0.2 μm 1.4

Silicon oxide 50Å 13.8

Silicon substrate 2 μm 11.7
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gion, as an external force (feedback controlled levitation) is needed. From 
Figure 7.28, DeFETs improve the profile as the stable area of levitation 
can be achieved within a very small levitation height (Z > 5 μm), not 
when Z > 50 μm with no sensors. The insertion of the DeFETs reduces 
the appearance of the unstable region of operation; thus, the cells can eas-
ily be levitated passively without any external forces.

• The z-component of the dielectrophoretic force (see Figure 7.28) is in-
creased so that the heavy cells can be levitated without any need for other 
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Figure 7.27  The force profi le when the sensors exist with εm = 80, and εc = 9.
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Figure 7.28  Result of the electrostatic simulation shows the improvement due to using DeFET.
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external forces. The cell can be levitated far from the electrodes so that 
many processes can be performed (e.g., cell fusion). 
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8
Prototyping and Experimental Analysis
The lab-on-a-chip is implemented in TSMC CMOS 0.18-μm technology. The 
die is composed of two parts, as shown in Figure 8.1, with total die area 0.75 
mm × 0.6 mm. Part I is used for testing and calibrating the differential electric 
field sensitive field effect transistor (DeFET) sensor, while part II is the proposed 
imager, which can be used to levitate and characterize biocells. Both part I and 
part II consist of two main pieces:

1. The actuation part, which is a quadrupole electrode confi guration that 
produces the required nonuniform electric fi eld profi le. 

2. The sensing part, which is an array of the DeFETs. The dimension of 
the electrodes in part I is smaller than those in part II (35 μm from 
edge-to-edge for part I, and 100 μm from edge-to-edge for part II).

8.1 Testing the DeFET

The fabricated DeFET is implemented in a standard CMOS TSMC 0.18-μm 
technology. Figure 8.2 shows a microscopic picture of two DeFETs and the 
electrodes used to apply the required electric field pattern. The length of each 
electrode is 35 μm from edge-to-edge. The dimension of the DeFET is 25 μm 
× 20 μm. The arrangement of the various laboratory components used during 
experimentation is shown in Figure 8.3.
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8.1.1 The DC Response

To test the DC response of the DeFET, DC voltages with different values, signs, 
and configurations have been applied to the four electrodes surrounding the 
DeFET sensors, hence varying the magnitude and sign of the applied electric 
field (E). DeFET 1 only has external connections to its two gates. Thus, by ap-
plying the electrode voltages and measuring the voltage drops across the two 
gates of DeFET 1, the gradient in the electric field intensity above DeFET 1 can 
be measured. At the output, the output voltage associated with each value of the 
measured electric field above the gates will be measured and compared with the 

Part IIPart I

Figure 8.1 The die picture shows the two main pieces. (From: [12]. Reprinted with permission.)

Bonding wire

Electrode

ElectrodeElectrode

Electrode

DeFET
DeFET 1

Figure 8.2 A microscopic picture shows two DeFET sensors and the electrodes used to apply 
the electric fi eld. (From: [12]. Reprinted with permission.)
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simulation results, that is, using the SPECTRE circuit simulator [12]. The result 
is shown in Figure 8.4, from which a good agreement between the experimental 
and the simulation results can be observed. Also, it can be observed that the 
sensitivity of the DeFET, which is the slope of the line shown in Figure 8.4, is 
about mV m

51.7
V

μ .
To be confident that the sensor is working properly and measuring the 

actual gradient in the electric field, the configuration shown in Figure 8.2 has 
been constructed in the Coulomb environment using the same values shown in 
Table 8.1. The sensor has been tested in air, and the result is shown in Figure 8.4. 

The small discrepancy between the measured and the simulation results 
can be interpreted as follows:

• There are other coated layers associated with the CMOS 0.18-μm tech-
nology, such as the passivation layer. In the simulation only the three 
main layers have been used (silicon, silicon oxide, and polysilicon).

• There are some trapped charges on the CMOS layers, such as the excess 
charges on the silicon oxide layer, which will increase the electric field 
intensity above the DeFET (this was neglected in the Coulomb simula-
tion). 

• The metal wires used for biasing and conveying the currents and voltages 
to the output pads can also increase the intensity of the applied electric 
fi eld.

Spectrum
analyzer

Oscilloscope

Test PCB

Power supply

Function generator

Figure 8.3 The equipment used for testing the DeFET.
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Also, the DeFET is tested with a coating of silicon rubber, about 
20-μm thickness. Assuming 20 μm as the thickness, we used Coulomb to com-
pare  between the experimental and simulation results. The relative permittivity 
of the silicon rubber is 11.7. Table 8.2 shows the measured and the simulated 
gradient in the electric field intensity for different electric field configurations 
 using silicon rubber. From Table 8.2 we can confirm the operation of the DeFET. 

The difference between the simulation and experimental results is due to: 
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Figure 8.4 The DC response of the DeFET. (From: [12]. Reprinted with permission.)

Table 8.1 
The Measured and Simulated Values of the DeFET Coated with Silicon Rubber 

Electric Field Profi le 
Confi guration

The Measured Electric 
Field Intensity (V/μm) Coulomb Results (V/μm)

DeFET 1 DeFET 2 DeFET 1 DeFET 2

Electrode 1 and 2 = +5V, 
electrode 4 = +5V, and 
electrode 3 is not connected 0.738 2.812 0.523 2.324

Electrode 1 and 2 = +5V, 
electrode 3 = +5V, and 
electrode 4 is not connected 0.323 0.572 0.283 0.347

Electrode 1 = +5V, 
electrode 2 = −5V, and 
electrodes 1 and 4 are not 
connected 0.317 0.627 0.192 0.451

Source: [1].
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1. An assumption that the thickness of the silicon rubber layer is 20 μm. 
However, it may be thicker than this value. 

2. The effect of the biasing wires, which disturb the gradient of the ap-
plied electric fi eld. 

3. The trapped charges in the different CMOS fabrication layers that dis-
turb the electric fi eld gradient. 

8.1.2 The AC (Frequency) Response

In the AC (or frequency) response, we are interested only in the change of the 
output reading of the DeFET with variation of the frequency. Thus, the electric 
field profile was kept constant by connecting the four electrodes around the sen-
sors to the same constant input voltage. There are two variables: the electric field 
intensity and the frequency of the applied electric field. To test the AC response, 

Table 8.2 
The Measured Output Voltage for Different DeFET Sensors in Different Media 

with Different Electric Field Confi gurations 

Electric Field Profi le 
Confi guration

The Measured Output 
Voltage (Peak to Peak)
of DeFET 1

The Measured Output
Voltage (Peak to Peak)
of DeFET 2

Air
Silicon 
Rubber Air

Silicon
Rubber

Electrode 1 and 2 = +5V 
p-p, electrode 4 = +5V 
p-p, and electrode 3 is not 
connected. The frequency is 
10 MHz. 0.269V 0.541V 0.216V 0.482V

Electrode 1 and 2 = +5V 
p-p, electrode 3 = +5V 
p-p, and electrode 4 is not 
connected. The frequency is 
10 MHz. 0.069V 0.186V 0.188V 0.341V

Electrode 1 = +5V p-p, 
electrode 2 = −5V p-p, and 
electrodes 1 and 4 are not 
connected. The frequency is 
10 MHz. 0.074V 0.175V 0.103V 0.128V

Electrode 1 = +5V p-p, 
electrode 3 = +5V p-p, and 
electrodes 2 and 4 are not 
connected. The frequency is 
10 MHz. 0.053V 0.066V 0.345V 0.39V

Source: [1]. 
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the frequency will be varied while keeping the electric field profile constant dur-
ing the experiment. Also, to test the effect of different media on the frequency 
response of the DeFET, the chip has been coated with silicon rubber. 

The frequency response of the DeFET in air and silicon rubber is experi-
mentally tested and shown in Figure 8.5. In this figure, the DeFET works as a 
bandpass filter with bandwidths of 11 MHz and 12.5 MHz in air and silicon 
rubber, respectively. The quality factor (Q = f

o 
/BW ) is 2.182 and 1.864 in air 

and silicon rubber, respectively. To confirm the measured results, the bandwidth 
in air has been measured using a network analyzer (HP 4395A Network/Spec-
trum/Impedance Analyzer) (see Figure 8.6). 

Figure 8.5 shows that both the bandwidth and the central frequency de-
pend on the type of the media that the DeFET works in. Also, it proves that the 
AC model proposed in Chapter 4 can represent the DeFET. This result is also 
important as the DeFET can be used to characterize the media above it and to 
extract useful information about its capacitance. 

8.1.3 Other Features of the DeFET

To test the response of the DeFET with the changing of the electric field profile, 
the frequency was kept constant (10 MHz), and the applied electric field profile 
was changed by changing the magnitude, sign, and configuration of the applied 
voltage on the electrodes. Also, to examine the transient response of the DeFET 
with different electric field profiles and in different media (i.e., air and silicon 
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Figure 8.5 The measured frequency response of the DeFET in different media. (From: [12]. Re-
printed with permission.)
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rubber), the electrodes were connected to voltage sources with different values 
and phases.

The results are shown in Table 8.2. From this table it can be verified that 
the DeFET is responding to different electric field patterns and different media, 
as it has been mentioned and proved before in Chapter 7 (Section 7.7). In Table 
8.2, to get an out of phase (180° phase) voltage, a four-channel waveform gen-
erator (TTi TGA1240 Series Universal Waveform Generator) has been used. It 
has four controllable channels; each channel can operate as a fully functioning 
generator with controllable magnitude and phase [2].

Other dynamic and static characteristics of the DeFET have been measured. 

The input offset voltage is 25 μV (average value over 5 chips). The sensitivity of 

the DeFET is mV m
51.7

V

μ . The rise and fall times have been measured using a 

square signal;  they are 17 ns and 15 ns, respectively. The oscilloscope output 
taken at 100 kHz is shown in Figure 8.7. This figure illustrates the behavior of 
the proposed DeFET sensor when excited by triangular, square, and sinusoidal 
sources. The dynamic range of the DeFET is high, as mentioned before, because 
there is a low-noise floor. A summary of these results is shown in Table 8.3.

8.2 Noise Analysis

Noise is defined as an undesired disturbance within the frequency band of inter-
est, or it is a disturbance that affects a signal and that may distort the informa-
tion carried by the signal [3, 4]. Noise limits the minimum signal level that the 
DeFET sensor can process with acceptable quality.

Figure 8.6 Spectrum analyzer graph shows the frequency response of the DeFET and confi rms 
the measured values in Figure 8.5 (vo is decibels versus frequency, and the input impedance of 
the spectrum analyzer is 50 ohms).
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8.2.1 Noise Sources

There are many types of noise associated with semiconductor devices, such as 
shot noise, thermal noise, and flicker noise. Shot noise is defined as the noise 
caused by random fluctuations in the motion of charge carriers in a semicon-
ductor, as there is always a recombination between the electrons and holes [3]. 
Mathematically, we can define shot noise current as follows:

 2n DCI qI BW=  (8.1)

(c)

(b)

(a)

Figure 8.7 The oscilloscope showing the proposed DeFET performance at 100 kHz: (a) triangle, 
(b) ramp, and (c) square waveform. (From: [1]. Reprinted with permission.)
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where q is the electron charge which equals 1.6 × 10−19C, I
DC

 is the average DC 
current in the semiconductor, and BW is the frequency bandwidth over which 
the noise is considered. 

Thermal noise is created as a result of the random motion of charge carriers 
within a conductor. In a MOSFET, the thermal noise is generated in the chan-
nel, and it can be calculated as follows [4]:

 2 4n mi KT g fγ= Δ  (8.2)

where K is the Boltzmann’s constant (1.38 × 10−23 Joules/Kelvin), T is the tem-
perature degree in Kelvin, γ is a coefficient, Δf is the bandwidth, and g

m
 is the 

transconductance of the transistor. 
Flicker noise is associated with crystal surface defects in semiconductors. 

The noise power is proportional to the bias current, and, unlike thermal and 
shot noise, flicker noise decreases with frequency, so it is also called 1/f noise [4].

8.2.2 Noise Measurements

The noise floor of the DeFET is measured using the network analyzer (HP 4395A 
Network/Spectrum/Impedance Analyzer). The experimental result is plotted in 
Figure 8.8. From this figure, we can observe that the noise level is low, thus, the 
signal-to-noise ratio, and consequently the dynamic range, will be high. Also, by 
using cross-coupling between the p eFET and n eFET at the output, the output 

Table 8.3 
Summary of the DeFET Features (Average Values over 5 Chips) 

Parameter Value Unit

Die area 0.0005 mm2

Supply voltage +/− 3.3 Volt

Sensitivity 51.7 mV μm/V

Signal-to-noise ratio >78.2 dB

Offset voltage 25 μV

Bandwidth
Bandpass with
BW = 11 MHz

Quality 
factor = 2.12

DC power consumption 
(the whole chip = 1.23 mW) 0.102 mW

Rise time 17 ns

Fall time 15 ns

Noise level Very low

Source: [1]. 
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currents from the p eFET and n eFET are subtracted and any common mode 
noise will be rejected. Thus, a low noise floor can be obtained although float-
ing gates are used. As an example, the signal-to-noise ratio was measured using 
the spectrum analyzer, as shown in Figure 8.9, using an input voltage = 5V p-p 
connected to the four electrodes, and frequency = 12 MHz. From Figure 8.9 we 
find that the dynamic range (i.e., signal-to-noise ratio in decibels) is equal to 78.

8.3 The Effect of Temperature and Light on DeFET Performance

The effect of temperature fluctuations (around room temperature) on the per-
formance of the DeFET was studied by testing the DeFET at room temperature 

Signal to Noise ratio=78.2 dB

Figure 8.9 Spectrum analyzer picture shows an example of the signal-to-noise ratio (i.e., dy-
namic range = 78.2 dB) at 12-MHz frequency. (From: [1]. Reprinted with permission.)
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and above it by about 10 degrees. The test results are shown in Figure 8.10; as 
can be seen, the temperature fluctuation has no effect on the performance of the 
DeFET.

To check the effect of light on the performance of the DeFET, the output 
voltage was measured first in the dark, then the DeFET was exposed to a light 
source (100-W lamp, very close to the chip), and the output voltage was remea-
sured. The output voltage in both cases is shown in Figure 8.11. The light has a 
significant effect on the output voltage as the output voltage decreased by about 
32 mV when the DeFET was exposed to light. This decrease in output can be 
interpreted as follows.

The DeFET sensor, which consists of a p eFET and a complementary n 
eFET, can be considered as a CMOS image sensor at optical wavelength. The 

(b)

(a)

Figure 8.10  (a) The response of the DeFET at room temperature. (b) The response of the DeFET 
at temperature 10 degrees above the room temperature.



142 Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications  

cross-sectional view of the p eFET is shown in Figure 8.12. When the p eFET is 
illuminated, the incoming photons generate electron-hole pairs in the channel 
of the p eFET, the well-to-drain and source depletion region, and the well-to-
substrate depletion region (see Figure 8.12). They are separated vertically by the 
intrinsic vertical electric field resulting from the vertical band structure, caused 
by the difference in work function between the gate and channel [5]. The holes 
move toward the minimum potential point in the channel while the electrons 
move in the opposite direction (i.e., away to the bottom of the depletion region). 
For electron/hole pairs generated in the n-well/source (drain) depletion region, 
the built-in electric field separates them in the vertical direction resulting in 
holes being collected in the channel. The number of excess holes collected by 
the channel is determined by the optical spectrum of the light as well as other 
device parameters. Thus, finally there are an excess number of carriers (holes) 

(b)

(a)

Figure 8.11  (a) The response of the DeFET with no illumination. (b) The response of the DeFET 
with a very close 100W-light source.
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in the channel, which come from the channel itself, the well-to-source (drain) 
depletion region, and the well-to-substrate depletion region; consequently, the 
drain-to-source current will be increased. 

Similarly, for the n eFET the same situation exists. However, in the n eFET 
the n-well/p-substrate does not exist so the number of electrons in the channel 
will be increased but not by the same ratio as of the p eFET. Therefore, the out-
put current is the difference between n eFET and p eFET (In − Ip), and as this 
difference is decreased the output current and consequently the output voltage 
will be decreased, as can be seen in Figure 8.11. 

Under illumination, the output current can be calculated as:

 out ele opti i i= −  (8.3)

where iout is the total output current of the DeFET, Iele is the output current due 
to the electric field effect, and Iopt is the output current due to the light effect.

The optical current under illumination is proportional to the optical power 
p, as follows [5, 6]: 

 opti Pα=  (8.4)

where α is a constant that depends on the device technology and the generation 
rate of electron/hole pairs. In the present case α = α

p
 − α

n
, where α

p
 and α

n
 are 

the p eFET and n eFET constants. 
If the electric field is kept constant, then i

ele
 in (8.3) will be constant, and 

i
out

 will be linearly related to the optical power and consequently to the illumina-
tion intensity that induces this current, as shown in (8.5):

Source

Floating gate
Light

LightElectric field

Electric field

Drain

Depletion
regions

Electron-hole pairs

p-substrate

n-well
Holes

p+ p+

Figure 8.12  Cross-section view of the p eFET.
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 constantouti Pα= −  (8.5)

Equation (8.5) shows that the DeFET can be used as a visual imager. This 
will be a direction for future work. 

8.4 Testing the Electric Field Imager

A microphotograph of the proposed electric field imager, which is implemented 
in target TSMC 0.18 μm CMOS technology, is shown in Figure 8.13. As men-
tioned earlier, it consists of two main parts: 

• The actuation part, which is a quadrupole electrode confi guration to gen-
erate a controllable nonuniform electric fi eld profi le, and consequently a 
DEP force to levitate the cells; 

• The sensing part, which is an array of the DeFET [7]. The size of each 
electrode is 100 μm from edge-to-edge. The size of the DeFET is 25 μm 
× 20 μm.

8.4.1 The Response of the Imager Under Different Environments

To test the response of the imager under different environments, the chip was 
coated with silicon rubber. Then the AC response of the imager was experimen-
tally tested with different electric field profiles. Figures 8.14 and 8.15 show the 
measured output current for each DeFET at a high frequency (10 MHz) and 
using two different media (i.e., air and silicon rubber). In Figure 8.13, Electrodes 
1 and 3 are connected to −5V p-p, and electrodes 2 and 4 are connected to +5V 
p-p (Q = quadrupole configuration). The result is shown in Figure 8.14, while 
Figure 8.15 shows the result of another electrode configuration [i.e., electrodes 1 
and 4 are connected to 5V peak-to-peak (p-p), electrode 2 is connected to −5V 
p-p, and electrode 3 is not connected].  

Figures 8.14 and 8.15 show the measured voltage, which varies with the 
changing of the media and the applied electric field profile. Thus, it can be con-
firmed that the imager is working properly with different media.

8.4.2 Testing the Imager with Biocells

To experimentally test that the effect of the biocells on the applied electric field 
can simultaneously be actuated and sensed, the imager has been tested with poly-
styrene microspheres with a relative permittivity of 2.5 and diameters of 8.9 μm, 
and 20.9 μm, respectively. The particles are suspended in deionized water with a 
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measured conductivity between 1.3–1.9 μS/cm. A reflectance microscope is used 
to observe the particles from the top. The arrangement of the various laboratory 
components used during experimentation is shown in Figure 8.16.

Electrode 4

Electrode 1 Electrode 2

Electrode 3

DeFETs

Figure 8.13  The die picture shows the quadruple electrodes, and the DeFET sensors are in 
 between.
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Figure 8.14  The measured output voltage for different DeFET sensors with the confi guration of: 
electrodes 1 and 3 = −5 p-p, and electrodes 2 and 4 = +5V p-p (i.e., quadrupole confi guration). 
The frequency is 10 MHz.
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Figure 8.16  The equipment used for testing the imager with polystyrene microsphere cells.

To contain both the suspending medium and particles under test, a flu-
idic chamber of approximately 10 μL was created, using a similar idea to that 
proposed in [8]. The electrodes and the DeFET sensors form the bottom of the 
chamber and silicon rubber forms the walls of the chamber. A small piece of glass 
covers the chamber. 
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A quadrupole configuration is needed to trap and levitate a biocell at the 
central point of the imager. To achieve this configuration, electrodes 2 and 4 are 
connected to a +5V peak-to-peak sinusoidal signal, and electrodes 1 and 3 to 
−5V peak-to-peak (i.e., 180 degrees out of phase, sinusoidal signal, with a fre-
quency of 3 MHz). Figures 8.17 and 8.18 show a levitated cell, after the electric 
field is turned on, just above the central point of the imager. The levitated cell 
leaves the focal range of the microscope and appears out of focus. 

Before adding the fluid, the readings of the DeFET sensors were taken as 
references, and then during the levitation, the readings of the DeFET sensors 
were taken again. This allows for simultaneous actuation and sensing (measure) 

Levitated cell

Figure 8.17  Levitated polystyrene cell with diameter 8.9 μm. (From: [9]. Reprinted with 
 permission.) 

Levitated cell

Figure 8.18  Levitated polystyrene cell with diameter 20.9 μm. (From: [9]. Reprinted with 
 permission.) 
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of the effect of the cells on the electric field intensity profile. The results con-
firmed the simulation results that are shown before in Chapter 8. 

Figure 8.19 shows the measured output voltage of the DeFET sensors 
numbers 1, 4, 7, and 10 respectively, in air (without fluid), and after adding the 
suspending fluid, which contains 8.9-μm, and 20.9-μm diameter polystyrene 
microspheres cells [9]. From this figure, it can be observed that DeFETs 1 and 
10 show higher readings compared with DeFETs 4 and 7. When comparing 
this result with the picture in Figure 8.17, it can be observed that there are two 
cells above DeFETs 1 and 10, while there are no cells above DeFETs 4 and 7, so 
the readings of them are lower than 1 and 10. Also, for the cells with 20.9-μm 
diameters, DeFETs 1, 4, and 10 show high readings, while DeFET 7 does not 
show the same high reading, so we can surmise that there are cells above them, 
while there are no cells above DeFET 7. Figure 8.18 confirms these observa-
tions. Another important measurement is that the output voltage increases with 
increasing diameter of the biocells. Thus, the imager can be used in biomedical 
applications not only for cell detection, but also to differentiate between the 
diameters of different cells based on its output reading.

This result is very important when trapping and levitating only one cell, 
and then an electric field image about the cell can be extracted. If this is done 
with many types of cells then we can get what can be called a fingerprint for 
each one of these cells, which could be a new technique to differentiate between 
the cells using their electrical properties instead of their visual image, which is 
unreliable.

To verify that a real time electric field image can be obtained during the 
manipulation of the biocells under the effect of the electric field, the real time 
readings of DeFETs 1, 4, 7, and 10 have been taken at different sample times. 
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Figure 8.20 shows the polystyrene microspheres with an 8.9-μm diameter sus-
pended in deionized water with a measured conductivity between 1.3–1.9 μS/
cm. At each time shown in this figure, the readings of the four DeFETs just 
around the central point have been recorded [i.e., DeFET number 1, 4, 7, and 
10 (see Figure 8.13)]. 

From Figure 8.20, it can be directly determined if there is a cell above the 
DeFET sensor or not, by just reading its output voltage. It can be noticed that 
the output readings are not the same in each case, because the cells are not the 
same height above the DeFET sensors, so the DeFET can be used as a levitation 
height sensor in DEP applications. This result will be a new direction for future 
research. 
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Table 8.4 summarizes all of these results. One of the important and in-
teresting observations in this table occurs with sensor number 7 at t = 11s and 
t = 0s. By comparing these results with the pictures in Figure 8.20, it can be 
observed that sensor number 7 at t = 11s has two cells above it and it reads 360 
mV at the output. While at t = 0s, it reads 340 mV, so we have about a 20-mV 
difference in the output voltage when there is more than one cell above the sen-
sor. Also, sensor number 1 at t = 35s and t = 62s, has the same situation as sensor 
number 7; however, the difference in the output reading is lower (about 15 mV). 
This is because the cell is not exactly above the sensor, as can be seen in Figure 
8.20(d, f ). 

Previous results show that the proposed sensor can be used as a biocell 
counter or as a detector of the biocell location. Both of these applications are 
very important in the biomedical field [10–12].

From Table 8.4, it can be confirmed that the DeFET is responding with 
the change of the electric field intensity and not with the change of the light il-
lumination, for the following reasons:

DeFET #1 DeFET #4
DeFET sensor number

0

50

100

150

200

250

300

350

400

Ou
tp

ut
 v

ol
ta

ge
 p

ea
k-

to
-p

ea
k 

(m
V)

DeFET #7 DeFET #10

DeFET #1 DeFET #4
DeFET sensor number

0

100

200

300

400

Ou
tp

ut
 v

ol
ta

ge
 p

ea
k-

to
-p

ea
k 

(m
V)

DeFET #7 DeFET #10

DeFET #1 DeFET #4
DeFET sensor number

0

50

100

150

200

250

300

350

400

Ou
tp

ut
 v

ol
ta

ge
 p

ea
k-

to
-p

ea
k 

(m
V)

DeFET #7 DeFET #10

(f)

(e)

(d)

t = 62

t 47=

t 35=

50

150

250

350

Figure 8.20  (continued)



 Prototyping and Experimental Analysis        151                 

• The response of the DeFET sensor was measured under different envi-
ronments with different electric fi eld profi les without illumination (Sec-
tion 8.2.1) and it was confi rmed that the sensor is responding very well 
to these changes.

• The response of the DeFET sensor was tested under different input 
waveforms without illumination [i.e., sinusoidal, triangle, and rectangle 
waveforms (Section 8.1.3), and the sensor shows a good response with 
these different waveforms. 

• The maximum light effect that was measured before in Section 8.3, gives 
about a 32-mV change in the output voltage. However, there is more 
than a 200-mV change in the output voltage under the effect of the elec-
tric fi eld. For example in Table 8.4, for DeFET number 7 at t = 11s (a cell 
above it) the reading is 360 mV. At t = 35s (no cells above it) the reading 
is 270 mV, so the difference due to the position of the cell is about 90 mV. 
If it is assumed that there is a 32-mV change due to illumination (worst 
case scenario), then the remaining (i.e., 60 mV) is due to the electric fi eld. 
Thus, the electric fi eld measurement dominates the reading.

Based on all these reasons it is certain that the sensor’s reading variation is 
due to the electric field and not due to the high illumination.  

8.5 Packaging the Lab-on-a-Chip

To simultaneously monitor the levitated cells during the measurement of the 
output voltage from the imager sensors, a horizontal viewing architecture was 
needed to monitor the vertical displacement of the cells during measurement. To 
achieve that, a similar technique to that proposed by Hartely et al. [13] was used. 
This technique was used successfully to trap and monitor a single cell [13]. The 
assembly of the carrier system is described next.

Table 8.4 
Summary of the Real-Time Readings in mV at Different Time Snapshots

DeFET 
Number Air t = 0s t = 11s t = 23s t = 35s t = 47s t = 62s

1 92 290 290 290 340 291 325

4 69 269 310 269 271 272 268

7 70 340 360 273 270 310 271

10 71 260 330 276 320 322 310
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A glass spacer (3-mm thick) was bonded into the chip package (40 PIN 
DIP IC carrier) well using Devcon adhesive glue. The imager chiplet (Figure 
8.1) was subsequently bonded on top of the spacer, as shown in Figure 8.21. 
Electrical connections (wire bonds) were made from the chiplet pads to the chip 
package bond pads. Finally, the chamber was mounted above the chiplet. The 
chamber housing itself, shown in Figure 8.22, was machined out of Lucite plastic 
fitted with horizontal view ports. 

To facilitate the particle injection, a glass microtubule (1-mm outside di-
ameter, ∼120-μm inside diameter) was bonded into the vertical shaft drilled into 
the upper surface of the chamber cavity. The Lucite block was then carefully 
positioned and aligned, such that the microtubule tips were centered along the 
vertical axis of the quadrupole electrodes and positioned approximately 600-
μm above the chiplet surface. The Lucite block, once appropriately positioned, 
was secured to the chip packager using Devcon glue. To complete the chamber 
assembly, 4-mm long needles were glued (epoxy) onto the chambers primary 
fluid ports, as shown in Figure 8.22. Figure 8.23 shows a complete system that 
includes the elevator (i.e., x, y, z table), which raises the system.

Flush port Fluid port

Particle injection port

Figure 8.22  The fl uidic chamber.

Figure 8.21  The glass spacer.



 Prototyping and Experimental Analysis        153                 

References

  [1] Ghallab, Y. H., and W. Badawy, “DeFET, a Novel Electric Field Sensor for Lab-on-a-Chip 
and Biomedical Applications,” IEEE Journal of Sensor, Vol. 6, No. 4, August 2006, pp. 
1027–1037.

  [2] Sze, S., Physics of Semiconductor Devices, 2nd ed., New York: McGraw-Hill, 1999.

  [3] Abidi, A., “High Frequency Noise Measurements on FETs with Small Dimensions,” IEEE 
Trans. on Electronic Devices, Vol. 33, 1986, pp. 1801–1805.

  [4] Razavi, B., Chapter 7, in Design of Analog CMOS Integrated Circuits, New York: McGraw-
Hill, 2001.

  [5] Zhang, W., and M. Chan, “A High Gain N-Well/Gate Tied PMOSFET Image Sensor 
Fabricated from a Standard CMOS Process,” IEEE Trans. on Electron Devices, Vol. 48, No. 
6, 2001, pp. 1097–1102.

  [6] Yang, E. S., Microelectronic Devices, 2nd ed., New York: McGraw-Hill, 1988.

  [7] Ghallab, Y. H., and W. Badawy, “Magnetic Field Imaging Detection Apparatus,” U.S. Pat-
ent, 7,405,562, July 2008.

  [8] Keilman, J. R., G. A. Jullien, and K. V. I. S. Kaler, “A Programmable ac Electrokinetic 
Micro-Particle Analysis System,” IEEE Proceedings of Biomedical Circuits and Systems (Bio-
CAS04), 2004, pp. S2.3-9–S2.3-12.

  [9] Ghallab, Y. H., and W. Badawy, “A Single CMOS Chip for Biocell Trapping, Levitation, 
Detection and Characterization,” International Symposium on Circuit and System (ISCAS 
06), Greece, May 2006, pp. 3349–3352. 

 [10] Manaresi, N., et al., “A CMOC Chip for Individual Manipulation and Detection,” IEEE 
International Solid-State Circuits Conference (ISSCC 03), 2003, pp. 486–488.

 [11] Medoro, G., et al., “CMOS-Only Sensors and Manipulation for Microorganisms,” 
Proceedings of IEDM, 2000, pp. 415–418.

Figure 8.23  A complete system.



154 Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications  

 [12] Medoro, G., et al., “A Lab-on-a-Chip for Cell Detection and Manipulation,” IEEE Sensors 
Journal, Vol. 3, No. 3, 2003, pp. 317–325.

 [13] Hartley, L. E., K. V. I. S. Kaler, and R. Paul, “Quadrupole Levitation of Microscopic 
Dielectric Particles,” Journal of Electrostatics, Vol. 46, 1999, pp. 233–246.



155

9
Readout Circuits for Lab-on-a-Chip
Readout circuits play very important rules in the lab-on-a-chip integration. 
These circuits perform the following two main functions: amplify the weak out-
put signal of the lab-on-a-chip sensors, and condition the output signal and 
consequently improve the signal to noise ratio (S/N) and the dynamic range of 
the output signal of the lab-on-a-chip. The availability of the readout circuits 
to be integrated on the lab-on-a-chip is an important advantage. This feature is 
reflected on the portability of the lab-on-a-chip. 

In this chapter, an introduction about current-mode circuits, which are 
suitable to be integrated on lab-on-a-chip, will be introduced. Some current-
mode readout circuits will be introduced and discussed.

9.1 Current-Mode Circuits

A current-mode circuit can be defined as a circuit in which current is used as 
the active variable instead of voltage either throughout the whole circuit or in 
certain critical circuit areas. The advantages of the current-mode circuits can be 
summarized as follows [1]:

• Wider dynamic range;

• Higher signal bandwidth;

• Greater linearity;

• Higher usable gain.
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Analog integrated circuit design is receiving a great boast from the develop-
ment and application of current-mode processing, which is rapidly superseding 
approaches based on the voltage-mode approach [2]. Figure 9.1 shows different 
building blocks for current-mode circuits.

9.2 Operational Floating Current Conveyor (OFCC)

Voltage-mode circuits using conventional operational am plifiers (op-amp) have 
the disadvantages of severely reduced bandwidth at higher gains, because of the 
op-amp’s fixed gain/bandwidth product. Attempts have been made to overcome 
the gain-dependent bandwidth limitation, and this in turn has led to the re-
newed interest in circuits, which use current as their active parameter. Such at-
tempts have led to the development of the second-generation current conveyor 
(CCII) [3–5], current-feedback op-amp (CFB op-amp) [6], and an operational 
floating conveyor (OFC) [7].

The CCII, in general, is built around a conventional op-amp [8, 9] with 
a current output property, and is designed to be used in open-loop. The CCII, 
since its introduction, has gained wide acceptance as an extremely versatile build-
ing block [10, 11]. The CFB op-amp has a voltage output property and is de-
signed to be used in closed-loop with current feedback from the voltage output 

High-speed
operational
amplifier Current conveyor

Current-mode
amplifier

Transconductors

Analog neuronsCurrent
memories

Switched current
integrators

Translinear
circuit

Analog design
techniques

Dynamic current
mirrors

Analog IC
design:
The current-
mode
approach

Figure 9.1 Current-mode analog building blocks.
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node to the current input node. The OFC, on the other hand, is built around 
a CFB op-amp and combines both the features of the CFB op-amp and CCII 
with an additional current output. It is designed to be used in closed-loop with 
current feedback from the voltage output node to current input node.

All of these circuits employ current processing techniques to improve dy-
namic speed capability with their inherent ability to provide a constant band-
width, independent of gain. A modification in the OFC circuit topology is ob-
tained in order to yield a five-port general purpose analog building block, termed 
as an operational floating current conveyor [9–16]. The OFCC has transmission 
properties similar to the OFC but with an additional current output, which al-
lows more ma neuvering of the device capabilities.

The OFCC is a five-port network, comprised of two inputs and three out-
put ports, as shown in Figure 9.2. In this diagram, the port labeled X represents 
a low-impedance current input, port Y is a high-impedance input voltage, W is a 
low-impedance output voltage, and Z+ and Z− are the high-impedance current 
outputs with opposite polarities. 

The OFCC operates where the input current at port X is multiplied by the 
open-loop transimpedance gain Z

t
 to produce an output voltage at port W. The 

input voltage at port Y appears at port X and thus a voltage tracking property ex-
ists at the input port. Output current flowing at port W is conveyed in phase to 
port Z+ and out of phase with that flowing into port Z−, so in this case a current 
tracking action exists at the output port. Thus, the transmission properties of the 
ideal OFCC can be conveniently described as: 
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 (9.1) 

Figure 9.2 Block diagram representation of the operational fl oating current conveyor. (From: 
[9]. Reprinted with permission.)
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where i
Y 
 and v

Y 
are the inward current and voltage at the Y port, respectively. i

X 
 

and v
X
 are the input current and voltage at the X port, respectively. i

W
 and v

W  

are the output current and voltage at the W port, respectively. i
Z+ and v

Z+
 are the 

output current and voltage at the Z+ port, respectively. Similarly, i
Z-

 and v
Z-

 are 
the output current and voltage at the Z− port, respectively. Z

t
 represents the im-

pedance between the X and W ports. 
The OFCC can be implemented by applying the principle of supply cur-

rent sensing to a current feedback (CFB) op-amp [17] such as illustrated in 
Figure 9.3. The current mirrors CM1 and CM2 establish the output current at 
port Z+. Also, CM1 and CM2 and their crosscoupling with the current mirrors 
CM3 and CM4 through the current steering transistors CS1 and CS2 generate 
a complementary output current at port Z−. The OFCC is basically designed to 
be used in a closed loop configuration with the current being fed back from port 
W to port X. 

9.2.1 A Simple Model

A simple model of the OFCC based on the circuit topology shown in Figure 
9.3 is illustrated in Figure 9.4. In this figure, RX and RY are the resistances of the 
CFB op-amp at negative (−) and positive (+) ports, respectively. CX and CY are 
the input capacitances of the CFB op-amp (−) and (+) ports, respectively. RT and 
CT are the small signal resistance and internal compensation capacitance of the 
CFB op-amp. RZ+

 and RZ-
 are the small signal output resistances of the respective 

current mirrors at node Z+ and Z−, respectively, at the DC operating point. CZ+ 
and CZ- 

represent the output capacitances of the respective current mirrors at 
nodes Z+ and Z−, respectively.

Figure 9.3 Circuit scheme of the OFCC. (From: [9]. Reprinted with permission.)
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9.2.2 OFCC with Feedback

As mentioned earlier, unlike the CCII, the OFCC is designed with a feedback 
resistor between W and X (i.e., negative feedback between W and X ). This feed-
back resistor allows the OFCC to operate as a positive or negative current con-
veyor while simultaneously reducing the input resistance at the X port [9]. Also, 
the negative feedback improves the DC stability as well as the transfer function 
accuracy [3, 18–20]. 

To understand why the input resistance at the X terminal is reduced by 
negative feedback, consider the OFCC with feedback resistor R

W 
, as shown in 

Figure 9.5. The capacitive reactance to ground due to C
X
 is quite high and can 

therefore be ignored in the frequency range of interest. In this case, the input 
current is defined as:

Figure 9.4 The OFCC’s model. (From: [9]. Reprinted with permission.)

Figure 9.5 Circuit for measuring RX.
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 1in ei i i= +  (9.2)

and

 1
in W

W

v v
i

R

−
=  (9.3)

where v
in
 is the input voltage at port X, v

W
 is the output voltage at port W, R

W
 

is the feedback resistance, i
1
 is the feedback current, and i

e
 is the error current.

Using (9.4), the output signal voltage v
W

 is given as

 W e Tv i Z= −  (9.4)

where Z
T
 = R

T 
//(1/jωC

T 
). For low frequencies (ω << 1/R

T
C

T 
) the reactance due 

to C
T
 is very high and can be ignored. Thus, Z

t
 ≈ R

T
 and 

 W e Tv i R= −  (9.5)

Since the Y port is connected to ground, v
2 
= 0, and therefore the error 

current is defined as

 
0in

e
X

v
i

R

−
=  (9.6)

By substituting (9.3), (9.5), and (9.6) into (9.2), it can be expressed as

 
( )in X T W

in
X W

v R R R
i

R R

+ +
=  (9.7)

The low frequency input resistance at the X port can therefore be expressed 
as

 in X W
in

in X T W

v R R
R

i R R R
= =

+ +
 (9.8)
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with typical resistor values of R
X
 = 50Ω, R

W
 = 1 KΩ, and R

T
 = 200 MΩ, (9.8) 

yields R
in 

= 0.0025Ω. Therefore, the input resistance at X is greatly reduced, thus 
minimizing the voltage tracking error between X and Y, and therefore can be 
neglected at low frequencies.

9.3 Current-Mode Instrumentation Amplifier 

Instrumentation amplifiers are used in many application areas, such as medical 
instrumentation, readout circuits of biosensors, signal processing, and data ac-
quisition [21]. Lab-on-a-chip devices, which require the integration of the actua-
tion and sensing parts, as well as the readout circuit in a single chip, also require 
wide bandwidth instrumentation amplifiers to suppress any unwanted common 
mode signals [22]. Also, in lab-on-a-chip applications, an instrumentation am-
plifier has been used as a read out circuit to amplify the output signal from the 
lab-on-a-chip building blocks and to improve the accuracy of the measurement. 

The conventional voltage-mode instrumentation amplifier (VMIA) based 
on a voltage operational amplifier (shown in Figure 9.6) exhibits a narrow band-
width that is highly dependent on the gain due to the fixed gain bandwidth 
product of the operational amplifiers. Moreover, VMIAs require precise resistor 
matching to achieve a high common-mode rejection ratio (CMRR) [23–25]. 

Current-mode instrumentation amplifiers (CMIA) are superior to the con-
ventional VMIA in performance in terms of CMRR and frequency range of 
operation, and furthermore do not require matched resistors [26–31]. Currently, 
most of the CMIAs use the second-generation current conveyor (CCII) [7, 8].

9.3.1 Current-Mode Instrumentation Amplifier (CMIA) Based on CCII

Figure 9.7 shows the basic CMIA in block diagram form, which uses two posi-
tive second-generation current conveyors (CCII+) [29]. The frequency-depen-
dent differential gain [Ad(s)] can be computed as follows:

Figure 9.6 Voltage-mode instrumentation amplifi er.
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Figure 9.8 Three CCII+ CMIA. (From: [26]. Reprinted with permission.) 

 ( )
1 2

1

2 1
o L

d
in in G X L

v R
A s

v v R R sCR
= = ⋅

− + +
 (9.9)

where R
X
 is the equivalent input resistance at the X terminal, R

G
 is the gain set-

ting resistor, C is the effective output capacitance of the CCII+, and R
L
 is the 

load resistor. The two main advantages of using the two CCII+ topologies are 
that it presents a simple and symmetric circuit topology, and it has a high CMRR 
without requiring matched resistors.

Another CMIA design approach, as shown in Figure 9.8, uses three CCII+ 
[30]. In this case, the differential gain A

d
(s) is given as follows:

 ( )
1 2

2 1

2 1
o L

d
in in G X L

v R
A s

v v R R sCR
= = ⋅

− + +
 (9.10)

Figure 9.7 Two CCII+ CMIA [29].
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This design approach yields a higher CMRR and higher differential gain 
compared to the two CCII+ approach. In both of the above cases, the differen-
tial gain is inversely proportional to R

X
 [see (9.9) and (9.10)] and the accuracy is 

limited by the tolerance of R
X
, which is low. 

To improve the accuracy of the CMIA [3], two op-amps working in con-
junction with two CCII+ are used as shown in Figure 9.9. The differential gain 
of this CMIA can be shown to be:

 
( )

1 2

1

1
1

o L
d

in in G

v R
A s

sv v R
K
τ

β

= = ⋅
− +

+
 (9.11)

where 
2

G

X G

R

R R
β =

+
, R

L
 is the load resistance, and τ and K are the time constant 

and the low frequency gain of the op-amp, respectively. The low frequency gain, 
in this case, is independent of R

X
 [see (9.11)]. However, the bandwidth is still de-

pendent on R
X 
. Moreover, this approach suffers from higher power consumption 

and a more complicated circuit topology when compared with the topologies 
shown in Figures 9.7 and 9.8. 

9.3.2 Current-Mode Instrumentation Amplifier Based on OFCC

Figure 9.10 shows a CMIA based on OFCC. It consists of two operational float-
ing current conveyors (OFCC), two feedback resistors (RW 1 and RW 2), a gain-
determined resistor (RG ) and a ground load (RL ), as shown in Figure 9.10. The 
passive components used in OFCC design are given in Table 9.1. It may be 
observed that both RZ+ and RZ− are very large and therefore may be neglected 
especially when these resistors act in parallel with a significantly smaller load 

Figure 9.9 Two CCII+ used in conjunction with two op-amps CMIA [3].
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(R
L
). Furthermore, the impedance at port Y to ground (R

Y 
//C

Y
), as well as port 

W (R
T 

//C
T
) to ground are very high and therefore may be ignored in the fre-

quency range of interest. Similarly, the reactance due to C
X
 may also be ignored. 

Lastly, the input resistance at X terminal (R
X 
) is very small (<1Ω) and hence can 

1 10× 0 1 10× 1 1 10× 2 1 10× 3 1 10× 4 1 10× 5 1 10× 6

0

10

Ga
in

 (d
B) 20

30

40

Frequency (Hz)

Gain =2, BW=1.2 MHz (R  =1 k , RL=1k )ΩΩG

Gain =4, BW=1.2 MHz (R  =500 k , RL=1 k )ΩΩG

Gain =20, BW=1.2 MHz (R  =1 k , RL=1k )ΩΩG

Gain =40, BW=1.2 MHz (R  =50 k , RL=1k )ΩΩG

Experimental
Simulation

Figure 9.10  The frequency response of the proposed CMIA. (From: [9]. Reprinted with 
 permission.) 

Table 9.1 
The Gain for Different

Values of RG

RG Gain 

50Ω 40

100Ω 20

500Ω 4

1 kΩ 2
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be neglected. Figure 9.11 shows the block diagram of the proposed CMIA after 
introducing the above simplifications. 

Taking into consideration both the voltage and current tracking errors of 
the OFCC, the current tracking error between ports X, Z+, and Z− is:

 1α ε+= −  (9.12)

Figure 9.11  The oscilloscope showing the proposed CMIA performance at 100-kHz frequency 
for RG = 100Ω and RL = 1 kΩ (i.e., gain = 20). (a) Triangle, (b) square, and (c) sinusoidal waveform. 
(From: [9]. Reprinted with permission.) 
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and 

 1γ ε−= −   (9.13)

where ε
+
 and ε− denote the finite current tracking errors at the high impedance 

output Z+ and Z−, respectively. Thus, port currents may then be expressed as i
Z+

 
= αi

X
  and i

Z− = γi
X
. 

The voltage tracking error between ports X and Y is defined as:

 1 vβ ε= −  (9.14)

where ε
V
 denotes the finite voltage tracking error at the low impedance X from 

the high input impedance node Y. 
The voltage at nodes V

A
 and V

B
, as shown in Figure 9.12, can be expressed 

as:

 1 1A inv vβ=  (9.15)

 2 2B inv vβ=  (9.16)

where β
1
 and β

2
 are the voltage tracking errors of OFCC (1) and OFCC (2), 

respectively.

Figure 9.12  The network analyzer output for RG = 100Ω and RL = 1 kΩ (i.e., gain = 20) showing 
that the BW = 1.24 MHz. (From: [9]. Reprinted with permission.)
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The resulting current i
x
 can be calculated as:

 A B
x

G

v v
i

R

−
=  (9.17)
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x
G

v v
i

R

β β−
=  (9.18)

Thus, the output terminal currents i
1
 and i

2
 are calculated as follows:
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The output voltage v
o
:

 ( ) ( )1 2

1
//o L

Z

v s i i R
sC

⎛ ⎞
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 (9.21)

where C
Z
 = C

Z+
 + C

Z-
 is the output node capacitance, which is in parallel with R

L
.

Using i
1
and i

2
 from (9.19) and (9.20), respectively, v

o
 can now be computed.

 ( ) ( )( )
( )

1 1 2 2 1 2

1
in in L

o
G Z L

v v R
v s

R sC R

β β α γ− +
=

+
 (9.22) 

Using (9.22), when v
in1 

= v
in2 

= v
cm

, the common-mode gain (A
cm

) can be 
written as
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For ideal OFCCs, α
1 
= α

2 
= γ

1 
= γ

2 
= β

1 
= β

2 
= 1; thus, the output voltage is:
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L in in
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G Z L

R v v
v s

R sC R

−
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+
 (9.24)

Therefore, the output differential gain A
d
 can be written as:

 ( ) ( )1 2

2

1
o L

d
in in G Z L

v R
A s

v v R sC R
= =

− +
 (9.25)

From (9.25), we can notice that the gain is set by 2R
L 
/R

G
, and the band-

width is controlled by C
Z 

R
L
. It is also apparent that the differential gain A

d
 can 

be adjusted and controlled by R
G
 without affecting the bandwidth of the CMIA.

9.4 Experimental and Simulation Results of the Proposed CMIA

To verify the operational characteristics of the proposed CMIA, the circuit of 
Figure 9.11 was simulated using PSPICE version 7.1. The proposed CMIA was 
also prototyped and the simulation results verified. Each OFCC was constructed 
using an Analog Devices AD846AQ current feedback op-amp [18] and current 
mirrors composed of Harris transistor array CA3096CE [19]. The AD846AQ 
has a bandwidth of 80 MHz at unity gain, and a slew rate of 450 V/μs. 

9.4.1 The Differential Gain Measurements

To measure the differential gain of the proposed CMIA, the input voltage was 
connected to v

in1
 and v

in2
 was connected to the ground. Resistors R

W 1
, R

W 2
, and 

R
L
 were set at 1 kΩ and R

G
 was tested at different values. Table 9.2 shows the 

values of R
G
 and the corresponding gain based on (9.25). All resistors have 1% 

tolerance. Figure 9.13 shows both the experimental as well as the simulation re-
sults of the differential gain (A

d 
) against frequency for R

L
 kept constant at 1 kΩ 

and R
G
 varied to achieve the gain variation. From Figure 9.13, it can be observed 

that the experimental results validate the simulated results and the analytical 
results of (9.25), except at frequencies approaching the bandwidth of the OFCC. 
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The difference between the experimental and simulation results can be 
interpreted as a result of tracking errors and the presence of additional stray 
capacitances at the various nodes in the circuit. The oscillos cope output taken 
at 100 kHz at a differential gain of 20 is shown in Figure 9.14. This figure il-
lustrates the behavior of the proposed CMIA when excited by triangular, square, 
and sinusoidal sources. Figure 9.15 shows the output of the network analyzer, 
which was used to verify the bandwidth of the proposed circuit at a gain of 20. 
This figure shows that the measured small signal bandwidth is 1.24 MHz. 

9.4.2 Common-Mode Rejection Ratio Measurements 

To measure the CMRR of the circuit in Figure 9.11, both v
in1

 and v
in2 

are con-
nected

 
together to the same input voltage source. CMRR was measured experi-

Figure 9.13  The proposed current-mode instrumentation amplifi er. (From: [9]. Reprinted with 
permission.)
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mentally as a function of frequency for differential voltage gains of 2, 4, 20, and 
40, respectively. The result obtained is plotted in Figure 9.15. From this figure, 
it can be seen that the proposed topology exhibits a CMRR magnitude of 76 dB 
and bandwidth of 185 kHz, which are independent of gain. This is larger than 
the CMRR for circuits proposed in [3, 26, 29] and shown in Figure 9.16.

Table 9.2 
OFCC Parameters (AD846AQ and CA3096CE)

CFB AD846 Parameters Current-Mirror Parameters

RX = 50Ω, RY = 50 kW RZ+ = RZ− = 5 MΩ

CX = 2 pF, CY = 2 pF CZ+ = CZ− = 6 pF

RT = 200 MΩ, CT = 7 pF —

= 2 nV |nv Hz —

= 20 pA |mni Hz
—

= 6 pA |npi Hz
—

Figure 9.14  The proposed CMIA circuit after simplifi cation. (From: [9]. Reprinted with 

permission.) 
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9.4.3 Other Features of the Proposed CMIA

Other dynamic and static characteristics of the proposed CMIA have been mea-
sured. The proposed CMIA achieves a settling time of 180 ns to 0.01% for a step 
input for gains of 2 to 40, with a 395 V/μs slew rate. The input offset voltage 
is 90 μV with gain = 40. A summary of these results is shown in Table 9.3. Us-
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Figure 9.15  CMRR for different gain values. (From: [9]. Reprinted with permission.)
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Figure 9.16  CMRR for different CMIA circuits (differential gain = 20). (From: [9]. Reprinted with 
permission.)
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ing this CMIA, a high slew rate, high settling time, and low input offset voltage 
can be obtained. The current feedback operational amplifier (AD846AQ) is the 
main reason for these features, as it has a fast settling time, high slew rate, and 
low offset voltage, 110 ns, 450 V/μs, and 75 μV, respectively [18]. Also, it can 
be observed that the settling time and slew rate of the proposed CMIA are low 
when compared with the AD846AQ. The reason is that a set of current mirrors 
has been connected to achieve the OFCC, thus the parasitic capacitance is in-
creased and consequently the settling time and slew rate are decreased. 

9.4.4 Noise Results

Figure 9.17 shows a simple model for representing the internal noise effects of 
the OFCC. For the AD846AQ the noise phenomena are represented in terms 
of  equivalent  input  noise  voltage  and  current  sources,  namely,  2

nv , 2
nmi  and 2 .npi  

Figure 9.17  Simplifi ed noise model of the OFCC.  

Table 9.3 
The Dynamic and Static Characteristics of the Proposed CMIA 

Characteristics Value Condition

Settling time 180 ns
To 0.01% for a step input for 
gains of 2 to 40

Input offset voltage 90 μV Gain = 40

Slew rate 395 V/μs

Bandwidth 1.2 MHz Independent of gain

CMRR 76 dB
With −3-dB frequency = 185 kHz,
it is independent of gain

Source: [9].
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The typical values of these noise sources are listed in Table 9.4 [16]. In order to 
have an insight of the noise performance of the proposed CMIA, the circuit in 
Figure 9.10 is redrawn in Figure 9.18 with the OFCC noise model shown in 
Figure 9.17. This circuit has been studied using PSPICE simulation to obtain 
the noise performance. The values of the noise sources are listed in Table 9.1. 
The simulation results are plotted in Figure 9.19 for an equivalent resistance 
of the external input voltage source equal to 1 kΩ (i.e., R

S
 = 1 kΩ, R

L
 = R

W 1 
= 

R
W 2 

= 1 kΩ, and R
G
 = 50, 100, 500, and 1 kΩ, respectively). From this figure, 

it can be observed that the noise level is low; thus, the signal-to-noise ratio, and 
consequently the dynamic range, will be high.

9.5 Comparison Between Different CMIAs

Table 9.4 shows a performance comparison between the proposed and published 
CMIAs [3, 26, 29]. It can be seen that the two CCII+ CMIA [29] have a low-
frequency differential gain ≈ RL/RG 

+ 2RX . Conversely, the enhancement CMIA, 
which uses two CCII+ and two op-amps [3] has a more accurate low frequency 
differential gain Ad ≈ RL /RG, which is independent of RX . However, its band-
width depends on RX as shown in (9.9). Also, this topology uses 2 CCII+ in 
conjunction with 2 op-amps, which results in more power consumption. Both 
the CCII+ and the CCII+/2 op-amp CMIAs provide a wider bandwidth, which 
is dependent on the gain. The three CCII+ CMIA [26] provides a low frequency 

Figure 9.18  Equivalent circuit for analyzing OFCC noise effects on proposed CMIA.
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differential gain of 2R
L
/(R

G
 + 2R

X 
), which is twice the gain reported in [3, 26] 

CMIAs. Also, the bandwidth is independent of the gain. However, the proposed 
topology uses only two OFCCs. It has a low-frequency differential gain A

d 
 = 

2R
L 

/R
G 

, which is also twice that reported in [3, 26]; however, it is similar to 
the CMIA published in [29]. Moreover, it is independent of R

X
 and the gain is 

independent of the bandwidth. 
Also from Table 9.4, it can be observed that the proposed CMIA circuit has 

a higher CMRR, as well a higher bandwidth associated with this CMRR than 
all the other topologies, and it has a higher gain-bandwidth product with respect 
to [26, 29]. 

Finally, the noise performance of the CMIAs proposed in [3, 26, 29] using 
the CCII’s noise model [26] has been studied under the PSPICE environment, 
and the results are shown in Table 9.3. From Table 9.3, it can be noticed that the 
proposed CMIA has a lower input noise voltage than the other topologies in [3, 
26, 29]. Thus, it has a wider dynamic range and higher signal to noise ratio when 
compared with [3, 26, 29].

9.6 Testing the Readout Circuit with the Electric Field Based Lab-
on-a-Chip

The proposed CMIA was used as a readout circuit for the electric field based 
lab-on-a-chip (refer to Chapter 8). Figure 9.20 shows a schematic representa-
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tion of the proposed sensors in conjunction with the CMIA. The electrodes of 
the imager were connected as follows: electrode 2 and electrode 4 are connected 
to +5V peak-to-peak sinusoidal signal, and electrode 1 and electrode 3 to −5V 
peak-to-peak; the frequency is 1 MHz. The measured values at the output of De-
FET 3 and 8 are plotted in Figure 9.21; these sensors have very close output volt-
ages that cannot be distinguished with direct measurement. Then the outputs of 
DeFET 3 and 8 were connected to the two inputs (vin1

 and vin2
) of the CMIA, 

respectively, and the output voltage of the CMIA was measured. The gain of the 
CMIA is 40. The result is shown in Figure 9.21.

From Figure 9.21, it can be observed that there is about 0.08 mV between 
DeFET 3 and 8; this value is difficult to be measured directly. However, by using 
the readout circuit, the differential signal is amplified, the common mode signal 
is rejected, and the accuracy of the imager is improved. So, the imager can be 
used in conjunction with the proposed CMIA in biomedical applications that 
needs high accuracy [21]. A picture of the printed circuit board (PCB) contain-
ing both the imager and the CMIA is shown in Figure 9.22. 

The integration of the proposed CMIA using CMOS technology on a 
single chip will be a direction for future work, including the integration of the 
imager on a single chip to produce a fully integrated lab-on-a-chip.

Figure 9.20  Schematic representation of the imager in conjunction with the readout circuit.
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10 
Current-Mode Wheatstone Bridge for 
Lab-on-a-Chip Applications

10.1 Introduction

The voltage-mode Wheatstone bridge (VMWB) offers a good method for mea-
suring small resistance changes accurately. Therefore, it is used for sensing tem-
perature, strain, pressure, fluid flow, and dew point humidity [1]. It consists of 
four resistors [2] (shown in Figure 10.1), and the output voltage can be com-
puted as: 

 
⎛ ⎞

= −⎜ ⎟+ +⎝ ⎠
2 4

1 2 3 4
o in

R R
V V

R R R R
 (10.1)

The null condition exists when V
o
 is zero. The null condition occurs when

 =1 4 2 3R R R R  (10.2)

Assume that 

 1 4 oR R R R= = Δ  (10.3)
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 = = ± Δ2 3 oR R R R  (10.4)

Thus, V
o
 is proportional to ΔR as follows:

 
Δ

= − = ± ⋅1 2o in
o

R
V V V V

R
 (10.5)

and

 = +1 2inV V V  (10.6)

From a current-mode point of view, a similar formula as (10.5) can be 
extracted [3]:

 
Δ

= ± ⋅out in
o

G
I I

G
 (10.7)

where G
o 
= 1/R

o
 and ΔG = 1/ΔR.

A method based on circuit duality concept [4–11] has been developed to 
develop a current-mode Wheatstone bridge (CMWB) [3]. The advantages of 
the OFCC-based CMWB are: (1) the reduction of sensing passive elements (i.e., 
two resistors can be used instead of four to achieve the same performance), (2) 
the ability of the superposition principle to be applied without adding any signal 

Figure 10.1 Traditional voltage-mode Wheatstone bridge.
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conditioning circuitry, thus making possible the addition of sensor effects, and 
(3) a higher common-mode cancellation.

In [3], two different topologies to implement a CMWB have been pro-
posed. The first one uses two second-generation current conveyors (CCII), a 
positive CCII+ and a negative CCII− (see Figure 10.2). Figure 10.3 shows the 
equivalent circuit of Figure 10.2, taking into consideration the equivalent input 
resistance at the X terminal (R

x 
) of the CCIIs. Assuming that R

1
 = R

o
 � ΔR and 

R
2
 = R

o
 ± ΔR, and by using a routine circuit analysis, we can prove that the out-

put current I
o
 is related to the reference current I

ref
 by (10.8):

 
±Δ

= − = ⋅
+1 2out ref

o x

R
I I I I

R R
 (10.8)

Figure 10.2 The CMWB based on CCII. (Reprinted from [3] with permission.) 

Figure 10.3 Practical CMWB based on the equivalent circuit of CCII.
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From (10.8), it can be observed that I
out

 is inversely proportional to R
x
, and 

the accuracy is limited by the tolerance of R
x
, which is low. Also, the lineariza-

tion topology used, when only one resistor is varying (i.e., R
1
 = R

o
 �ΔR and R

2
 

= R
o
), is shown in Figure 10.4. In this case the output current I

o
 is related to the 

reference current I
ref

 by:

 
±Δ +

= = ⋅
+

x
o x ref

o x

R R
I I I

R R
 (10.9)

Therefore, the disadvantages of using CCII as a building block in a CMWB 
are the limited accuracy [see (10.8) and (10.9)] and the need of more circuitry 
for linearization.

The second approach used in [3] to implement a CMWB using opera-
tional floating current conveyor (OFCC) is shown in Figure 10.5; this topology 
has the same advantages mentioned earlier. Moreover, it has a higher accuracy, as 
I

o
 does not depend on R

x
. However, there is no reduction of the sensing resistors, 

since it uses two excess resistors (i.e., two R
3 
resistors). Furthermore, there is nei-

ther experimental nor simulation results to verify the topologies proposed in [3].

10.2 CMWB Based on Operational Floating Current Conveyor

The operational floating current conveyor (OFCC)-based CMWB consists of 
three OFCCs, three feedback resistors (RW1, 

RW2
, and RW3

), two sensitive resistors 
(R

1
 and R

2
) (one or both of them can represent a sensor), and a ground load (RL), 

Figure 10.4 Linearization circuit. (Reprinted from [3] with permission.)
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as shown in Figure 10.6. The passive components used in the OFCC design are 
given in Table 10.1. It may be observed that both R

Z+ and R
Z− are very large and 

therefore may be neglected, especially when these resistors act in parallel with a 
significantly smaller load (R

L
). Furthermore, the input resistance at X terminal 

(R
X 
) is very small (<0.002Ω) and hence can be neglected.

Taking into consideration both the voltage and current tracking errors of 
the OFCC, the current tracking error between ports X, Z+, and Z− is:

 α ε+= −1  (10.10)

and

 γ ε−= −1  (10.11)

where ε+ and ε− denote the finite current tracking errors at the high-impedance 
output Z+ and Z−, respectively. Thus, port currents may then be expressed as 
I

z− = αI
x
 and I

z− = γI
x
. There is a voltage tracking between the X and Y terminals 

of the OFCC, so V
A
 = V

B 
= 0.

The currents I
1
 and I

2
 are calculated as follows:

 = ⋅
+

2
1

1 2
in

R
I I

R R
 (10.12)

Figure 10.5 The CMWB-based OFCC. (Reprinted from [3] with permission.)
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 = ⋅
+

1
2

1 2
in

R
I I

R R
 (10.13)

The input current Iin is:

 = +1 2inI I I  (10.14)

The output terminals currents from the OFCC (1), I
3
 and I

4
, can be cal-

culated as follows:

 α=3 1 inI I  (10.15)

Figure 10.6 The OFCC-based CMWB. (Reprinted from [12] with permission.) 

Table 10.1 
OFCC DC Parameters (AD846AQ and CA3096CE)

CFB AD846 Parameters Current-Mirror Parameters

RX = 50Ω, RY = 50 kΩ RZ+ = RZ− = 5 MΩ

RT = 200 MΩ
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 γ=4 1 inI I  (10.16)

The output current from the OFCC (2), I
5
, is:

 5 2 1I Iγ=  (10.17)

From (10.15), and (10.17), I
6
 can be obtained

 α γ= + = +6 3 5 1 2 1inI I I I I  (10.18)

The output current from the OFCC (3), I
7
, is computed:

 α=7 3 2I I  (10.19)

The summation of I
3
 and I

7
, which is I

8
, can be obtained from (10.16) and 

(10.19):

 γ α= + + +8 4 7 1 3 2inI I I I I  (10.20)

The output current (I
out

) is the difference between I
8
 and I

6
; therefore, we 

can calculate I
out

 from (10.18) and (10.20):

 = −6 8outI I I  (10.21) 

 α γ γ α= + − −1 2 1 1 3 2out in inI I I I I  (10.22)

For ideal OFCCs, α
1 
= α

2 
= α

3 
= γ

1 
= γ

2 
= γ

3 
= 1. Thus, the output current 

is:

 = −1 2outI I I  (10.23)

From (10.7) and (10.8) into (10.23), we can get I
out

 in terms of R
1
 and R

2
:

 
−

= ⋅
+

2 1

1 2
out in

R R
I I

R R
 (10.24)

Thus, if we have R
1
 = R

o
   ΔR and R

2
 = R

o
 ± ΔR, then I

out 
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±Δ

= ⋅out in
o

R
I I

R
 (10.25)

From (10.25), a linear relationship can be observed between I
out 

and ΔR, 
and it does not depend on R

x
 [see (10.8)]. Therefore, the accuracy is improved 

when compared with the CMWB-based CCII in [3]. Also, from (10.23), we 
can observe that the OFCC-based topology has a high common-mode rejec-
tion ratio (CMRR) for the common-mode current (i.e., I

1 
= I

2
). In other words, 

when R
1 
is equal to R

2
, then I

1
 is equal I

2
 (the common-mode current) and the 

output current I
out 

= 0. Also, an output current is obtained; hence, the superpo-
sition principle can be applied, as shown in Figure 10.7. Thus, it is possible to 
add the effects of any number of sensors without adding any other circuitry, and 
this is the great advantage over the voltage-mode Wheatstone bridge VMWB. 
Moreover, we are using only two sensitive resistors to get the same performance, 
instead of four as in traditional VMWB.

10.3 A Linearization Technique Based on an Operational Floating 
Current Conveyor

In case only one resistor is sensitive to the variation of measuring (i.e., R
1
 = R

o
 

and R
2
 = R

o
 ΔR), the resulting output current in Figure 10.6 causes some non-

linearity, which can be expressed using (10.24) as:

Io t

Io t1

Io t
CMWB (n)

CMWB (1)
+

−

+

−

Figure 10.7 The superposition principle can be applied with the OFCC-based CMWB.
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Δ Δ

= ± ⋅ ≈ ±
+ Δ2 2out in

o o

R R
I I

R R R
 (10.26)

From (10.25), we can notice that the resulting output current causes some 
nonlinearity. 

To compensate the nonlinearity, another circuit has been proposed based 
on OFCC, as shown in Figure 10.8. This circuit has the same number of OFCCs 
as the OFCC-based CMWB (i.e., three OFCCs; see Figure 10.6). Thus, no ad-
ditional circuitry is needed to implement it, and a reconfiguration is only needed 
to compensate the nonlinearity (see Figure 10.8).

Taking into consideration the current tracking error, see (10.10) and 
(10.11), as well as the voltage tracking error between ports X and Y:

 β ε= −1 V  (10.27)

where ε
V
 denotes the finite voltage tracking error at the low impedance X from 

the high input impedance node Y.
The output currents of OFCC (1), I

1
 and I

2
, are shown in (10.28) and 

(10.29), respectively:

 α=1 1 inI I  (10.28)

 γ=2 1 inI I  (10.29)

Z+

Z+

Z−

Z−

X

X

W

W

Y

Y

1

2

OFCC (3)

OFCC (1)

Io t

R L

RW1

RW1

in

2

I 2

I 1

I 3

I 4

1

RW1

R

I

R2

R1

Z+

Z−

X W

Y

OFCC (2)

Figure 10.8 The OFCC-based linearization circuit. (Reprinted from [12] with permission.) 
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The output current of OFCC (2), I
3
, is:

 α=3 2 2I I  (10.30)

From (10.29) into (10.30),

 α γ=3 2 1 inI I  (10.31)

At node 1, the voltage V
1
 can be calculated as:

 =1 1 2V I R  (10.32)

From (10.28) into (10.32),

 α=1 1 2inV I R  (10.33)

The voltage at node 2, V
2
, is related to V

1
 by 

 β β α= =2 2 1 2 1 2inV V I R  (10.34)

At node 2:

 β α

=

=

2
4

1

2 1 2
4

1

in

V
I

R

R I
I

R

 (10.35)

Also, 

 = −4 3xI I I  (10.36) 

From (10.31) and (10.35) into (10.36), we can get a relationship between 
I

x
 and I

in
:

  
β α

α γ
⎛ ⎞

= −⎜ ⎟⎝ ⎠
2 1 2

2 1
1

x in

R
I I

R
 (10.37)

The output current I
out

 is related to I
x
 by (10.38):

 α= 3out xI I  (10.38)
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From (10.37) into (10.38), I
out

 is related to I
in
 by:

 

β α
α α γ

⎛ ⎞
= −⎜ ⎟⎝ ⎠

2 1 2
3 2 1

1
out in

R
I I

R  (10.39)

For ideal OFCCs, α
1 
= α

2 
= α

3 
= γ

1 
= β

2 
= 1. Thus, the output current I

out
 is:

 
⎛ ⎞

= −⎜ ⎟⎝ ⎠
2

1

1out in

R
I I

R
 (10.40)

As R
1
 = R

o
 and R

2
 = R

o
   ΔR, so I

out
 can be given as:

 out in
o

R
I I

R

Δ
=
  (10.41)

From (10.41), we can observe that the output current is linearly related to 
ΔR. Therefore, the circuit used in Figure 10.8 can be used for linearization.

10.4 Experimental and Simulation Results 

To verify the operational characteristics of the OFCC-based CMWB, the cir-
cuit of Figure 10.7 was simulated using PSPICE version 7.1. The OFCC-based 
CMWB was also prototyped and the simulation results verified. Each OFCC 
was constructed using an Analog Devices AD846AQ current feedback op amp 
[10] and current mirrors composed of the Harris transistor array CA3096CE 
[11]. The AD846AQ has a bandwidth of 80 MHz at unity gain and a slew rate 
of 450 V/μs.

10.4.1 The Differential Measurements

To measure the differential characteristics of the OFCC-based CMWB, the in-
put voltage to Vin is connected. Resistors Rw1

, Rw2
,
 
Rw3

, RL, and R
1
 were set at 1 

KΩ, and R
2
 was tested at different values (1.5 KΩ, 2 KΩ, 3 KΩ, and 4 KΩ). All 

resistors have 1% tolerance. Figure 10.9 shows both the experimental and the 
simulation results of the output current (I

out
) against the input voltage (V

in
) for R

1
 

kept constant at 1 KΩ and R
2
 varied. From Figure 10.9, it can be observed that 

the experimental results validate the simulated results and the analytical results of 
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(10.25). The difference between the experimental and simulation results can be 
interpreted as a result of tracking errors and the tolerance of the resistors.

The AC performance of the OFCC-based CMWB is also tested by con-
necting an AC source at v

in
 (v

in
 = 200 mV) at different values of R

2
. Figure 

10.10 shows both the experimental and the simulation results of the i
out

 against 
frequency for R

1
 kept constant at 1 kΩ and R

2
 varied. We can observe from this 

figure that the experimental results are in good agreement with the simulation 
results, except at frequencies approaching the bandwidth of the OFCC. The dif-
ference between the experimental and simulation results can be interpreted as a 
result of tracking errors and the presence of additional stray capacitances at the 
various nodes in the circuit. Also, the bandwidth (50 MHz) is high and constant 
with different R

2
 values.

10.4.2 Common-Mode Measurements

To measure the common-mode rejection (CMR) of the circuit in Figure 10.7, 
R

1
 and R

2
 are set to 1 KΩ. CMR was measured experimentally as a function of 

Figure 10.9 The DC response of the OFCC-based CMWB with R1 = 1 KΩ and R2 varies. (Reprinted 
from [12] with permission.)
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frequency. The result obtained is plotted in Figure 10.11. From this figure, the 
OFCC-based topology exhibits a very small common-mode current, which is 
independent on the frequency. This current can be interpreted as a result of 
tracking errors. On the other hand, the common-mode current of the CMWB 
based on CCII in [3], also shown in Figure 10.11, increases with frequency. This 
is due to the tracking errors and the changing of the input resistance at the X 
terminal (R

x
) with the frequency. 

10.5 Discussion

Table 10.2 shows a comparison between the OFCC-based and the other voltage-
mode and current-mode Wheatstone bridges. It can be seen that the advantages 
of the CMWBs over the conventional VMWBs are as follows. First, the number 
of sensing passive elements are reduced (i.e., two resistors can be used instead of 
four), and getting the same performance. Second, the superposition principle 
can be applied without adding any signal conditioning circuitry. Thus, the addi-

Figure 10.10  The frequency response for the OFCC-based CMWB with R1 = 1 KΩ and R2 varied. 
(Reprinted from [12] with permission.) 



194 Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications  

1 10× 7 1 10× 81 10× 2 1 10× 3 1 10× 4 1 10× 5 1 10× 6

Frequency (Hz)

0

0.0001

Proposed-based on OFCC

CMWB-based CCII [3]

0.0002

0.0003

0.0004

0.0005
I

(A
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o
t

Figure 10.11  Experimental results for R1 = R2 = 1 KΩ to compare between the CMR of the OFCC-
based CMWB and the CMWB based on CCII in [3]. (Reprinted from [12] with permission.)

Table 10.2 
Comparison Between the OFCC-Based CMWB and

Other VMWB- and CCII-Based CMWB [3]

Comparison Factor Conventional VMWB CCII-Based CMWB [3] OFCC-Based CMWB

1. Number of sensitive 
elements used 4 2 2

2. Common-mode 
rejection High High High

3. Suitable to 
integration Needs large area Needs small area Needs small area

4. Accuracy High Low High

5. Ability to use 
superposition Not able Able Able

6. Linearization
Needs additional
circuitry

Does not need
additional circuitry

Does not need
additional circuitry



 Current-Mode Wheatstone Bridge for Lab-on-a-Chip Applications        195                 

tion of sensor effects is possible, and finally it has a higher common-mode can-
cellation. On the other hand, the OFCC-based CMWB has a higher accuracy 
(i.e., it does not depend on R

x
) when compared with the CCII-based CMWB, 

proposed in [3].
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11 
Current-Mode Readout Circuits for the pH 
Sensor 

11.1 Introduction

The application of the ion sensitive field effect transistor (ISFET) device to mea-
sure chemical quantities was demonstrated in 1970 [1] and has since been stud-
ied extensively [2, 3]. An ISFET is a small-sized device with a rapid response that 
can be readily fabricated using a conventional MOS process [4]. Unfortunately, 
there are many challenges facing the ISFET such as the threshold voltage time 
dependence, the measurement temperature dependence, and the technological 
difficulties associated with the packing of miniature reference electrodes limit the 
commercial viability of all ISFET applications intended for the long-term pH 
monitoring in chemical analyses. In the past, in order to address these challenges, 
different approaches have been proposed to address sensor design, packaging, 
and signal compensation. Several solutions include on-chip fabrication of an Ag/
AgCl electrode with microfabrication technique, as well as the chemical treat-
ment of the sensing membrane [5, 6].

The alternative approach that uses a differential arrangement, which con-
sists of an ISFET and a reference FET (REFET) with the same ISFET character-
istics but insensitive to the pH variation. Both are integrated in the same device 
structure [7–9].
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A differential ISFET sensor connected to a readout circuit can be usefully 
applied in a variety of applications dealing with chemical measurements as well 
as biomedical diagnoses. These ISFET measurements network can be voltage 
[10–13] or current mode of operation. In the voltage operation, the changes in 
the output voltage values represent the sensing of chemical or biological phe-
nomenon. In the current mode of operation, the changes in the output current 
values represent the sensed quantities.

The current-mode method is a more promising approach because of its 
wide dynamic range and bandwidth, lower power consumption, higher usable 
gain, and its possible integration to the analog-to-digital (A/D) circuitry [14]. 
There are many devices based the current-mode approach. One of these devices 
is the operational floating current conveyor (OFCC) [15], which exhibits flex-
ible properties with respect to other current-mode or voltage-mode devices [16].

In order to fully exploit the current-mode differential scheme, a readout 
circuit has been designed based on the OFCC. The principal advantages of using 
OFCC as a basic unit in the readout circuit are as follows: 

• It uses only one type of active elements (i.e., OFCC).

• The output of the readout circuit is a current instead of voltage, which is 
more suitable for subsequent A/D conversion.

11.2 Differential ISFET-Based pH Sensor

A differential ISFET consists of an ISFET and a reference FET (REFET) that 
have the same ISFET characteristics but are insensitive to the pH variation. 
Both are incorporated in the same device structure. A Si

3
N

4
/SiO

2
 double layer is 

employed as ISFET gate insulator, whereas a buffered hydrogel layer forms the 
REFET insensitive membrane.

11.2.1 ISFET-Based pH Sensor

The operation of the ISFET pH sensor can be best explained by comparing it to 
that of a conventional MOSFET device. The ISFET can be viewed as a MOS-
FET in which the gate metal is replaced by an electrolytic solution in which 
a reference electrode is immersed, as shown in Figure 11.1(a). Figure 11.1(b) 
shows the schematic circuit representation of the ISFET. In particular, the in-
terface between the metal gate and insulator is to be replaced by the reference 
electrode, the solution under test, and the pH sensitive insulating layer. Thus, 
the ISFET threshold voltage ( *

TV ) can be deduced from the MOSFET (V
T 

) as 
shown in (11.1) [17]:
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 ( ) ( )* pHT T ref ij e m oV V E qϕ χ ϕ ψ= + + + − −  (11.1)

where E
ref

 is the absolute reference electrode potential, ϕ
ij
 is the liquid junction 

potential difference between the reference solution and the electrolyte under test, 
χ

e
 is the electrolyte-insulator surface dipole potential, q is the electron charge, 

(ϕ
m
/q) is the work function of the gate metal relative to vacuum, and ψ

o 
(pH) 

represents the potential difference between the insulator surface exposed to the 
electrolyte and the bulk of the electrolyte itself. This is the sole pH-dependent 
term in the ISFET threshold voltage. All the quantities on the right side of 
(11.1), except ψ

o
 (pH), are insensitive to changes in the solution pH. Thus, the 

threshold voltage (V
T 

) can be expressed as:

 ( )*
1 pHT oV K ψ= −  (11.2)

Figure 11.1  (a, b) Schematic cross-sectional view and circuit representation of the discrete 
ISFET [21].
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where K
1
 summarizes all the pH-independent quantities in (11.1).

The ISFET device is commonly biased to operate in the linear mode where 
V

DS 
<< V

GS 
− *

TV . The drain current in this case is given as: 

 ( ) ( )⎡ ⎤= − −⎣ ⎦
* 2DS GS T DS DSI K V V V V  (11.3)

where K = μ
n
C

i
W/L, μ

n
 is the electron (for an n-channel device) mobility, C

i 
is 

the gate capacitance per unit area, W is the channel width, and L is the channel 
length. As for the voltages, V

GS
 is the gate-to-source voltage and V

DS
 is the drain-

to-source voltage. 
For V

DS
2/2 < V

GS 
− *

TV , (11.3) can be approximated as:

 ( )⎡ ⎤≈ −⎣ ⎦
*

DS GS T DSI K V V V  (11.4)

From (11.4), V
GS

 can be obtained as:

 = + *DS
GS T

DS

I
V V

KV
 (11.5)

Combining (11.2) and (11.5) yields: 

 ( )1 pHDS
GS o

DS

I
V K

KV
ψ= + −  (11.6)

For I
DS

 and V
DS

 held constant, V
GS

 can be written as:

 ( )Const pHGS oV ψ= −  (11.7)

It is evident from (11.7) that any change in the electrolyte pH will result in 
a corresponding change in the gate voltage V

GS
. 

11.2.2 Differential ISFET Sensor

Figure 11.2 is a schematic representation of the differential measurement setup. 
The differential ISFET measurement configuration was applied to effectively re-
duce any additional common mode disturbances such as temperature dependen-
cy and common-mode noise compensation [7]. This configuration also solved 
the reference electrode problem (the problem of the liquid junction potential, 
which can also react very quickly to the change in ionic composition, this po-
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tential change possibly coinciding with the ISFET response to the sample). The 
unstable electrode-reference electrode potential is a common signal to the differ-
ential system and will thus not interfere with a final output signal [19]. Figures 
11.3 and 11.4 show both the block diagram and the schematic representation of 
the OFCC (refer to Chapter 10 for detailed information about OFCC).

11.3 pH Readout Circuit Based on an Operational Floating Current 
Conveyor 

A schematic diagram of a readout circuit based on OFCC is shown in Figure 
11.5. It provides an output current proportional to the difference in the voltage 
signals obtained from the ISFET and the REFET sensors. As shown in Figure 
11.5, the readout circuit consists of two identical parts, each respectively con-
nected to the ISFET sensor and the REFET sensor. Each part consists of three 
OFCCs. For the first part, OFCC (1) and OFCC (2) are configured as volt-
age followers, while OFCC (3) is a voltage to a current converter (i.e., a trans-
conductance amplifier). Similarly, in the second part, OFCC (4) and OFCC 
(5) are configured as voltage followers, while OFCC (6) is a voltage-to-current 
converter. 

The readout circuit provides the appropriate bias for the ISFET and the 
REFET sensors. OFCC (1), OFCC (2), OFCC (3), and OFCC (4), which are 

Figure 11.2 Differential measurement setup of an ISFET-system with a reference electrode [10].
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configured as voltage followers, convey the voltage drop across R
1
 and R

2
 to the 

drain sources of the ISFET and REFET, respectively. To ensure good system 
accuracy, the circuit has to maintain the drain current and the drain-to-source 
voltage of both the ISFET and REFET devices as constantly as possible and 
independently of the threshold voltage. In this configuration, the drain current 
(I

DS1
) of the ISFET is fixed by the current sink I

S2
 and the drain-to-source volt-

age (V
DS1

) is fixed by the current source I
S1

 and the resistor R
1 
as shown in Figure 

11.5. Similarly, the drain current (I
DS2

) of the REFET is fixed by the current 
sink I

S4
 and V

DS2
 is fixed by the current source I

S3
 and the resistor R

2
 (see Figure 

11.5). Any change in the pH of the solution results in a corresponding variation 
in the threshold voltage of both the ISFET and the REFET sensors. This in turn 
influences V

GS 
; see (11.7). Now since V

G
 is the reference voltage and can take 

any value, in our circuit V
G 

= 0, the change in pH will change V
A
 and V

B 
. As we 

mentioned previously, the ISFET is more sensitive to the variation of the pH 
than the REFET. Therefore, V

A
 will be higher than V

B 
. V

A
 and V

B
 are conveyed 

Figure 11.3  Block diagram representation of the operational fl oating current conveyor.

Figure 11.4  Circuit scheme of the OFCC. 
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to the output terminals V
o1

 and V
o2

 via OFCC (2) and OFCC (5), respectively. In 
order to convert V

o1
 and V

o2
, which represent the change in pH into current (i.e., 

I
out1

 and I
out2

), OFCC (3) and OFCC (6) are used. The total output current (I
out

) 
is the difference between I

out1
 and I

out2
 (i.e., I

out
 = I

out1 
− I

out2
). Since I

out1
 is related 

to the output voltage coming from the ISFET (V
out1

) and I
out2

 is related to the 
output voltage coming from the REFET (V

out2
), I

out
 is related to the deferential 

voltage V
out1

–V
out2

. 

Figure 11.5 New differential ISFET current mode readout circuit (From: [21]. Reprinted with per-
mission.)
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11.3.1 Simulation Results

The proposed differential ISFET coupled with current-mode readout circuit 
was simulated using PSPICE-2G (BIOSPICE). The circuit shown in Figure 
11.5 was constructed using an ISFET sensor, a REFET sensor, and six OFCCs. 
Each OFCC was constructed using a current feedback amplifier (AD846AQ, 
Analog Devices), together with current mirrors composed of a transistor array 
(CA3096CE, Harris). In the operating pH range 2–12, the differential ISFET 
readout circuit is biased with supply voltages V

DD 
= |V

SS
| = 10V, I

S2 
= I

S4 
= I

DS1 
= 

I
DS2 

= 50 μA, I
S1 

= I
S3 

= 2 μA, V
DS1 

= V
DS2 

= 0.2V, R
1 
= R

3 
= 100 kΩ and R

W 
= R

2 

= R
4 
= 1 KΩ. These component values ensure that the ISFET and REFET oper-

ate in the linear region as required. The reference electrode is connected to the 
ground (i.e., V

ref  
= 0 potential).

Figure 11.6 shows the output characteristics of the differential ISFET read-
out circuit. This plot exhibits a good linear dependence of the output voltages 
V

o1
 and V

o2
 on the pH of the electrolytic solution in the 2–12 range considered. 

As shown in Figure 11.6, the ISFET sensor, which is covered by a Si
4
N

3 
sensitive 

layer, has a pH sensitivity of about 52 mV/pH. The REFET sensor, which is cov-
ered by a SiO

2
 layer, has a pH sensitivity of about 33 mV/pH. Figures 11.7 and 

11.8 show the output currents I
out1

 and I
out2

 of the voltage to current converters 
OFCC (3) and OFCC (6). The transconductance of each one of these converters 
is 0.093 mA/0.1V. Figure 11.9 shows the differential output current I

out
, which 

Figure 11.6 Plot of the output voltage Vo1 and Vo2 versus solution pH. (From: [21]. Reprinted with 
permission.)
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represents the difference between I
out1

 and I
out2

 with respect to the differential 
voltage V

out1
−V

out2
. The simulation results demonstrate that the proposed current 

mode readout circuit works properly and provides a good performance. 

Figure 11.7 Plot of the output current (Iout1) versus Vout1. (From: [21]. Reprinted with permission.)

Figure 11.8 Plot of the output current (Iout2) versus Vout2. (From: [21]. Reprinted with permission.)
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Table 11.1 shows a comparison between different read-out circuits with 
respect to constructions, the pH sensitivity, the type of the output (i.e., voltage 
or current), and the number of active elements used to implement these circuits.

11.4 pH Readout Circuit Using Only Two Operational Floating Current 
Conveyors

A schematic diagram of the proposed readout circuit is shown in Figure 11.10 
[20]. It provides an output current proportional to the difference in the current 
signals obtained from the ISFET and the REFET sensors. As shown in Figure 

Table 11.1 
Comparison Between Different ISFET-Based pH Sensor Readout Circuits

Reference
Sensitive 
Layer Used

pH Sensitivity
mV/pH

Type of Active 
Elements Used

Kind of
Output

[9] Si3N4 52 2 Current

[11] SnO2 58 1 (op-amp) Voltage

[13] Si3N4 58 1 (op-amp) Voltage

This chapter Si3N4 52 1 Current

Figure 11.9 Plot of the output current (Iout) versus the differential output voltage (Vout1−Vout2).
(From: [21]. Reprinted with permission.)
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11.10, the readout circuit consists of two OFCC, each respectively connected to 
the ISFET sensor and the REFET sensor. OFCC (1) and OFCC (2) are con-
veying the current pass through ISFET and REFET, respectively, to the output 
terminals (i.e., I

1
 and I

2
; see Figure 11.10), and then these currents are subtracted 

at the output node and pass into the load resistance (R
L
). Therefore, in the case 

of I
DS1 

= I
DS2

, there is no current difference at the output (I
out 

= 0). Thus, we can 
get a high common-mode rejection (CMR). In this configuration, the drain-to-
source voltage (V

DS1
) of the ISFET is fixed by connecting a voltage source V

DD 
to 

the drain. As a result of the voltage tracking between the X and Y terminals of the 
OFCC, the source voltage V

s1 
= V

y1 
= 0, so the source voltage is fixed, and the gate 

voltage (the reference electrode) is fixed by connecting a battery to the reference 
electrode (see Figure 11.4). Therefore, the conditions mentioned in (11.4) are 
now valid, and any change in the pH of the solution results in a corresponding 
variation in the threshold voltage of the ISFET sensor. This in turn influences 
the output current of the ISFET (I

DS1
). Similarly, the drain voltage (V

DS2
) of the 

REFET is fixed by the voltage source V
DD

, the gate voltage is constant (see Figure 
11.4), any change in the pH of the solution results in a corresponding variation 
in the threshold voltage of the REFET sensor, and consequently I

DS2
 will change 

as well [see (11.4)]. As we mentioned previously, the ISFET is more sensitive to 
the variation of the pH than the REFET. Therefore, I

DS1
 will be higher than I

DS2
. 

I
DS1

 and I
DS2

 are conveyed to the output terminal via OFCC (1) and OFCC (2), 

Figure 11.10  Current-mode readout circuit using 2-OFCC. (Reprinted from [20] with  permission.)
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respectively. The total output current (I
out

) is the difference between I
DS1

 and I
DS2

 
(i.e., I

out
 = I

DS1
−I

DS2
). 

Taking into consideration the current tracking errors of the OFCC, the 
current tracking error between ports X, Z+, and Z− is:

 α ε+= −1  (11.8)

and

 1γ ε−= −  (11.9)

where ε+ and ε− denote the finite current tracking error at the high impedance 
outputs Z+ and Z−, respectively. Thus, port currents may then be expressed as 
I

Z+ = αIx and I
Z− = γIx. Therefore, I

1
, and I

2
 are defined by (11.7) and (11.8), 

respectively:

 α=1 1 1DSI I  (11.10)

 γ=2 2 2DSI I  (11.11)

Therefore, the output current I
out

, which is the difference of I
DS1

 and I
DS2

, 
can be obtained from (11.10) and (11.11):

 α γ= − = −1 2 1 1 2 2out DS DSI I I I I  (11.12)

For ideal OFCCs, α
1 
= γ

2 
= 1. Thus, the output current is:

 = −1 2outI I I  (11.13)

From (11.13), we can observe that the output current is the difference be-
tween I

DS1
 and I

DS2
, as required. In other words, we can observe that the proposed 

topology has a high common-mode rejection (CMR) for the common-mode 
current (i.e., I

1 
= I

2
).

11.4.1 Simulation Results

The OFCC has been constructed using a current feedback amplifier (AD846AQ, 
Analog Devices) together with the current mirrors composed of transistor arrays 
(CA3096CE, Harris). The differential ISFET coupled with current-mode read-
out circuit was simulated, using PSPICE-2G (BIOSPICE). The circuit shown 
in Figure 11.10 was constructed using an ISFET sensor, a REFET sensor and 
two OFCCs. In the operating pH range 2–12, the differential ISFET readout 
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circuit is biased with supply voltages V
DD

 = V
DS1

 = V
DS2 

= 0.2V, and R
W1 

= R
W2 

= 
R

L 
= 1 KΩ. The reference electrode is connected to a constant voltage (i.e., V

ref 

= 0.8V). These values ensure that the ISFET and REFET operate in the linear 
region as required. Figure 11.11 shows the output characteristics of the differ-

Figure 11.11  The output currents of the ISFET and REFET. (Reprinted from [20] with permission.)

Figure 11.12  The output current Iout versus the difference current between IDS1 and IDS2. (Re-
printed from [20] with permission.)
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ential ISFET readout circuit. This plot exhibits a good linear dependence of the 
output currents I

DS1
 and I

DS2
 on the pH of the electrolytic solution in the 2–12 

range considered. As shown in Figure 11.11, the ISFET sensor, which is covered 
by a Si

4
N

3
 sensitive layer, has a pH sensitivity of about 7.2 μA/pH. The REFET 

sensor, which is covered by a SiO
2
 layer, has a pH sensitivity of about 1.7 μA/

pH. Figure 11.12 shows the differential output current I
out

, which represents the 
difference between I

DS1
 and I

DS2
 with respect to the pH. The simulation results 

demonstrate that the proposed current-mode readout circuit works properly and 
provides a good performance. The small discrepancy between I

out
 and I

DS1
−I

DS2
 

is due to the nonidealities of the active components [i.e., the current tracking 
errors between W and Z+ and the W and Z− terminals of OFCC (1) and OFCC 
(2), respectively]. 
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  Effective dipole moment



214 Lab-on-a-Chip: Techniques, Circuits, and Biomedical Applications 

a Particle radius

K Claussius-Mosotti polarization coefficient

σp
 Particle conductivity

σ
m
 Medium conductivity

τ
MW

  Maxwell-Wagner charge relaxation time

ω
c
  Crossing frequency

ω Angular frequency

λ Line charge density

z Vertical position in frame of reference

ρ Radial position in cylindrical coordinates

h Height above the ground plane

Φp
 Potential in spherical coordinate

F Force

εp
 Particle permittivity

ε
m
 Media permittivity

E Electric field strength

V Scalar electrical potential
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q Free charge

Kn Polarization coefficient



 List of Symbols         215                 

K
2
 Quadrupole r5 polarization coefficient
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