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ABSTRACT OF THE DISSERTATION

Linearization of CDMA Receiver Front-Ends

by

Vladimir Aparin
Doctor of Philosophy in Electrical Engineering (Electronic Circuits & Systems)
University of California, San Diego, 2005

Professor Lawrence E. Larson, Chair

The CDMA receiver sensitivity can be significantly degraded by the cross modula-
tion distortion (XMD), which is generated primarily by the LNA. To analyze XMD, this
dissertation proposes a new model of the reverse-link CDMA signal. The derived XMD
expression is used to specify the requirement to the input 3rd-order intercept point (IIP
of CDMA LNAs.

Among linearization techniques suitable for the CDMA LNA design, this dissertation
investigates the optimum out-of-band tuning, optimum gate biasing, and derivative super-
position (DS) methods. These techniques are analyzed using the Volterra series. Practical
LNA designs are used to confirm the theoretical results.

The optimum out-of-band tuning can be applied to both the difference-frequency and
2nd-harmonic terminations, or just one of them. It is shown that optimizing both termina-

tions results in a higher IR but the latter is very sensitive to the tone frequency. Using

XV



just a low-frequency low-impedance input termination is more suitable for high-volume
production, but it works only under certain restrictions on the BJT cut-off frequency, the
emitter degeneration impedance and the 2nd-harmonic input termination.

This dissertation proposes a novel bias circuit to automatically generate the gate-
source voltage at which the 3rd-order derivative of the FET transfer characteristic is zero.
However, at RF, the IIPpeak shifts from this voltage and becomes smaller due to the 2nd-
order interaction. The proposed optimum tuning of the drain load impedance improves
lIP3, but its peak remains shifted relative to the bias for zero derivative. Thus, a manual
bias adjustment is required, which makes;\ry sensitive to the bias variations.

The DS method extends the bias voltage range in which a significaniniftrove-
ment is achieved. However, the 2nd-order interaction still degradesitlRF. A modified
DS method is proposed to improve i{lFAn observation is made that the composite FET in
both the conventional and modified DS methods exhibits a higher NF than that of a single
FET. This phenomenon is theoretically attributed to the contribution of the induced gate

noise of the FET operating in the subthreshold region.
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Chapter |

Introduction

.1 Coexistence of Wireless Standards

The genesis of todays wireless technology began in the early 1980s with the intro-
duction of the analog cellular systems, which were designated as the First Generation (1G).
These systems utilized frequency modulation for speech encoding and frequency division
multiplexing as an access technique. They supported only voice communications, had poor
sound quality, low cell capacity, short battery life, and were vulnerable to fraud and eaves-
dropping. This technology is still being used in many parts of the world today.

The explosive growth in the number of mobile subscribers demanded a higher cell ca-
pacity. As a result, in early 1990s, the Second Generation (2G) standards were introduced.
Unlike the analog 1G systems, the 2G systems rely on digital modulation and sophisticated
digital signal processing. They are categorized by two multiple access techniques: Time
Division Multiple Access (TDMA) and Code Division Multiple Access (CDMA) [1]. The
TDMA-based Global System for Mobile communications (GSM) has become the world’s
most widely used digital air interface due to its early entry and universal acceptance as a

pan-European standard, which allowed roaming throughout the European Union. The latter



feature proved to be so desirable that GSM was accepted in many other parts of the world.
Though superior to TDMA, CDMA took a distant 2nd position in the world and became
dominant in North America, Japan, and South Korea. Besides increasing cell capacity and
voice quality, the 2G systems enabled wireless data transmission, longer battery life, and a
host of other digitally-based services, such as call waiting, call forwarding, caller ID, and
encryption.

Following the demand for high data-rate applications, such as internet access and
wireless video, the third generation (3G) systems were introduced in late 2001. Two ri-
val 3G standards were proposed: Wideband CDMA (WCDRK&)d CDMA2000. The
differences between these two standards are relatively minor, mostly small discrepancies
in parameter choices, with one exception: the issue of whether or not to synchronize base
stations. The CDMA2000 standard was designed to be an evolutionary path for cdmaOne
system, whereas WCDMA was proposed as a replacement for GSM, without backward
compatibility.

The process of upgrading wireless networks with next generation technologies is not
instantaneous and universal; it depends on readiness of base station operators. Therefore,
in the same geographical area covered by different service providers, several standards can
coexist. This coexistence is especially diverse in the US, which has adopted the policy
of technology neutralitygranting the licensees the freedom to choose any standard. As a

result, such carriers as Verizon Wireless and Sprint PCS deployed cdmaOne, while AT&T

To distinguish 2G CDMA systems from 3G CDMA systems, the former are also called cdmaOne.
2In Europe, this standard is known as the Universal Mobile Telephone Service (UMTS).



Wireless, Cingular Wireless, and T-Mobile deployed GSM. These 2G standards coexist
with the Advanced Mobile Phone Service (AMPS) used in 1G systems. The main charac-
teristics of these standards are summarized in Table I.1.

Table I.1: Main characteristics of cellular systems in North America.

Multiple Uplink Downlink Channel

Standard Access Frequency Frequency Spacing
Method Band [MHZz] Band [MHZz] [MHZz]
AMPS FDMA 824-849 869-894 0.03

cdmaOne CDMA | 824-849 (Cellular)| 869-894 (Cellular)] 1.25
GSw TDMA | 1850-1910 (PCS)| 1930-1990 (PCS)| 0.2

This coexistence of multiple standards in the same geographical area creates a hostile
jamming environment for radio receivers. For example, a cellular cdmaOne phone can be
jammed by either AMPS or GSM850 signals transmitted by offending base stations co-
sited with the home base stations. The interfering signals degrade the mobile RX sensitivity
and, eventually, can cause the handset to drop the call.

This dissertation will concentrate on mobile cdmaOne systems and will use the term

“CDMA” instead of “cdmaOne”.

.2 Cross Modulation Distortion in CDMA Receivers

Mobile CDMA systems use offset quaternary phase-shift keying (OQPSK) spread-

ing, which produces signals with non-constant (time-varying) envelopes. In addition to

3AT&T Wireless was acquired by Cingular Wireless on October 27, 2004.
4GSM in the US cellular and PCS bands are referred to as GSM850 and GSM1900, respectively.



transmitting non-constant envelope signals, CDMA systems operate in the full-duplex mode;
i.e., they receive and transmit signals at the same time. Such an operation requires different
frequency bands for signal reception and transmission. The transmitter (TX) and receiver
(RX) signal paths are separated at the antenna by a duplex filter (duplexer). Unfortunately,
duplexers have a finite isolation between the TX and RX ports, causing a TX signal leakage
to the RX input. The reduction in size of phones and, thus, of their components has led to
a lower TX-RX isolation attainable in the duplexers. The TX leakage to the RX input is
generally not a problem on its own, but it becomes dangerous in the presence of a strong
narrowband jammer (an AMPS or a GSM signal transmitted from an offending base sta-
tion collocated with the home base station). When a CDMA TX leakage and a narrowband
jammer pass through the low-noise amplifier (LNA), the odd-order nonlinearities of the
latter transfer the modulation from the TX leakage to the jammer, widening its spectrum
as shown in Fig. 1.1. This widened spectrum of the jammer is calteds modulation
distortion (XMD). It acts as an added noise. If the desired CDMA signal is received in
the channel adjacent to the jammer, XMD of the latter contaminates the desired signal,
reducing the RX sensitivity.

Besides XMD, the desired signal is also contaminated by the thermal noise generated
by the RX, the TX noise coupled through the duplexer, and the phase noise of the local os-
cillator (LO) reciprocally mixed with the jammer. A tolerable level of the total interference
is specified by thesingle-tone desensitizatiaequirement of the 1S-95 standard [2]. To

aid the LNA design satisfying this requirement, its XMD must be accurately quantified. It
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Figure 1.1: Cross modulation distortion in a CDMA transceiver.

can be either simulated at the transistor level using harmonic balance or circuit envelope
techniques or estimated analytically using behavioral modeling techniques [3], [4]. The
transistor-level simulations are rigorous, but require a substantial amount of computer time
and memory when a digitally-modulated signal is involved. The behavioral modeling tech-
niques significantly speed up the distortion estimation, but suffer from a lower accuracy due
to approximations of their circuit and signal models. The circuit transfer function is typi-
cally modeled by a power series [5]-[9] because of its simplicity. By definition, the power
series is only applicable to memoryless circuits, i.e., those with zero reactances and, thus,
frequency independent characteristics. However, it can be modified to include the memory
effects by making the series coefficients complex to fit the single-tone AM-AM and AM-
PM characteristics of a circuit [6], [7], or by expressing the series coefficients through the
corresponding intercept points, determined with the circuit reactances taken into account
[8], [9]. The latter approach is more accurate because it uses more than one discrete tone to

characterize the circuit nonlinearity and, thus, accounts for the circuit reactances at a larger



set of frequencies than just dc and harmonics of the fundamental frequency. A circuit can
also be modeled by a Volterra series [10] to accurately include the memory effects. But the
mathematical complexity of this approach limits its application to single-transistor circuits.
Another challenge of the behavioral modeling techniques is taking into account the
pseudo-random nature of a CDMA signal. The analyses presented in [5] and [6] treat a
CDMA signal as a Band-Pass Gaussian Noise (BPGN) by using the well-known expansion
formulas of the higher-order normal moments [11] to derive the output autocorrelation and
spectral density functions. The authors of [12] modeled a CDMA signal in the frequency
domain asn equal-power random-phase tones uniformly spaced within the signal band-
width and derived its distortions using the 2-tone intermodulation analysis. According to
the central limit theorem [11], witlh approaching infinity, this multi-tone excitation be-
comes BPGN, and its distortions are described by the same equations derived using the
Gaussian noise statistics. The Gaussian approximation of the TX leakage in a CDMA RX
leads to a triangle-shaped XMD spectrum [5], but the simulation results presented in [13]
and measured data indicate that the XMD spectrum has a “double-hump” shape. As a result
of this modeling inaccuraéythe Gaussian approximation overestimates the XMD power
closer to the jammer and, thus, requires an empirical correction [13]. The BPGN model of

a CDMA signal also overestimates its spectral regrowth [9].

5The Gaussian approximation can be justifiably used only for a forward-link CDMA signal with a large
number of Walsh-coded channels transmitted at the same frequency [7], [8]. These channels are summed
in the analog domain before quadrature modulation, and the resulting baseband signal approaches a normal
distribution according to the central limit theorem.



1.3 Linearization Techniques

For a mobile CDMA RX to meet the single-tone desensitization requirement, its LNA
must be very linear and, at the same time, have a low noise figure (NF) and high power gain.
It also should consume a low dc current to extend the battery life and have a low cost. The
latter goal recommends the use of Si technology, which offers a low cost material and a
high yield. It also offers a high integration level by allowing analog and digital blocks to
be integrated on a single chip.

The LNA linearity is typically measured by the 3rd-order intercept poing)(IWhich
can be referred to the input (H)Por output (OIR). Achieving a high IR in combination
with a low NF, high gain, low power consumption, and low-cost technology is a design
challenge, which can be met by using linearization techniques. Due to the phone sensitiv-
ity to the size and cost of its components, these techniques must be fairly simple. Omitting
costly and space-inefficient ones, the linearization methods suitable for a CDMA LNA can
be categorized as optimum biasing, linear feedback, optimum out-of-band terminations,
analog pre- and post-distortion, nonlinear feedback, and feedforward. The first three meth-
ods are based on optimization of the bias of the main active device and passive circuits
around it. The last four methods are based on adding nonlinear elements into the circuit to
compensate for distortion generated by the main device.

Linearization of LNAs based on envelope tracking has also been reported [14]. How-
ever, the interfering input signals of LNAs are typically very weak; therefore, extracting

their envelopes without using high gain amplifiers is challenging. Moreover, an LNA is



often subject to multiple interfering signals, including those whose distortion does not con-
taminate the desired signal. Envelope tracking methods can not separate the “dangerous”

interferers from others.

[.3.1 Optimum Biasing

This is the simplest technique. It does not require any additional hardware and uses
a device bias at which its fRs maximum.

For a common-emitter BJT biased in the forward-active region and operating at low
current levels, the device nonlinearities arise from the bias-dependent transconductance. In

this case, the input tone amplitude at the i’ given by

Az = V86, (.1)

whereg; is the thermal voltagéT'/q [15]. The IIP; can be found in terms of the delivered
input power. The dc input resistance of a common-emitter BH,is= fr¢: /I, Wwhere

O is the forward dc current gain and is the collector dc current. Therefore,

A2 4¢ I
[P, = 13 _ 77¢°C
s 2Rin ﬁF

(1.2)

We can see from (1.2) that the JBf a common-emitter BJT is proportional to its collector

dc current, and this dependence is often used to implement a high-linearity mode in LNAs
[16].

The above simplified analysis shows thaj i®independent on the collector-emitter

voltage. However, under high current conditions, when the effective transconductance



is dominated by the emitter degeneration impedance (emitter resistance and inductance),
the nonlinearity of the collector-base capacitance dominates, aniehdRRases with the
collector-emitter voltage [17]-[22]. The authors of [21] and [22] reported a significant
IP3; peaking at the collector current densities just below the onset of the Kirk effect (base
pushout).

For a common-source FET, thesIB a function of the gate-source voltage. It also
has a tendency to improve at high currents [23], which has been utilized in high-linearity
CMOS LNA designs [24]. But there is a gate bias voltage at the boundary of the moderate
and strong inversion regions at whichs I8xhibits a significant peaking due to a null in the
3rd-order derivative of the FET transfer characteristic [25]-[31]. This null can be utilized
to achieve a high linearity. However, it is very narrow and, thus, very difficult to maintain

over a wide range of operating conditions and process parameters.

.3.2 Linear Feedback

Invented by Harold S. Black in 1927 [32], feedback is the most widely known lin-
earization technique. It is based on feeding back a linearly scaled version of the output
signal and subtracting it from the input. The block diagram of the method is shown in
Fig. 1.2. To explain how the feedback affects the 3rd-order distortion, we will describe the

open-loop transfer function of the amplifier in Fig. 1.2 by the following power series

y(t) = are(t) + ase?(t) + age’(t) +- -, (1.3)
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Amplifier

x(t) + = e(t) y(t)

By(t)

Linear
Feedback
Network

Figure 1.2: Linear feedback method.

wherea; is the open-loop small-signal gain of the amplifier, and the higher-order coeffi-
cients (., as etc.) characterize the nonlinearities of the open-loop transfer function. Above,

e(t) is the error signal, given by

e(t) = =(t) = By(t), (1.4)

where/ is the feedback factor. The closed-loop transfer function can be represented by a

power series as

y(t) = cra(t) + cor®(t) + c3a®(t) + - . (1.5)

The coefficients:,’s are functions ot:,,’'s and 5. Their derivations can be found in [15]

and [33]. The two important coefficients are

a1
1+T°
as 2_@% T

(1+T)* o (1+T1)% (1:65)

cl =

(1.6a)
C3 =
whereT = a3 is the loop gain. As expected, the negative feedback reduces the small-

signal gain of the amplifier by a factor 6f + T'). The closed-loop 3rd-order nonlinearity,

represented by;, has two contributions: that of an open-loop 3rd-order nonlinearity, re-



11

duced by a factor of1 +7')*, and that of the 2nd-order nonlinearity. The latter contribution
is called thesecond-order interactiofil5]. For small values of the loop gaifi, the first

term of (1.6b) is dominant, and

a3

and, thus,
‘1
Arpg = 4 / \/ (1+T)3 (1.8)
C3

i.e., Arps is increased by a factor ¢f 4 7")%/2 in comparison with the open-loop case. For
large loop gains, the second term of (1.6b) dominates. But in most cases, its absolute value
is still much smaller thafus|, resulting in a significantly reduced distortion. Itis interesting

to note that, under this condition of a strong feedbatkxf 1), ¢; andcs have opposite
signs, i.e., the closed-loop amplifier always exhibits a gain compression regardless of the
behavior of the open-loop amplifier.

By rewriting (1.6b) as

2
cs = (1i—3T)4 <1 - jlfgw%) , (1.9)
we can see that, if; andas have the same sign (i.e., the open-loop amplifier exhibits gain
expansion)g¢s and, thus, the 3rd-order intermodulation distortion (IMDPan be made zero
by properly selecting the loop gaifh as a function oRa3/(a;as). This IMD; cancellation
has rarely been used in practical analog circuits because;thell is very narrow and,
thus, very difficult to maintain over a wide range of operating conditions and process pa-

rameters [33]. At RF, a parasitic ground inductance interferes with the describegl IMD

cancellation [34].
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Figure 1.3: Examples of negative feedback. (a) Series-series feedback through an emitter
degeneration. (b) Shunt-shunt feedback. (c) Shunt-series feedback or a common-base
amplifier.

There are three main approaches to apply a negative feedback in an amplifier: a
source or emitter degeneration, a parallel resistive feedback, and a common-gate or common-
base amplifier. Their examples are illustrated in Fig. 1.3. The common-gate or common-
base amplifier has the highest linearity among these approaches due to its lower input
impedance [35]. However, itis also the least suitable for LNAs due to its high NF [35], [36].
The inductive degeneration has the second best linearity according to the simulation results
presented in [37]. It is commonly used in LNAs to bring the conjugate input impedance
closer to the source impedance needed for the minimum NF. An improved linearity comes

as a benefit. The main drawback of the negative feedback method is the reduced gain.

1.3.3 Optimum Out-of-Band Terminations

This method uses distortion cancellation predicted by (1.9). However, (1.9) was de-
rived assuming that the circuit in Fig. 1.2 is broadband, i.e., its characteristics are frequency

independent. This assumption is invalid for RF circuits, whose reactances can not be ne-
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glected. Let us now consider the case of a frequency dependent feedback;fattan,
the coefficients;,,’s, describing the transfer function of the closed-loop amplifier, will also
be frequency dependent. Their derivations can be found in [38] and [39]. The two impor-

tant coefficients are

c1(w) z%}(w), (1.10)
B9 ) = T ) (14 Twn) (L + Twa)) (L1 Ts))
.{1 24} { T (ws + w3) T (wy + w3) T(wy + ws) ]}
Bajaz |1+ T(we +ws3) 1+T(w+ws) 14+T(w+ws)])’

(1.11)

whereT'(w) = a13(w) is the frequency dependent loop gain, and = w; + ws + ws.
The coefficient;(wy, ws, w3) defines the responsew@t + wy + ws. To find the coefficient
that defines the response at the IMdequency2w,; — w,, we simply replacev, with w,
andws with —ws, in (1.11). Assuming closely spaced frequencies, suchdhatr w, ~

(2w — wo) = w, We get

03(001,001, —wz) ~

as { |2 { M(Aw) | T(Ww) ”

(1+TwW)3P(1+T(-w) | 3aas |1+ T(Aw) 1+ T(2w)
(1.12)

whereAw = w; — wy. This expression is more general than (1.9). IMB cancelled when

the expression in the braces of (1.12) is zero. The second term in the braces represents
the contribution of the 2nd-order nonlinearity to IMD This nonlinearity generates the
difference-frequencyAw) and 2nd-harmonic2(v) responses and, after they are fed back

to the amplifier input, mixes them with the fundamental excitations, producirg.thew,

and2w,; — wq IMD 5 responses. The amplitude and phase of the 2nd-order contributions to
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IMD 3 depend on the values of the feedback components and the termination impedances
of the circuit atAw and2w, which is reflected by'(Aw) andT'(2w). These frequencies
are typically outside of the operating frequency band; therefore, the valu&s\ef) and
T'(2w) can be adjusted to reduce IMDy tuning the out-of-band terminations of the circuit
without affecting its in-band operation. This is the idea behind the linearization method
using the optimum out-of-band tuning. It is not necessary to have an intentional feedback
path for this method to work. The feedback can exist through circuit parasitics, such as
transistor capacitances and a parasitic inductance in the ground path of a common-emitter
circuit.

The effect of out-of-band terminations on IMI[bas already been recognized [40]-
[59]. The low-frequency input termination impedance is considered to be particularly im-
portant in reducing IMD. To prevent the difference-frequency response from modulating
the bias, this impedance is typically made as low as possible [42]-[56]. However, its op-
timum value is in general nonzero and complex [57]. It adjusts the amplitude and phase
of the difference-frequency response appearing at the circuit input such that the product
of its mixing with the fundamental response cancels the remaining;1idbns. Second-
harmonic tuning has also been used to improve linearity of amplifiers [58]-[60].

The described method of optimizing the circuit out-of-band terminations to reduce its
IMD 5 is somewhat related tow-frequencyand2nd-harmonic feedbadechniques [61]-
[66]. These techniques introduce intentional feedback paths at the corresponding frequen-

cies to achieve a certain degree of the distortion cancellation according to (1.12).
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[.3.4 Analog Predistortion

The idea of adding nonlinear elements to compensate for the distortion already present
in a circuit is not new [67]. The predistortion method adds a nonlinear element (also called
linearizer prior to an amplifier such that the combined transfer characteristic of the two
devices is linear. In practice though, it is impossible to cancel all orders of nonlinearity
simultaneously; therefore, the linearizer is usually designed to cancel the nonlinearity of
a certain order. The cancellation of the 3rd-order nonlinearity is more common because
it controls IMD; and the gain compression or expansion of an amplifier. If the amplifier
exhibits a gain compression, the predistortion linearizer is designed to have a gain expan-
sion characteristic, and vice versa. The linearizer can be either shunt or series, active or
passive. The simplest example of predistortion is a current mirror with an input current
flowing through the diode-connected device. Other examples are shown in Fig. 1.4. They
were developed to linearize power amplifiers (PAs) with gain compression and positive
phase deviation.

The series diode linearizer in Fig. .4(a) [68]-[70] works as follows. With an increas-
ing input power, the average dc current through the diode increases due to the rectification.
As a result, the equivalent series resistance decreases, causing a gain expansion of the lin-
earizer. In the shunt diode linearizer shown in Fig. 1.4(b) [71]-[73], the rectified dc current
through the diode also increases at higher input powers. But because the diode is biased
through a resistor, the voltage across the diode decreases, increasing the equivalent shunt

resistance and causing a gain expansion. If such a diode is placed in series with a base bias
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Figure 1.4: Examples of predistortion. (a) Series diode [68]-[70]. (b) Shunt diode [71]-
[73]. (c) Diode in a bias feed [74]-[77]. (d) Active bias [78]-[82]. (e) Shunt active FET
[83]. (f) Series passive FET [84].
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resistor of a BJT as shown in Fig. I.4(c), where the diode is implemented as the forward
biased base-collector junction @, [74], then the reducing voltage across this diode raises
the base dc bias of the main transistor at higher input powers, compensating for the gain
compression of the latter. The linearizing diode in the input bias feed can also be imple-
mented as a base-emitter junction of a BJT [75], [76], or a diode-connected FET [77]. The
latter implementation is suitable for CMOS PAs. The linearizer in Fig. 1.4(d) is based on
the same principle, but uses an active bias [78]-[82]. The linearizer in Fig. 1.4(e) [83] uses
a shunt FET {/;) biased near the threshold voltage, where the 3rd-order derivative of its
transfer characteristic is negative. It generates anjkéSponse in the input voltage bf;,

which cancels the IMPresponse generated by the 3rd-order nonlinearity/of Finally,

the linearizer in Fig. 1.4(f) uses a series FET switch, which acts as a variable resistor [84].
When biased near pinch-off, its resistance decreases with increasing input power, causing
gain expansion. The shunt inductors are used for attaining a negative phase deviation.

The described predistortion examples use a linearizer to compensate for the non-
linearities in both the transconductance and input capacitance of an amplifying transistor.
However, an input nonlinear capacitance can be compensated alone, as shown in Fig. 1.5
[85]-[88].

The main challenge of the described method of the open-loop analog predistortion is
to design a practical linearizer with the desired transfer function. Variations in the amplifier
transfer function, caused by tolerances of the manufacturing process, require manual tuning

of the linearizer from part to part, making this method costly and ill-suited for high-volume
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Figure I1.5: Examples of compensation for a nonlinear input capacitance. (a) By a shunt
diode [85]-[87]. (b) By a complementary FET [88].

production. An adaptive feedback is often added to overcome this drawback, but it makes
the circuit rather complex.

Another challenge of the predistortion technique is dealing with multiple contribu-
tions to the overall IMQ. Being a nonlinear circuit, a predistorter generates distortion
responses of many orders. Among them, only a certain order is used for the cancellation
of the overall IMD;. The examples in Fig. .4(a), (b), (e), and (f) rely on the IMi®-
sponses of the predistorter. Their desired magnitude and phase are such that, after being
linearly amplified by the main device, they cancel the IM@sponses generated by the
main device. The examples in Fig. 1.4(c) and (d) rely on the 2nd-order responses of the
predistorter, and more specifically, on the difference-frequency response. For a single-tone
excitation, this response is at dc and, thus, controls the input dc bias of the main device
in the mentioned examples. This bias affects the gain of the main device through the 2nd-
order nonlinearity of the latter. Therefore, the mentioned examples cancel the overall IMD

thanks to the interacting 2nd-order nonlinearities of the linearizer and the main device: the
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linearizer generates the difference-frequency responses at the input of the main device, and,
the 2nd-order nonlinearity of the latter mixes them with the fundamental responses, gener-
ating the correcting IMBresponses. However, besides the difference-frequency response,
the linearizer also generates the 2nd-harmonic responses, which also contribute to the over-
all IMD 5 through the same mixing mechanism in the 2nd-order nonlinearity of the main
device. The amplitude and phase of these 2nd-harmonic responses depend on the input
termination at the corresponding frequencies. The linearizer also generates its own IMD
responses, which are linearly amplified by the main device, adding to the overall IMD
These responses depend on the input termination at the operating frequency. Therefore, in
general, the overall IMPresponse of an amplifier linearized by a predistorter includes con-
tributions of 2nd and 3rd-order responses of both circuits. These contributions are complex
guantities, whose vectors are generally not aligned because they are produced by different
mechanisms and depend on different frequeficitlserefore, for the predistortion method
to achieve a high degree of the IMBancellation, both the in-band and out-of-band ter-
mination impedances of the amplifier must be optimally tuned. To avoid the necessity of
tuning the out-of-band terminations, a linearizer with zero 2nd-order nonlinearity can be
used. Such a linearizer has a symmetrical transfer characteristic around the bias point. It
can be implemented as antiparallel diodes [90]-[93] or a passive FET (see Fig. 1.4(f)).
Because of the difficulty to match the transfer function of a predistorter to that of

an amplifier and because of the 2nd-order contribution to the overalk )i open-loop

5The Volterra series analysis showing how cascaded nonlinearities contribute to the overall 3rd-order
transfer function and how these contributions define its frequency dependence can be found in [89] and [10].
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predistortion method reduces distortion only by 3 to 6dB on avérageries linearizers

also exhibit a high insertion loss of 3 to 6dB in L-band and, thus, are not suitable for LNAs.

Shunt linearizers have a typical insertion loss of 1 to 3dB in L-band, and, for the active

bias, it can be as low as 0.4dB [78]. To the author’s knowledge, the active bias is the only

predistorter used in LNAs [81], [82].

[.3.5 Postdistortion

Postdistortion is similar to predistortion, but uses a linearizer after an amplifier. Its
examples are shown in Fig. I.6. The first example is well known to analog designers: it uses
an exponential current-to-voltage converter in the form of a diode-connected load. At very
low frequencies, this load compensates for the transconductance nonlinearities of the input
BJT, producing a linear voltage. The second example uses a reverse biased diode connected
to the output of an HBT amplifier to compensate for the nonlinearity of its collector-base
capacitance [94]. The third example uses an active postdistortion linearizer [95]. Its op-
eration in the first-order, low-frequency approximation can be explained as follows. If the
gate-source voltage adf/; is undistorted and equal tg,, the gate-source voltage of;
is also undistorted due to the postdistortion actionVfbf even though the current df/;
is distorted. Neglecting the body effect, M; and M, have the same dimensions, then

Ugs3 = —Uin, and the currents af/; and M5 are

"The standouts are the shunt-diode and shunt-FET predistorters reported in [72] and [83], which improved
IP; up to 6dB and 13.9dB, respectively. But with an insertion loss of around 2dB, these predistorters are not
well suitable for CDMA LNAs.
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Figure 1.6: Examples of postdistortion. (a) Active diode load. (b) Reverse-biased diode to
compensate fof’},. nonlinearity [94]. (c) Active postdistortion [95].
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11 = §1Vin + 92711211 + 93“1311 +oeeey (1.13)

: 2 3
13 = —01Vin + O-QUin - Ugvin + Tt (|14)

Adding the two currents, we get

iout = (91 — Ul)vin -+ (92 -+ UQ)U?H + (93 - O'3>’Ui3n 4+l (|15)

Since the 3rd-order derivative of the FET transfer characteristic is nonmonotonic as a func-
tion of the gate-source voltage, it is possible to hids and M5 such thaty; = 03 and

o1 < g1. Then, the 3rd-order nonlinearity is cancelled without degrading the small-signal
gain. Typically, to achieve this distortion cancellatiovf; is biased in the strong inver-

sion region, and/; is biased close to the threshold voltage. Becaugalraws very little
current, its contribution to NF is relatively small.

Postdistortion has not found a wide acceptance yet despite resolving the NF issue of
the predistortion method. The main reason for the lack of popularity is that most lineariza-
tion techniques have been developed for PAs, and the latter have a very large signal swing
at the output, which makes it difficult to correct for the distortion. The other reason is that
a postdistorter reduces the power added efficiency (PAE) - a critical parameter in the PA
design. However, in LNAS, the output signal swing is relatively small, and PAE is not vital.

Therefore, the postdistortion method deserves a wider attention.
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[.3.6 Nonlinear Feedback

The nonlinear feedback method uses a linearizer in a feedback path of an ampli-
fier. Examples are shown in Fig. I.7. The nonlinear emitter-degeneration circuit shown in
Fig. 1.7(a) [96] compensates for the gain expansion exhibited byt small signal lev-
els. With increasing input power, the dc component of the rectified current through the
diode increases. Since all the dc current of the diode flows thréygkthe voltage across
the diode decreases, increasing the equivalent degeneration resistance and causing a gain
compression. In Fig. 1.7(b) [97], FEN/, operates in the triode region and is used to com-
pensate for the gain compressioniMf. As the input power increases, the current through
M, becomes clipped from the lower side, and, thus, its dc component increases. Because
all of the dc current of\/; flows through/;, the increased dc current of the latter causes
a gain expansion. As a result, the 3rd-order distortion is reduced by 3-5dB at high power
levels. The nonlinear shunt-shunt feedback in Fig. 1.7(c) [76] is used to compensate for
the gain compression of the main device. With increasing input power, the total dc cur-
rent through the diode in the feedback path increases due to the rectification. The voltage
drop across the diode is then decreases because of the resistor in series. As a result, the
equivalent feedback resistance increases, causing a gain expansion. The linearity of the
gain-compressing main FEN; in Fig. 1.7(d) [98] is also improved thanks to an increase
in the feedback resistance at higher signal powers. Larger voltage swings across the FET
varistor M, move its operating point closer to saturation, increasing its average resistance.

The linearization principle of the circuits shown in Fig. 1.7(e) and (f) [99], [100] has not
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Figure 1.7: Examples of nonlinear feedback. (a) Diode in an emitter-degeneration circuit
[96]. (b) FET in a source-degeneration circuit [97]. (c) Diode in a parallel feedback [76].
(d) FET varistor in a parallel feedback [98]. (e), (f) Voltage follower in a parallel feedback
[99], [100].
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been well explained. To the author’s opinion, the distortion is reduced thanks to the unilat-
eral gain-compressing characteristics of the voltage follower in the parallel feedback path.
The gain compression of this follower means a weaker negative feedback at higher power
levels, which compensates for the gain compression of the main detic&he distortion
is reduced by approximately 15dB, but at the expense of lower gain (6dB in [99] and 9dB
in [100]) and higher NF (7dB in [99] and 3dB in [100]).

The theory of the nonlinear feedback can be described using the block diagram in
Fig. I.2. If the transfer function of the feedback network is modeled by a power series with
coefficientss,’s, and the transfer function of the open-loop amplifier is modeled by (I.3),

then the 3rd-order coefficient of the closed-loop transfer function is [101]

ag  2a5 T S B 28 T _ 4dafayfy

A+TY @ (+TP | a+DF B Q+7yp| (1+1)F

(1.16)

C3 =

whereT = a;(,. The first two terms in (1.16) are the same as in (1.6b) and describe
the composite 3rd-order nonlinearity of the amplifier with a linear feedback. The third
term represents the composite 3rd-order nonlinearity of the feedback network with a linear
amplifier. Finally, the fourth term is created by interactions of the 2nd-order nonlinearities
of the amplifier and the feedback network. Neglecting the 2nd-order interactions by making
as = (33 = 0, we see that the 3rd-order nonlinearity of the open-loop amplifier is suppressed
by a factor(1 + T')* as before, but the 3rd-order nonlinearity of the feedback network is
not suppressed at all. In fact, for a large loop gdin$ 1), this nonlinearity is amplified

by a factor ofl /3{, wheref; < 1, and, for a small loop gairf{ < 1), it is amplified by a

factor ofa}, wherea, is the small-signal open-loop gain of the amplifier.
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Figure 1.8: Feedforward linearization technique.

If a nonlinear feedback is used to linearize an amplifier, its contribution to the overall
distortion should be comparable to that of the amplifier, which means that the nonlinearities
of the feedback network should be approximatglyimes weaker than the nonlinearities of
the amplifier. Because, is typically very large, even small deviations in the nonlinearities
of the feedback network will result in large variations of their contribution to the overall
distortion, limiting the level of its suppression. For this reason, the nonlinear feedback

method did not find a wide acceptance.

.3.7 Feedforward

The feedforward technique was invented in 1924 by Harold S. Black in an attempt
to linearize telephone repeaters [102]. Here we will deviate from the traditional feedfor-
ward linearization scheme, which uses couplers and delay lines, and will a simpler, more
general scheme shown in Fig. 1.8. This technique is based on splitting the input into two
signals amplified by two amplifiers with different transfer characteristics such that, upon

combining their output signals, their distortions cancel each other.
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Figure 1.9: Examples of feedforward linearization. (a) Multi-tanh doublet. (b) Cross-
coupled CMOS differential pairs.

One of the well known implementations of this technique is the multi-tanh doublet
shown in Fig. 1.9(a) [103], [104]. It consists of two differential pairs connected in parallel,
with BJTs in each one of them having different emitter widths. These widths are denoted
by the scaling ratios 1 and, wherea < 1. The combined differential output current can

be modeled by the following power series in terms of the differential input voltage:
fout = J1Vin + GoVE + gavd 4+ - . (1.17)

A simple analysis shows that the composite transconductance and the 3rd-order expansion

coefficients are, respectively,

IO 4o
= 1.18
2 _
o Iy 4a(a® —4a+1) (1.19)

T60F (14 o)
As can be seen, making= 2 — /3 results in zergy; and, thus, zero 3rd-order distortion.

With this value ofa, the composite transconductance is reduced by 1.5 times, or 3.52dB,
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relative to the transconductance of a simple differential pair with the same total current.
Though often used in low-frequency analog circuits, the multi-tanh method has not yet
been used in RF LNAs (to the author’s knowledge). Several publications have reported
using it for WCDMA downconversion mixers [105], [106], but with kI®f only -6...-
3dBm. One of the reasons for such a poor linearity is the second-order interaction, whose
contribution to IMD;, being significant at RF, is not cancelled by this method.

An approach similar to the multi-tanh method has been adapted for CMOS differen-
tial pairs [107]-[110]. It is shown in Fig. 1.9(b). The differential pair formed/di and
M, can be viewed as the main amplifier, whereas the pair formed0énd M, is an
auxiliary amplifier, whose purpose is to cancel IM&f the main amplifier. Assuming the

square-law characteristics of the FETs, the combined differential output current is given by

Kuv? Kv?
out = Vi /K Igy [ 1 — 4;’“1 — vn/aK By 1 — % (1.20)
0 0

whereu, is the differential input voltagek” is the transconductance parametenffand

M, anda < 1 andj < 1 are the scaling ratios explained in Fig. 1.9(b). The corresponding

power series coefficients are

g1 =K (1= Vad), (1.21)

1 K3 a3
gs = 3 I_O <1 — E) : (1.22)

If 3 is designed to be equal i@, g; is zero, and the transconductance is degraded by
(1 — o?). To reduce the gain degradationshould be chosen as small as possible. For

example, for = 0.5, the gain is degraded by 2.5dB.
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An approach similar to the one shown in Fig. 1.9(b) is used to linearize the differential
CMOS LNA in [111]. In this LNA, both the tail current and the differential FETs of the
auxiliary amplifier are scaled by the same ratioThe input signal of the main amplifier
is attenuated times the input signal of the auxiliary amplifier. Using the block-diagram
in Fig. 1.8, with amplifier A being the main amplifier and amplifier B being the auxiliary

amplifier, we can write their transfer functions as

Ya(t) = a1 8z(t) + as(Bx(t))?, (1.23)

yp(t) = alayz(t) + azz®(t)], (1.24)

where we have neglected the 2nd-order terms for simplicity. After subtragtingfrom

Ya(t), we get

y(t) = ya(t) — () = (B — )arz(t) + (8° — a)asz®(2). (1.25)

If ais designed to be equal &, the 3rd-order distortion is cancelled, and the fundamental
signal is attenuated hy(1—3?). The choice of3 is somewhat free. However, it is desirable
to maximize the overall gain. In this case, the optimum valug isf1/+/3 and the overall
gain is reduced bg+/3/9, or 8.3dB, relative to the gain of the main amplifier

This implementation of the feedforward linearization technique suffers from several
drawbacks. First, the overall gain of the composite amplifier is significantly degraded.

The power gain reported in [111] is only 2.5dB. Second, NF is unacceptably high due to

the fact that the noise powers of the two amplifiers add, while their desired signals subtract.

80ur treatment of this case is different from the one presented in [111], where the overall gain is unfairly
calculated relative to the attenuated signal of the main stagedt€.)), which gives a higher overall gain.
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Third, splitting the signal with a well controlled attenuation value is technically challenging
without using bulk coaxial assemblies. The presented analysis did not take into account
the 2nd-order interaction, which also affects the match of the transfer functions and, thus,
reduces the degree of distortion cancellation.

The reviewed feedforward linearization techniques are designed to work with dif-
ferential amplifiers. Thelerivative superpositio(DS) method proposed in [112] can be
applied to single-ended amplifiers. It uses the fact that the 3rd-order derivative of the trans-
fer characteristics of FETs and degenerated BJTs changes from positive to negative with
an increasing input bias. The distortion cancellation is achieved by connecting two devices
in parallel and biasing them in different regions of their transfer characteristics, in which
the signs of the 3rd-order derivative are opposite. With the proper device scaling and bias-
ing, the composite 3rd-order derivative can be made zero for an extended range of biases.
Examples of the DS method are shown in Fig. 1.10. The two FETs in Fig. 1.10(a) have
different input biases: one is biased in the strong inversion region, and the other is biased
in the weak inversion (WI) region [112]-[115]. The latter FET has a negligible gain, but
yet increases the overall input capacitance of the composite transistor, reducing the overall
cut-off frequency and, thus, degrading the overall gain and NF. The gain and NF can be
improved by replacing the FET biased in the WI region by a BJT, as shown in Fig. 1.10(b)
[116]. For the same amount of the transconductance nonlinearity, the dc current of a BJT is
lower than that of a FET in the WI region, and its cut-off frequency is higher. To eliminate

the need for the on-chip dc blocking capacitors, which occupy a large die area and typi-
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Figure 1.10: Examples of DS method. (a) Conventional DS method using two parallel FETs

in saturation [112]-[115]. (b) A FET in parallel with a degenerated BJT [116]. (c), (d) A
FET in saturation connected in parallel with a FET in triode [117], [118].

cally degrade the LNA NF, the input FETs can be biased at the same gate-source voltage
as shown in Fig. 1.10(c) and (d) [117], [118]. In this case, different inversion levels and
the resulting opposite signs of the 3rd-order derivatives are achieved by biasing the input
FETSs at different drain voltages. FEW, is biased in the saturation region, and FET is
biased in the triode region thanks id;.

Besides the mentioned lower gain and higher NF, another significant drawback of the

DS method is the effect of the 2nd-order interaction on Byiwhich makes it difficult to
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achieve a high degree of distortion cancellation.

.4 Dissertation Focus

Recognizing the importance of modeling XMD in CDMA LNAs and the deficiencies
of the existing treatments of a CDMA signal, we proposed a new, time-domain CDMA sig-
nal model, based on mathematical description of the reverse-link modulator [119]. Using
this model, we derived a closed-form expression of XMD in a weakly-nonlinear circuit as
a function of the signal properties and the circuit gain and.llPor the first time in the
technical literature, the “double-hump” XMD spectrum shape was correctly predicted by
this expression and attributed to the statistical properties of the CDMA signal. The circuit
in [119] was modeled by a Volterra series, which made the XMD analysis very complex
and difficult to follow. However, its final result is very simple and could have been obtained
using a power series model of the circuit, with the expansion coefficients expressed through
the appropriate intercept points. This dissertation uses the CDMA signal model proposed in
[119] and the power series method to derive an essentially the same XMD expression as in
[119], but using only a few simple steps. The measured data is used to confirm the theoreti-
cal results. The derived XMD expression is then used to develop the linearity requirements
of CDMA LNAs. These requirements in combination with other design goals, such as low
NF, high gain, low dc current, and low-cost, high integration-level implementation, make
the LNA design very challenging and suggest the use of linearization techniques. Among

the latter, we considered the optimum out-of-band tuning, optimum gate biasing, and DS
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method as the most promising, based on their ability to meet all the design goals.

The method of optimum out-of-band tuning has been previously implemented by op-
timizing either a difference-frequency or second-harmonic termination. As it is shown the-
oretically and experimentally in [120], both terminations must be optimized simultaneously
to achieve the lowest distortion possible. The \Volterra series analysis presented in [121]
shows that simply reducing the bias circuit impedance to reduce;)JMBPwas proposed
in [42]-[44], works only under certain restrictions on the BJT cut-off frequency, emitter de-
generation impedance, and 2nd-harmonic input termination. This dissertation reviews the
\olterra series theory of the optimum out-of-band tuning and the methods for generating
the desired circuit terminations. It also shows that the low-frequency low-impedance input
termination is a very robust linearization technique, but is only suitable for BJTs, not FETS.
While BJTs have many advantages over FETSs, including high cut-off frequency, high gain,
and low NF, FETSs are the only active devices available in CMOS technology, which offers
a low cost - one of the key goals of the CDMA RX design.

Among the linearization techniques suitable for FET LNAs, the optimum gate bias-
ing is the simplest. It is based on biasing a FET at the gate-source voltage at which the
3rd-order derivative of its dc transfer characteristic is zero. Such biasing causes an IMD
null. However, this null is very narrow and, thus, requires precise biasing at the mentioned
voltage. A novel bias circuit is proposed in [122] to automatically generate this voltage in
the presence of process and temperature variations. Its sensitivity to mismatches between

FETs is analyzed. In addition to being narrow, the IMill is shown to shift at RF from
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the bias voltage for zero 3rd-order derivative and become shallow, causing a lower IIP
peak. This behavior is theoretically attributed to the 2nd-order interaction, which becomes
stronger at RF due to stronger parasitic feedbacks around a FET. This dissertation reviews
the dc and RF theories of the optimum gate biasing and proposes an approach to reduce
the degrading effect of the 2nd-order interaction on BWPRF. Even though this approach
increases the [iPpeak, the latter remains shifted relative to the gate bias for zero 3rd-order
derivative; thus, a manual bias adjustment is required, which makeséhy sensitive to
the bias variations.

The DS method extends the bias voltage range in which a significaninibtove-
ment is achieved. As a result, its sensitivity to the mentioned variations is reduced. How-
ever, as explained in [123], the 2nd-order interaction still degradgsatiRF. A modified
DS method is proposed to improve {IAn addition to high linearity, a low NF is another
design goal for CDMA LNAs. In [123], an observation is made that the composite FET in
both the conventional and modified DS methods exhibits a higher NF than that of a single
FET. A possible theoretical explanation is given for this phenomenon. This dissertation
reviews the dc and RF theories of the conventional DS method and, based on the Volterra
series analysis, explains the principle of operation of the proposed modified DS method.
We also give a detailed theoretical explanation of the higher NF of the composite FET in

the DS method.
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|.5 Dissertation Organization

The dissertation consists of seven chapters:

Chapter I is an introduction of cross modulation distortion in CDMA mobile RXs and
methods to analyze and reduce it. An accurate XMD estimation is important for developing
linearity requirements of CDMA LNAs. Deficiencies of existing CDMA signal models are
addressed. Different approaches to meet these linearity requirements are reviewed.

Chapter Il derives the time-domain model of a reverse-link CDMA signal, summa-
rizes its statistical properties, and compares them to those of BPGN. The \olterra series
approach in modeling the LNA nonlinear transfer function is compared to a much simpler
power-series approach. A closed-form expression of XMD in a CDMA LNA is derived
and compared to the measured results.

Chapter Il derives the llPand NF requirements of CDMA LNAs, based on the RX
sensitivity and single-tone desensitization requirements of the 1S-95 standard. The closed-
form expression of XMD, obtained in Chapter Il, is used in these derivations.

Chapter IV explains the theory of the optimum out-of-band tuning technique based
on the \Volterra series analysis of a common-emitter circuit. An optimization routine of the
difference-frequency and 2nd-harmonic terminations is described. A much simpler version
of this linearization technique, using only the low-frequency low-impedance input termi-
nation, is investigated. Different methods for generating such a termination are reviewed.
Two practical LNA examples are described to prove the theories.

Chapter V explains the dc theory of the optimum gate biasing, and describes the
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novel bias circuit that automatically generates the optimum bias voltage. The effect of dc
offsets on the bias circuit operation is analyzed. The effect of the 2nd-order interaction on
lIP; at RF is also analyzed. An approach to increase the pealsiiifoposed. A practical
example of a CMOS LNA using this approach is described.

Chapter VI explains the theory and limitations of the conventional DS method. A
modified DS method is proposed to improve the;lferformance at RF. Its principle of
operation is explained based on the Volterra series analysis. The NF performance of the
composite FET in the DS method is analyzed by extending the van der Ziel noise theory
to the subthreshold region. A practical example of a CMOS LNA using the modified DS
method is described.

Chapter VII concludes the whole dissertation.



Chapter Il

Analysis of Cross Modulation Distortion
In Mobile CDMA Systems

1.1 Introduction

As was mentioned in the previous chapter, a mobile CDMA RX is a subject to in-
terferences from offending base stations and from its own TX, whose signal leaks through
the antenna duplexer to the LNA input. After passing through the LNA, a narrow-band
jammer and the TX leakage become distorted. Particularly, the jammer spectrum widens
due to XMD. This spectral splatter can contaminate the desired signal if the latter is re-
ceived in the channel adjacent to the jammer. As a result, the RX sensitivity is degraded.
The phone specification that deals with this contamination is the single-tone desensitiza-
tion requirement. To determine whether an LNA passes this requirement, its XMD must be
accurately estimated. Among different methods to quantify XMD, behavioral modeling is
the simplest and fastest. But it requires accurate models for the CDMA signal and the LNA
transfer function.

This chapter begins with a mathematical description of a CDMA reverse-link modu-

lator, which yields a simple analytical model of an OQPSK signal. Based on this model, the

37
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statistical properties of the reverse-link CDMA signal are derived and compared to those of
BPGN. Then, the behavioral modeling issues of the LNA transfer function are discussed.
The proposed OQPSK signal and LNA transfer function models in combination with sta-
tistical methods are then used to derive a closed-form expression of XMD as a function of
the signal properties and the circuit gain and;lIPhe theoretical results are compared to

those derived using the Gaussian approximation and to the measured data.

1.2 Time-Domain Model of Reverse-Link CDMA Signal

and Its Statistical Properties

A CDMA reverse-link modulator uses OQPSK spreading. Its block-diagram is shown
in Fig. 1l.1. A +1-valued data stream is first splitinto the | and Q branches of the modulator
and multiplied by orthogonal pseudo-noise (PN) codes with the chipitate 1.2288M
chips/sec. The codes are assumed infinitely long. The Q sequence is delayed by half a
PN chip time. Each sequence is then multiplied by the baseband filter impulse response

resulting in the following baseband signals:

[e.e]

I(t) = ) ixh(t+ (¢/7 — K)T), (I.1a)
Q(t) = i aeh(t + (¢/m — k+1/2)T), (11.1b)

wherei, andg; are uncorrelated random numbers taking valuesiowvith equal probabil-

ity, h(t) is the baseband filter impulse responsés a random phase uniformly distributed
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Figure 11.1: CDMA reverse-link modulator.

in (0,27), andT is the chip time equal td/R.

The 1S-95 baseband filter is implemented as a 48-tap finite impulse response fil-

ter. With an acceptable accuracy, it can be modeled as an ideal low-pass filter with the

cutoff frequency ofb/2 and infinite impulse responggt) = sinc(bt), wheresinc(z) =

sin(mz)/(mz) andb = 1/T = 1.2288MHz. The impulse and frequency responses of this

brick-wall filter are compared to the 1S-95 filter responses in Fig. 1.2. With this approxi-

mation, the filtered | and Q signals are given by

[e.e]

I(t) = Z i sinc(bt + ¢/m — k), (1.2a)
k=—o00

Qt) = i qr sinc(bt + ¢/m — k +1/2). (11.2b)
k=—o00

After the baseband pulse-shaping, the | and Q signals are modulated on two carriers

in quadrature and summed, producing an OQPSK signal:

c(t) = I(t) cos(wrxt + 8) + Q(t) sin(wrxt + ), (1.3)

wherewrx is the angular frequency of the carriers ahis their random phase indepen-
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dent of¢ and uniformly distributed ir{0, 27). Equations (l1.2a)-(l1.3) constitute the time-
domain model of an OQPSK signal with unity variance.

For a distortion analysis using statistical methods, it is important to know the mo-
ments ofi, andg; in (11.2a) and (11.2b). The following 1st and 2nd-order moments do not

need an explanation:

Efix} = E{q} =0, (I1.4a)

Elirq} = E{ir} E{q} =0, (11.4b)
1, ifk=1

Eliyii} = E{grqi} = o = , (11.4c)

0, otherwise

whereFE{} is the statistical average (or expectation) operatoriand the Kronecker delta.

We will also need the following 4th-order moments [124]:

E{iyitimin} = E{@c@qmn} = 0ki0mn + OkmOin + OknOim — 20510kmOkn, (11.5a)

E{iriigman} = E{irii} E{¢man} = Ski6mn- (11.5b)

The first three terms on the right side of (11.5a) reflect three occurrences of the case with
two pairs of equal indexes, which yields{ii;i,in} = E{q:qqmq.} = 1. These terms
also count the case= | = m = n three times, yielding 3. HoweveE{i}} = E{q¢!} = 1;

therefore, the correction term24,,9.,.0r, In (11.5a) had to be applied.
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1.3 Comparison of CDMA Signal with BPGN

According to the interpolation formula of the sampling theorem [125], any signal
confined to the ban@-b/2,b/2) can be accurately represented by an infinite sum of the
sinc pulses spaced periodicallyb sec apart and weighted by the signal samples at the
corresponding time instants. So, equations (11.2a)-(11.3) can be viewed as a general time-
domain model of two band-limited signals modulated in quadrature on a carrierjwith
andg, being their samples. If these samples are normally distributed, (1.2a)-(11.3) describe
BPGN. So, the important difference between a CDMA signal and BPGN is in the statistical
properties of their baseband samplgsindg,. Some of these properties are compared in
Table 11.1. As can be seen from this table, the 1st and 2nd-order moments of the baseband
samples are the same for these signals, whereas the 4th order moments are different. This

difference is also expected for higher order moments.

Table 11.1: Moments of the baseband samples of a CDMA signal and BPGN.

Moment OQPSK BPGN
. 0, nisodd 0, n is odd
E{iy}, E{q;} _ n! .
1, niseven 2T n is even
Elivi}, E{qra} Okl Skt
Elirq} 0 0

Eligiini,}t, 0k10mmn + OkmOim + OknOim
{ o } . ’ : ot 5k15mn + 5kméln + 5kn5lm

E{4:q019man} —20110km Ok
E{Zk’zlqmqn} 6kl5mn (5kl(5mn
All odd-order 0 0

Let us also compare the power spectral density (PSD) functions of the above sig-
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nals. First, we need to derive the autocorrelation function. As shown in Appendix A, this
function uses the correlation propertiesipéindg, which are the same for the considered

signals, and, therefore, they have the same autocorrelation given by
R.(7) = sinc(b7) cos(wrxT). (1.6)

Applying the Fourier transform to (11.6) and using tiddener-Khinchintheorem [11], we

get the following PSD of an OQPSK signal and BPGN:

+o0 1/(2b), ||w|—wa| Sﬂ'b

Se(w) = / Ro(T)e “Tdr = (1.7)

[e.o]

0, otherwise.

So, despite different statistical properties of the baseband samples, a reverse-link CDMA

signal and BPGN spectrally look the same.

1.4 LNA Behavioral Modeling

A power series is the simplest way to describe a transfer function of a nonlinear
circuit. It is well suited for low-frequency, memoryless circuits. However, a CDMA LNA
operates at RF; therefore, its reactances can not be neglected. In this case, a Volterra series
is more appropriate. This section will show that a power series can still be used to account
for the reactances of an RF circuit as long as the series coefficients are expressed through
the appropriate measures of the circuit nonlinearity.

Let the transfer function of the LNA in Fig. 1.1 be expanded into the following
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\olterra series:
y(t) = Cl(S> (@) I(t) —+ 02(51, 82) (@) .I‘2<t) —+ 03(81, S, 83) (e} .§C3(t> + .- s (”8)

whereC,,(s1, s2,-- -, s,) IS the Laplace transform of theth-order Volterra kernel, also
often called as theth-order nonlinear transfer function = jw is the Laplace variable, and
the operator 8” means that the magnitude and phase of each spectral componétit pf
is to be changed by the magnitude and phasg,0f,, s, - - - , s,,), where the frequency of
the component isy + ws + - - - + w,, [15].

Let the input signal of the LNA consist of a continuous-wave (CW) jamfjens(w;t)
and a TX leakage, modeled by (I1.3) with the deterministic baseband sifjitals Q(t) =

cos(Awt/2),i.e.,
z(t) = Ajcos(wjt) + Arx cos(Awt /2) [cos(wrxt) + sin(wrxt)], (1.9)

wheref was set to O for simplicity. Trigonometric manipulations show th@} contains
three spectral componentsy, wrx — Aw/2, andwrx + Aw/2. The first one has the
amplitude of4;, and the latter two have the amplitude A)ffx/\/ﬁ. Let us denote the
frequencies of these spectral components,as,, andws, respectively. Substituting (11.9)
into (11.8) and neglecting the nonlinear terms of the order higher than three, we will find
that the LNA output contains the following spectral components among others:

|C1(s1)] Aj cos [wit + £C1(s1)]

3

+ 2 |C3(s1, 52, —s3)| Aj ATk cos [(wy — Aw)t + £C3(s1, 9, —53)]

3
+ 1 |C3(817 — 389, 83)| AJ’A?[‘X COS [(CUJ' + Aw)t + ZC3<81, — 389, 83)} . (”10)
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They describe the amplified jammer with two sidebands representing XMD. We are in-
terested in the amplitudes of these sidebands. They depend on the input signal strengths
as well as the magnitudes of the corresponding 3rd-order nonlinear transfer functions. The
purpose of the behavioral modeling is to relate these transfer functions to widely-used mea-
sures of nonlinearity. Since, in this particular case, the input signal consists of three single
tones, the nonlinear transfer functions defining XMD can be found frontriple-beat
distortion factor(TB).

If a circuit is driven by three tones at;, wy, andws, with the amplitudes of4,
As, and As, respectively, its output contains the following spectral components, which are

similar to (11.10):

|C1(s1)] Ay cos [wit + £C1(s1)]
3
+ 5 ’03(81, S9, —83)’ A1A2A3 COS [(wl —+ Wo — a)g)t + 103(81, S9, —83)}
3
+ 5 |Cg(81, — 89, 85)| A1A2A3 COS [(wl — Wy + w‘g)t + ZCg(Sb —S9, 83)} . (”11)

TB is measured as the ratio of the amplitude of one of the sidebands atguiodthe

amplitude of the response @f:

3’(%(Sh'_5%33)A2A3. (1.12)

TB = -
2 01(51)

In the TB definition, the three tones have an equal amplitude. However, after taking the
ratio, one of the amplitudes cancels out; therefore, only the remaining two have to be equal
(A, and A5 in our example). As in the case of JPused to characterize IM)we can

introduce the triple-beat intercept point (TBIP), defined as the power of the tongsat
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w3 at which TB=1. Substituting TB=1 and, = A3 = A into (11.12), we can find:

2 01(81)
A =4/= 11.13
- \/3'03@1,_52,53)’ (113
and
Tpip = Atee _ L) CGi(s) (11.14)
2 3 03(51,—82783) . .

The advantage of using TBIP instead of TB is that the former is independent on the signal
strength. It can be measured by varying the power of all three tones simultaneously or by
varying the power of just the, andws tones. The latter approach results in 2:1dB slope of
the triple-beat distortion power versus the input power of the mentioned tones.

From (11.14), we can easily derive the nonlinear transfer function that controls XMD:

_ _ |Ci(s1)]
|C3(s1, —52,53)| = STRIP (1.15)

The quantity|C(s1)| is simply the square root of the circuit power gain.at Therefore,
to find the 3rd-order nonlinear transfer function that defines XMD, we can use a triple-beat
test in which one of the tones is at the jammer frequency, and the other two tones of equal
amplitude are within the bandwidth of the TX leakage as shown in Fig. 11.3.

Though TB or TBIP are the most suitable measures of the LNA nonlinearity that
generates XMD, they are not as widely used in LNA specifications gs T’see how the
3rd-order transfer function can be expressed through We will substitute the following

two-tone input into (11.8):

x(t) = Ay cos(wit) + Ag cos(wat). (.16)
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Figure 11.3: Triple-beat test to probe for the LNA nonlinear transfer function that controls
XMD.

We will find that the LNA output contains the following spectral components among others:
|C1(s1)] A1 cos [wit + LC1(s1)] + |Ci(s2)| Az cos [wat + £C(s2)]
3
+ Z ’03(81, S1, —82)’ A%AQ COS [(2&)1 — CUQ)t + 103(51, S1, —82)]

3
+ 1 |C3(s9, 89, —51)| A3A; cos [(2wy — wi )t + LCs(s, 59, —51)] - (1.17)

The (2w; — w9) and(2ws — wy ) Spectral components represent IMrhe 3rd-order inter-

modulation ratio (IM) is defined as

IM; =

3 ‘03(517317_32) A2 (1.18)

Z_l Cl (82)

With the two input tones having equal amplitudé, (= A, = A), lIP3 is defined as the

power of each tone at which IM1. Substituting IM=1 into (11.18), we can find:

4 01(81>
A =4/ = 1.1
s \/3 '03(827527—51> 7 ( 9)
and
A2 . 2 C (81)
[Py = =13 _ 2 L . 11.20
3 2 3 ‘03(82,82,—81) ( )
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From (11.20), we can easily derive the transfer function that controlsJMD

_ 2|Cl(51)|_

‘03(52,82,—81)‘ = ?)IIP3 (”21)

It is important to understand the differences betwég(s,, s», —s1) in (11.21) and
Cs(s1,—$2,s3) in (I1.15). These functions determine a distortion response appearing at
the frequency equal to the sum of their arguments. They themselves depend on the circuit
impedances at frequencies equal to their arguments and their possible linear combinations.
In a triple-beat test wittf; = f;, fo = frx — Af/2, andf; = frx + Af/2, the frequency
of the distortion response controlled bY(s;, —s2, s3) iS f; + Af. Assuming that\ f <
fi — frx, the frequencies on whic’;(s,, —s2, s3) depends aré\ f, f; — frx, frx, fi,
and f; + frx. Inan IMDs test withAf = f, — fi and fi = f, = f;, the frequency of
the distortion response controlled B%(s2, s2, —s1) is f; + Af, i.e., the same as in the
triple-beat test. Assuming tha&tf < f;, the frequencies controlling’s (s, so, —s;1) are
Af, f;, and2f;. They are different from those controlliig;(s;, —s2, s3) in the triple-beat
test. Therefore, these transfer functions are in general different except when the circuit
impedances are the same at the following pairs of frequenti¢sand f; — frx, frx and
fi» [; + frx and2f;. In the rest of this chapter, we will assume that the mentioned transfer
functions are the same and will use JI&s their measure.

At the beginning of this section, we chose the \olterra series model of the LNA
output to show how the excitation frequencies and their linear combinations affect the 3rd-
order transfer function controlling a particular distortion response. Because the frequency

of this response is known ahead of time, we can expigés,, s, s3) in (11.8) through the
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appropriate intercept point (TBIP or JPand replace &” with multiplication. The linear
transfer functior; (s) can be expressed through the circuit gain at the frequency of the tone
to which the distortion response is compared. If other terms of the series are neglected, it
would look like a power series with the 1st and 3rd-order coefficients expressed through the
circuit gain and intercept point, respectively. Such a power series can accurately capture

the effect of the circuit reactances on the particular distortion response.

1I.5 Derivation of XMD Spectral Density
Let the input signal of the LNA in Fig. I.1 be
x(t) = Ajcos(wjt + 1¥) + Arx rmsc(t), (11.22)

where the first term describes a CW jammer with a constant ampliiydad a random
phasey, uniformly distributed over the intervaD, 27), and the second term describes a
TX leakage with the root-mean-square amplitublg ,,s.

The LNA output can be modeled by the following truncated power series
y(t) = crx(t) + esa(1), (11.23)

where we have neglected the 2nd-order term because it does not contribute to XMD. The
nonlinear terms of the order higher than three were also neglected because most RX cir-
cuits operate well below their 1dB gain compression points. Such circuits exhibit so-called

weakly nonlineabehavior. We have chosen the power series model of the LNA output
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based on its equivalence to the \olterra series model, provided:¢haill be later ex-
pressed through IPas explained in the previous section.
Substituting (11.3) into (11.22) and the latter into (11.23), we get multiple spectral

components, among which we are interested in the following one
3
yxmp(t) = §C3AjA'2FX,rms [17(t) + Q*(t)] cos(wjt + ). (11.24)

This component represents the jammer modulated by the sum of the squared baseband
signals used for the TX signal modulation. Therefore, at the LNA output, the modulation

of the TX leakage is transferred to the jammer, which is the essence of XMD. Because the
modulation signals in (11.24) are squared, the bandwidth of XMD is twice the bandwidth of
the TX leakage. This XMD contaminates the desired signal if it is received in the channel
adjacent to the jammer. The total power of the portion of XMD that falls into the desired
signal band has to be quantified in order to determine the LNArgBuirement. This goal

can be achieved by knowing the PSD of XMD.

The first step is to find the autocorrelation functiony@fp (¢):

RXMD(T) = E{?JXMD(O)QXMD(T)}
9

— J2RP2, cos(err)

4
CE{P(0)1(1) + QX0)QX(r) + I(0)Q*(r) + IA(1)Q(0)},  (11.25)

where P, = A?/2 and Prx = Afx ., are the jammer and TX leakage input powers,
respectively.

The 3rd-order expansion coefficiefit can be expressed through JIBsing (11.21).
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We get

, 4G

_ e 11.26
“ 7 9 TPy (11:26)

whereG is the power gain of the circuit equal &. Substitution of (11.26) into (11.25) gives

G PP}
Rxup (1) = —==
11P3

cos(wjT)
B{PO)F() + Q)G + FO)QX) + POQ0)} . (1.27)

The randomness of the baseband sigi&ls andQ(t) is due to the randomness of
their samples, andg; and their phase. Therefore, the average of any functioniqf)
andQ@(t) can be computed by sequentially averaging this function fvandg, and then
overd if necessary. We will begin the evaluation®Bf{ 72(0)7*(7)} in (11.27) by taking the
average ovei first:

EAP(0)P(1)} = Y Eigiripi,} sinc(¢/m — k) sinc(¢/m — 1)

k,lmm

-sinc(br + ¢/m — m) sinc(br + ¢/m — n), (11.28)

where the summation operator with four indexes denotes four independent infinite sums

over these indexes. Substituting (I1.5a) into (11.28), we get

EAP(0)(1)} = Zsin02(¢/7r — k) Zsian(bT + ¢/m — k)

k=—00 k=—0c0
2

+2 Zsinc(gzﬁ/w — k) sinc(br + ¢/m — k)

k=—o0

-2 isin&(gﬁ/w — k) sinc®(br + ¢/m — k). (1.29)

k=—o0
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Using symbolic math as explained in Appendix B, we can find closed form results of the
above infinite sums. Substituting these results into (11.29) and taking the average, over

we get
1 — sinc(2b7)

o (11.30)

E; 4 {I*(0)I*(1)} = 14 2 sinc?(br) — 2
It can be shown thak, , {Q?(0)Q*(1)} = E;, {I*(0)I*(7)}.
The averagé?; , {7?(0)Q*(7)} in (11.27) can be expanded as

Eig {IP(0)Q*(7)} = > Efixitgngn} sinc(¢/m — k) sinc(¢/m — 1)

k,lmm

- sinc(br + ¢/m — m) sinc(br + ¢/m — n). (1.31)
Using (11.5b), we get

Ei{IP(0)Q* (1)} = ) sinc®(¢/m — k) Y sinc’(br +¢/m—k)=1.  (I.32)

The average?; , {7*(7)Q?*(0)} is also equal to 1.

Substituting the evaluated averages into (11.27), we get

4G P.P?
Rxmp(T) = ?;X cos(wjT) |1+ sinc?(br) —
3

1 — sinc(2b7)
e (11.33)

It can be shown that the summand 1 in the brackets of (11.33) represents a distortion compo-
nent that is spectrally coincident with the jammer. We are only interested in those distortion
components that are adjacent to the jammer. Therefore, we will rewrite the final result for

the autocorrelation function of XMD as

4G P, P? 1 — sinc(2b1
Rxmp(T) = —H%,QTX —( )
3

o (11.34)

cos(wjT) | sinc?(br) —
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Taking the Fourier transform of (11.34), we get the following two-sided PSD:

2G P, P2y

b 1ipe (= ) (11.35)

SXMD (U) =

for ju| < 1, whereu = (Jw| — w;)/(27D). It can be shown that XMD from BPGN is

described by (11.35) withu|(1 — |u|) replaced with(1 — |u]).

1.6 Comparison of Theoretical and Measured XMD Spec-

tra

As a basis to compare theoretical and measured XMD spectra, we used an amplifier
with G = 14.5dB andIIP; = —6.7dBm. The TX leakage and jammer input powers were
-25dBm. The measurement was done using a spectrum analyzer, which plots power within
the resolution bandwidth (RBW) versus frequency. This plot is equivalent to a single-sided
PSD. To convert the theoretical two-sided PSRy p(u) into the corresponding single-
sided spectrum, it was multiplied by two. The theoretical and measured single-sided XMD
spectra are plotted in Fig. 1l.4. For comparison, this figure includes the XMD spectrum
predicted by the Gaussian approximation. As can be seen, the proposed OQPSK signal
model agrees well with the measured results, whereas the Gaussian approximation does

not predict the XMD spectrum shape correctly.
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Figure I1.4: Theoretical and measured single-sided XMD spectra.

1.7 Conclusions

We have proposed a new model of an OQPSK signal based on the mathematical
description of a CDMA reverse-link modulator. Using this model, we showed that the
statistical properties of the CDMA reverse-link signal are different from those of BPGN.
We also showed that the power series model of the LNA transfer function can accurately
take into account the circuit reactances if the expansion coefficients are expressed through
the appropriate intercept points. Based on the proposed signal and transfer function models,
we derived a closed-form expression of XMD in a CDMA LNA. It agreed well with the
measured results, whereas the Gaussian approximation overestimated XMD closer to the
jammer. The derived expression can be used to predict XMD of CDMA LNAs and to

specify their IIR.



Chapter Il

Derivation of NF and Linearity
Requirements for CDMA LNAsS

[11.1 Introduction

As was explained in Chapter I, XMD generated by a CDMA LNA degrades the RX
sensitivity in the presence of ajammer. To be able to estimate XMD, its closed-form expres-
sion was derived in the previous chapter based on the proposed models of the TX leakage
signal and the LNA transfer function. This expression characterizes XMD in terms of the
LNA 1IP5; and the signal properties, such as the input power and bandwidth. However,
XMD is only a part of the total interference that degrades the RX sensitivity. Other con-
tributors to this interference are the thermal noise generated in the RX, the thermal noise
coupled from the TX through the antenna duplexer, and the LO phase noise reciprocally
mixed with the jammer [126]. All of these contributors must be quantitively estimated to
determine the linearity requirement of a CDMA LNA and choose the appropriate lineariza-
tion method.

This chapter first quantifies the tolerable contribution of the RX thermal noise and

derives the NF target for CDMA LNAs based on the sensitivity requirement of the phone.
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Then, the targets for the LO phase noise and the LNA&ife derived using the single-tone

desensitization requirement of the 1S-95 standard.

[11.2 Thermal Noise

As was mentioned earlier, there are two major contributors to the RX thermal noise:
the noise generated by the RX itself and the TX noise in the RX band coupled through
the antenna duplexer to the LNA input. Let us denote the corresponding available noise
powers, referred to the antenna connector and integrated over the desired signal bandwidth,
as Ngrx and Ntyx, respectively. The combined noise degrades the RX sensitivity, which is
measured as the minimum power of the desired signal (forward-link CDMA signal) at the
antenna connector at which the frame error rate (FER) does not exceed a specified value.

The maximum tolerable RX thermal noise power is set bydigeiver sensitivity and
dynamic rangeequirement of the 1S-95 standard [2]. The power of the received desired
signal at the mobile station antenna connector is denotég asthe standard. This signal
contains several traffic channels transmitted at the same frequency and dedicated to differ-
ent users in the same cell. The fractional power of a traffic channel in the desired signal
is described as the ratio of the energy per PN chip in the traffic chahifelfo the total
power of the transmitted signal at the base station antenna conngctéwcording to the
RX sensitivity and dynamic range requirement, the RX FER must not exceed 0.5% when

the desired signal power is -104dBm/1.23MHz at the mobile antenna, with the fractional
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power of the dedicated traffic channel of -15.6dB, i.e.,

I, = 10710910 W, (l1l.1a)
Etr
I_c — 10~15:6/10 (11.1b)

As specified by the standard, to guarantee 0.5% FER for a traffic channel in a white
Gaussian noise, the ratio of the average energy per data bit to the effective noise power
spectral densityEf"/N;, should be 4.5dB or more. The maximum allowed thermal noise

at the antenna can be computed using the following CDMA equation [2]:

I - I, x EY /I,
oc Egr/Nt

G,, (111.2)
where . is the interference power within the desired signal bandwidth referred to the
antenna connector, ar@, is the processing gain equal to the ratio of the spreading rate
(1.2288Mcps) to the data rate (9.6kbps).

It is often much easier to reduce the RX thermal noise than other contributors to the
total interference in the presence of a strong jammer. Therefore, reddgiRg- Ntx
beyond the sensitivity requirement would give more room for XMD and the reciprocally
mixed LO phase noise. For this reason, some margin is applied to the required sensi-
tivity of -104dBm/1.23MHz. This margin is typically 4dB for a cellular-band RX and
2.5dB for a PCS band RX. The corresponding sensitivities of -108dBm/1.23MHz and -

106.5dBm/1.23MHz are also used by wireless carriers as a benchmark of the phone per-

formance. Substituting these sensitivities dpd= Ngrx + Ntx into (lll.2), we get the
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following requirement to the total thermal noise:

10710710 cellular RX
Nrx + Nrx < mW]. (111.3)

107105:5/10° PCS RX

The TX noise density in the RX band is typically -135dBm/Hz at the power amplifier output
in both RX bands. Characteristics of some commonly-used SAW duplexers are listed in
Table 1ll.1, whereLrx is the TX-antenna insertion loségx is the antenna-RX insertion

loss, Lrx—_rx rx IS the TX-RX isolation in the TX band, anfirx_rx rx is the TX-RX
isolation in the RX band. As can be seen, a typifak_rx rx iS 45dB for a cellular
duplexer and 40dB for a PCS duplexer. Therefore, the TX noise density in the RX band
at the antenna is typically -180dBm/Hz for a cellular RX and -175dBm/Hz for a PCS RX.
Dividing both sides of (111.3) by 1.23E6 and subtracting the estimated TX noise densities,
we will find that the thermal noise generated by the cellular and PCS RXs should not exceed
-168.2dBm/Hz and -167.1dBm/Hz, respectively, which corresponds to the cascaded NFs of
5.8dB and 6.9dB, respectively. As can be seen from Table IIl.1, the antenna-RX insertion
loss is typically 3.2dB for a cellular duplexer and 4.2dB for a PCS duplexer. Most CDMA
phones operate in both bands, and, in addition to the cellular and PCS duplexers, they use
a diplexer to separate the two bands. Its typical insertion loss is 0.5dB along the cellular
path and 0.6dB along the PCS path. Adding these losskgt@nd subtracting the results

from the cascaded NFs, we will find that the NF of both RXs without the front-end duplex
and diplex filters should not exceed 2.1dB. To meet this requirement, the LNA maximum

NF is usually specified to be 1.8dB with the power gailn©tt 1dB.
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Table 111.1: Characteristics of typical cellular and PCS SAW duplexers

Fred. Ltx Lrx Lrx—rxrtx Lrtx-rxrx Size

Duplexer

Band [dB] [dB] [dB] [dB] [mm?]
Murata

Cell. 23 35 55 45 3.8x3.8
SAYDV836MABOFO00
Fujitsu

Cell. 23 33 55 45 3.8x3.8
FAR-D5CF-881M50-D1F1
Sawtek 856356 Cell. 23 3.0 55 45 3.8x3.8
EPCOS B7630 Cell. 25 3.2 54 46 3.8x3.8
Sanyo

Cell. 25 33 57 44 3.8x3.8
SS836P881PM22(ES-2)
EPCOS LM56A Cell. 3.0 45 55 46 3.0x2.5
Agilent ACMD-7402 PCS 35 38 54 45 3.8x3.8
Murata

PCS 35 4.2 55 45 5x5
SAYHP1G88EDOFO0OR02
EPCOS B7634 PCS 35 45 50 44 5x5
Fujitsu

PCS 35 4.2 50 40 5x5
FAR-D6CZ-1G9600-D1X3
Sanyo

PCS 4.0 43 50 40 5x5

SS188P196QL12(ES-Q7)
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1.3 LO Phase Noise

Another interference to a CDMA RX comes from the LO phase noise, which mixes
with a strong jammer in the RX mixer, producing unwanted noise products at the inter-
mediate frequency (IF). This phenomenon is called reciprocal mixing and is explained in
Fig. lll.1. The LO phase noise combined with the RX thermal noise and XMD degrade
the RX sensitivity in the presence of a jammer. The maximum allowable total interference
power I, in this case is set by thgingle-tone desensitizatiolequirement of the 1S-95
standard, in which the jammer is considered to be a CW signal. The test conditions for this
requirement are summarized in Table 111.2, whéte,, and Prx .., are respectively the
jammer and TX leakage powers at the antenna connectot, ghi the diplexer insertion
loss in the corresponding frequency band. As defined in [2], the RX FER must not exceed
1% when the received desired signal povigris -101dBm/1.23MHz with the fractional
power of the dedicated traffic channel of -15.6dB. Assuming that the total interference has
a Gaussian distribution, the minimuf} /N, is 4.3dB for 1% FER.

The LO phase noise that contaminates the desired signal band is confined to the
(fo — b/2, f, + b/2) offset frequency range, whejfg is given in Table IIl.2. Let us denote
the phase noise power integrated over this range and referenced to the LO carrier power as
N,. Assuming that the VCO phase noise exhibits a typigg frequency dependence in

this range V4 can be calculated as follows

fotb/ 2
o (f—) 0f = So(fa) 2L (I1.4)

No=sitho [ (5 [y

fo—b/2
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Figure Ill.1: Reciprocal mixing in a superheterodyne receiver.

Table 111.2: Single-tone desensitization test conditions

Parameter Cellular RX PCS RX
Jammer power at

-30dBm -30dBm
antennap’; ant
TX power at antennal’rx ant 28dBmM-Lyx — Laip 28dBmM—Lyx — Laip*
Jammer offset from

0.9MHz 1.25MHz
RX channel,f,
RX-TX channel offset 45MHz 80MHz
Data rate 9600bps 9600bps
Forward-link signal power

. -101dBm/1.23MHz -101dBm/1.23MHz

at mobile antenna connectdy,
Traffic channel fractional

-15.6dB -15.6dB

power,E% /I,

*In contrary to the requirements of the 1S-95 standard, wireless carriers test the single-tone desensitization
of a PCS RX at the maximum output power of the the power ampilifier (typically, +28dBm) with the open-loop
power control.
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whereS,( f,) is the VCO phase noise density at the frequency offset

The reciprocal mixing interference component referenced to the antenna connector
can be calculated &, P, ..., in the linear domain [35]. For now, we will neglect XMD and
add 3dB margin td¥, /N, to account for XMD later. Substitutinrx + Ntx + NP, ant

in place of/,. in (111.2), we can derive the following requirement:
Nix + Nox + NgPane < 107102810 (W), (111.5)

SubstitutingP, ., = —30dBm and (l11.3) into (111.5), we will find thatV, should not ex-
ceed—74.9dBc for a cellular RX and-76.2dBc for a PCS RX. Substituting these numbers
into (111.4), we will find that the LO phase noise density should be less than -138.5dBc/Hz

at 900kHz for a cellular RX and -138.3dBc¢/Hz at 1.25MHz for a PCS RX.

[11.4 Cross-Modulation Distortion

Among the RX front-end stages, it is the LNA that is responsible for most of XMD.
The post-LNA RF SAW filter (see Fig. 1.1) significantly attenuates the TX leakage such
that XMD generated in the mixer and the following stages is negligible. Therefore, it is
safe to assume that XMD in a CDMA RX is generated entirely by the LNA.

As it is shown in Fig. 111.2, only a portion of the total XMD power falls into the
desired signal band. Let us denote this portion referred to the antenna conneétemas

It can be found as

fi+b L L
P = 2 / dip RXSXMD(U)df, (111.6)

fj“rfo_b/Q G
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Figure I11.2: XMD spectrum of a jammer adjacent to the desired signal.

whereG is the LNA power gain,Sxyp(u) is the XMD PSD given by (11.35), and =
(f—f;)/b. The factor of two is included in (l11.6) to take into account the negative frequency
spectrum. Replacing/ with bdu in (111.6) and changing the integration domain(tf, /b —
1/2,1), we find

Pxyvp =

4Pj,antP’I2’Xé <§ _ &)2 (111.7)
P2 b \2 b))’ '

where we took into account the fact thiat, Lex P, = P, .n¢ in the linear domain. Using

the f, values from Table 111.2 and converting (I11.7) to the log domain, we get

2.4, cellular RX
Pxymp = P ant + 2Prx — 21IP3 — [dBm)]. (111.8)

5.0, PCSRX
We should remember thdtrx is the TX leakage power at the LNA input, which can be
related to the transmitted power at the antenn&as= Prx ant + Laip + L1rx — LTx—RrX,TX
in the log domain.
Applying the CDMA equation (111.2) to the total interference and using the sensitivity

requirements for the single-tone desensitization test without any margins, we can derive the
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following requirement:
Nix + Nrx + NgP,ane + Peup < 1079810 [mW), (111.9)

Substituting (111.5) into (111.9), we fill find thatPx\p should be less than -102.8dBm. Sub-
stituting this value into (111.8) and using the data from Table IIl.2, we get the following

requirement for the LNA IR

63.2 — Lrx_rx,Tx, Ccellular LNA
[Pz > [dBm]. (111.10)

61.9 — Lrx_rx.1x, PCSLNA
As we can see, the LNA IlPtarget is inversely proportional to the duplexer TX-RX isola-
tion in the TX band. Referring to Table Ill.1, the minimubax_rx rx Of typical cellular
and PCS SAW duplexers is 55dB. Thus, thesliBrgets of cellular and PCS LNAs are
+8.2dBm and +6.9dBm, respectively. Since the combined jammer and TX leakage power
at the LNA input is approximately -26dBm in the worst case, the abovetdifgets should

be met at the combined input power of the 2-tone excitation of less than -26dBm.

1.5 Conclusions

We have derived the IiPand NF requirements of the LNAs used in CDMA mobile
stations. Using a typical SAW duplexer, the minimumslghould be +8.2dBm for a cel-
lular LNA and +6.9dBm for a PCS LNA, while the NF should not exceed 1.8dB with the
power gain ofl6 + 1dB. This design goal is very challenging since the; ItR? a typical

LNA does not exceed 0dBm without using linearization techniques.



Chapter IV
Optimum Out-of-Band Tuning

IV.1 Introduction

In the previous chapter, we have seen that the requirementstofileCDMA LNA
is so challenging that it requires the use of linearization techniques. Among different tech-
niques reviewed in Chapter I, the optimum out-of-band tuning is the only technique that
can significantly increase IRvithout degrading other circuit performance such as NF and
gain. Unfortunately, it is only suitable for circuits with a gain expansion, i.e., with the 1st
and 3rd-order power series coefficients of the same sign. A common-emitter BJT amplifier
is an example of such a circuit.

This chapter presents a Volterra Series analysis of a common-emitter circuit and ex-
plains how the difference-frequency and 2nd-harmonic terminations of the circuit affect its
IMD 5. The derived closed-form expression ofJIRB used to find the optimum values of
these terminations for a 2GHz Si BJT LNA. A simpler version of this method based on
using a low-frequency low-impedance input termination is also theoretically explained and
experimentally verified on a 900MHz SiGe HBT LNA. Different methods for generating

such a termination are reviewed.
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Figure IV.1: Small-signal nonlinear equivalent circuit of a common-emitter BJT.

IV.2 Volterra Series Analysis of Common-Emitter Circuit

In this section, a closed-form expression of;|t# a common-emitter BJT is derived.

Consider a simplified model of a common-emitter gain stage shown in Fig. IV.1.
The signal generator is connected to the base through a matching circuit and is modeled
by a Thevenin equivalent circuit with an open-circuit voltageand a transformed output
impedanceZ,. The emitter is degenerated wit, and the collector is loaded with,. In
general, the terminating impedancés Z., andZ;, are frequency dependent. The BJT is
represented by its small-signal nonlinear equivalent circuit for the forward-active region.

In this circuit, the following simplifying assumptions are made:

1. The collector current. is independent of the base-collector voltage. This assumption
is valid if the BJT operates far from the saturation and breakdown regions. The output
resistance modeling the Early effect can be ignored because it is much larger than the

load impedance for most RF circuits. Spcan be expanded in a one-dimensional
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power series in terms of the internal base-emitter voltage around the bias point as
ic(vr) = G10x + G202 + ggvd + -+ (Iv.1)

wherev, = v; — vq, andg, is thenth-order expansion coefficient, given by

101
~nlovy,

Gn (IV.2)

Above, I is the dc collector current, anidsg is the dc base-emitter voltage. For a

BJT biased in the forward active region,
Ic = Iye'ee/% (IV.3)

whereg, is the thermal voltagéT'/q. Therefore,

Ic Ic Ic

- ° ——— = V.4
an ¢t7 92 2¢%7 g3 6@25?7 ( )

. Base resistance, is constant. In realityy,, decreases as the base current increases
due to current crowding, base-width modulation, base conductivity modulation, and
base push-out effects [127]. The assumption of the bias-independsracceptable

if the real part ofZ, is much larger tham,,.

. Base-emitter junction capacitancg, is constant. This assumption is plausible be-
cause of the relatively weak dependence’@fon the bias voltage in the forward-

active region at sufficiently high collector bias currents [128].

. Base-collector and collector-substrate capacitar¢eandC., are constant. This is

close to reality if the corresponding junctions are strongly reverse-biased.
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5. The forward dc current gaifr and the forward transit timer are constant. This
assumption restricts the validity of the analysis to the collector bias currents below
the levels causing the high-level injection afidroll-off. With constantsr and g,
the base currenit, and the current through the base-emitter diffusion capacitéfce

are linear functions of the nonlinear collector curréni.e.,

le

iy = R (IV.5)
icqg = TF% = STy, (IV.6)
wheres is the Laplace variable.
The goal of the analysis is to find i the case of a two-tone excitation
vx(t) = Afcos(wat) + cos(wpt)], (IV.7)

wherew, andw,, are two closely spaced angular frequencies, Amglthe amplitude of the
tones. Since the output signal is linearly relatedstdIP; can be computed if we know the

\olterra series fops in terms of the input voltage,:
V3 = 01(8) OUX+CQ(81,52)OU§+C3(81752,83) ovi—l— y (|V8)

whereC,,(s1, s2, - - - , s,) IS thenth-order nonlinear transfer function. We will treat §IRs

the available power of the signal generator. It is given by [10]

A12P3,2wb —wa 1 Cl (Sa)

8Re(Zi(sa))  6Re(Z1(sa)) ‘03(3b73b7_8a) : (IV.9)

IIPS,wa—wa =

where we used expression (11.19) fdfps3 2., -
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To find the transfer functions of (IV.8), we will use tharmonic inputmethod [10].
This method is based on probing the circuit with a multi-tone excitation and solving the
Kirchhoff's law equations in frequency domain at the sum of all input frequencies. The
frequencies should be incommensurable, and their number should be equal to the order of
the nonlinear transfer function to be found. The procedure starts with a single-tone excita-
tion to determine the linear transfer function and is continued to higher order functions by
adding one more input tone at each step.

The derivation of the 1st and 3rd-order coefficients of the Volterra series (1V.8) for
a narrow tone separation is shown in Appendix C. Substituting (C.15) into (IV.9) and

expanding some of the shorthand notations, we get

11P; 0, o, = S , (IV.10)
6Re(Z1(s)) [H(s)[|A1(s)]" [e(As, 25)]
where
1+ 5Ce [Zi(s) + Za(s)] + sCuZi(s) (1 + 1/0Br + s77)
H(s) = g1 — sCL [1+ Zs(s) (91 + 1/ B + steg1 + 5Cie)] (V.112)
B 1 ' 14 sC,Z3(s)
O =006 W+ o) (21ls) + Z6)] 1 20) (V21P)
2 P 1
o(Bs25) =0~ 3 g1+ 9(8s) " g1+ 9(2) (V11
1+ 5C5 [Z1(s) + Z(5)] 4+ 5C, [Z1(s) + Z3(s)]
M) = e+ s () + 260 + 26) (V419
Z(s) = Zs(s) + sC,, [Z1(s) Za(s) + Z1(5) Z3(s) + Za(5) Z5(s)], (IV.11e)
SRS, R Sp, (IV.11f)

AS = 8, — S,. (IV.119)
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The derived closed-form expression for JIBiffers from that derived in [129] by
including the base-collector capacitari¢g which noticeably affects the distortion at high

frequencies.

V.3 Effect of Out-of-Band Terminations on IIP3

Equation (IV.10) shows that IlPdepends on the circuib-bandimpedances, i.e.,
those atw (~ w, ~ wy) andout-of-bandimpedances, i.e., those &w (= wy, — w,)
and2w. The dependence on the in-band impedances is introduc®#({ (s)), |H(s)|,
and|A;(s)| in the denominator of (I1V.10). Sinckd;(s)| is raised to power of three, it
determines the Il dependence on the in-band impedances. Being a transfer function
from v, to v, A;(s) has to be reduced for a higher }IPThis is typically achieved by
increasing the output impedance of the signal genetator) or by increasing the emitter
degeneration impedancé.(s) or both. These measures reduce the gain of a common-
emitter stage. More often, the in-band impedanégs) andZ,(s) are selected from gain,
input matching, and NF considerations.

The dependence of I§fon the out-of-band impedances is introduceddgyAs, 2s)],
which shows how the collector current nonlinearities contribute to itsJMi3ponse. The
first term in (IV.11c) represents the contribution of the 3rd-order nonlinearity, cind
the terms in brackets come from the 2nd-order nonlinearity. Even though isihe
odd-order distortion, the 2nd-order nonlinearity still contributes to it by first generating

the 2nd-order responses and then, after they are fed back to the input, mixing them with
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the fundamental excitations. In the analyzed circuit of Fig. IV.1, the feedback paths are
introduced by the emitter-degeneration network with impeddfi¢céhe base-collector ca-
pacitanceC),, and thei, andicq dependence oi (see (IV.5) and (IV.6)). If the operating
frequency is low enough that the circuit reactances can be neglected up to the 2nd-harmonic
frequency|e(As, 2s)| = |gs].
Examination of (1V.11d) and (IV.11e) shows that, if the terminal impedat&és),
Zs(s) and Z3(s) have positive real parts, which is usually the cdse(g(s)) is also posi-
tive. Therefore, for RF amplifiergs(As, 2s)| can be made less thauy| provided thatys
is positive, i.e., the device exhibits gain expansion for small signals. This is exactly the
behavior of BJTs. Their out-of-band terminal impedances can be selectively tuned so that
the IMD; responses of the self-interacting 2nd-order nonlinearity cancel those of the 3rd-
order nonlinearity according to (IV.11c) [130]. The resulting IMBan theoretically be
zero regardless of the input power (neglecting the 5th and higher odd-order nonlinearities).
The optimumZ, and Z;, at the difference and 2nd-harmonic frequencies and
2w are found by setting(As, 2s) to zero. To cancel IMBfor a wide range of the tone
frequenciesy(s), which is responsible for the frequency dependencs Af, 2s), should

be constant in the corresponding ranges of the 2nd-order mixing frequencies, i.e.,

g(As) =1/r, (IV.12a)
(393 2r !
o9 = (35 - 2 (\.12b)

wherer is a constant in units of2, and the right side of (IV.12b) is derived to make

e(As, 2s) zero. Equations (IV.12a) and (IV.12b) are under-determined and, therefore, have
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many solutions for optimum out-of-bari] andZ;,. Among them, only those with positive
real parts are of interest.

Making £(As, 2s) = 0 cancels the IMB product at2w, — w, but not necessarily
at 2w, — wp. The latter is proportional t¢e(—As, 2s)|, which is generally not equal to
le(As, 2s)| becausgy(—As) is conjugate toy(As) due to nonzero reactive parts of the
terminating impedances atw. The phenomenon of unequal IMPesponses &w, — wy,
and2w, — w, Is known as the IMRQ asymmetry and is usually attributed to the reactive
parts of the terminating impedances at the difference frequency [57], [120], [131]-[133].
At larger Aw, this asymmetry can also be caused by different circuit impedancas, at
and 2w, and, thus, by different contributions of the 2nd harmonics to the corresponding
3rd-order products, i.eg(2s,) # g(2sy). The IMD; asymmetry is undesirable because the
lower and upper-side IMPresponses can not be cancelled simultaneously. To make these
responses equal at smally, Im(g(As)) should be set to 0, i.er, in (IV.12a) should be
real.

The out-of-band load impedance affects IMdue to the feedback through,. For a
typical narrow-band RF circuit/;,(As) is much smaller that/(AsC),,). So, the feedback
throughC, and the effect o}, at Aw can be neglected/, (As) is then the only optimized
difference-frequency termination, which can be found from (IV.12a). For an inductively
degenerated common-emitter stage Wittis) = r, + sLo, the solution of (1V.12a) is very

accurately approximated by

Zxopt(As) = Bp (r —ra) — 1y — AsPBr [Ly + Br (7 — 7Cje) (1 —12)] - (IV.13)
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For the power series coefficients given by (IV.8)3/(295) = 1/g1, and (IV.12b)

simplifies to
9(2s) = 1291 . (IV.14)

— -1
air

Three important observations can be made from (IV.13) and (IV.14):

1. Accordingto (IV.14), for a given value of, the optimum source and load impedances
at 2w depend on the BJT small-signal transconductapcevhich is proportional to
the collector dc current. This dependence is undesirable and can be minimized if

chosen much smaller thangl/

2. If r < ry+1,/0r, Re(Zx opt(As)) is negative and can not be implemented without
making the circuit unstable. On the other hand, choosiredatively large may force

the solutions to (1V.14) to have negative real parts, which is not desirable either.

3. According to (1V.13),Z; .t (As) strongly depends ofir, which varies by more than
50% over process and temperature for a typical bipolar process. This dependence

may cause the IlPof an optimally terminated circuit to vary by several dB.

The presented analysis of the distortion cancellation is based on zeroing the 3rd-order
transfer functionC;. The contributions of the 5th and higher odd-order terms;ofere
neglected. Generally, these terms are not cancelled by tunirend Z;, at the out-of-
band frequencies that affect onfy;. As a result, it is impossible to achieve zero INMD

With the cancelled 3rd-order nonlinearity, the IMPower should increase faster than 3dB
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per 1dB of the input power due to nonzero contributions of the 5th and higher odd-order

nonlinearities to IMIQ, making IR, dependent on the input power.

IV.4 2GHz Si BJT LNA Design

A schematic diagram of the designed 2GHz LNA is shown in Fig. V.2, where the
dashed box marks the boundaries of a discrete bipolar transistor, and the inductances inside
the box (s, L., andL.) model the bondwires. The components outside the dashed box are
implemented on a printed-circuit (PC) board. The discrete transistor is biased at 5SmA col-
lector current from 2.7V supply. The operating frequency of the LNA was chosen outside
the commercial frequency bands just to demonstrate the developed the optimum out-of-
band tuning method. In a practical application, the impedances of an external source and
load outside the operating frequency range are not well defined: for a CDMA LNA, they
are set by the duplexer and the RF SAW filter shown in Fig. 1.1, and their 2nd-harmonic
values also depend on the trace lengths. To avoid theléPendence on these impedances,
they are decoupled from the transistor terminals by the shuhmicrostrip lines ML and
ML 5. These lines are almost open circuits around 2GHz and do not affect the LNA in-band
performance. For simplicity, only the out-of-band source impedance is optimally tuned for
low IMD ;. The out-of-band load impedance is fixed by Miuch that7; (2w) ~ j2wL.
andZy,(Aw) ~ 0.

With the signal generator shorted to groun@at a well controlled nonzero real part

of Z,(2w) can only be produced by a resistor in the input matching network. We found that
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Figure IV.2: Schematic diagram of the 2GHz Si BJT LNA.

this resistor can not be well isolated from the LNA input in a wide-enough frequency range
around 2GHz, and, as a result, it degrades the LNA NF. To avoid the need for this resistor,
the optimized values af, (2w) were limited to those with the real part close to zero. For
given Z1,(2w), this restriction allowed us to solve (IV.14) ferand optimumim(Z, (2w)).

Oncer was definedZ; .t (Aw) was found from (1V.13) Im(Zx opt (Aw))/Aw turned out

to be a negative constant in this frequency range.

The input matching network is designed to match the LNA input t&@ B@ound
2GHz and to optimally terminate it &f of 4GHz and af f;, — f.) up to 50MHz. ML
ac-grounded by’ is used for in-band matchingZ, (Aw) is set by tunabl&?; in parallel
with C5. The time constant of this RC network is selected much smaller thagn $lch
that 7, (Aw) =~ R; — jAwC, R2, where—C, R? is equal to the desired negative constant

Im(Zy opt(Aw))/Aw. The value ofC; is still large enough to provide a good ac ground
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for ML 3 and to isolateR; from the LNA input at 2GHz.C; is the ac-ground foz;. R;
is used to set the BJT dc bias currest.(2w) is defined by tunable MLin parallel with
ML3. ML, is tuned by sliding the dc blocking capacitoi along the parallel portions
of ML,. Because the characteristic impedance of;NH.50¢2, and because MLis an
open circuit around 2GHz, the MLtuning does not affect the LNA in-band input match.
The computed optimum and implemented source impedances are plotted as functions of
frequency in Fig. IV.3. As can be seen in the figure, the implemented impedante.)
follows the optimum one very closely for the tone separation frequencies below 20MHz.
On the other hand, the implemented impedafic@w) is close to the optimum one only
at 4GHz.

ML, in series withL, is used to bring the conjugate input impedance of the transistor
closer to the source impedance needed for the minimumINRnd C, form the output

matching network R; is used for LNA stabilization.

IV.5 Measured Results of 2GHz Si BJT LNA

The designed LNA was biased from 2.7V supply with 5mA collector current. Its
measured power gain, NF, and input return loss at 2GHz are 16dB, 1.7dB, and -10dB,
respectively. These values are not affected by the out-of-band source tuning. The measured
S-parameters of the LNA are presented in Fig. IV.4.

Fig. IV.5 shows the LNA 1IR in dBm as a function oRe(Z,(Aw)) andIm(Z,(2w))

with two tones at 2GHz and 2.001GHz. The contours are computed from (IV.10), and the
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Figure IV.4: Measured S-parameters of the LNA in Fig. IV.2 vs. frequency.

discrete data points are the measured resuits(Z, (Aw)) was tuned by changing;,

which also affectedm (Z;(Aw)). AdjustingCs to tunelm(Z,(Aw)) had a negligible im-
pacton IIR atA f of 1IMHz; therefore(; was fixed. IIB shown in Fig. IV.5 is the smaller

of lIP3 5, —w, @and IR o, ... The optimum combination dle(Z,(Aw)) andIm(Zy(2w))
results in IR of approximately +16dBm, which is 14dB higher thansliéf the same de-

vice biased at 5mA and terminated by non-optimum out-of-band impedances [43].

Figures IV.6 and IV.7 demonstrate the JIBependence on the two-tone spacing and

center frequency with fixed matching networks. The tone spacing is varied in such a way
that f, is kept constant at 2GHz anfi is changed. As can be seen, iR, _., stays rela-

tively constant with changing,, because the frequency of the 2nd harmonic responses con-

tributing to 1IP; 5., —,, does not change, and because, even thaugithanges/Z,(Aw)
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stays optimum. On the other hand, {2 degrades noticeably at highex |, because,

b—Wa
as the tone separation increasgsnoves away from 2GHz ani, (2w,,) changes from op-
timum (see Fig. IV.3(b)). The corresponding 2nd-harmonic contribution tosld1D . no
longer cancels the remaining IMDerms, resulting in lower [I1B,,, . . For the same rea-
son, IR drops as the center frequency of the two tones moves away from 2GHz as shown
in Fig. IV.7. All presented IIR values were measured at -24.5dBm input power per tone.
Measuring XMD is complicated by the somewhat high noise floor of a CDMA
source, the phase noise of a jammer source, and the distortion introduced by a spectrum
analyzer. Fig. IV.8 shows the test setup developed to overcome these difficulties. The com-
bined CDMA and jammer signals are applied to the DUT input and subtracted from its
output. The variable attenuator connected to the DUT output and the phase delay of the
feed-forward network are tuned to cancel the jammer and the noise from the sources around
it. The jammer cancellation allows the use of a high-linearity test LNA to bring the DUT
XMD response above the spectrum analyzer noise floor without additional XMD in the test
LNA and the spectrum analyzer. The feed-forward network is well isolated from the DUT
signal path to prevent the XMD produced at the DUT input from coupling to the output
through the feed-forward network, and to prevent the DUT output signal from coupling
back to the input.
Fig. IV.9 shows two overlapped output spectra of the LNA driven by a jammer with

P=-23dBm and a 1.23MHz-wide OQPSK CDMA signal withx=-23dBm. The solid

line is the output spectrum with the source impedance tuned according to Fig. IV.3, and
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the dashed line is the output spectrum of the same LNA Wwith10k and R, adjusted
such that the dc current is the same in both cases. As can be seen, the optimum out-of-band
source tuning reduces XMD by almost 30dB for the given power levels. It also significantly
reduces the spectral regrowth of the CDMA signal.

Fig. IV.10 shows the dependence of the output XMD pow8&n{p ouT) On the in-
put powers of the jammer and the CDMA sign&k\ip_ our was measured 600kHz away
from the jammer in a 10kHz band. With a non-optimum out-of-band source impedance,
Pxyip_out varies by 1dB per 1dB of the jammer power and by 2dB per 1dB of the CDMA
signal power at low power levels. These slopes are due to the dominating 3rd-order non-
linearity. The described optimum out-of-band source tuning cancels this nonlinearity, and
the resulting XMD is produced by higher odd-order nonlinearities. That is why the slopes

of the XMD power in this case are steeper.
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Figure 1V.9: Measured output spectra of the LNA in Fig. IV2 & Prx = —23dBm).
Note that the jammer is partially cancelled by the feedforward network.

IV.6 Theory of Low-Frequency Low-Impedance Input

Termination Technique
Neglecting the base-collector capacitadgg it can be shown that, if a BJT

1. is strongly degenerated such that

1
| Z2(2w)| > o (IV.15)
1

2. its fr is much larger than the 2nd-harmonic frequency of the input excitation, i.e.,

I s, (IV.16)

Cie + 177
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3. and the driving impedance at the 2nd-harmonic frequency is fairly small such that

121(20)] < | Z(2w) | min (B, 32 ) (IV.17)

then

l9(2w)| < g1 (IV.18)

The physical meaning of(2w) can be understood from equation (C.2a). At the
2nd-harmonic frequencyw, v, = 0 (no 2nd harmonics in the signal generator), and the

equation simplifies to

(IV.19)

Therefore,g(2w) is equivalent to a negative transconductance, which relates the 2nd har-
monic responses in, andi.. Since the 2nd-harmonic responses originatg ifthey are
generated by thg.v? term of (IV.1)), —1/g(2w) is a transfer function of the collector
current at the 2nd-harmonic frequencyuto

With approximation (1V.18), (IV.11c) simplifies to

493 1 295
_ = ==, V.20

3 g1 t9(Aw) 3 ( )

Substituting (IV.4) into (IV.20), we find that the first and the last terms of (IV.20) cancel

each other, resulting in

I? 1

Awow)—-Jc. L
AW ) = =5 AW

(IV.21)

Therefore, IMD} of a BJT satisfying conditions (IV.15)-(1V.17) is generated by the bias

modulation atAw. In the case of an inductive emitter degeneration, commonly used in
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LNAs, assuming that the circuit reactances are negligibls&.atwe get

1

9A) ™ B T ol JBe 72

(IV.22)

wherer is the real part o/, (Aw). Substituting (IV.22) into (IV.21) and (1V.21) into (1V.10),

we obtain
20 P 1
1P, ~ € I [2(Bw) T 1] [Br + 12
9Re(Z1(w)) [H(w)] | A1 (w)]®

(IV.23)

According to (IV.23), the IIR of a common-emitter BJT depends on the source
impedance at the difference frequency in such a way that redu€idw) results in
a higher IIR. Since negative real values af (Aw) make the BJT unstable, the mini-
mum useful value ofZ,(Aw) is 012, in which case IR is maximum. Minimizing the
base termination impedance of an inductively degenerated common-emitter stage at the
tone separation frequencyw is the essence of the low-frequency low-impedance input
termination technique. Minimizing, andr, also results in a higher I} In the case of
Z(Aw) = 1, = ry = 0, there are no difference-frequency responses in the base and
emitter voltages; thus, there is no bias modulatioAat and IMD; is zero.

According to (1V.23), to prevent,(Aw) from being a limiting factor of IR, its
target value should be much less thgror Gers, Whichever is larger. BJTs used in LNAs
are designed to have very low’s (typically in the range 5-1Q) to reduce their noise
contribution. Resistance includes the intrinsic emitter resistancg which is typically
of the order of 0.2, and the extrinsic dc resistance of a degeneration inductor. The latter
resistance depends on the implementation of the degeneration inductor and can range from

0.152 for a bondwire or microstrip inductor to approximately for a 2nH on-chip inductor.
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Therefore, with a typicabr of about 100 and on-chip inductive degeneratijgn;, can be
as high as 120, makingr, a limiting factor of IIR;. The target value of,(Aw) should
then be of the order of,, i.e., less than 10.

There are several techniques to reduce the BJT intrinsic base and emitter resistances
to achieve a higher I The simplest ones are to select a larger total emitter length and to
use two base fingers for each emitter finger in an interdigitated multi-finger BJT. The latter
technique is often called double-sided base contact and is used to reduce the base spreading
resistance. The device technology can also be optimized. For example, adding Ge to the
p-Si base of a transistor reduces the bandgap across the base, offering a lower barrier for
electron injection into the base and, thus, a higherThe latter can be traded off against
a lowerr, by increasing the base doping. Grading the Ge doping profile creates a strong
electric field between the emitter and collector junctions, which reduces the base transit
time and, thus, increasgs. A higher fr makes the conditions (IV.16) and (IV.17) more
easily satisfied.

It should be emphasized that (IV.23) was derived in this section for a strongly-
degenerated BJT operating at a frequency well belovwfitand terminated at the input
with a relatively small impedance at the 2nd-harmonic frequency. Under these conditions,
the contribution of the 3rd-order nonlinearity to IM@ancels that due to mixing of the
2nd harmonics with the fundamental responses, ands;IlQenerated entirely by the bias
modulation atAw. The resulting IIR is then fairly insensitive to the 2nd-harmonic termi-

nation impedance as long as the latter is relatively low. This impedance can be forced to
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be close to zero by connecting a shunt LC trap with a resonant frequeray [66]. In
a more general cas¢, (2w) can be optimally tuned together with, (Aw) to achieve a
precise cancellation of the distortions generated by the 2nd and 3rdspramlinearities,

resulting in a much higher 12 as was shown in the previous section.

IV.7 Methods for Generating Low-Frequency

Low-Impedance Input Termination

There are three commonly-used methods to generate a low-frequency low-impedance
input termination. They are summarized in Fig. IV.11. Inthe LC traps shown in Fig. IV.11(a),
(b), and (c), the low impedance is presented to the base of a BAF #tanks to a large-
value capacito€’. The inductorL can be either an RF choke or a matching inductor. The
capacitor value should be large enough to generate the desired low impedance at the low-
est frequency affecting XMD (285kHz in cellular-band receivers and 635kHz in PCS-band
receivers). Such a capacitor increases the LNA gain switching time, which is critical in
CDMA applications. For example, Wat 285kHz is generated by a 56nF capacitor. If
the bias resistor is Xk (an even higher value resistor is preferred to reduce its noise con-
tribution), the time constant of charging or dischargirigs 56us. Therefore, the LNA
gain switching time is expected to be at least 1€8i.e., approximately three times the
time constant. For voice communications, the LNA gain switching time should be at most

10Qus, whereas high-data rate applications require this time to be less than There-
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Figure IV.11: Methods for generating a low-frequency low-impedance input termination.

fore, the requirement of the LNA gain switching time forces the selectiaghwith a value
lower than needed for the low-frequency termination, resulting in a higher XMD. If the
gain switching speed is not critical, the LC trap is a very attractive and commonly-used
method due to its simplicity and negligible effect on the LNA gain, NF, and stability [43],
[46]-[48].

The gain switching time can be reduced without increasing the low-frequency termi-
nating impedance by using an active inductor bias shown in Fig. IV.11(d) [44], [49], [55].
The bias circuit uses an operational amplifier with a negative resistive feedback and can

generate a very low impedance down to dc. The feedback resigtaad R, isolate the
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opamp input and output from the LNA input at the fundamental frequency. The major chal-
lenge of the active inductor design is to ensure that the opamp has a high enough gain at
the highest frequency affecting the LNA XMD (the separation frequency of the TX and RX
channels) to provide a low-impedance termination at that frequency and has a low enough
gain at the fundamental frequency to prevent it from shorting the LNA input. Mathemati-
cally, this challenge can be explained as follows. Assuming that the open-loop opamp has
a zero output impedance, the output impedance of the closed-loop opamp in Fig. 1V.11(d),

looking from the LNA input, is given by

Ry

Zout (Cd) = m7

(IV.24)

whereA(w) is the open-loop gain of the opamp. It should be noted that, if the input match-
ing circuit presents a much higher impedancéat than Z,,;(Aw), which is usually the
case, ther?/, (Aw) ~ Z,.+(Aw), i.e., the low-frequency low-impedance input termination
is set entirely by the opamp.

Assuming thai A(Aw)| > 1 and|A(wy)| < 1, wherew is the operating (funda-

mental) frequency of the LNA, we get

Ry

Zout(Aw) ~ Ao

(IV.25a)
Zout(wo) = Ry. (IV.25b)
The condition|A(wy)| < 1 is necessary for the opamp to have a high output impedance at

the operating frequency. Let the target valug4f,.(Aw)| to be at most 1Q to provide

a sufficiently low-impedance termination for a high JIPAnd let Z,;(wo) to be at least
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1k to prevent it from shunting the RF signal path and from producing an excessive noise.

Then,

| Zout (wo)|

———— =~ |A(A 100. V.2
Zow(Bw)] = [AA@) > 100 (IV.26)

To satisfy the conditionA(wo)| < 1, we will require| A(wy)| to be at most 0.1. Then,

> 1000. (IV.27)

If the open-loop gain of the opamp slopes down betwagrand f, at the rate of 20dB per
decade, then the maximuthf at which Z,; is less than the targeted @Qs f,/1000 or
approximately 0.9MHz forf, in the cellular band and 2MHz fqgf, in the PCS band. To ex-
tendA f to the separation frequency of the TX and RX channglg, rx (frx_rx=45MHz

for a cellular transceiver anfirx_grx=80MHz for a PCS transceiver), which also affects
XMD, the opamp open-loop gain dx_rx must be increased to 40dB without reducing

its attenuation at the operating frequenggy This can only be done by moving the 2nd
pole of the opamp beloy, to increase the slope ofi(w)| to 40dB/decade. However,
even if the gain slope fronfrx_rx to fy is 40dB/decade an(wy)| = 0.1, the gain at
frx_rx is only 31.7dB for the cellular operating frequency band and 35.6dB for the PCS
operating frequency band. Besides, the 2nd pole located below the unity gain frequency
of the opamp results in its instability with the closed loop. Therefore, the active inductor
termination method requires a compromise between the bandwidth of the low-frequency
low-impedance termination, NF, gain, and stability of the LNA. Since NF, gain, and stabil-
ity are critical, the bandwidth of the low-frequency low-impedance termination is typically

sacrificed, resulting in a higher XMD.
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To increase the bandwidth of the low-frequency low-impedance termination, an RF
choke can be added between the closed-loop opamp output and the LNA input as shown in
Fig. IV.11(e) [52], [53], [121], [134]. In this case, the output impedance of the closed-loop
opamp can be made as low as possible in a very wide frequency range without restrictions
on its value at the operating frequenfy provided that the RF choke gives enough isolation
at this frequency. Assuming that the output impedance of the closed-loop opamp is much

smaller than the impedance of the RF chdkave can write

Zout(Aw) ~ jJAWL, (Iv.28a)
Zout(wo) =~ ijL. (|V28b)

Therefore,
Zowlwo) @0 00 (IV.29)

Zout(Aw) — Aw

i.e., the maximum\ f, at which the desired low-impedance termination is generated, is 10
times higher than in the case of the active inductor bias. It can further be increased if the
RF choke is chosen such that its self-resonant frequency is clgge to

Using an RF choke in combination with a closed-loop opamp to bias the LNA input as
shown in Fig. IV.11(d) provides the widest bandwidth of the low-frequency low-impedance
termination without affecting the LNA gain, NF, and stability. Since there is no need for a
large value capacitor in the input matching circuit, the gain can be switched very fast. This

is the approach we used to design a cellular-band SiGe HBT LNA.
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Bias circuit

Figure IV.12: Simplified schematic diagram of the cellular-band SiGe HBT LNA.

IV.8 Cellular-Band SiGe HBT LNA Design and Measured

Results

A simplified schematic diagram of the designed cellular-band LNA is shown in
Fig. IV.12. The LNA was manufactured in a 0.5um SiGe BiCMOS technoldgyis the
main amplifying transistor, degenerated by the on-chip induttorThe bias circuit con-
sists of a current mirrof), with a beta helpe€)s. It is connected to the LNA input through
an external RF choké,. Due to the negative feedback throu@h and a high dc voltage
gain of (),, the output impedance of the bias circuit is very low within the 3dB bandwidth
of (),. At these frequencied,, is almost a dc short, and the LNA input is terminated by
the bias circuit output impedance and the output impedance of the antenna duplexer. For

many ceramic and SAW cellular duplexers, their RX port impedance below 500MHz can
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Figure IV.13: Measured 2-tone transfer characteristics of the LNA in Fig. IV.12.

be accurately modeled by a shunt 8-10pF capacitance. This capacitance controls the loca-
tion of the non-dominant pole of the bias circuit. To make the bias circuit as broadband
as possible (to cover 45MHz) without reducing its phase margin, the non-dominant pole is
pushed to higher frequencies by selecting a fairly large dc current thrQugfihe LNA

also has a low gain mode implemented by bypas§inghrough a FET switch, which is

not shown in Fig. IV.12.

The measured LNA gain and NF are 15.7dB and 1.4dB, respectively, and the current
consumption is 3.9mA without the bias circuit and 5.4mA with the bias circuit from 3V
supply. The gain switching time is less than 1us. The measured fundamental agd IMD
output powers as functions of the input power are plotted in Fig. IV.13. As can be seen, the

LNA achieves +11.7dBm IIPfor the input power levels below -25dBm.
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To compare the LNAs in Figures 1V.2 and V.12 with other state-of-the-art LNAs
using bipolar transistors, we will use the dynamic range figure of merit (FOM) defined

as [135]

G - 11P;

FOM = — 3
O (F —1)Py.’

(IV.30)

whereG is the power gain - IIP; = OIP), F is the noise factorf{' = 10N¥/10), and Py,
is the dc power consumption. Table IV.1 summarizes the performances of our and other

state-of-the-art BJT LNAs. As can be seen, the LNA in Fig. IV.2 has the highest FOM.

Table IV.1: Comparison of state-of-the-art linear BJT LNAsS

LNA Technology Freq | Sz1| NF ) 1Py Fac FOM
GHz | dB | dB | dBm | mA@V
LNA in Fig. IV.2 | Discrete Si BJT 2 16 | 1.7 | +16 | 5@2.7 | 245
LNAin Fig. IV.12| 0.5um SiGeHBT| 0.9 | 15.7| 1.4 | +11.7| 3.9@3 | 123
[136] 0.18:m SiGe HBT| 0.9 | 15.4|0.95| +10.5| 6@2.78| 95.4
[135] 0.5um SiGe HBT| 09 | 15 | 1.4 | +12 | 8@3 |54.9
[56] 0.25%mSiBJT | 09 | 155| 1 | +9 | 7.7@2.7|52.4
[136] 0.18m SiGe HBT| 1.9 | 16.5| 1.1 | 485 |7.6@2.78 51.9
[48] Discrete SiGe HBT 1.9 | 14.7| 1 | +10.3| 8.9@3 | 43.8
[54] SiGe HBT 2.1 16 | 1.2 | +84 8@3 |36.1
[135] 0.5um SiGeHBT| 19 | 125| 1.3 | +10 | 7.5@3 | 22.6
[47] 0.5um SiGeHBT| 19 | 153| 19| +7.6 | 6.5@2.7| 20.2
[137] 0.25m Si BJT 0.9 13 | 14| +9.3 | 129@3]| 11.5
[138] 0.5um SiGe HBT | 2.5 12 | 16| +8 |7.5@2.75 10.9
[49] 0.4um Si BJT 19 94 | 25 | +125|12.8@2.7 5.8
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IV.9 Conclusions

We have shown that the difference-frequency and 2nd harmonic terminations signif-
icantly affect IMD; of common-emitter circuits due to the contribution of the 2nd-order
nonlinearity to IMD;. These terminations can be optimized simultaneously to achieve a
precise cancellation of the distortions generated by the 2nd and 3rd-order nonlinearities,
resulting in a very high IR To the author’s knowledge, from the point of view of the
dynamic-range FOM, the reported discrete Si BJT LNA has the best performance among
the state-of-the-art LNAs utilizing bipolar transistors. However, the measurgdslirry
sensitive to variations in the tone frequencies. It is feasible to achieve a very higiodlP
a wide range of these frequencies by designing the out-of-band terminations to maintain
their optimum values for a wide range of the corresponding difference and 2nd-harmonic
frequencies.

We have also shown that, for a strongly-degenerated BJT operating at a frequency
well below its fr and terminated at the input with a relatively small impedance at the 2nd-
harmonic frequency, IMPis generated entirely by the bias modulation at the difference
frequency. In this case, I}Rcan be effectively increased by terminating the base with a
low-impedance at low frequencies. We reviewed several known methods to generate a low-
frequency low-impedance input termination and concluded that only the combination of
the low-impedance bias circuit with an RF choke can meet the CDMA LNA requirements
to the bandwidth of the termination and to the gain switching time. The demonstrated

SiGe HBT LNA performance is inferior only to our discrete Si BJT LNA performance, but



97

still meets the derived IfPand NF requirements. The low-frequency low-impedance input
termination technique is well suited for high-volume production because it does not rely on

the optimum 2nd-harmonic tuning, which causes the sensitivity to the tone frequencies.



Chapter V

Optimum Gate Biasing

V.1 Introduction

As was shown in the previous chapter, the linearity of a Si BJT or a SiGe HBT can be
reliably improved by terminating the base with a low impedance at low frequencies. Un-
fortunately, this technique is not suitable for linearizing FETs because they have a negative
3rd-order derivative of the transfer characteristic at typical biases. Nevertheless, there is a
strong interest in implementing CDMA RX front ends in Si CMOS technology due to its
lower cost than Si or SiGe BICMOS technologies. Si CMOS already proved its capability
to deliver a low NF and a high gain with low dc current consumption at RF [139]. How-
ever, without special techniques, the linearity of CMOS LNAs is unsuitable for CDMA
applications unless a large dc current is consumed [24].

As was mentioned in Chapter I, a FET can be linearized by biasing it at a gate-source
voltage (/ss) at which the 3rd-order derivative of its dc transfer characterigtid/ss) is
zero. One of the major drawbacks of this technique is that a significapniniprovement
occurs in a very narrowg range (about 10-20mV) around the optimum voltage, and

there are no known bias means to automatically generate this voltage. Therefore, a bias

98
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circuit has to be manually tuned to this voltage, which makestb®ary significantly with
process and temperature variations.

This chapter first explains the dc theory of the optimum gate biasing technique. A
novel bias circuit is proposed to automatically generate the gate bias voltage at which
%I /0Ves® is zero. Its sensitivity to mismatches between FETs is analyzed. Then, the
\olterra Series analysis of a common-source FET is used to explain the effect of the circuit
reactances on the IM{hull at RF. An approach to increase the peak ilPthe presence of
these reactances is proposed. A u25CMOS LNA using this approach is described. The
effect of the optimum gate bias on the LNA gain and NF is explained. The LNA measured

results are presented to confirm the developed theory.

V.2 DC Theory of Optimum Gate Biasing

Consider a common-source FET biased in saturation. Its small-signal output current
can be expanded into the following power series in terms of the small-signal gate-source

voltagev,, around the bias point
ia(vgs) = G1Vgs + G2V + g3l + -+ (V.1)

whereg; is the small-signal transconductance and the higher-order coefficignis étc.)
define the strengths of the corresponding nonlinearities. Among these coeffigiersts,

particularly important because it controls IM&t low signal levels and, thus, determines
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[IPs. The input tone amplitude at the intercept point is given by [35]

4
Arps = 3

g1
g3

[V]. (V.2)

The power series coefficients generally depend on the dc gate-source and drain-
source voltage¥s andVpg. However, the dependence dfys for a FET in saturation

can be neglected. Then the coefficients of (V.1) can be found as

olp
a1(Vas) = Wos’ (V.3a)
1 82[]3 1 891(\/(;5)
Vas) = = == V.3b
1021, 10go( V.
gg(VGs) = b __ 92( GS). (V3C)

T 60V3s 3 OVas
To demonstrate the dependence of the power series coefficientsspthey were
extracted from the measuréd(Vs) characteristic of the 3%0m/0.25:m n-channel FET
(NFET) used in the LNA described later in this chapter. Fig. V.1(a) plots the square root of
the measured,, as a function of/;g with Vpg = 1.2V. The straight dashed line fitted to the
curve in the strong inversion region is used to find the boundaries between different regions
of the transistor operation. Computiggand g; directly from the measured discrete data
points results in unacceptably large errors. Instead, the following highly-accurate semi-

empirical continuous model was fitted to the measured transfer characteristic first

K 2 (Vas)

In(Vas) = 21+ 0f(Vas) + 0f2(Vas)’

(V.4)
where f(Vis) is the binding function of the subthreshold and strong inversion regions,
given by [28]

f(Vas) = 2n¢, In (1 + 6(‘/(;s,—‘/TH)/(277<25t)) ) (V.5)
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Above, K is the transconductance paramelgts; is the threshold voltage) is the thermal
voltagekT'/q, andn is the subthreshold slope factor. Paramefeaady model the source
series resistance, mobility degradation due to the vertical field, and short-channel effects

such as velocity saturation. The extracted parameters are summarized in Table V.1. After

Table V.1: Extractedp(Vis) model parameters
| Parametet  Value [ Units |

K 0.414248760 AV?
Ven | 0.557108490 V
oné, | 0.070651626 V
0 1.398562014 1/V
9 0.632848540 1/V?

the above model was fitted to the measured data, the power series coefficients were com-
puted as its derivatives, amlps was calculated using (V.2). The results are presented in
Fig. V.1(b) and (c), respectively. As expected, in the strong inversion region, the FET oper-
ates close to an ideal square-law device with the current dominated by drift. The mobility
reduction due to the vertical field and velocity saturation deviates the dc transfer charac-
teristic from a square-law behavior (the effect of the denominator in (V.4)), causing gain
compression, which is indicated by negatiye In the weak inversion region, the current

is mainly due to diffusion, which leads to its exponential dependendg.;onAs a result,

g3 IS positive in this region, causing gain expansion. In the moderate inversion region, both
drift and diffusion comparably contribute to the current. At some bias voltage, the gain
expansion due to the diffusion component of the current cancels the gain compression due
to the mobility reduction on the drift component, and FET behaves as an ideal square-law

device withgs = 0 and A;p; = oo (in reality, however, the contribution of the 5th and
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Figure V.1: 35@m/0.25:m NFET. (a) Measured dc transfer characteristigs(= 1.2V).
(b) Power series coefficients computed from the fitting model (V.4). (c) Theoretigal

computed using (V.2).
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higher odd-order nonlinearities to IMOImit A;pz). This cancellation happens for only
one specific voltage, making the peakAm; very narrow and, thus, requiring an accu-
rate gate bias withir=10mV of the optimum voltage. Manually tuned bias circuits are not

capable of such precision in the presence of process and temperature variations.

V.3 Bias Circuit for Zero g3

In order for a bias circuit to generate and automatically maintain the bias voltage for
zerogs, it should produce a dc voltage or current proportionaktand have a dc feedback
to set it to zero. The insight into how to design such a bias circuit can be gained if equations

(V.3a)-(V.3c) are rewritten in terms of small deviations of the dc voltages and currents:

In(Vas + AV/2) — In(Vas — AV/2)

g1(Ves) = AV , (V.6a)
g2\ Vas AV
B In(Vas + AV) + Ip(Vas — AV) — 2Ip(Vis)
= INTE , (V.6b)
(Vs) = 92(Vas + AV/2) — g2(Vas — AV/2)
g3\ Vas EYNT
1
—BID(VGS + AV/2) — ID(VGS — 3AV/2)] . (V.6¢)

If the term in the brackets of (V.6¢) is zero, theyx0. The bias circuit that generates this
term and automatically tuné$;s for zerogs is shown in Fig. V.2 [140]. NFET8/,-M, are
scaled versions of the main transistor (not shown). They are built of the same unifi¢glls.

and M3 have three times more unit cells thafi and M. M, generates the first current in
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GS

Figure V.2: Bias circuit for zergs.

the brackets of (V.6¢))M, generates three times the third currei, generates three times
the second current, and, generates the fourth current. The currents\bf and M (as
well as M, andM,) are added by connecting their drains together. The common drains are
biased through the current mirrd¥s/ Mg, whereMs and Mg are p-channel FETs of equal
size. If the drain voltages af/; and Mg are equal, their currents are equal, and the term
in the brackets of (V.6¢) is zero. This balance is ensured by the operational amplifier OA
which senses the difference between the drain voltages and generates the input voltage for
the resistor chai@ R/ R/ RI2R, creating a feedback loop. The generated bias voltage for the
main NFET is tapped at the center of the resistor chain.

The polarity of the OA input connections has to be chosen correctly to ensure that
the bias circuit settles to the desired optimum bias voltage. If the combined drain current
of NFETsM; and M5 is higher than that o/, and My, g5 is positive according to (V.6¢).

The positiveg; means that/s is below the optimum bias voltage for zegpand has to be
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increased to reach this voltage, according to Fig. V.1(b). Therefore, the common drain of
M, and M3 has to be connected to the inverting input of QAs shown in Fig. V.2.

If the described bias circuit starts up witli;-M, in the triode region, it can latch
up in a wrong state. This latching is possible because a FET has another zero crossing in
93(Vss) atVis exceedind/ps + Vg @s shown in Fig. V.3. If, at the start up, the generated
Vas Is above the second zero crossing, the output voltage efdhkeep increasing until
the latter saturates. To prevent this latching, the bias circuit can be modified as shown in
Fig. V.4, where the gate d¥/; is disconnected from its drain and operational amplifiep OA
is added to generate the gate biagfifand Mg such that the common drain 61, and M
is at a reference voltagé.;. To prevent)M; and M5 from going into the triode region, the

maximum output voltage of OAmust be limited to the values closelt;.

V.4 Precision of the Bias Circuit for Zero g3

The deviation of/;5 produced by the bias circuit in Fig. V.4 from the target optimum
voltage for zergy; is a function of mismatches betwegh - M, and the approximation error
of (V.6¢) due to nonzerd\ V' (=21, R). The generatells is fairly insensitive to the value
of AV as indicated in Fig. V.5. However, it is very sensitive to mismatches betwaen
Mj,. 1ts deviation from the optimum bias is maximum if the currents\f and M5 shift
together in one direction and those /af, and M, shift together in the opposite direction.
For simplicity, we will assume that/; is matched ta\/; and M, to M,, which is the worst

case scenario. Then, (V.6c) can be modified to take into account the transconductance
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Figure V.4: Bias circuit for zergs; with an improved tolerance to latching.

parameter and threshold voltage mismatches betwéén/; and Ms,/M, as follows

1 AK 3AV  AV;
93s(Vas) = ——= { (1 + —) [[D (VGS +—+ TH)

2K 2 2

AV AV
+31Ip (VGS -5+ TH)}

2
AK A AV:
() 22

2K
3AV AV
+1Ip (VGS - - 2TH)] } ; (V.7)

where AK and AVry are the transconductance parameter and threshold voltage mis-
matches, respectively. Using the fitting model (V.4)-(V.5) fafV5s), the above equation

can be numerically solved fdrs that givesgs = 0. This Vg is equal to 0.66V. The de-
viation of V;s generated by the bias circuit in Fig. V.4 from the target 0.66V as a function

of the transconductance parameter and threshold voltage mismatches is plotted in Fig. V.6.
Positive AK /K and AVry correspond to a higher current df,/M; than that ofMy/M,.

As can be seen, a lower currentdf;/ M5 compensates for the systematic errobi due
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for zerogs as a function oA V.

to AV.

Assuming that the FETs are adjacent to each other, the dependence of their mis-
match on distance can be neglected. Then, the standard deviations of the differences in the

transconductance parameters and the threshold voltages bewyéeh and M,/M, can

be respectively estimated as [141]

Ag
~—— % V.8
UAK/K \/WTgnf [ O] ( )
and
A
T Ay A — et [mV], (V.9)

\/ WLgnf

where Ax and Ay, are the proportionality constants in units of.® and m\V{um, re-
spectively,lV is the gate finger width ipm, L, is the gate length ipm, andn; is the total
number of gate fingers in/; and M5 (or M, andM,). The constantl x is fairly indepen-

dent of process scaling and is approximately,2&dor NFETs [142], and the benchmark
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value for Ay, is ImVum per 1nm of the gate oxide thickness [143]. For the Q25
CMOS process used to manufacture the LNA described later in this chapter, the gate oxide
thickness is 5nm, and, therefory,,, = 5mVum. With W = 10um, L, = 0.25m, and

ny = 20, we getoax/x = 0.28% andoay,, = 0.71mV. As can be seen from Fig. V.6, to
minimize thel/g error within 2-3 times the calculated standard deviatiaxig, should be
approximately 100mV. This error is still larger than thigs range within which a signif-

icant IIP; improvement occurs (see Fig. V.1(c)). Thgs error can further be reduced by
increasing the total gate areal/af,- M, or by selecting a process with thinner gate oxide or

both.

V.5 RF Theory of Optimum Gate Biasing

Consider a small-signal nonlinear equivalent circuit of a common-source FET in sat-
uration shown in Fig. V.7, wherg, is the output impedance of the signal generatoris
the impedance presented to the FET gate followingZh&ansformation by the matching
circuit and package parasitics; is the drain load impedance, ahds the source degenera-

tion inductance. In this equivalent circuit, we made the following simplifying assumptions:

1. The body effect is negligible, i.eg,,, ~ 0.

2. The FET gate-drain and source-bulk capacitancgs,and Cy,, are zero, and the

gate-bulk capacitancé€l,, is absorbed intaZ;. NeglectingC,y is the crudest as-
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Figure V.7: Small-signal nonlinear equivalent circuit of a common-source FET.

sumption here, because, as indicated in Fig. ¥8,is only 1.8 times smaller than
C,s, While other capacitances are more than 7 times smaller@@am the strong

inversion and velocity saturation regions.

. Cys is bias independent, i.e., linear. This assumption is only valid in the strong in-
version and velocity saturation regions. As can be seen from Fig(V.8trongly

depends ofivgg in the moderate inversion region.

. The FET gate and source series resistances and the dc resistance of the degeneration
inductor are zero. However, the effect of the total dc source resistance on the dc drain

current can be included in the power series coefficigntg., andgs.
. The FET output conductance is infinite, i.e., there is no channel length modulation.

. The input signal is very weak such that the drain current nonlinearities of the order
higher than three are negligible. This assumption is typical for low noise amplifiers

because they operate far below their 1dB compression point.
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Figure V.8: Simulated capacitances of a 8600.25:m NFET.

In this weakly nonlinearcase, IMQ} would be generated entirely by tlggvgs component
of the drain current if. was zero. The source degeneration inductance creates a feedback
path for the drain current to,;. This feedback is particularly strong for high frequency
spectral components @f. For example, the 2nd harmonics generategQIi)’glS are fed back
across the gate and source, adding to the fundamental componegts ©hese spectral
components are then mixed g'mgvgs to produce the responses2at, + w;, and2wy, + w,.
This is one of mechanisms by which the 2nd-order nonlinearity obntributes to IMD.

The Volterra Series result for 1}K1V.10), derived for a common-emitter BJT driven
by two tones atv, andwy,, can be reused for the circuit in Fig. V.74 is made infinite,
r andC,, are made zera}), is replaced withCy, and Z,(w) is replaced withjwL. To

simplify these results further, we will assume that
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e the tone separatiodw (= wy, — w,) is much smaller than the tone frequencigs

andwy, such thatv, ~ w, ~ w andjAwL ~ 0, and

e the signal generator is conjugately matched to the FET input at the fundamental fre-

guency of the input tones, i.e.,

L 1
Z =7 = — jwL — : V.10
1(<,U) m(w) g1 Cgs Jw jwcgs ( )
With these substitutions and assumptions, we get
42w L
[IP; = glw—C’gs7 (V.11)
3le(2w)]
where
2 2
e(2w) = g3 — 1 92/3 o (V.12)
. gs
g1+ 2wl + j2wCys + Z71(2w) 7

As can be seen from (V.11) and (V.12), makingzero by biasing a FET at the optimum
Vs does not result in an infinite 1hRas it did at low frequencies (see Fig. V.1) due to the
second term in (V.12). This term represents the contribution of the 2nd-order nonlinearity
to IMD;. As expected, this contribution depends on the degeneration inductaand
becomes zero witl. — 0. It also depends on the impedance presented to the gate at
the 2nd harmonic frequency, (2w), since the latter determines the amount of the 2nd-
harmonic current flowing through',;. Making Z; (2w) infinite reduces this current to
zero and eliminates the 2nd-order contribution to IMBithin the made assumption that
Cea = 0. The presence df',q however still allows the 2nd-harmonic current flow through

Cle.
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Figure V.9: Input matching used to evaluate (V.11).

To quantify the effect of the 2nd-order contribution onslive have to assume a
certain input matching circuit topology, which affec¢tg(2w). We will neglect the package
parasitics and’y;,, which was earlier assumed to be lumped i#{o For a wide range of
FET biases and degeneration inductances, the matching circuit in Fig. V.9 would always
provide a power match of the LNA input (however, for NF considerations other matching
topologies may be preferred). Defining the normalized real and imaginary pafi{$.of,

given by (V.10), as

1 1 L
_ 7 RIS V.1

I8 50Re( 1(W)) 5091 Cgs, ( 3a)
= mzw) = 2 (—wn 4 L (V.13b)

A E R \ TR T L, ) '

we get the following expressions for the matching components in Fig. V.9:

1 T
m = , V.14a
¢ 50w\ 77 + 2?2 — 1y ( )

xr1 — \/7’1(7‘%4‘1’% —Tl)
w(l =) '

Ly = 50 (V.14b)
Then,Z;(2w) can be computed as

Z(2w) =

1 \*! 17
50 . V.15
( N jQwC’m) * j2wLm] (V.15)
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Figure V.10: Theoretical IIPof the matched FET in Fig. V.9 with the neglectég;.

Substituting (V.15) into (V.12) and the latter into (V.11), we can computgdba function

of the gate bias voltage and the source degeneration inductance. The results are presented
in Fig. V.10. As can be seen, the 2nd-order contribution to }MDe to the source degener-

ation inductancé. significantly suppresses the high-frequency, pBaking at the optimum

Vas. In fact, for realistic values of the degeneration inductaned GnH), biasing at this

voltage provides almost no I{Fmprovement over the higher voltage biases.

V.6 Reducing Second Order Contribution

In order to understand how to cancel the 2nd-order contribution and achieve a sig-
nificant [IP; improvement at the optimum bias, we need to incldgg into our analysis.
Reusing the \olterra Series result (IV.10) for the cdse= oo, 7» = 0, Cje = Cls, and

gs»

C,, = Cya, We get the following expression for ljfof a common-source FET, represented
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by the equivalent circuit in Fig. V.7:

1

M = SR Z @) H @A @) P (V-162)
where
M= e (V16
e(2w) = g5 — %, (V.16d)
o) = Lol Ae) 2 ool + ) w16e)
2(w) = joL + juwCya wLIZ4() + Z6(@)] + Z4() Zo(w)} (V166

Here, as before, we neglected the dependence giolRAw (Aw = w;, — w,) assuming
that the latter is much smaller than(w ~ w, ~ wy,).
The equation of interest here is (V.16d). To cancel the 2nd-order contribution, the
second term of (V.16d) should be set to zero. This requifs) to be infinite, which can
only happen ifZ(2w) = 0 according to (V.16e). I€,4 were zero as one of the assumption
in the last section called for, making = 0 would have resulted in zer8(2w) according
to (V.16f), and the 2nd-order contribution would have been cancelled. It is no longer the
case in the presence 6fg.
The second term of (V.16d) can be zeroed by tuning the FET terminal impedénces

and Z; at the 2nd-harmonic frequency. To find their optimum values, we will set the right



117

side of (V.16f) to zero at the 2nd-harmonic frequency and solve iZ{¢2w). The resultis

L Ri(1+ 4w? LCyq)

T Cu R+ (X, +20wD)?

L (X1 +2wL)(1 = 2wCyX1) — 20Ceq RE
"~ Cua R? +(X; +2wL)? ’

(V.17a)

(V.17b)

where R and X with subscripts respectively denote the real and imaginary parts of the
corresponding impedances at the 2nd-harmonic frequency. Equation (V.17a) shows that,
for a finite Z; (2w) with a positive real part, the real part 4f(2w) must be negative for
Z(2w) to be zero and the 2nd-order contribution to be cancelled. Such a valigof)

will result in potential instability of the amplifier and, therefore, must be avoided. However,

if the input matching circuit is designed such thét(2w)| = oo, then

Z3 opt (2w) = —j2wL. (V.18)

Such a value fo¥s .+ (2w) is expected. With an infinit&; (2w), the 2nd-harmonic current
does not flow through',s andCy, if the drain and source voltages have the same amplitude
and phase at the 2nd-harmonic frequency. Because the source is terminatgdMitand
because the current into the drain terminatiéy2w) is 180° apart from the current into
the source termination, the optimuty(2w) must be equal te-j2w L.

In practice, it is impossible to generate infinifg(2w) due to limited Q-factors of
reactive components. To estimate the effect of a fidifé2w) on IIP; of a FET with
Z3(2w) = —j2wL, we will assume tha/; (2w) is generated by a parallel RLC tank with
a resonant frequency @fu. This tank is connected in series with the signal generator such

that 7, (2w) ~ R;, whereR; is the equivalent parallel resistance of the tank, representing
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Figure V.11: Theoretical IlPof a matched 350m/0.25:m FET at 880MHz withC, taken
into account and/;(2w) = —j2wL (L=2nH).

its losses. For simplicity, we will neglect the effect@f, at the fundamental frequency

w but will include it at2w. Then, IIR can be computed using (V.11) witti2w) given by
(V.16d). The results are presented in Fig. V.11. As can be seenAniflv) > 1k, 1P

peaks by more than 10dB at a certain bias voltage. This voltage is offset from the optimum
Vs for zerogs (0.66V) due to the fact that, with a finité (2w), the second term in (V.16d)

is not cancelled completely. A peak in klBccurs whenys is equal to the real part of this
term. It can be shown that this real part is positive; theref@yenust be positive as well

for the real part of (2w) to be zero. As a result, the peak injl&ccurs below the optimum

bias voltage for zergs. The imaginary part of (2w) limits the magnitude of this peak.
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V.7 Effect of Optimum Gate Biasing on Gain and Noise
Figure

In order to quantify the effect of the optimum gate biasing on the gain of a common-

source amplifier, we will derive its effective transconductance defined as

, (V.19)

whereiq is the FET output current and is the open-circuit voltage of the signal generator.
We will use the equivalent circuit in Fig. V.7 and neglégt and seiy, = g3 = 0. We will
assume that, at the fundamental frequency has only the real part equ&l fdhe FET

input is conjugately matched to the transformed signal generator impedance [i.e., (V.10)

holds], and the matching circuit is lossless. Then, the input power is given by

(v/2) _ 02

J— _8 :
P, o 2Re(1/Zm). (V.20)

From the last equation, we can derive the following expression

Ux

Vg = (V.21)

* 2 /RRe(1/Zy)

which shows the voltage gain/loss due to the impedance transformation by the matching

circuit. The transfer function from, to i4 can be easily found as

Ug

L 1 '
wC,. L ol .
S <91 Cgs TR ]WOgS)

iq = (V.22)
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SubstitutingZ;,, from (V.10) into (V.21), (V.21) into (V.22), and the latter into (V.19), we

1 wT
e = —— 4 |2 V.23
et = 5\ RLL (V.23)

wherewr = ¢1/Cy is the FET cut-off angular frequency. Even though (V.23) was derived

will find

without taking into account all parasitic capacitances of a FET, we will assume that it holds
with all these capacitances present but with the following, more accurate expression for the

cut-off frequency

2r 27m(Cgs + Coa + Cgp)

fr (V.24)

Fig. V.12 showsft of a 35Q:m/0.25:m NFET as a function o¥s. At the gate bias
for zerogs, fr is only 8.1GHz, which is 2.4 times less than the peak cut-off frequency
reached al;s = 1.2V. Therefore, the LNA gain is expected to be 3.8dB lower if the input
FET is biased at the peak-§Roltage versus the peakk- voltage. According to (V.23), to
keep the gain high, the degeneration inductance of the input EEMust be reduced.

Fig. V.13 shows the measured minimum noise fighiig,;, of a 96Q:m/0.25:m
NFET at 5GHz as a function of the gate bias. As can be sEé&n,, in the optimum
gate bias range (0.63-0.66V) is approximately 0.4dB higher My, at Vs > 0.8V.

Therefore, the optimum gate biasing degrades NF.
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Figure V.12: Cut-off frequency of a 3n@n/0.25:m NFET as a function of the gate bias.
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Figure V.13: Minimum noise figure of a 966n/0.25:m NFET at 5GHz as a function of
the gate bias.
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V.8 Cellular-Band CMOS LNA Design

Since the peak IIPin the optimum gate biasing method is limited by the imaginary
part of the second term of (V.16d), the drain load impedance of the LNA input transistor
at the 2nd-harmonic frequenci;(2w), has to be optimized to zero this imaginary part.
Sincey; is real, the equation that has to be solvethigg(2w)) = 0. There are multiple
Z3(2w) solutions to this equation. Their choice is determined by how easy they can be
implemented. We selected a cascode LNA topology Wif2w) set by the cascode tran-
sistor. The simplified schematic of the LNA is shown in Fig. V.14, where the dashed box
indicates the chip boundaries. Both FETs have the same dimensionsagh&525:m.

To achieve a high LNA gain at low gate biasesMf, the degeneration inductance was
limited to the downbond inductance onl¥ & 0.5nH). The input matching circuit is just a
series inductor of 19nH. Together with the package parasitics, it transformsheufiut
impedance of the signal generatordg(2w) = (142.8 — j730.4)2. For these values df
andZ,; (2w), the possible solutions to tHen(g(2w)) = 0 equation are plotted in Fig. V.15
asIm(Z; .t (2w)), with the x-axis being the real part. The impedance generated by the
cascode FETV, is a function ofC,. Its possible theoretical values at the 2nd-harmonic
frequency are also plotted in Fig. V.151as(Z; ,,.s(2w)). The intersection point of the two
curves gives the real and imaginary parts of the desired optify{fw) that can be gener-
ated byM,. The analytically derived value @f, that results in this optimum 2nd-harmonic
termination is 0.1pF. The final value 6f was adjusted to 0.3pF after running more accu-

rate Spectre simulations. The parallel feedback circuit \iith= 3k2 andC; = 2.75pF is
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Figure V.14: Simplified schematic diagram of the CMOS LNA using the optimum gate
biasing.

used to make the amplifier unconditionally stable.

V.9 Measured Results

The measured LNA performance at 880MHz as a function of the gate bias voltage
of M is shown in Fig. V.16. IR was measured with two tones separated by 1MHz. As
can be seen, aty; of approximately 0.64V, lIPexhibits a sharp peak of +10.5dBm with
the gain of 14.4dB, NF of 1.8dB, and the dc current of 2mA from 2.7V. Above 0.64Y, IIP
stays in a narrow range from 2 to 3.7dBm while the current increases to 20mA. The gain
and NF improve to 19.4dB and 1.4dB, respectively.

A zoomed-in plot of IR and extracteds of M as functions o¥/;; near the peak are

shown in Fig. V.17. It can be seen that the peak occurs at a voltage that is approximately
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Figure V.15: Optimum and possibig (2w) values for the cellular-band CMOS LNA.
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Figure V.16: Measured LNA performance at 880MHz as a function of the gate bias voltage
of M;.
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Figure V.17: Measured LNA lIfand extracteds of M, as functions of thé/, gate bias.

20mV belowV; at whichgs is zero. The latter gives IPof only +3.2dBm. To verify
that the offset betweeW, for peak IIR andV; for zerogs is due to the LNA reactances,
[IP5; of the same LNA was also measured with the two tones centered at 10MHz, and its
dependence oW, is plotted in Fig. V.17. As can be seen, |l this case peaks exactly
at Vg, at whichg;=0.

Fig. V.18 shows the measured fundamental and iMDtput powers of the LNA at
the peak-1IR bias as functions of the input power per tone with the input tones centered at
880MHz. As can be seen, the IMPpower rises by 3dB per 1dB of the input power up to
-26dBm. Above this input power level, the 5th and higher odd-order nonlinearities become
significant changing the slope éfyip3(Pi)-

Since the present LNA design achieves a high bl optimally terminating)/; at
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Figure V.18: Measured two-tone transfer characteristics at the peakifi®with two input
tones centered at 880MHz.

the 2nd-harmonic frequency such that the 2nd and 3rd-order contributions tpdatael

each other at some bias point, the resulting BRould be sensitive to the signal source
impedance at the 2nd-harmonic frequengy,2w), which can affect the out-of-phase bal-
ance of the IMDQ) contributors. To measure this sensitivity, we tuigdw) independently

of the signal source impedance at the fundamental frequency using a diplexer separating the
cellular band frequencies from their 2nd harmonics. The results are presented in Fig. V.19,
which shows the Smith chart fdf, (2w) with 1IP; contours (the values are in dBm) and

the boxes mapping the signal source impedances for whighh#® measured. We could

not synthesizeZ, (2w) close to the Smith chart edge due to the non-zero insertion loss
through the high-band path of the diplexer and the tuner. The results indicate thet 11P
fairly insensitive toZ, (2w) along the constant reactance circles and changes from +7dBm

to +13dBm along the constant resistance circles. In the case of a CDMA LNA, the sig-
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Figure V.19: Second harmonic source pull results fog.lIP

nal source impedance at the 2nd-harmonic frequency is typically close to the edge of the
Smith chart and is defined by the output impedance of the antenna duplexer and the elec-
trical length of the transmission line connecting the duplexer to the LNA input matching
circuit. An attention should be paid to this length to make sure that its phase delay moves
the duplexer output impedance to the Smith chart area wheyésliiRaximum.

To demonstrate the sensitivity of the LNA HB bias, we measured ten parts mounted
on different PC boards. The results are presented in Fig. V.20. It can be seen that biasing

M, at a fixed gate voltage results in the largest deviations @fftién part to part. Bias-
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ing M, at a fixed current, on the other hand, results in a tightey diBtribution with the

minimum value of +9dBm afp ~ 2.05mA.

V.10 Conclusions

We have shown that biasing a common-source FBTafor zerog; causes a signif-
icant improvement in lIPat low frequencies. We proposed a bias circuit that automatically
generates this optimum voltage and showed that its precision can be satisfactory, provided
that the mismatch between the reference FETs is reduced by increasing their total gate area
and/or selecting a process with a thin gate oxide. We analyzed the effect of the optimum
gate biasing on lIPat RF and showed that the circuit reactances that introduce feedback
paths can shift the peak in JRaway from the bias voltage for zerg and reduce the
magnitude of this peak. We proposed a method based on tuning the drain load impedance
to cancel the effect of the reactances on the maximum IHbwever, the offset between
Vas at which 1R is maximum and/;g at whichgs = 0 can not be cancelled. Thus, a
manual bias tuning is required to achieve a significantiiprovement at RF. We showed
that a current-derived bias of a linearized FET results in lessV#ations from part to
part than a voltage-derived bias. Despite the fact the LNA input termination impedance at
the 2nd-harmonic frequency affects the the out-of-phase balance between the 2nd and 3rd-
order contributions to IMB in our proposed method, the measured results demonstrated
that IIP; is fairly insensitive to this impedance. The measured LNA gain and NF would not

pass the requirements derived in Chapter Il due to afipat the optimum bias. However,
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Figure V.20: Measured IlPat 880MHz on ten boards. (a) As a function of the gate bias
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as reported in [29] and [31], with shorter channels, the location of the optimum bias shifts

to higher currents pgrm of width, resulting in better gain and NF.



Chapter VI

Derivative Superposition Method

VI.1 Introduction

As was shown in the previous chapter, the optimum gate biasing method results in a
very narrow IIR peak, which is offset from the bias for zeggat RF. This offset requires
a manual bias adjustment, which makes it difficult to achieve a highinlehe presence of
process and temperature variations. To reduce thesBRsitivity to the bias, the derivative
superposition (DS) method was proposed in [112]. It uses two or more parallel FETs of
different widths and gate biases to achieve a composite dc transfer characteristic with an
extended/s range in which the 3rd-order derivative is close to zero. However, the IIP
improvement in this method is only modest at RF (3dB as reported in [113]). Reducing
the source degeneration inductance and the drain load impedance at the 2nd-harmonic fre-
guency of the composite input transistor allowed the authors of [114] to bogsnitRe
DS method by as much as 10dB. However, a small source degeneration inductance prevents
a simultaneous noise-power input match leading to a higher NF. This NF increase comes
in addition to an intrinsically higher NF of a composite FET in comparison with a single

FET (higher by 0.6dB as reported in [114]).

131
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This chapter first gives the dc theory of the conventional DS method and explains its
poor performance at RF using the Volterra Series analysis results of the previous chapter.
Then, based on the van der Ziel noise theory, we explain the higher NF resulting from the
use of this method. We propose a modified DS method to achieve a very higit RFE. Its
principle of operation is explained based on the Volterra series analysis. A cellular CDMA
0.25:m CMOS LNA using this method is described. The measured data is presented to

confirm the analytical results.

VI.2 DC and RF Theories of DS Method

As was shown in the previous chapter (see Fig. V.1(b)), the dependengemmi/ ;g
is such thay; changes from positive to negative whegs transitions from the weak and
moderate inversion regions to the strong inversion region. If a pogjtiveith a certain
93(Vss) curvature of one FET is aligned with a negatiyewith a similar but mirror-
image curvature of another FET by offsetting their gate biases, ang tinagnitudes are
equalized through a relative FET scaling, the resulting compgsiéll be close to zero,
and the theoretical;p; will be significantly improved in a wide range of the gate biases as
shown in Fig. VI.1. At the optimum gate biases, FEN, operates in the weak inversion
region, near the peak in its positiyg, and FETMy operates in the strong inversion region,
near the dip in its negative.

The achieved;p; improvement due to zero compositehappens only at very low

frequencies, at which the effect of circuit reactances is negligible. As was shown in the pre-
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Figure VI.1: Derivative superposition method. (a) Composite FET. (b) 3rd-order power
series coefficients. (c) Theoreticadlp; at dc and IIR at 880MHz. Note that the bondwire
inductance reduces the improvement iny|#the optimum gate biases at high frequencies.
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vious chapter, at high frequencies, the source degeneration induc¢taneates a feedback

path, which allows the 2nd-order nonlinearity of the FET transconductance to contribute

to the 3rd-order distortion. Fig. VI.1(c) shows }IPalculated at 880MHz using (V.11) and

(V.12) for the composite FET in Fig. VI.1(a) with an input matching circuit consisting of

a series capacitor and shunt inductor. As can be seen, the source degeneration inductance
significantly suppresses the high-frequency; Ifleaking atls wheregs is close to zero.

In fact, for realistic values of., which are limited by the downbond inductance {.5nH),

the conventional DS method provides noslifiprovement at all.

Replacing a common-source configuration with a symmetrically driven differential
pair does not eliminate the 2nd-order contribution to IMDecause the 2nd harmonic
currents generated by the FET pair are in phase and create a common-mode voltage at
the common source if the impedance from this node to ground is not zero at the 2nd-
harmonic frequency. As a result, the gate-source voltages of both FETs contain nonzero
2nd harmonic responses, which are mixed with the differential fundamental responses by
the 2nd-order nonlinearities of the FETSs, producing the differential JiM3ponses in the
drain currents.

According to (V.12), to minimize the 2nd-order contribution to IMBf a common-
source FET with a nonzerp, Z;(2w) must be increased. However, then the feedback
through the neglected,q becomes significant, which also leads to the 2nd-order contri-
bution to IMD;. To completely eliminate this contribution and achieve a significant 1P

improvement in the DS method, the gate and drain terminations of the composite FET
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at the 2nd-harmonic frequency must be optimized. Our analysis in the previous chapter
shows that one of these terminations must have a negative real part, which would result
in potential instability of the amplifier. The authors of [114] achieved a noticeable IIP
improvement using the conventional DS method by simply minimizing the source degener-
ation inductance and the drain load impedance. However, with a very smgi$ difficult

to simultaneously achieve a good VSWR and NF. The gain and NF of the LNA in [114] are

respectively 10dB and 2.85dB at 900MHz.

V1.3 Noise Issues in DS Method

The DS method in general uses two FETSs, one of which is biased in the weak inver-
sion (WI) region (//, in Fig. V1.1(a)) and the other in the strong inversion (SI) regibf;(
in Fig. VI.1(a)). Intuitively, the overall NF of the composite FET should be dominated by
the FET in Sl because it draws 20-40 times more current than the FET in WI. This assump-
tion is confirmed by simulations using BSIM3v3 models. However, it disagrees with our
measured data. To explain this disagreement, we will analyze the noise performance of the
composite FET.

The most significant MOSFET noise sources at RF are the drain current noise and
the induced gate noise. These noise sources for the composite FET in the DS method are
shown in Fig. V1.2, where the dc blocking capacitors and the bias resistors are neglected
for simplicity. As can be seen, the drain and induced gate noise currents of the two FETs

appear in parallel. These noise currents are given by [144]
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Figure VI.2: Simplified schematic of the composite FET in the DS method with major noise
sources. The dc blocking capacitors and the bias resistors are neglected for simplicity.

i25x = AT A fyxgaox, (VI.1)
i2,x = AkTAfoxgyx. (V1.2)

where
g = F G e

Above, k is the Boltzmann’s constant, is the absolute temperaturgy anddx are the
bias-dependent noise coefficienjs, x is the drain-source conductance at zgxg, C iS

the gate oxide capacitance per unit anég, is the channel width, and.s is the channel
length, assumed to be the same for both FETs. The letter “X” in the subscripts of the above
notations denotes either “A’ or “B”. The two noise currents are partially correlated, with a

correlation coefficient defined as

Ing X 1
ng, nd,X
cx = —2f _ndX (V1.4)
2 2
an X " 'hd X

For simplicity, we will neglect the short-channel effects here. According to van der

Ziel [144], if My is a saturated long channel FET, biased in SI, ther= 2/3, 0 = 4/3,
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cg = 70.395, and

Wy

gdo,B = 2IU’COXL_ID,B7 (VIS)
eff

wherey is the electron mobility and, g is the drain saturation current 6f. The van der
Ziel noise model can also be extended for a FET in WI. As shown in Appendix/3, ifs

a saturated long channel FET, biased in WI, then= 1/2, 5 = 45/16, ¢y = j0.707, and

Ipa

¢

gdo,A = (VL.6)

where I, 4 is the drain saturation current dff,, and ¢; is the thermal voltag&T"/q.
Substituting (VI.6) into (VI.3) and the latter into (VI.2), we can make an interesting ob-
servation. WhileM, draws a negligible drain current, its induced gate noise is inversely
proportional to the drain current and, thus, can be quite significant. It adds to the induced
gate noise current af/g, degrading the overall NF in the DS method. Simulations using
BSIM3V3 models do not predict this NF degradation because they do not take into account
the induced gate noise.

To quantitatively estimate the NF degradation in the DS method due to the WI op-
eration of M, we will reuse the result for the minimum noise factor of a common-source
amplifier without degeneration from [148], but we will rewrite it in a more general way as

follows

2
Froin =14+ —1/79400g. (1 — |c]?). (VI.7)
/79000 (1= lf?)

We will neglect the drain noise current 8f, due to the fact thafp » < Ipg. Then, we
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can write

gm =~ gm,B, (V|8€l)
gdo =~ 9do,B; (V1.8b)
v & B (V1.8¢)

The induced gate noise 6f, increases the portion of the total induced gate noise current

that is uncorrelated tQ4 5. This uncorrelated portion is given by

2, =4kTAfégy (1 — |c?)

ngu

= 4KTAfoagen + 4KTAfpgen (1 — |ea]?) . (V1.9)
From the last equation we get
0gs (1= |el”) = Oagaa + Ongen (1 — lesl’) - (V1.10)

Substituting (VI1.10) and (V1.8) into (VI.7), we get

2
Foin~ 1+ —\/’YBgdo,B [6agga + 0Bgen (1 — |cal’)]. (VI.11)
9m,B

The plot of F,;;, of the circuit in Fig. VI.1(a) withL. = 0, computed using (VI.11), versus
the gate bias of\/, is shown in Fig. VI.3 (the gate bias d@fls is kept constant). As can

be seen/,,;, rapidly increases withvgs o falling below the threshold voltage (0.58V in
this process) due to the increasing contribution of the induced gate naigdg.ot should

be noted that (VI.11) was derived using the van der Ziel's first-order approximation of the
induced gate noise, and, therefore, it may correctly show the trefg;pversus gate bias

but it may not be accurate for predicting the absolute valuds gf[149].
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Figure VI.3: TheoreticaF,,;, of the circuit in Fig. VI.1(a) withL = 0 vs. the gate bias of
M. The gate bias ol/y is kept constant.

V1.4 Modified DS Method

For the DS method to significantly boost §IBt RF, it is not necessary to completely
eliminate the 2nd-order contribution to IMDIt is enough to make it the same magnitude
and opposite phase with the 3rd-order contribution. Instead of optimally scaling and rotat-
ing the 2nd-order contribution by tuning the 2nd-harmonic terminations of the composite
FET, here we propose a method shown in Fig. V1.4, which is similar to the conventional
DS method but uses two source-degeneration inductors in series, with the FET sources
connected to different nodes of the inductor chain to adjust the magnitude and phase of
the composite 3rd-order contribution/, is biased in WI with a positives,, and Mg is
biased in Sl with a negatiwgg. It can be shown that the contributions@f andgs, to the
overall response are negligible. The purpose of connectingtheource to the common

node of the two inductors is to change the magnitude and phaseg@f, itontribution to
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Figure VI.4: Modified derivative superposition method.

IMD ; relative to they,g andgsg contributions ofM5.

To explain how the composite FET in Fig. V1.4 achieves a high HPRF, we will
analyze its simplified equivalent circuit shown in Fig. V1.5, where the signal generator is
modeled by a Thevenin equivalent circuit with an open-circuit voliagend a transformed
output impedancée’; as before(”y, andCy are the gate-source capacitances\ff and
Mg, respectively,v, andwvg are the small-signal gate-source voltages\ff and Mg,
respectively, and, and:g are the small-signal drain currentsiafy, and Mg, respectively.
Here we used the same assumptions as those made for the equivalent circuit in Fig. V.7. To
simplify derivations further, we also neglected the linear and 2nd-order responaés, of
i.e., assumed that, ~ 0 andgss ~ 0.

The combined output current can be represented as the following truncated Volterra

series in terms of the excitation voltagein the time domain

i(vx) = C1(s) ovx + Cs(sy, 89) © vi + C3(s1, 82, 83) © vi, (VI.12)
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Figure VI.5: Simplified equivalent circuit of the composite FET in Fig. VI.4.

whereC,,(s1, sq, - -+ , s,) IS thenth-order nonlinear transfer function. For a two-tone exci-
tation
vy = A cos(wat) + cos(wpt)], (VI.13)
[IP5 is given by
1 Cl(sa)
[IP3 9, 0. = ) VI.14
2207 T 6Re(Z1(5a)) ‘cg(sb, Sby —Sa) (Vi-14)

The derivations ot (s,) andCs(sy, si,, —s.) for a narrow tone separation, the con-
jugate input match at the fundamental frequency, and a low-impedance input termination at
the 2nd-harmonic frequency are shown in Appendix E. Substituting (E.3a) and (E.21) into

(V1.14) and taking into account (E.22), we get

4g?aw?[L1(Cp + Cg) + LoCg]

1IP; ~
3 3’5’ )

(V1.15)
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where
. L.C3
- 1 L 1 L 2111
e = gsa(l + jwLlagip) [ + (Whagis) ] * Li(Ca + Cp) + LyCy
2q2 1
+ g3B — 3g2B 1 ) (V|l6)
JgiB 1+

j2w(L1 + Lg)QlB

andw =~ w, ~ w,. The above expression does not show Itfependence on the in-
termodulation frequency (i.e2w, — w, VS. 2w, — w},) because the contribution of the
difference-frequency mixing terms to IMDs negligible at smalhw (= wy, — w,) due to
the absence of a dc source resistance in the analyzed circuit (see Fig. VI.5).

Parametee shows how different nonlinearities of the circuit in Fig. V1.5 contribute
to IMD3. The first two terms in (VI.16) represent the contributions of the 3rd-order non-
linearities of M, and Mg, respectively, and the last term represents the contribution of the
2nd-order nonlinearity ofi/z. The phase of the composite 3rd-order contributiod/bf
and Mg is dependent ot,. If L, were zero, the imaginary part of the first term in (VI1.16)
would be zero, and the vector of the composite 3rd-order contribution, described by the first
two terms, could never be made collinear with the vector of the 2nd-order contribution, de-
scribed by the last term, because the latter has a nonzero imaginary part. Therefore, the
distortion cancellation would be impossible as in the case of the conventional DS method.
Graphically, this is explained by the vector diagram in Fig. VI1.6(a).

The idea of the modified DS method is to use theortion of the total degeneration
inductance to rotate the phase of the contribution to IMD; relative to that of thesg con-

tribution, such that their sum is out-of-phase with the 2nd-order contribution. Graphically,
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Figure VI.6: Vector diagram for the IMPcomponents. (a) Conventional DS method. (b)
Modified DS method.

this is explained by the vector diagram in Fig. VI.6(b). In order for IMD be zero, both

the real and imaginary parts efmust be zero. The equatioRs(c) = 0 andIm(s) = 0

can be solved for,; and L,. Using the FET sizes and bias offset from Fig. VI.1(a) as an
example, the solutions &g = 0.57V are L; = 0.83nH andL, = 0.61nH. The plot of IIR

at 880MHz computed using (VI.15) versugs is shown in Fig. VI.7. As can be seen, with

the total degeneration inductancelot4nH, a significant IIR improvement is achieved in

a wide range of biases in comparison with the conventional DS method, used at the same
frequency (see Fig. VI.1(c)). The fact that the proposed modified DS method does not
require the degeneration inductance to be minimized as in [114] makes the simultaneous

noise-power match possible.
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Figure VI.7: Theoretical lIRat 880MHz of the circuit in Fig. VI.41{/y, = 240pum, Wy =
460pum, Ly = 0.83nH, Ly, = 0.61nH, Vg = 0.2V).

VI.5 LNA Design and Measured Results

The proposed modified DS method was used in a cellular-band CDMA LNA, whose
schematic is shown in Fig. VI.8. Instead of two degeneration inductors in series, the LNA
uses a single tapped inductor to save die area. The input FETand Mg are interdigi-
tated for better mutual matching and to reduce their combined drain-bulk capacitance and,
thus, the noise contribution of the cascode FH{. FET M, is biased in WI, and FET
My is biased in Sl. Their gate bias voltages are generated by the diode-connected FETs
Mgra and Mgg, respectively, whose drain currentg, and Izg are independently pro-
grammable. We used the current-derived bias because it results in lggarilions from
part to part than a voltage-derived bias, as was shown in the previous chapter. A constant-
gm bias circuit was used to minimize the gain andsl\Rriations over temperature. The

ratiosWg/Wa, Irg/Ira, andL, /L, were optimized for the highest lIJPusing a commer-
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Figure VI.8: Simplified schematic diagram of the CMOS LNA using the modified DS
method.

cial circuit simulator. Because of the interdigitation /afy and M5, the evaluated values
of W /W were limited to ratios of small integers, e.g., 1/1, 2/1, 3/2, etc. The evaluated
values oflrg/Ira Were also limited to the ratios of integers, whose sum was kept constant
(equal to 40) to ensure a constant total dc current. At each optimization step, the total
degeneration inductance was adjusted to keep the LNA gain constant. We found that the
optimum ratios weréls /W, = 3/2, Irg/Ira = 39/1, andLy/L,; = 0.85, with the total
degeneration inductandeof 2.7nH including the bondwire.

The LNA was manufactured in a 0.281 Si CMOS technology as part of a cellular-
band CDMA zero-IF receiver and packaged in a QFN 32-pin package. Its measured power
gain and NF are 15.5dB and 1.65dB, respectively, with the current consumption of 9.3mA

from 2.6V, excluding the bias circuit. The input and output return losses are lower than
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Figure VI.9: Measured CMOS LNA 2-tone transfer characteristics.

-11dB. The LNA IR, was tested with two tones at 880MHz and 880.5MHz and was found

to be insensitive to the tone separation. The measured output powers of the fundamental
and IMD; responses as functions of the input power per tone are plotted in Fig. VI.9. As
can be seen, below,, of -25dBm per tone, thé’\ps(P,) curve rises with a slope 3:1,
andIIP; = 4+22dBm. At higher input power levels, the slope is steeper than 3:1 indicating
that IMD; is dominated by the 5th and higher odd-order nonlinearities. If the 3rd-order
nonlinearity was completely cancelled, the slope 3:1 would not exist, agdMdRid be
meaningless. In this case, the 5th or higher order intercept points could be used to estimate
the distortion levels at particular input power levels. We also measurgddiRlifferent

values of the master reference current, with the ratio/Ira kept constant. Fig. VI.10
shows that the LNA maintains high JRn a wide range of the dc current through the
composite FET. The achieved klRvas found to be insensitive to the input and output

harmonic terminations.
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Figure VI1.10: Measured Ilfat P,, = —30dBm as a function of the combined dc current

of the input FETSs. The ratidrp/Ir iS kept constant.

To investigate the effect of the gate biasMf, on the LNA performance, we mea-
sured the LNA IIR, gain, NF, and dc current as functionslafs 4, with Vi;s g kept con-
stant. The results are presented in Fig. VI.11. As can be seen, the peak is iditly
broad and centered aroufids » = 0.55V. As predicted by the theory, reducings a in-
creases the LNA NF due to the increasing induced gate noise curréf off he rate at
which the NF increases with the falling;s 4 is much lower than the theoretical one shown
in Fig. VI.3, indicating the deficiency of the van der Ziel’s first-order approximation of the
induced gate noise at subthreshold biases (see also [149]).

We also manufactured an LNA with a single input FET. It achieved 16dB gain,
+2dBm IIR;, and 1.4dB NF with 9mA dc current. So, the proposed modified DS method
boosted IIR by about 20dB but degraded NF by 0.25dB due to the induced gate noise of
the FET biased in WIX/, in Fig. VI1.8).

We compared our CMOS LNAs with other state-of-the-art FET LNASs using the dy-
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Figure VI.11: Measured IIf gain, NF, and combined dc current versus the gate bias volt-
age ofM,. The gate bias o/ is kept constantl(gs 5 ~ 0.75V).

namic range FOM defined by (IV.30), and the results are presented in Table VI.1. As can
be seen, our LNA using the modified DS method has the highest FOM. This FOM is also

the highest among LNAs using bipolar transistors (see Table IV.1).

VI.6 Conclusions

We have shown that the conventional DS method does not provide a significant IIP
improvement at RF due to the contribution of the 2nd-order nonlinearity tosIMD
general, the vector of this contribution is not collinear with the vector of the 3rd-order
contribution, and, therefore, they can not cancel each other. To give these contributions
opposite phases, we proposed a modified DS method, which uses two inductors in series (or

a tapped inductor) for source degeneration of the composite FET. This method boosted the
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Table VI.1: Comparison of state-of-the-art linear FET LNAs

Freq | S21 | NF | IIP; Py
LNA Technology FOM

GHz | dB | dB | dBm | mA@V

LNAin Fig. VI.8| 0.25:m Si CMOS 09 | 155/|1.65| +22 | 9.3@2.6| 503
LNA in Fig. V.14| 0.25:m Si CMOS 09 | 146| 1.8 | +10.5| 2@2.7 | 117

[115] 0.6um GaAs MESFET 0.9 | 17 | 1.6 | +8.5 | 4.7@2.7| 62.8
[118] 0.25mSiCMOS | 2.2 | 149| 3 |+16.1| 9.4@2.5| 53.8
[150] 0.4um GaAs PHEMT| 0.9 | 125| 1 | +8 | 5@3 |28.9
[151] 0.5um GaAs PHEMT| 2.1 | 15 | 1 | +7.3 | 8.5@3 | 25.7
[114] 0.35m SiCMOS | 0.9 | 10 | 2.8 | +15.6| 7.8@2.7| 19
[100] 0.2um GaAs PHEMT| 2 9 | 3 | +19 | 22@5 | 5.8
[111] 0.35mSiCMOS | 0.9 | 25 | 2.8 | +18 | 15@3 | 3

lIP; of the designed CMOS LNA by 20dB. This LNA has the highest dynamic range FOM
among known state-of-the-art LNAs. We also explained the reason why the composite
FET in the DS method exhibits a higher NF than a single FET. Our analysis showed that
the FET biased in the subthreshold region is responsible for this NF degradation due to its
high induced gate noise, which is inversely proportional to the drain current. We found
that the van der Ziel noise theory overestimates this NF degradation, which indicates the

deficiency of its first-order approximation of the induced gate noise at subthreshold biases.



Chapter VII

Conclusions

VIl.1 Research Summary

XMD generated by a CDMA LNA significantly degrades the RX sensitivity. It must
be accurately estimated from the TX leakage statistics and the circuit transfer function in
order to derive the LNA linearity requirement. The latter in combination with other design
objectives such as low NF, high gain, low dc current, and low-cost, high integration-level
implementation can be met by using linearization techniques.

In this dissertation, different methods to quantify XMD in a CDMA LNA are re-
viewed. Because of their simplicity and speed, behavioral modeling methods are found to
be more suitable for the final task of deriving the LNA linearity requirement. However,
their accuracy depends on the circuit and signal models. It was shown that, even though a
power series model of a circuit transfer function is considered to be suitable for memoryless
circuits only, it can still accurately take into account the circuit reactances if its expansion
coefficients are expressed through the appropriate intercept points, such as TBIR or IIP
An analysis using such a power series yields the same results as the one using a \olterra

series but with much less complexity. Modeling a CDMA signal is another part of the be-

150
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havioral modeling of XMD. A commonly-used Gaussian approximation makes the XMD
analysis very simple, but it yields the results that do not agree with simulated and measured
data. A new CDMA signal model is proposed based on a mathematical description of a
CDMA reverse-link modulator. Using this model and the power series representation of
the LNA transfer function, a closed-form expression of XMD of a narrow-band jammer is
derived. It agrees well with the measured results. This XMD expression is then used to de-
rive IIP; requirements of CDMA LNAs to meet the single-tone desensitization requirement
of the 1S-98 standard. For a typical SAW duplexer, the minimurg $ifould be +8.2dBm

for a cellular LNA and +6.9dBm for a PCS LNA. Such a high linearity should be achieved
in combination with the maximum NF of 1.8dB and the power gaimcof- 1dB.

Among different linearization techniques that can meet the above design challenge
at low cost, this dissertation investigated the optimum out-of-band tuning, optimum gate
biasing, and the DS method. Although the optimum tuning of either a difference-frequency
or 2nd-harmonic termination has been previously known to reduce;JMi3 shown here
that both terminations must be optimized simultaneously to achieve the lowest distortion
possible. Simply reducing the bias circuit impedance to reduce;|NB it is proposed
in many publications, works only for a strongly-degenerated BJT operating well below its
cut-off frequency and terminated at the input with a relatively small impedance at the 2nd-
harmonic frequency. Two LNA designs are presented to prove the theoretical results: a
2GHz BJT LNA with optimized difference-frequency and 2nd-harmonic terminations and

a cellular-band SiGe HBT LNA with a low impedance input bias. The former achieves a
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higher 1R, but at the expense of high HRensitivity to the frequencies of the input two
tones. The second LNA still meets the JIRequirement and with much less frequency
sensitivity, which makes the low-frequency low-impedance input termination method more
suitable for high volume production. Different techniques for generating the low-frequency
low-impedance input termination are reviewed. Among them, only the combination of the
low-impedance bias circuit with an RF choke can meet the CDMA LNA requirements to
the bandwidth of the termination and to the gain switching time.

Although a very simple and reliable method, the low-frequency low-impedance input
termination can only be used for BJTs or HBTSs, but not FETs. And the latter are the only
active devices available in CMOS technology, which offers a low cost: one of the key goals
of the CDMA RX design. Among the linearization techniques suitable for FET LNAS,
the optimum gate biasing is the simplest. It is based on biasing a FET at the gate-source
voltage at which the 3rd-order derivative of its dc transfer characteristic is zero. Such
biasing causes an IMnull. However, this null is very narrow and, thus, requires precise
biasing at the mentioned voltage. A novel bias circuit is proposed here to automatically
generate this voltage in the presence of process and temperature variations. Its precision
can be satisfactory, provided that the dc input offsets are reduced. In addition to being
narrow, the IMD null is shown to shift at RF from the bias voltage for zero 3rd-order
derivative and become shallow, causing a loweg ak. This behavior is theoretically
attributed to the effect of the 2nd-order interaction, which becomes stronger at RF due to

stronger parasitic feedbacks around a FET. An approach based on tuning the drain load
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impedance is proposed to cancel the effect of the 2nd-order interactionoat IRF. It is
implemented in a cellular-band CMOS LNA. Even though this approach increasesthe 1P
peak, the latter remains shifted relative to the gate bias for zero 3rd-order derivative and,
thus, requires a manual bias adjustment. It is shown experimentally that a current-derived
bias of a linearized FET results in less JlRariations from part to part than a voltage-
derived bias. While IIR of the designed LNA using the optimum gate biasing marginally
meets the derived specification, the NF and gain of the LNA fall short of their requirements
due to a lowfr at the optimum gate bias.

The DS method reduces the §{IBias sensitivity, indicative of the previous method,
by extending the bias voltage range in which a significang ilRprovement is achieved.
It also improves the amplifier gain by having one of the two parallel FETs operate in the
Sl region. However, the second-order interaction still degradgsaiRF. A modified DS
method is proposed to cancel the 2nd-order contributions to;l&id&inst the 3rd-order
ones. This method boosted the jI6f a cellular-band CMOS LNA by 20dB. The LNA
also showed an improved gain and NF in comparison with the LNA using the optimum
gate bias. The measured NF is still higher than that of a single FET LNA. This result is
theoretically explained by the contribution of the induced gate noise of the FET operating in
the WI region to the overall noise of the composite FET. The measured results show that the
van der Ziel noise theory, which was extended here for subthreshold biases, overestimates
this NF degradation, which indicates its deficiency at these biases. The designed CMOS

LNA using the modified DS method has the highest dynamic range FOM among known
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state-of-the-art LNAS.

VIl.2 Future Research Directions

Wireless networks will continue evolve towards higher cell capacity and higher data
rate. The CDMA technology opens the doors for this evolution. This is why it has been
chosen as a core of the 3G standards. However, the older standards such as AMPS and
GSM will not disappear right away. They will coexist with the new standards, creating
interferences to CDMA phones. Thus, XMD will continue to degrade the mobile RX sen-
sitivity. Besides narrow-band jammers from AMPS or GSM offending base stations, there
will be wideband jammers from the competitors’ CDMA base stations. This interfering
signal environment has already been considered by the 3G standards [152], [153]. It will
be important to develop accurate behavioral models of XMD, which take into account the
statistical properties of the TX leakage and jammer, generated using new coding and mod-
ulation schemes. One of these models has already been published [154].

The phone miniaturization and cost reduction will continue pushing for new, low-
cost front-end solutions. Moving towards an all-CMOS implementation of the RX front
end is one of the low-cost solutions. Therefore, FET linearization techniques will be of
great interest; especially those suitable for low-supply voltages, which will dominate in the
future due to the gate-length reduction trend. Another way to reduce the cost and area of
a CDMA RX is to get rid of the RF SAW filter and the associated matching circuits at the

LNA-mixer interface. Two researches will probably be conducted in parallel to investigate
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the possibility of removing the RF SAW filter: one will concentrate on achieving a high TX-
RX isolation of the duplexer in the TX band, and the other will concentrate on designing
an active TX leakage filter.

The duplexer isolation can be improved by making the RX ports differential. The RX
architecture would have to be fully differential too. With an improved TX-RX isolation,
the requirements to the LNA linearity will become less stringent to the point that no special
linearization techniques will be needed. However, without the RF SAW filter, the mixer
will become a dominant XMD contributor, and its linearity will have to be improved. The
modified DS method proposed here or the post-distortion method described in [95] can be
used to linearize the mixer. However, they would have to be converted to the differential
architecture. Some of the issues associated with these methods, such as the NF degradation,
will have to be understood and resolved. For example, a more accurate FET noise theory
for subthreshold biases is needed.

The research effort towards an active TX leakage filter would have to find a way
to reject the TX leakage without significantly degrading the RX cascaded NF, gain, and
current consumption. The filter will also have to automatically track the TX frequency.
Such a self-tracking filter, based on the least-mean-square algorithm, has already been
reported in [155]. However, its TX leakage rejection was limited by the reference signal
leakage to the LNA output. The filter also degraded the LNA NF by 1.3dB, moving the RX
cascaded NF above the acceptance level. More work will have to be done to increase the

filter TX rejection and reduce the cascaded NF.



Appendix A

Derivation of Autocorrelation Function
of OQPSK Signal and BPGN

This section derives the autocorrelation functionc@) given by (11.3), with I(¢)
andQ(t) given by (Il.2a) and (ll.2b), respectively. The statistical properties, @nd gy
samples of (¢) andQ(t) for an OQPSK signal and BPGN are summarized in Table II.1.

Due to the randomness and zero crosscorrelatignasfdd, the statistical properties
of ¢(t) are time-independent. So, each of the considered signals and its distortistas-are
tionary processes under the made assumptions. To shorten the formulas, the time variable
t will be set to zero in further derivations without losing accuracy.

By definition,

Re(1) = E{c(0)c(T)}
= Ep{cos(0) cos(wrxT + 0)} E{I(0)I(T)}

+ By{sin(6) sin(wrxr + 0)}E{Q(0)Q()}, (A1)

where the crosscorrelation terms betwdét) and Q(t) were omitted because they are

zero. The average ovércan be computed as follows

Bl =5 | O (A2)
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Both averages ovérin (A.1a) result in0.5 cos(wrx 7). Therefore,
Ro(r) = 5 cos(wrxr) [E{TO)T (1)} + E{QO)Q(7)}]. (A3)

The first term in the brackets of (A.3) can be evaluated as follows

E{I(0)I(1)} = Ed){ > ) E{iiy} sinc(¢/m — k) sine(Br + ¢/7 — 5)}

k=—o00l=—0

= Eé{ Z Z Op sinc(¢/m — k) sine(BT + ¢/7 — l)}

k=—o00l=—00
= Eé{ Z sinc(¢/m — k) sinc(BT + ¢/m — k)} : (A.4)
k=—00

where we used the correlation propertied,ofrom Table 11.1. Since these properties are
the same for the OQPSK signal and BPGN, the present analysis is valid for both signals.

The average oves is defined as

Bl =5 | Odo. .5

Applying the following identity, derived using tHeoisson sum formulfL25],

(e}

Z sinc(¢/m — k) sinc(br + ¢/m — k) = sinc(br), (A.6)

k=—o00

we get

E{I(0)I(7)} = sinc(bT). (A7)

It can be shown thab'{Q(0)Q(7)} gives the same result. Substitutitg /(0)I(7)} and

E{Q(0)Q(7)} into (A.3), we get

R.(7) = cos(wrxT) sinc(br). (A.8)



Appendix B

Example of Infinite Sum Evaluation
Using MAPLE 7

This section demonstrates how to evaluate in closed form the infinite sums in (11.29).
As an example, we use the last sum in this expression. This sum appears only in the case
of a CDMA TX leakage and is absent in the case of BPGN.

Since most symbolic math packages do not recognize the sinc function, the first step
is to replace it with its definition as follows

Z sinc®(¢/m — k) sinc®(br + ¢/7 — k)

k=—00

o)

= sin?(¢) sin®(7b7 + @) Z

k=—o00

1
(¢ — km)2(wbr + ¢ — km)?

(B.1)

The following Maple 7 script finds the closed-form result of the above expression and

averages it ovep.

> assume(b,real);# b denotes Pi*b*tau
> sin(phi)"2*sin(b+phi)~2*sum(1/(phi-k*Pi)"2/(b+phi-k*Pi)"2,

> k=-infinity..infinity):simplify(%):combine(%);# Evaluating the sum:

(b~ — % b cos(2b”+2¢) — % b~ cos(2¢)

- %sin(2 ¢) — %sin(Q b7) + %sin(? b™+2¢))/b3
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> convert(%,exp):simplify(%):1/2/Pi*int(%,phi=0..2*Pi):
> evalc(%):combine(%,trig);# Averaging over phi:

1207 —sin(2h7)
2 p3



Appendix C

Derivation of Volterra Series
Coefficients of Common Emitter Circuit

In this section, the 1st and 3rd-order coefficients of the Volterra series (IV.8) are
derived using the harmonic input method.

The Kirchhoff’s current law equations for each node of the circuit in Fig. IV.1 are

U;l;(;;l — e (B_lF + STF) — (v1 — v3)5C}e — (v1 — v3)sC), =0, (C.1a)
. 1 v
lc (1 —+ E -+ STF> -+ <U1 — 'UQ)SCYJ' — TES) :0, (Clb)
(01 — 13)8C, — g — =2 =0 (C.1c)
U1 v3)sCLy, 1c Z3(S) =U. .

Equations (C.1) can be solved for, v,, andvs as functions of the excitation voltage
and the nonlinear collector curreiit Since the latter is controlled by, (= v1 — v9)

(see (IV.1)), it is convenient to combine the solutionsdpandv, into v,. Then, we get

1 vib(s) .
S G a2 () + (a2 ) (C.22)
v = Zs(s) vxsCpd(s) — i [c(s) + d(s) + a(s)sCLZ1(s)] (C.2b)

b(s) + c(s) + sCieZ(s) ’
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where the following shorthand notations were used

1

a(s) = 5 T (C.3a)

b(s) =14 sC,Zs(s), (C.3b)

c(s) = s(Cje + CL) Z1(5), (C.3c¢)

d(s) =1+ sCjeZs(s), (C.3d)
~b(s) +c(s) + sCie Z(s)

M) = a0 Z05) + A+ a) 26’ (C:3€)

Z(s) = Za(s) + sCyu[Z1(s) Za(s) + Z1(5) Z3(s) + Z2(s) Z3(s)] - (C.3f)

Equation (C.2b) can not be solved fory directly because its right side includés
which depends on,.. Therefore, we will have to find, from (C.2a) first. Equation (C.2a)
is transcendental becausas a nonlinear function of,.. To findv,. as a function ot,, we

will use the following Volterra series representation dQr
UW:A1(8)00X+A2(81,82)OUE+A3(81,82,83)OU§+--- . (C4)
Substituting (C.4) into (IV.1), we get [15]

ic = g1.A1(s) o vx + [g142(51, 52) + gaA1(51)A1(s2)] © Ui

+ |1 As(s1, 52,55) + 20221 (1) A2, ) + go i (1) Au(s2) A (s0) | o v o
(C.5)
where the bar indicates the symmetrization (averaging) of the corresponding transfer func-

tion over all possible permutations of the Laplace variables, i.e.,

Al(Sl)AQ(SQ, 83) = % [A1<81>A2(82, 83) + Al(SQ)A2(817 83) + A1<83)A2(51, 82)] . (C6)
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The idea of the harmonic input method is that equations (C.2) must hold separately
for the 1st-order (i.e., linear) terms as well as the 2nd and 3rd-order intermodulation prod-
ucts. To find the linear transfer functions (s) andC, (s), we will excite the circuit with
a single tone, = e*t. Substituting (C.5), (C.4), and (IV.8) into (C.2), equating the coeffi-
cients ofe** on both sides of (C.2), and solving fdr (s) andC| (s), we get

5 — 1 ‘ b(s)
Arls) g1+ 9(s) a(s)Zi(s) + (1 +a(s))Z(s) (C.78)
sCud(s) — g1Ai(s) [c(s) + d(s) + a(s)sC’uZl(s)].

b(s) + c(s) + sCieZ(s)

Cl (S) = Z3(S)

(C.7b)

Among the 2nd-order transfer functions, we will only negds, s,) as will be seen
later. To find it, we will excite the circuit with two tonaes = e + e%!, Substituting
(C.5) and (C.4) into (C.2a), equating the coefficientg©ft2)* on both sides of (C.2a),

replacings with s; + s, and solving ford,(sq, sq), we get

g2 A1 (s1) A (s2)
As(s1, 82) = — . C.8
2(51, 82) g1+ g(s1+ s2) (¢8)
Similarly, using a three tone excitation, we can derive
292 A A A A A
Ay(s1, 59, 85) = — 92 A1 (51)Az(82, 53) + gaAi(s1)Ai(s2) 1(33)7 (C.93)

g1+ 9(sx)
c(sy) +d(ss) + a(ss)ssCuZ1(sx)
b(sz) + c(sx) + s5CjeZ(sx)

03(817 S2, 33) = —Zg(Sz)

: [91143(51, 59, 53) + 2g2A1(51)Aa(52, 53) + 93A1($1)A1(32)A1(53)] 7

(C.9b)

wheresy, = s + s9 + s3.
For the input excitation given by (IV.7)JMD3 at 2w, — w, is found by settings; =

sy = sp andsz = —s,. Assuming closely spaced frequencies such that s, ~ s, we
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can simplify (C.9) as follows

B _292141(813)142(81), —5a) + g3A1(s) |A1(3>|2
As(sb, 5, —5a) = S : (C.10a)
c(s) 4+ d(s) + a(s)sC,Z1(s)

b(s) + c(s) + sCie Z(s)

C5(Sp, Sb, —5a) = —Z3(5)

: [91143(310, Sb, —Sa) + 29241 (5p) A2(Sp, —8a) + g3Ai1(5) |A1(3)|2 .

(C.10b)
Substituting (C.10a) into (C.10b), we get
_ c(s) +d(s) +a(s)sCuZi(s)  g(s)
Cs(sb, 55, =5a) = = Z3(s) b(s) + c(s) + sCieZ(s) g1+ g(s)
(29541 (55) A2 (50, —5a) + 31 (5) \Al(s)ﬂ . (C.11)

The averaged produet; (s,) Az (sh, —s.) can be evaluated using (C.6) and (C.8) as follows

G0 Ao, —50) = — 2 44(5) A1 () gﬁ; A5 +gl+g(28>}, (C.12)

whereAs = s, — s,. Substituting (C.12) into (C.11), we get

c(s) +d(s) + a(s)sCuZi(s)  g(s)

0(3) & o(5) + 5Cn2(s) g1+ g(a) () A e(As,29),

03(8137 Sb, _Sa> == _Z3(8)

(C.13)

where

2¢2 9 1
e(As,2s) = g3 — == + )
( ) =9 3 Lo +g9(As) g1+ g(2s)

(C.14)

To calculate 1B, we need to compute the ratig (s)/Cs(sp, sp, —Sa). Using (C.13)

and (C.7b), we get

Gls) _ ! C.15
Cs(sp,5p, —Sa)  H(s)A1(s) [A1(s)|* e(As, 2s)’ ( )
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c(s) +d(s) + a(s)sC,Z:(s) g(s)

Hs)= - sCud(s) — g1 Ai(s) [c(s) + d(s) + a(s)sCZi(s)] g1+ g(s)’

(C.16)

Substituting (C.7a) into (C.16) and expanding the shorthand notations (C.3), we can sim-

plify (C.16) to

_ 1+ 50 [Z1(s) + Za(s)] + sCuZu(s) (L + 1/ + s7x)

HU8) = = = aGL L+ Za(s) (91 + 91/ Be + 57egn + 5C)

(C.17)




Appendix D

Derivation of Noise Coefficients for a
FET in Weak Inversion

This section derives the drain and induced gate noise coefficients for a saturated long-
channel MOSFET biased in WM, in Fig. VI.2), following the approach outlined by van
der Ziel in [144]. For simplicity, the letter “A’ in the subscripts of notations is omitted here.
To find the drain noise current, we will start with an expression for the drain current
caused by the noise voltagkv,, across the channel section betwegnand zy + Az

[144]:

9(o)

Nipg =
fnd Leff

Ay, (D.1)

whereg(1}) is the channel conductance per unit lengtb@aandVy is the dc potential at

zo. In the WI region, the drain current mechanism is due to diffusion. According to [145],
RG]
9(Vo) = goe v, (D.2)

whereg is the channel conductance per unit length at the source terminal () ande;
is the thermal voltagéT/q.

The mean-square value 4fi, 4 is given by

7*(Vo)
L

AiZ, = AvZ,, (D.3)
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where
Al’o
g(Vo)

The total drain noise current can be found as follows:

AvZ, = AkTAf = 4KTA f%. (D.4)
D

= = 2 d D.5
an dr L Lgﬂ"ID 0 g <Vb) Vb) ( )

- /Leff d <AZ121d> dr 4]€TAf b

0
whereVy is the dc drain potential (the source is assumed grounded). The last equation was
first derived by Klaassen and Prins [146]. Substituting (D.2) into (D.5) and simplifying the

result forVp > ¢, we get

2~ 2kTAS it} (D.6)
nd ng[D : .
We also know that
A
b= [ ghav. ©.7)
eff JO
Substituting (D.2) into (D.7), we get
9oy _ R
I =7 (1 e o ) . (D.8)
ForVp > ¢y, the above expression simplifies to
GoPy
Ip ~ ) D.
b~ (D.9)
Solving for g, in (D.9) and substituting it to (D.6), we get
5 Ip
ity = Qk;TAfg = 2qIpAf. (D.10)
t
Using (D.8) and (D.9), we can also find
I I
o= _ % I (D.11)

B % V=0 B Leff ¢t’
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and, thus,
2, = 2kT A fgao. (D.12)
A comparison of (D.12) with (VI.1) yields = 1/2.
In the first-order approximation, the gate current caused by the noise vaitagés

given by [144], [147]:

oy YW dr
Aipe = jwCox W g(Vy) Av,, / —/ } D.13
o= aucawatisnn | [ - [M s o

We know that [144], [147]

do = yr— (D.14)
and, therefore,
1%
_ [Vgwdu gty (v
x_/o = (1 e ) (D.15)

Substituting (D.14), (D.15), and (D.2) into (D.13) and simplifying the resulifgors> ¢,

we get

. jwC o, W q(Vo)Av,,
Ning o LG ) (0.16)

The total induced gate noise current is

e d (A7)
P2y = / ——Zdx
0 dx
w2C2 W?

Iy,

Vb
= AKTAf /0 (Vo) (¢ — Vo)*dVy

~ kTAfW*C? W2L? i (D.17)

Ly

Taking into account (D.11), we can write

2 2
2= KTAfZ (CoW Ler)” (D.18)

gdo
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A comparison of (D.18) with (VI.2) yield§ = 45/16.
To find the correlation coefficient betweép andi,q, we need the following cross-

correlation

Lot § (RingATE
Tgty = / %dm. (D.19)
0

Substituting (D.16) and (D.1) into (D.19) and taking into account (D.4), we get

~ x .WOOXW VD
nglng = TAFEEZ [ (Vo) (6, — Vo)V
IDLeﬂ" 0
~ kTAfjwCo W Leg. (D.20)
Finally, the correlation coefficient
Ing " ing J
c=——2L = —, (D.21)
i?lg ' Z?ld \/§



Appendix E

Derivation of Volterra Series
Coefficients in Modified DS Method

In this section, the 1st and 3rd-order coefficients of the Volterra series (VI1.12) are
derived using the harmonic input method.
First, we will establish the relationship between the combined output curaard

the gate-source voltageg andvg. From Fig. VI.5,

in = gsavy}, (E.1a)
IB = g1BUB + gQBU% + 93B’01?§, (E.1b)
i =ix+iB = gsaUX + J1BUB + g2BVR + g3BUR. (E.1c)

The gate-source voltages can be modeled by the following truncated Volterra series in terms

of the excitation voltage,:

va = A1(5) 0 vx + Ag(s1, 82) 0 V2 + As(s1, 52, 83) 0 vy, (E.2a)

B = B1(8> O Vx + BQ(Sl, 82) e} Ui + 33(81, S9, Sg) o} U)S(. (E2b)

Substituting (E.2) into (E.1c) and comparing the resulting expression with (VI.12), we can
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write

01(8) = ngBl(S), (E3a)

C5(s1, 52, 83) = gsaAi(s1)Ai(s2)A1(s3) + g1 B3 (51, S2, S3)

+ 2gop B1 (1) Ba(s2, s3) + gspBi(s1)Bi(s2)Bi(s3), (E.3b)

where the bar indicates the symmetrization (averaging) of the corresponding transfer func-

tion over all possible permutations of the Laplace variables, i.e.,

Bi(s1)Ba(se, s3) = % [B1(s1)B2(s2, s3) + Bi(s2)Ba(s1, 83) + Bi(s3)Ba(s1, s2)] -
(E.3¢)

Therefore, to find”; (s) andCs5(s1, s9, s3), we first need to find4,(s), Bi(s), Ba(s1, S2),

anng<Sl, S92, Sg).

The Kirchhoff’s current law equations for each node of the circuit in Fig. V1.5 are

U % + (v1 — v9)sCx + (v2 — vy)sCp =0, (E.4a)
Z1(s)
. U2 — U1 v
(vg — v1)sCa +ip + sIa sl =0, (E.4b)
N, (E.4c)

_ C '
(vg — v2)sCp + ip + Ly

Solving these equations fog, v;, andv, and substituting the solutions intq = vy — v,

andvg = vy — v, We get

 veals) — ina(s)b(s)l — inb(s)c(s)
oA = a(3)d(s) — o(s) ’ (E-52)
_ vx —iab(s)l — igb(s)d(s)
BT A —ols) (E5b)
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where

I= 1 (E.5c)
a(s) =1+ s*LyCp, (E.5d)
b(s) = sLo, (E.5e)
c(s) =1 - sCpZ(s), (E.5)
d(s) =1+ 14 sCa(Z1(s) + sLy). (E.50)

Equations (E.5) are the starting point for derivations of the transfer functions of (E.2).
To find the linear transfer functions, (s) and B, (s), we will excite the circuit with
a single tonev, = ¢e**. Substituting (E.1a), (E.1b), and (E.2) into (E.5), equating the

coefficients ofe** on both sides of (E.5), and solving fdr (s) and B, (s), we get

Ai(s) = n(s)Bi(s), (E.6a)

1
Buls) = a(s)d(s) — c(s) + gipb(s)d(s)’ (E.6b)

where
n(s) = a(s) + g1b(s). (E.7)
To find the 2nd-order transfer functidsy(s;, s2), we will excite the circuit with two
tonesv, = ¢! + 2!, Substituting (E.1a), (E.1b), and (E.2b) into (E.5b), equating the
coefficients ofe(*1+52)t on both sides of (E.5b), replacingwith s; + s,, and solving for

Bs(s1, s9), We get

Bs(s1, 52) = —gob(s1 + 52)d(s1 + 52)B1(81 + 52)Bi(51)Bi(s2). (E.8)
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Similarly, using a three tone excitation, we can derive

Bs(s1, 89, 53) = —b(s1 + s2 + s3)B1(s1 + s2 + s3)

-{d(51 + 55 4 53) [93331(81)31(82)31(83) + 2928 B1(51) Ba(s2, 83)]

o+ Lgsa Ay (51) A1 (52) As (s3) . (E.9)

For the input excitation given by (VI.13]MDs at 2w, — w, is found by setting
s1 = S9 = s, andsz = —s,. Assuming closely spaced frequencies such t¢hat s, ~ s,

we can simplify (E.9) and (E.3c) as follows

Bs(sp, sb, —5a) = —b(s)B1(s)

{d(s) [958 B1(5) 1B1 () + 2925 B (50) Bals, —sa)|

Flgsn Ay (s) | Ar ()] } (E.10)

Br(50) Balon, —s2) — % 2B1 () B (1, — ) + Bi(—s2) Ba(sn, 51)] (E.11)

Substituting (E.8) into (E.11), we get

Br(o0) Ba(on =) = ﬂQBBl(Sb; Bil=5a) oy As)d(ns) By (As)

+b(28b)d(28b)31 (2sb)] s (E].Z)

whereAs = s, — s,. From the assumption tha =~ s, it follows that As ~ 0 and

b(As) = 0. Then, (E.12) simplifies to

B (s0)Ba(sp, —5a) ~ _92’331(5;’31(5” b(25)d(25) By (25). (E.13)
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Substituting (E.13) and (E.6a) into (E.10), we get

Bs(sb, 86, —5a) = —b(s)B1(s)*| B1(s)*

-{d(s) [ggB — 2%2]3 b(2s)d(2s)B1(2s)| + lggAn(s)|n(s)]2} . (E.14)
Substituting (E.14), (E.13), and (E.6a) into (E.3b), we get

Cs(5p, b, —Sa) = Bl<3)|Bl(S)|2

-{ggAn<s>|n<s>|2 1~ lgub(s) By (s)]

1L = gusb(s)d(s)Bu(s)] |gm — 2%3135(25)05(25)31(25)} }
(E.15)
To simplify (E.15), we will consider the case of the conjugately matched input at the
fundamental frequency, i.e.,

Zl<8) = Zin(—S), (E16)
whereZ;,(s) is the input impedance of the circuit given by

1+ S(Ll + L2)ng + SQLQCB
(Ca + Cp + sLaCagip + s2LaCaCR)

Zin(s) = sLy + (E.17)
S

In this case,

1 — g1gb(s)d(s)Bi(s) = 1/2. (E.18)
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We will further assume that

WL, < w‘i (E.19a)
wWrLyCp < 1/4, (E.19b)
R(Z,(25)) < (L1 + Ly) - min (wTB, gcl—f> , (E.19c)
13(Z1(25))| < (E.19d)

2w - max(Cy, Cp)’
wherewrs = ¢15/Cg. The last two assumptions call for a relatively low impedance pre-
sented to the composite FET gate at the 2nd-harmonic frequency. They are not necessary
for the proposed modified DS method to work and are only used here to simplify expres-

sions for demonstration purposes. Using (E.19), we can write

n(s) = 1+ gipsLla, (E.20a)
1 LyCy
1 —Ilgipb(s)B ~ -1 , E.20b
g18b(5) Bi(s) 2 + Li(Ca + Cp) + LoCp ( )
b(25)d(25) By (25) ~ L (E.20¢)
+ e
918 2S(L1 + LQ)
Substituting (E.18) and (E.20) into (E.15), we get
1
C3(Sp, Sp, —Sa) = §Bl(s)|Bl(s)|25, (E.21a)
where
LyCg
A 1+sL 1+ (wL 21 1+
£~ g3l S 2913)[ (wLygiB) } L1(Ca + Cs) + LoCs
2
gy — 2920 L . (E.21b)

2s(Ly + L2) g1



175

ForIIP; derivations, the following quantity will also be needed

1
"~ 4g1pw? [L1(Ca + Cg) + LoCg]

R(Z1(s))| Br(s)[? (E.22)
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