
IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 51, NO. 3, MARCH 2016 587

A 35 dBm Output Power and 38 dB Linear Gain PA
With 44.9% Peak PAE at 1.9 GHz in 40 nm CMOS
Haoyu Qian, Student Member, IEEE, Qiyuan Liu, Student Member, IEEE, Jose Silva-Martinez, Fellow, IEEE,

and Sebastian Hoyos, Senior Member, IEEE

Abstract—This paper presents a 1.9 GHz linear power amplifier
(PA) architecture that improves its power efficiency in the power
back-off (PBO) region. The combination of power transistor seg-
mentation and digital gain compensation effectively enhances its
power efficiency. A fast switching scheme is proposed, such that
PA drivers and segments are switched ON and OFF according to
signal power; thus, the PA power consumption correlates with
the power of the input signal. Binary power gain variations due
to PA segmentation are dynamically compensated in the digital
domain. The proposed solution overcomes the tradeoffs between
power efficiency and linearity by employing the digital predistor-
tion technique. The PA is implemented in a 40 nm CMOS process.
It delivers a saturated output power of 35 dBm with 44.9% peak
power-added efficiency (PAE) and a linear gain of 38 dB. The adja-
cent channel leakage ratio (ACLR) at ±5 MHz at a maximum
linear output power of 31 dBm for a baseband WCDMA signal
is −35.8 dBc.

Index Terms—CMOS RF PA, CMOS RF power amplifier,
CMOS transmitter, highly efficient PA, highly linear PA, linear
power amplifier, RF transmitter, segmented PA.

I. INTRODUCTION

T HE POWER amplifier (PA) is one of the major power
consumers in the RF transceiver [1]–[3], and the design

and implementation of high efficient CMOS PA has been a very
active research and development area during the last few years
[4]–[6]. The 3G–5G communication standards use a high data
rate and bandwidth efficient modulations that result in a high
peak-to-average power ratio (PAPR). Because of the high PAPR
in such modulations during orthogonal frequency-division mul-
tiplexing (OFDM), the probability density function (pdf) of
the transmitted power will peak in the power back-off (PBO)
region. However, the power efficiency of linear PAs reaches
maximum at the peak output power, and drops drastically in
the PBO region.

Envelope tracking [5], [7]–[10] and PA segmentation [4],
[11]–[19], [20], [21], [23], [24] are two efficient enhancement
techniques that have gained much interest recently. However,
the envelope tracking system is becoming less effective in
advanced CMOS technologies as the power supply scales
down. The minimum drain-source voltage required by PA
transistors and the limited drain-source voltage allowed by
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the technology limit the benefits of this approach; the use of
stacked transistors may help to tolerate more signal swing.
Additionally, wide bandwidth standards require a high switch-
ing frequency switching regulator, which serves as a tradeoff
between regulator power efficiency, output ripple, and tracking
error [9], [10].

The use of on-chip transformers in segmented PAs usually
presents tolerances, especially the magnetic coupling factor that
may result in unreliable impedance matching, and as the dis-
tance between the metal layers to the silicon substrate continues
to shrink, the loss due to substrate coupling would cut into the
power saved by such architectures. Therefore, these segmen-
tations must be accompanied by a tunable impedance match-
ing network that makes these solutions sensitive to process–
voltage–temperature variations [14], [15]. In this approach,
some PA sections are deactivated in the low-power mode, such
that the overall efficiency for low-power standards is improved.
Such architectures do not provide means to improve aver-
age efficiency within each mode of operation. On the other
hand, the PA based on DAC switching [21] used in polar
PAs is an interesting approach that is further exploited in this
design.

In this paper, the design of a 1.9 GHz linear segmented
PA is presented. To improve efficiency in the PBO region, a
combination of PA segmentation and digital signal processing
(DSP) is employed. The PA sections are directly connected to
the output impedance matching network equipped with class
AB common-mode feedback (CMFB) mechanism to reduce
common-mode variations when (de)activating the PA segments.
The proposed PAs’ efficiency in the back-off region is signifi-
cantly improved since the drivers and PA active sections are
correlated with input signal power. The discrete power gain
variations were effectively compensated using a digital pre-
warping technique employing noiseless, fast, precise, and cheap
digital amplification. The digital prewarping scheme increases
the power of weak signals improving the signal-to-noise ratio of
the solution under PBO conditions. Preliminary results of this
work were recently reported in [19].

This paper is organized as follows. Section II reviews three
popular PA architectures aimed at improving power efficiency
in the PBO, namely the envelope tracking system, power com-
bining, and DAC-based technique. In Section III, the proposed
architecture is described in detail, and an in-depth analysis of
the impact of linearity due to timing mismatch is carried out.
The design of the PA building blocks is presented in Section IV,
and the measurement results and discussions are presented in
Section V. Finally, the conclusion is drawn in Section VI.
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Fig. 1. Conceptual schematic of an ET system.

II. EFFICIENCY ENHANCEMENT TECHNIQUES

Current and future generations of communication systems
use high PAPR modulation schemes due to the need for
bandwidth efficiency and accommodation of multimode and
multistandard applications; therefore, the target goal is to
improve power efficiency in the PBO region. A brief description
of these techniques follows.

A. Envelope Tracking

One of the possible envelope tracking topologies is shown
in Fig. 1. Baseband amplitude (the “envelope”) is extracted
in the DSP and converted to analog through the digital-to-
analog converter (DAC). The envelope signal is then fed into
a switching regulator, usually combined with a linear regula-
tor (not shown in this figure) used to reduce VDRAIN ripple.
The PA’s VDRAIN is dynamically varied, tracking the base-
band signal amplitude; PA’s efficiency improves at PBO region.
One of the major flaws of this architecture is that the timing
misalignment of the PA supply voltage to the RF signal will
introduce nonlinearity, and most effort to align the two paths
are sensitive to process, voltage, and temperature variations.
As the CMOS technology scales toward lower breakdown volt-
ages where the PA output voltage swing is limited, the envelope
tracking technique becomes less effective. On the other hand,
the switching regulator must be agile to track the fast vari-
ations in the input signal but also with small ripple. These
issues demand large switching frequencies, even > 100MHz
for signal bandwidths of 20 MHz with stringent slew-rate spec-
ifications. Unfortunately, the increased switching loss of the
switching regulator degrades the overall power efficiency when
high frequency clocks are employed. Power efficiency degrades
due to the use of an auxiliary linear amplifier needed to reduce
output voltage’s ripple.

B. Power Combining: Segmented PA

The PA can be segmented and the control system deactivates
one or more sections depending on the power demanded by dif-
ferent standards, as shown in Fig. 2(a). This approach is well
suited for multimode multistandard applications where several
sections of the PA can be deactivated when the system is used
in low-power mode operation [11]–[13], [15], [16]. This tech-
nique can also be used in switching-mode PAs as demonstrated
by [20].

Fig. 2. Conceptual schematic of power combining architecture with switchable
PAs. (a) PA for multistandard applications. (b) DAC-based PA with optimized
current efficiency.

C. Power DAC: Segmented PA

This approach was developed for polar amplifiers; see for
instance [21]. It employs a DAC embedded at the output of the
RF PA as depicted in Fig. 2(b). The phase of the input sig-
nal modulates the carrier and the modulated signal then feeds
the linear preamplifiers and so the PA sections 2M (W/L)0,
2M−1(W/L)0, . . . , 2

0(W/L)0. The PA is binary segmented;
then, its output current is correlated with the magnitude of the
input signal (determined by bM , bM−1, . . . , b0) implementing
an embedded DAC. In theory, the PA’s current efficiency would
be maintained close to the maximum attainable in every seg-
ment due to the fact that the digital predistortion adjusts the
signal power to fit within the maximum linear range. However,
a number of practical limitations (such as larger dc current than
peak ac current in every PA segment is needed for good lin-
earity) degrade it. The PA driver amplifies the phase modulated
waveform in a linear fashion to preserve the information, and
then demands the use of power hungry class A drivers. Under
POB conditions, the power consumption might be drastically
limited by the PA drivers rather than by the PA itself. PA drivers
can also turn OFF when the corresponding branch is OFF.

III. PA ARCHITECTURE

Since most communication systems in 3G and onward have
a Gaussian distribution power transmission pdf as a function of
output power in dBm, the architecture targeted at such commu-
nication systems partitions the signal in a linear-in-dB manner
to maximize its effectiveness. On the other hand, the best power
efficiency in current PAs is obtained for large signals, then the
aim of the proposed approach is to maintain the PA input sig-
nal large; for this purpose, digital prewarping techniques are
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Fig. 3. Correlation between control phases and baseband signal amplitude.

employed. The incoming signal is segmented into four regions
with adjacent regions, which differ in maximum voltage by
6 dB as shown in Fig. 3. More segments can always be used
if appropriated for other designs. The four regions are distin-
guished by the values of the control phases ϕ1 − ϕ3. These
control bits correspond to the two most significant bits (MSBs)
of the baseband signal; thus, baseband signal power is identi-
fied in the DSP. The control phases manage the segments of the
PA, thus correlating the PA current consumption and gain with
the signal MSBs. The prewarped LSBs are then processed using
linear amplifiers.

Fig. 4 shows the conceptual schematic of the proposed
system. Ignoring the sign bit, the MSBs of the digital represen-
tation of the baseband signal magnitude manage the segments,
while the least significant are converted into analog format
and then up-converted by the mixer. The PA and its driver are
divided into four sections in a binary fashion; it is straightfor-
ward to realize this operation in the digital domain since the two
MSBs provide that information; for better control of the archi-
tecture, the MSBs are converted into thermometric format. The
control bits φ1 − φ3 drive the PA sections through the drivers. If
the signal strength falls in the region φ0, for instance, the con-
trol phases φ1 − φ3 are zero, and then only the unswitchable
section manages the signal Sin(t). To minimize the switches in
the signal path, the drivers are turned OFF by disconnecting the
transistor drain from VDD; dc coupling is used to drive the PA
sections to avoid the use of large capacitors that introduce sig-
nificant delay in signal path. The architecture is designed such
that when the drivers are turned OFF, the PA sections also shut
OFF. As a result, the drivers and PA sections are dynamically
correlated with signal power providing further power savings.

Due to the manipulation of the segments, the PA power gain
follows this pattern, which is a desirable property for polar
amplifiers, but makes the PA gain signal dependent for linear
amplifiers. An elegant yet efficient solution is to use digital
gain equalization to overcome this shortcoming. The signal
strength is evaluated and amplified accordingly in the digi-
tal domain such that the digital gain and gain attenuation due
to PA switching compensate each other leading to a constant
power gain factor across all operating conditions. The MSBs
used to control the PA segments are also used to manipulate
the least significant bits implementing digital gain factors of
20, 21, 22 and 23. The realization of these operations is trivial
since they correspond to left data shifting by 0, 1, 2, or 3 spots.

Fig. 4. Simplified schematic of the proposed architecture employing three
binary weighted switchable arrays.

Fig. 5. Simplified model for timing mismatch analysis.

A unique property of this approach is that small signals are
noise-free amplified in the digital domain, making them more
tolerant to thermal noise due to the mixer, PA drivers, and PA
sections. The digital amplification does not saturate the RF
sections since the magnitude of the prewarped input signal is
always within the linear range of the active drivers and PA
blocks. The digital gain by multiples of 2 is a very easy and
cheap operation since it only requires a bit-shift to the left in
the digital domain. If the digital gain equalized signal reach-
ing PA input is fully synchronized with the manipulation of the
PA sections, the PA output signal is smooth when transitioning
across different segments. However, a common-mode current
step (when switching across segments) is an issue that requires
further attention.

A. Timing Mismatch Analysis

One concern is the timing alignment of the RF signal path
and the digital control phase path. A simplified model of the
system shown in Fig. 5 is used to capture the essence of the tim-
ing mismatch. Let us consider the case of only one-bit control
ϕ3. Suppose that there is a timing delay of τ seconds between
the RF signal path and the control phase, i.e., the control sig-
nal arrives at the switch before the corresponding RF signal
reaches the PA cells. Assume a modulated input signal sin(t) =
sBB(t)sRF(t) = cos(ωBBt)cos(ωRFt), where ωBB and ωRF

represent the baseband and RF angular frequencies, respec-
tively. For simplicity, the amplitude of the input tone and gain
of the mixer are chosen to be unity. If all PA sections are active,
the output power is then described as sout−N (t) = AVPAsin(t)
where AVPA is the PA gain. When the PA is partitioned at its
half-way point, the PA output is sout - N (t) = 0.5AVPAsin (t).
However, the baseband equalizer recognizes that the signal
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Fig. 6. PA output waveforms (RF component is not shown for simplicity).
(a) Prewarped signal with and without timing delay. (b) Error waveform due
to timing mismatch between φ3 and Si(t− τ).

power is small and amplifies it by 6 dB; sin (t) is then a pre-
equalized version of the original baseband input signal and can
be expressed as follows for the case of a single tone:

sin(t) =

{
2 sBB(t)sRF(t), if − 0.5 ≤ SBB (t) ≤ 0.5

sBB(t)sRF(t), if − 0.5 > SBB(t) > 0.5.
(1)

In Fig. 6, ti, i = 1, 3, 5, 7 which corresponds to the breaking
points of the segmentation algorithm. If the timing is perfectly
aligned, while the magnitude of the baseband signal is smaller
than the threshold voltages, the PA gain reduces by a factor of
2. At the same time, the signal is digitally amplified by two
while in this region and, thus, the overall gain remains constant
since the digital amplification and PA attenuation are fully syn-
chronized. On the other hand, if there is a timing mismatch of
τ seconds between the time we manipulate the PA segments
and signal traveling through the up-convertor and amplification
chain, then the operations are misaligned resulting in an error
(glitch like) at the PA output. The delay occurs when the signal
travels through the DAC, the mixer, drivers, and PA sections.
If the PA sections are turned OFF earlier, the PA gain drops

by 6 dB and stays in this condition until the equalized sig-
nal reaches the gate of the PA. This scenario is illustrated in
Fig. 6(b) where the PA input signal becomes

Sin (t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
SBB (t− τ)SRF (t) , t < t2

2SBB (t− τ)SRF (t) , t2 ≤ t < t4

SBB (t− τ)SRF (t) , t4 ≤ t < t6

2SBB (t− τ)SRF (t) , t6 ≤ t < t8

(2)

where SBB(t) is the incoming baseband signal. Defining the
error signal at the output to be the difference between PA output
current with timing errors and ideal output current, then

ie(t)=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

− 1
2Gm−VPAsBB

(t)sRF(t), t1 ≤ t<t2

Gm−VPAsBB(t)sRF(t), t3 ≤ t<t4

− 1
2Gm−VPAsBB

(t)sRF(t), t5 ≤ t<t6

Gm−VPAsBB(t)sRF(t), t7 ≤ t<t8

0, otherwise

(3)

with Gm−PA being the transconductance gain of the PA. The
resulting error signal is plotted in Fig. 6(b); the RF component
is not shown to simplify the plot. In general, the error signal
resulting from the timing mismatch would be manifested as
the convolution of the signal LSBs with a time delay of τ sec-
onds, the MSBs, and a time window of τ seconds. For the sake
of simplicity, let us denote θ = ωBBt; then, the third Fourier
coefficient of the error signal can be calculated as follows:

a3 =

(
Gm−PA

π

)(
−1

2

∫ θ1,5+θτ

θ1,5

cos θ cos3θ dθ

+

∫ θ3,7+θτ

θ3,7

cos θ cos3θ dθ

)
(4)

where θi = ωBBti, i = 1, 2, 3, 4 and θτ = ωBBτ . Calculating of
the integrations and then rearranging the expanded terms, not-
ing from Fig. 6 that θ1 = π

3 , θ3 = 2π
3 , θ5 = 4π

3 , θ7 = 5π
3 , would

lead to

a3 =

(√
7Gm - PA

2π

)(
1

2
sin2θτ sin (2θτ−φ)−sinθτ sin (θτ+φ)

)
(5)

where φ = tan−1
(

1
3
√
3

)
= 0.19 rad. If we assume that θτ �

φ, then (5) reduces to the simpler yet intuitive result

|a3| ≈
(

τ

TBB

)
Gm - PA (6)

where TBB is the baseband signal period. Since a1 ≈
Gm - PASBB - pk in this simplified analysis, the third-order inter-
modulation distortion due to the timing mismatch IMD3 is
proportional to 3τ

4TBB
. For a baseband signal of 10 MHz (TBB =

10−7 s), the delay error τ must be under 1.3 × 10−9 secs to
maintain IM3 under −40 dB. Timing mismatches in other 3 PA
segments add similar effects and increase the PA sensitivity to
time delay mismatches. Even more, in practice the computation
is more complicated since the spectral leakage is the result of
the convolution of the MSBs used to control φ1 − φ3 and the
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Fig. 7. Timing mismatch effects on ACLR.

signal power of the least significant bits Si(t) and a time win-
dow of τ seconds correlated with the MSBs; notice in (3) and
(4) that the magnitude and sign of the windowing is function
of the direction of the transition of the MSBs: −1/2 when the
MSB transition from 1 to 0 and +1 when transitioning from 0
to 1.

To reduce the nonlinearity caused by the timing mismatch,
a delay cell is added to the system to reduce the timing mis-
match, as shown in Fig. 5. The delay cell includes a replica
of the preamp, but it acts as a digital driver. After fine tuning
the size of the delay cell using extensive post-layout simula-
tions, the on-chip delay mismatch was under 100 ps for all
segments and under PVT variations. Timing mismatches gener-
ate glitches (MSBs and least significant bits are not well aligned
as depicted in Fig. 6) that may not significantly degrade the
received constellation if properly sampled at the receiver. These
effects have more effect on ACLR since these glitches are sig-
nal dependent. Extensive simulations in a WCDMA system,
where the channel bandwidth is 3.84 MHz, a timing mismatch
of 500 ps would result in PA neighbor channel leakage power
under −40 dB as illustrated in Fig. 7. The timing delay block
was not manipulated during characterizations.

IV. PA SYSTEM DESIGN

The critical design of the proposed system is the switching
scheme, which is applied to both the PA sections and their
drivers. The PA design details are described in this section.

A. Output Stage Design

Fig. 8 shows the schematic of the PA stage. Cascode config-
uration is used to improve its reliability. The common-source
transistors are standard thin oxide transistors that have lower
input capacitance and higher transconductance; the common-
gate transistors have thick oxide to withstand larger voltage
swing. At maximum RF output power, the voltage swing at the
drain terminal of the cascode device and the common-source
device are 2.5 and 0.75 Vpk, respectively. The transistors are
optimized for linearity, and their sizes are also included in
Fig. 8. The nominal gate overdrive voltage for the transistors

Fig. 8. Schematic of the PA output stage; the core consists of 1536 replicas.

are VOV1 = 300 mV and VOV2 = 400 m. At maximum RF out-
put power, the simulated bias current of the output stage and
driver stage are 980 and 320 mA, respectively. Maximum RF
current is expected at this stage; thus, extra care is needed
in the design layout. Multiple pads for the output and ground
nodes are used, and the ground pads of this stage are not shared
with the remaining parts of the chip. The bondwires are explic-
itly drawn to indicate that those pads are for the output stage
exclusively. The transistors are organized in clusters employ-
ing common-centroid techniques to facilitate the connectivity
and to minimize transistor mismatches. The PA transistors are
dc connected to the PA drivers; thus, no additional switches are
required to enable or disable these sections. When M1 transis-
tors are switched ON/OFF, there is a significant common-mode
step in current that may produce significant common-mode
ringing and up to 1 V common-mode peak variation. To alle-
viate this issue, a fast class AB CMFB circuit shown in Fig. 9
is allocated at PA output. A couple of single stage amplifiers
compare the common-mode output signal and VDRAIN and
drive the class AB amplifiers composed by transistors MC1 and
MC2. These transistors are biased through RB and VB1,2 at the
unset of subthreshold region to save power. Class AB ampli-
fiers MC1 and MC2 minimize the power consumption but are
able to deliver/sink enough instantaneous current reducing the
common-mode glitches generated by the transistor’s switching.

B. PA Drivers

The schematic of the driver stage is shown in Fig. 10. It con-
sists of a differential pair with resistive load, a switch controlled
by the control code, and a CMFB loop. Cp and CPA in Fig. 10
represent the effective parasitic capacitance at the common-
source node and the output nodes, respectively. Direct coupling
between the driver and the PA stages reduces the switching
time. When the switch is opened, the driver’s output common-
mode voltage moves down very quickly, putting the differential
pair transistors in the triode region. The common-mode voltage
drops, and then breaks the loop during this condition, which
helps turning down quickly the preamplifier outputs. When the
switch is closed again, the output voltage of the driver moves
toward VDD and is only limited by the time constant RLCPA.
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Fig. 9. Schematic showing the CMFB circuit allocated at PA output.

Fig. 10. Conceptual schematic of the driver stage.

Since the load resistors RL are small (in this case around 30 ω
for the unit-cell driver), the time constant is small, and fast low-
to-high transition is achieved. As soon as the common-mode
level exceeds the reference voltage, the loop tries to reach its
steady state; then, settling time of the CMFB is function of the
loop properties. Therefore, the use of fast CMFB is a must.

Open-loop gain, closed-loop bandwidth, and stability are
all important parameters to be considered when designing the
CMFB loop. Simulation results of the common-mode voltage
as the switching takes action are illustrated in Fig. 11. The
common-mode voltage moves very quickly until 400 mV is
reached because the loop is still broken due to the lack of
current in M4. The knee during the rising transition is due to
the fact that the fast voltage variation at the drain of M3 put
them in a saturation region, allowing the generation of instan-
taneous discharging current until the parasitic capacitor Cp can
get charged. Then, the drain current of M3 reduces again and

Fig. 11. Simulation results of common-mode voltage transient response.

Fig. 12. Two-section impedance matching network.

the common-mode voltage rises very fast again until reach-
ing its steady-state condition. The 1% settling time under the
worst-process corner is less than 8 ns, which means that even if
the baseband signal bandwidth is 10 MHz, the switching pro-
cess would only take 8% of the signal time period in the worst
case. The generation of instantaneous discharging current until
the parasitic capacitor Cp can get charged. Then, the drain cur-
rent of M3 reduces again and the common-mode voltage rises
very fast again until reaching its steady-state condition. The
1% settling time under the worst-process corner is less than
8 ns, which means that even if the baseband signal bandwidth is
10 MHz, the switching process would only take 8% of the sig-
nal time period in the worst case. The common-mode settling
time issues arise during the transition time of the incoming data,
generating data-dependent glitches that may degrade the ACLR
and EVM figures.

When all the PA and driver sections are active, the simu-
lated power gain of the driver stage is about 18 dB, whereas
the power gain of the output stage is around 20 dB.

C. Output Impedance Matching Design

For the output impedance matching circuit, a multisection
network was implemented. Fig. 12 shows a half representa-
tion of the matching network. CD and Lbnd stand for the drain
capacitance and the bondwire inductance, respectively. The par-
asitic capacitance at the package on the PCB is accounted for
in C1. The transmission line with a length d and characteristic
impedance Z0 is formed by a microstrip line consisting of the
PCB trace and the ground plane underneath. RL represents the
input impedance of a balun, which is 25 Ω for a half circuit. The
optimal PA load impedance RT is determined by maximum lin-
ear output power design specification. The load pull simulations
further allow us to optimize the choice of RT . The RF choke
inductor is off-chip and not shown in Fig. 12. Its value is chosen
such that at RF, it is seen as a high impedance to the PA, while
at the switching frequency of the switching regulator, it is seen
as a low impedance to the switching regulator. The matching
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TABLE I
IMPEDANCE MATCHING NETWORK COMPONENT VALUES

Fig. 13. Insertion loss simulation with process variations.

Fig. 14. Transient simulation results. (a) Input signal before and after digi-
tal prewarping (top trace). (b) Output signal at drain voltage (middle trace).
(c) Output signal after impedance matching network.

network component values can be determined by hand calcu-
lations, the Smith chart, or existing software packages. The
summary of the component values is given in Table I.

Two important design specifications for the output matching
network are bandwidth and insertion loss. The matching circuit
used in the proposed system is effectively a multisection design,
and its bandwidth is sufficient for WCDMA applications. To
ensure robustness, the insertion loss of the output matching is
simulated under process variations, as shown in Fig. 13. The
worst case of the simulated insertion loss is around 1 dB when
all component values are shrunk by 30%. However, this is the
less likely case, since nonidealities usually result in additional
parasitic components, making the effective component values
larger. If all component values increase by 30%, the insertion
loss is simulated to be only 0.2 dB.

The Q of the bondwire inductance was assumed to be 50
in simulations. Both the change in Q and the value of the
bondwire inductance affect the output matching network. This

Fig. 15. Microphotograph of the chip.

Fig. 16. Measured gain, output power, and PAE as a function of input at
1.9 GHz.

Fig. 17. Simulation and measurement results of PA’s S22 when the control bits
are (a) 111; (b) 011; (c) 001; and (d) 000.

effect manifests itself in higher insertion loss at the frequency
of interest. The insertion loss at 1.9 GHz was simulated with
various Q and L values of the bondwire inductance across
all four modes of operations. Under extreme conditions, i.e.,
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Fig. 18. ACLR measured at maximum output power of 31 dBm.

Fig. 19. SEM measured at maximum output power of 31 dBm.

inductance increased by 25% and Q = 30, the insertion loss
barely exceeded 1 dB.

As the PA switches ON and OFF different transistor sections,
the output impedance of the transistor changes. However, the
transistor is in either an active region or a cutoff region, and
the drain capacitance is mainly due to the depletion region
capacitance between the drain and the substrate plus the gate-
drain overlap capacitance. To test if the impedance matching
network works properly in each switching scenario, a 2 MHz
sinusoidal baseband signal modulated to the carrier frequency
is applied to the system. The transient waveforms are shown
in Fig. 14. The top plot shows the original sinusoidal baseband
signal, along with a predistorted baseband that is to be input
to the PA. As shown in Fig. 14, the impedance matching net-
work functions properly at all switching scenarios. The peak
differential voltage amplitude before and after the impedance

Fig. 20. ACLR as a function of maximum output power.

Fig. 21. EVM as a function of maximum output power.

Fig. 22. Phase error as a function of maximum output power.

matching network are 3.1 and 10.7 V, respectively. The voltage
transformation ratio of 3.45 thus implies an impedance trans-
formation ratio of 11.9, as desired (ZL/ZT = 50/4.5 = 11.1).
Notice that if the mismatches in segmented PA are small, the
ac current delivered to the matching network is smooth for the
entire power range. In practice, some glitches are present when
switching between segments mainly due to the unavoidable
parasitic capacitors and timing offsets.

V. MEASUREMENT RESULTS

The PA was fabricated in a TSMC 40 nm CMOS process, and
Fig. 15 shows the microphotograph of the chip. The chip area is
approximately 2.88mm2. A single-tone continuous-wave (CW)
signal of 1.9 GHz was applied to characterize the PA in all
four operation modes. Fig. 16 shows the measured gain, output
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TABLE II
COMPARISON WITH RECENT PUBLICATIONS

power, and power-added efficiency (PAE) as a function of the
input power. The PCB and cable losses are de-embedded in the
performance. The PA’s output P1 dB and PSAT are measured as
31 and 35 dBm, respectively. The average power gain is 38 dB,
and the PAEs at P1 dB and PSAT are 28.8% and 44.9%, respec-
tively. As a comparison, the PAE of the PA without the proposed
power efficiency improvement techniques was measured, and
displayed in Fig. 16 as the dashed curve. The PAE improvement
in the PBO region is apparent. For instance, at 20 dB back-
off from PSAT, PAEs of the PA with and without segmentation
are 21.3% and 8.1%, respectively. If required, more segments
can be added to improve PA power efficiency at higher power
levels.

The S22 of the PA in each mode of operation is simulated
and measured as shown in Fig. 17. Although there is some
mismatch due to nonidealities, it is manageable, and can be
optimized by tweaking the output matching network compo-
nent values. Note that both simulation and measurement show
that S22 does not vary much across different modes of PA oper-
ation. Due to the cascode topology of the output stage, PA’s
output resistance is kept large as compared with the transformed
RT; therefore, the variation in PA output resistance is absorbed
by the output matching network.

A WCDMA baseband signal that is compliant with the
3GPP standard [22] was generated, preprocessed in digital,
and up-converted to 1.9 GHZ with a bandwidth of 3.84 MHZ.
According to [22], the adjacent channel leakage ratio (ACLR)
at ± 5MHz should be kept below −33 dBc for cellular hand-
sets to comply with the standards. The measured output power
spectrum is shown in Fig. 18, with the PA under test transmit-
ting a maximum linear power of 31 dBm. Data analysis from
the spectrum analyzer shows that the ACLR at a maximum
power of 31 dBm is −35.8 dBc. The spectrum emission mask
(SEM) measurement was carried out, and the result is shown in
Fig. 19. Under maximum output power condition, the PA meets
the 3 GPP SEM specifications.

With a fixed set of switching thresholds for the PA and the
switching regulator, the ACLR as a function of maximum out-
put power was measured, and the result is shown in Fig. 20.
Contrary to the classic PA cases where amplifier’s linearity
improves at low power, the linearity of the proposed architec-
ture was compromised at the PBO region due to the digital
amplification. The PA, however, still met the required spec-
ifications. This is because the PA transistors work close to
their maximum power capacity most of the time. These results
show that the proposed architecture has a good balance between

power efficiency and linearity. Another linearity figure of merit
is the error vector magnitude (EVM). For 3G WCDMA, the
specification for EVM is less than −15 dB (17%). The EVM as
a function of the maximum output power of the PA is shown in
Fig. 21. At a maximum output power of 31 dBm, the EVM is
−21 dB (8.9%).

The phase error is measured as an indication of the PA’s
AM/PM nonlinearity. The phase error as a function of the
output power is shown in Fig. 22. The phase error is under
2.5% up to 35 dBm output power. Recently, reported lin-
ear PAs with segmentation technique to improve PAE were
compared with the proposed PA in Table II. The proposed
PA achieved a remarkable peak PAE as well as outstanding
PSAT and marks at PBO regions. Such an improvement was
achieved by the combination of segmentation and proposed dig-
ital predistortion technique. Moreover, the proposed PA enables
switching between different modes within a very short time
frame, which is the first to report such a feature, to the author’s
best knowledge.

VI. CONCLUSION

A 1.9 GHz segmented linear PA was designed and imple-
mented in 40 nm CMOS technology. The input signal is seg-
mented and strategically amplified in the digital domain, while
the PA is segmented and its segments are properly manipulated
to maintain its power gain invariant with voltage while achiev-
ing significant power savings. The architecture emulates the
operation of the conventional class-B amplifier, thus achieving
similar power efficiency. However, the fact that the PA drivers
are made switchable, then this architecture may result in better
power efficiency. The PA achieved a saturated/maximum linear
output power of 35/31 dBm with corresponding peak PAE’S

of 44.9% and 28.8%, respectively. A fast yet efficient switch-
ing scheme that employs direct coupling between PA sections
and drivers was demonstrated, which enabled the PA to improve
efficiency in the PBO region within a wideband communica-
tion standard. The architecture can be combined with envelope
tracking techniques to achieve better power efficiency figures.
The proposed techniques are general and can be used in other
PA architectures as well.
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